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FOREWORD 

The Fourth Army Conference on Applied Mathematics and Computing was held 27-30 
May 1986 at Cornell University, Ithaca, New York.    It coincided with the 
formal opening of the recently established Mathematical Sciences Institute 
(MSI).    This meeting's seven invited speakers addressed the vital areas of 
combustion, computational  fluid dynamics, parallel computation, stochastic 
analysis, multiple bifurcation, numerical solutions of partial differential 
equations and problems in many scales of length and time in modern computing 
enviroments.   There were two special sessions that dealt with Stochastic 
Algorithms and Computational Vision, and Probabilistic Methods in Solid 
Mechanics.    The one hundred and eight contributed technical papers covered 
nearly the entire spectrum of basic research.   During the course of the 
meeting several synergetic relationships developed, and the feedback from the 
Army scientists was very positive. 

As in previous meetings, this meeting provided its attendees a chance to see 
the many scientific developments taking place in various Army laboratories. 
Through these meetings, techniques developed at one installation are brought 
to the attention of scientists at other places, thus reducing duplication of 
effort.    Another important phase of these meetings is presenting the members 
of the audience an opportunity to hear nationally known scientists discuss 
recent developments of their own fields./r This year the invited speakers 
together with the titles of their addresses are listed below.   These gentlemen 
were more than willing to discuss various problems of special interest to 
scientists in the Army agencies. 

X 

SPEAKERS AND AFFILATION TITLES OF ADDRESS 

Professor K. G. Wilson 
Cornell University 

Renormalization Groups and Problems 
in Many Scales of Length 

Professor Richard Ewing 
University of Wyoming 

Professor John Guckenheimer 
Cornell University 

Numerical Solution of Partial 
Differential Equations 

Multiple Bifurcation 

Professor Eugene Wong 
University of California, Berkeley 

Professor Richard Karp 
University of California, Berkeley 

Stochastic Differencial Forms 

The Complexity of Parallel 
Computation 

Professor A. F. Ghoniem 
Massachusetts Institute of Technology 

Professor A. J. Majda 
Princeton University 

Computing Unsteady Reacting Flows 
Using Vortex Methods 

High Mach Number Combustion 



The benefits derived from these conferences depend a great deal on the host's 
Chairman on Local Arrangements. The attendees at this meeting were fortunate 
to have Professor G. S. S. Ludford, Director of the MSI, serving in this 
capacity. He, together with members of his capable staff, provided all those 
things, such as projection equipment, travel information, etc., needed for an 
enjoyable and profitable symposium. 

The Amy Mathematics Steering Committee is the sponsor of these Army 
Conferences on Applied Mathematics and Computing. The members of this 
committee were pleased, not only with the large number of contributed papers, 
but also with the scientific quality of these papers. They are also pleased 
to be able to provide the transaction of this conference. It is hoped the 
scientific ideas contained therein will benefit not only those who were able 
to attend the symposium, but also many others that did not enjoy that 
privilege. 
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ABSTRACT 

The method of front tracking has been demonstrated to provide high 
resolution of hydrodynamic interfaces. A basic motive for developing this 
method was to allow a study of the transition to chaos in the case of interface 
instability. We also show that interactions of tracked waves and bifurcations 
of interface topology can in certain cases be computed automatically. 

These results are then applied to the study of jets and of fingers formed 
by the Rayleigh-Taylor and Meshkov instabilities. A statistical model for the 
chaotic regime, due to J. A. Wheeler and one of the authors (D.H.S.), is 
presented, and its relation to the above computations is outlined. 

We also discuss modifications of the front tracking method due to gravi- 
tational and geometrical source terms in the Euler equations, and work in 
progress concerning use of equations of state for real materials. 
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1. lotrodDctlon 
Proof of scientific principle for the front tracking method hat been ertibHihed in • 

ierics of papers by the authors and coworkers [1,2,3,4,5]. This method hat ben adapted 
to a variety of problem areas, including oil reservoirs, shock tube experiments, astrophysia, 
and detonation waves. Recent improvements of this method allow consideration of more 
complex and interesting problems. Here we consider the interaction between tracked waves, 
and interface instabilities in the compressible regime (including the Meshkov, Rayleigh- 
Taylor, and supersonic jet instabilities). We also discuss modifications of the front tracking 
method due to gravitational and geometrical source terms in the Euler equations, and report 
on work in progress to allow for the effects of real equations of state. 

2. A Description of the Front Tracking Method 
Front tracking is an adaptive computational method for solving a hyperbolic system of 

nonlinear conservation laws. In two-diraensü A' problems, a moving one-dimensional grid, 
called the front, is fitted to and tracks selected waves in the solution. These waves can be 
sharp discontinuities which exist as mathematical solutions of idealized physical equations 
(e.g. the Euler equations) or waves for which physical quantities change rapidly but smoothly 
over a fraction of a mesh length (e.g. chemical reaction fronts). For compressible fluid 
dynamics, these waves include shock waves, contact discontinuities, material interfaces, phase 
boundaries, slip lines, and chemical reaction fronts. 

The front tracking code employs a finite difference method together with the tracking of 
selected waves to solve the two-dimensional Euler equations of compressible gas dynamics in 
conservation form. The Euler equations for a compressible, invisdd gas can be cast in the 
form of a general hyperbolic system of nonlinear conservation laws 

w, + V-f(w) « 0 

by setting 

S) and f(w) 

(2.1) 

(2.2) 

p is the mass density, m = po is the momentum density, £ is the total energy density, waAp 

is the thermodynamic pressure. The total energy can be written as £ = p« + -"SL where * 

is the specific internal energy. The pressure, density and specific internal energy are related 
by a caloric equation of state; thus only two of the three quantities are independent. Eqs. 
(2.1) and (2.2) express the conservation of mass, momentum, and energy. 

The front divides the computational grid into topologically connected interior regions 
called components. The solution is computed by first propagating the front and then the solu- 
tion in each component. 

The front is advanced in two steps. First the Rankine-Hugoniot equations are used to 
propagate the front normally by solving a nonlocal Riemann problem. Then tangential waves 
are propagated along the front using a one-dimensional Lax-Wcndroff method. At points 
(called nodes) where discontinuity curves intersect, the propagation is defined by the solution 
of shock polar equations, as a first approximation to solving a two-dimensional Riemann 
problem. The propagation of the front for the Euler equations without source terms is 
described more thoroughly in Ref. [4], while front tracking and two-dimensional Riemann 
problems are l'scussed in Ref. [6]. 

The interior regions between fronts are treated as initial-boundary value problems and 
the solutions in these regions are computed using an operator split Lax-Wendroff finite- 
difference method. The front and interior schemes are coupled in a strip of width one mesh 



spacing on either tide of the front. 

3. Shock and Contact Wave Interactioiis 
We diitinguiih between scalar and vector waves. The scalar waves such as contacts, 

material interfaces, phase boundaries and concentration waves do not produce reflected 
waves on interaction whereas the vector waves such ns shock waves in gas dynamics do. A 
fairly general algorithm for resolving the interaction of scalar waves was presented in Ref. 
[7], in the context of tracked saturation fronts in oil reservoirs. We show the type of com- 
plex interface that can develop from a simple one in Fig. 3.1. We are also interested in the 
interaction of (vector) shock waves with contact waves and with each other. As a model 
problem for the study of this interaction, we consider a simplified version of the Meshkov 
instability, in which a shock wave hits a contact having a small (sine wave) perturbation from 
planar. After passage of the shock wave, this perturbation grows at first exponentially and 
then linearly in time before coming to rest. The late time behavior is discussed in the next 
section. Here we describe the sequence of shock interaction problems that take place in the 
initiation process. 

In Fig. 3.2 we show a sequence of shock and contact fronts for a shock wave hitting an 
interface between warm and cold air, while in Fig. 3.3 we show a similar sequence where the 
interface separates air and SF6 at the same temperature. In both cases the shock is incident 
in the lighter gas (the warmer air in Fig. 3.2 and the air in Fig. 3.3). Each simulation begins 
shortly before the shock wave collides with the contact discontinuity surface. When the 
shock wave reaches this surface it is transmitted through and reflected by the contact. The 
contact discontinuity is in turn deflected by this interaction. We observe diffracted wave pat- 
terns propagating away from the original point of collision as the shock continues to pro- 
pagate into the gas interface. Eventually the shock wave will pass completely through the 
contact discontinuity, and the reflected and transmitted waves will propagate away from each 
other on opposite sides of the gas interface. In general this will produce complicated wave 
interactions, but in our model we only track the transmitted shock and the reflected wave (if 
it is a shock). This approximation assumes the other waves produced by this interaction are 
weak enongh not to require tracking. 

The front tracking code is well suited for the propagation of interior points on tracked 
curves, but must be extended to handle the complicated wave patterns that occur when two or 
more waves interact at a single point. In the shock-contact interaction each of the diffraction 
patterns consists of an incident shock colliding with a contact discontinuity producing 
reflected and transmitted waves. Such a configuration will be called a diffraction node. The 
analysis of the interaction between a planar shock wave and a planar contact discontinuity has 
been discussed in detail in Refs. [8,9,10,11,6] and here we will only summarize these results 
as they are applied in the front tracking code. In a neighborhood of a diffraction node we 
ignore any curvature and replace the two colliding curves by their tangents. We next assume 
that there exists a reference frame in which the flow near the point of interaction is steady. 
Finally we restrict our attention to the so called regular reflection case in which the interac- 
tion occurs at a single point, the transmitted wave is a shock and the reflected wave is either 
a shock or a centered rarefaction wave. (More complicated configurations include Mach and 
multiple Mach type reflections.) This assumption is valid provided the angle between the 
incident shock and the contact discontinuity is sufficiently small. Since flow does not cross a 
contact discontinuity, the stream line» on opposite tides of the interface must be parallel. 
This means that the flow through the incident shock and the reflected wave must be turned 
by the same amount as the flow through the transmitted shock. If we assume that the states 
of the gas on both sides of the contact discontinuity ahead of the incident shock are known, 
together with the strength of the incident shock (say the pressure jump across the shock), 
then the Rankine-Hugoniot conditions together with this restriction provide a system of alge- 
braic equations from which the pressure behind the reflected and transmitted waves can be 
found (this solution may be multi-valued). This pressure can then be used to construct the 
states behind the transmitted shock and reflected wave along with the angles at which these 



waves meet the point of »hock diffraction. 
Since we are dealing with curved waves, this calculation is performed at each timestep. 

The transformation to the steady frame of an individual diffraction node is found by a 
geometric construction. The incident shock and the ahead contact discontinuity are first pro* 
pagated separately, ignoring any interaction between the two waves. Thi» intersection 
between the two propagated curves is found and this is used as the updated node position, 
from which a node velocity is computed. This velocity defines the transformaiion to the 
steady frame of the node. New states and wave angles about the diffraction node are com* 
puted and inserted into the tracked wave structures. 

The geometrical construction of the node velocity is also important since it provides a 
method of detecting wave interactions. When the original shock passes through the contact, 
the ahead curves will both be short segments that will propagate past one another in the finite 
time Ar. The propagated curves do not intersect and hence a node velocity cannot be com- 
puted. At this point control is shifted to routines designed to identify and handle such 
interactions. 

4. Interface InstablUties 

We have studied a series of related problems, each of which leads to fingering instabili- 
ties or jets, with the penetration of a heavy material into a lighter ambient material. Followed 
to late time, this leads to a chaotic mixing regime discussed in the next section. The series of 
problems arise from different procedures to initiate this instability, as an accelerated surface 
[12], supersonic jet [13], shock-contact collision [14], or Rayleigh-Taylor instability [IS]. 
We havt considered a range of density ratios up to 100:1 and accelerating forces, which for 
the Rayleigh-Taylor problem are in the range of up to 106 to 109 g depending on the length 
scale of the perturbation considered. The Mach numbers considered spanned a range of from 
0.1 to 6. 

The compressible Rayleigh-Taylor problem depends on three dimensionless parameters: 
Pb the density ratio D - —, where p^ is the density of the heavy gas just below the interface 
Pa 

(we assume gravity points up) and pa is the density of the light gas just above the interface; 
die polytropic gas constant y (here we set ya = ti, = 1.4) or other information to set the 
equation of state for the heavy and light fluids; and a Mach number M defining the ratio of a 
gravitational time scale to a sound speed time scale. M defines a dimensionless compressibil- 

ity. We take M2 = &—, where X is the wavelength of the interface perturbation and cb is the 
H 

sound speed in the unperturbed heavy fluid. In Fig. 4.1 we show a sequence of interface 
positions for a compressible heavy gas falling into a lighter gas with D = 2 and M2 ■ 0.5. In 
this case the terminal Mach number of the bubble and spike is about 0.2. In Fig. 4.2 we show 
the case of four symmetric bubbles and spikes, for D = 10 and M2 m 0.89. In Fig. 4.3 we 
show a similar sequence for D = 10 and M2 = 0.89, in which there is a capture of the 
smaller side bubbles by the larger central one. (For an interface with multiple modes, we 
give the maximum value of A/2.) We refer to the cases of single bubble dynamics and of 
bubble capture as the one and two body problems of bubble dynamics; they are central to the 
statistical model for the mixing regime discussed in the next section. 

Computations of supersonic jets by Norman, Smart, and Winkler (NSW) [16] have gen- 
erated a great deal of interest, due to their qualitative agreement with observations and their 
quantitative predictions. Since the radio telescope observations will become more detailed in 
the near future, it is of great interest to compare computations of supersonic jets by different 
methods. To this purpose, our computations using a "surface" front tracking method may be 
contrasted with the results obtained by NSW using a "volume" front tracking method. We 
find overall agreement in the wave structure of the computations, but find a marked differ- 
ence in die details of the contact boundary between the jet and ambient gases. We believe 



our method offen • higher degree of resolution of the tracked contact, unce our method 
tradu it as a sharp discontinuity rather than as a "smeared out" interface, and preserves the 
integrity of the tracked front from step to step. 

Fig. 4.4 displays the evolution to late time of a cylindrically symmetric Mach 3 Jet. The 
density ratio of jet gas to ambient gas is 10:1. y was set equal to 5/3. Note the presence of a 
bow wave in front of the jet and of a terminal shock near the head of die jet beam, preceded 
by a rarefaction wave. This terminal shock system may explain the observed hot spots ter- 
minating astrophysical jets. The contact shape displays large-scale Kelvin-Helmholtz rollup, 
and the development of two-dimensional pinch waves. 

5. The Mbdng Regime 

The late stages of a Rayleigh-Taylor unstable interface lead to a chaotic mixing regime. 
The portion of the mixing layer adjacent to the heavy fluid is dominated by the mechanism of 
bubble merger or amalgamation. A model for bubble merger due to J. A. Wheeler and one 
of the authors (D.H.S.) [17] (a brief description is also contained in [18]) has been analyzed 
numerically. In the model, it is assumed that the interface is pieoewise constant and single 
valued, so that the bubbles are the pieoewise constant intervals in the interface.  A simf Is 

scaling argument shows that the bubble velocity is i = const (gr)2 where r is the bubble 
radius. The constant is a function of the dimensionless parameters of the problem and can be 
determined numerically by the solution of the one body problem as discussed in die previous 
section. When a large bubble moves sufficiently far ahead of a smaller bubble, the two are 
forced to merge, with a new height set by conservation of mass. The merger height is then 
determined numerically by a solution of the two body problem as discussed in the previous 
section. In Fig. 5.1 we show a sequence of successive sample interfaces generated by the 
numerical solution of this model, and in Fig. 5.2 we plot the average bubble velocity as a 
function of time, for a specific choice of initial data consisting of a Gaussian distribution 
about a uniform bubble size. One can see clearly the trend toward merger of bubbles and 
the growth of larger bubbles at the expense of the smaller ones. 

6. Front Tracking with Source Terms 
Gravitation and cylindrical symmetry introduce source terms into the conservation form 

of the Euler equations. In this section, we discuss the modifications necessary in applying the 
front tracking method to problems with gravity or cylindrical symmetry. 

With a gravitational force, Eq. (2.1) is modified by source terms: 

wr + V-f(w) ■ S(w) (6.1) 

where 

S 
& 

(6.2) 

In this case, E stands for the internal plus kinetic energy density. The gravitational potential 
energy density has been shifted from the left-hand side of Eq. (2.1) and appears as mg in S . 

The cylindrically symmetric Euler equations can be written in the form (6.1) with 

P 
P«r 
P«, 

. E 

provided it is understood that V-f is to be interpreted with a flat metric in (r, z) coordinates 
as dj, + d,f,, where 
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With thii interpretation, 

r 

P 
P«r 
P"» 

[E+p) 
(6.3) 

The interior «olver ano tangential »weep with tource term* are modified only by includ- 
ing 8 in the finite difference equedons. The Lax-Wendroff method remains second-order 
accurate even with the source term 8. 

For the normal and tangential sweeps of the front, the Euler Eqs. (6.1) are split into 
normal and tangential parts: 

w, + a[(*V)f(w)J + l[(IT)f(w)l - 8, + 8,, (6.4) 

where for gravity 

s.- 
0 

Pin and S/ ■ 
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and for cylindrical symmetry 

8, = -%Ä ■          r 
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The splitting method is first to solve the normal equations 

w, + «•[(«.V)f(w)] - 8,,, 

and then the tangential equations 

wr + l((IV)f(w)3 » 8,. 

(6.5) 

(6.6) 

Eq. (6.6) is solved by a one-dimensional Lax-Wendroff method. The normal sweep is 
further modified by an operator splitting method. For tracked shocks, the solution to Eq. 
(6.5) is found by solving a nonlocal Riemann problem [4] for the homogeneous equation 

w, + «•[(ftV)f(w)] » 0. 

and then the corrections are added by solving 

For through-flow boundaries, Eq. (6.5) is solved by a one-dimensional Lax-Wendroff 
method. 

For contacts and wall boundaries the solution of the nonlocal Riemann problem in the 
normal direction is modified to include the effects of source terms in the characteristic equa- 
tions. If S - 0 the states at a contact or wall boundary may be updated by solving the 
characteristic equations 

dp±pcdu - 0 (6.7) 

for characteristic wave speeds u±e. With a non-zero 8, Eq. (6.7) becomes 

4»±p«/« ■ 5,*, (6.8) 

where 5, m ±pcgN for gravity, and Sn m —-upc2 for cylindrical symmetry.  Hie finite 
difference form of Eq. (6.8) is 



p-p0±pc(u-u0)-SHdt, (6.9) 

where the unsubscripted variablae indicate the quandtiet at the head of the characteristic (at 
time i+dt), the subscript 0 indicates the quantities at the foot of the characteristic (at time t), 
andN"i*B. 

The node propagation algorithms are modified through Eqs. (6.5) and (6.6); the 
Rankine-Hugoniot jump relations are unchanged. 

7. Real Eqoatloiis of State 
Much work has recently been devoted to the problem of implementing realistic equa- 

tions of state for gat dynamical calculations. Commonly, scientific studies assume a polytro- 
pic or gamma law gas equation of state; our goal is to extend our front tracking hydrodynam- 
ics code to handle more general equations of state. Over the past year a considerable effort 
was made to isolate and modularize the equation of state dependences in our gas dynamics 
simulation program. This work has now been completed and the equation of state depen- 
dences have been isolated to a relatively small numb« of subprograms such as the calculation 
of pressures from densities and energies or the calculation of sound speeds. Furthermore 
these subprograms have been written in such a way that the user may "plug in" additional 
equations of state as they are developed. We are now in the processes of adding two addi- 
tional equations of state to our gas code in addition to the currently supported polytropic 
equation of state. These are the so called stiffened polytropic equation of state and the Los 
Alamos National Laboratory table look up equation of state SESAME. 

An equation of state is a functional relation between the thermodynamic variables that 
describe the state of a gas. These variables include the density, pressure, temperature, 
specific internal energy and the specific entropy of the gas. Only two of these variables can 
be independent and the equation of state describes the remaining quantities when any two are 
given. For example in the polytropic equation of state the specific internal energy e is given 
bye where p and p are the pressure and density of the gas respectively and y is 

(7 - 1)P 
a dimensionless constant greater than one. The temperature 7 of a polytropic gas is given by 

the ideal gas law /fT = 2- where i? is a positive constant. The stiffened polytropic equation 
p + "yp« 

of state is a generalization of the polytropic equation of state, where e ■ i ftt and 

iW P +Po 
(i - DP 

. As in the polytropic model it > 0 and 7 > 1 are constants.  The additional 

constant p0 % 0 has the dimensions of pressure. If p0 = 0 the stiffened polytropic model 
reduces to the polytropic case. Stiffened polytropic equations of state have been used to 
model metals. For instance, tungsten may be modeled with -y » 3.2 and p0~ I Mbar over 
a range of pressures from zero to seven Mbar. 

Both the polytropic and the more general stiffened polytropic equations of state are 
examples of simple analytic equations of state. Their implementation into a hydrodynamics 
code is relatively simple and involves the calculation of various quantities such as the sound 
speed and shock Hugoniots. Because of the simple nature of these models it is possible to 
find explicit formulas for these quantities which allow for quick and accurate numerical calcu- 
lations. Their main limitations are that real materials only approximately satisfy them over a 
limited range of temperatures and pressures, and they do not include mechanisms for phase 
transitions. The Los Alamos National Laboratory program SESAME is an attempt to over- 
come these problems by using a tabular equation of state. Here we are given a rectangular 
grid of densities and temperatures with the pressure and specific internal energy given at each 
grid point (p, 7). Pressures and energies at intermediate densities and temperatures can then 
be found by interpolation. 

One advantage of such a program is that it allows one to support a large number of 
materials using the same basic software. In addition the table for an individual material may 



be built by combining several different analytic models each with its own range of validity, or 
by using directly measured experimental information. However such generality and flexibil- 
ity exact a cost for a hydrodynamics code. Quantities which reduce to simple formulas for 
the polytropic model must now be found by solving systems of nonlinear equations or dif- 
ferentia] equations numerically. In particular the calculation of shock Hugoniots and adia- 
batic (constant entropy) curves can become extremely expensive. Since in any code which 
involves the solution of Riemann problems (such as our front tracking code) these quantities 
must be computed hundreds or even thousands of times each timestep, it is easy to see that 
numerical simulations can be impractical on even the most advanced machines. 

We are now in the process of developing an implementation of the SESAME program 
into our gas dynamics code which will address these inefficiency problems by precomputing 
as much as possible the quantities which are used repeatedly in the solution of Riemann prob- 
lems. The original SESAME program already included a facility for inverting the given 
tables into a format ia which the density and specific internal energy were the independent 
variables. To this wc are adding inverted forms with pressure and density or pressure and 
specific entropy as independent variables. In addition it is possible to precompute various 
integrals which occur in the solution of the Riemann problem and include them as data in the 
table. Our hope is that by applying these principles we will be able to achieve rates of solu- 
tion to Riemann problems which are comp>"-able to those obtained for polytropic or other 
similar equations of state. 
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Fig. 3.1 Plots of the oil-water interface» for a well configuration consisting of 19 
injecting wells (crossed "juares) and 12 producing wells (open squares). 
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(a) time 0 (b) time 0.06 

(c) time 0.S 
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(d) time 5 

Fig. 3.2 A «hock hittiag a contact dUooatinuity leparating two mauee of air at different 
temperature. Iba pnuara ratio acroM the ibock to 1000 and the density ratio acroM the 
contact dtocontinuity to approdmately 2.86. UM ihock to incident in the lighter fa». 
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(■)HaMO (b) time 0.02 

(e) time O.S 
10 Ax-10 Ay 

(d) time 3.S 

Fig. 3.3 A »hock hitttai ■ contact discontinuity teparetinf air from the gas SF6. The 
contact diMontinuity curve it given an initial ihape of a line curve. The shock is 
incident from the air and has a pressure ratio of 10. The boxed region in Fig 3.3b is 
blown up in the neat figure. 
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Fig. 3.4 A blowup of a tubregton of Fig 3.3b tbowing the incident »hock colliding with 
the ahead contact diicontinuity, producing reflected and tranunitted »horka. 
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Fig. 4.1 A iequence of interface potitions for • oompreuible heavy gas (below) falling 
into a lighter gat (above) with a density ratio of 2:1; in this case the terminal Mach 
number of the bubble and spike is about 0.2. Gravity points upward. 
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Hg. 4.2 Deuity contours for the Rayleigh-Taylor imtibility for the case of four 
»ynunetric bubbles and spikes with a density ratio of 10:1. 
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Fig. 4.3 The Rayleigh-Taylor instability tbowing the capture of imaller tide bubbles by 
a larger central one. 
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(a) time 0.7 interface plot (b) time 0.7 pressure contours 

Fig. 4.4 Plots of a cylindrically symmetric Mach 3 jet. The density ratio of jet gas to 
ambient gas is 10:1. 
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Fig. 5.1 A lequence of successive sample interfaces generated by the numerical solution 
of a bubble growth model. 
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Fig. 5.2 The average bubble velocity as a function of time, for a specific choice of initial 
data consisting of a Gaussian distribution about a uniform bubble size. 
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NONLINEAR VISCOELASTIC  MATERIALS  WITH  FADING MEMORY 
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Abstract. The equations governing the motion of viscoelastic materials 
with fading memory incorporate a nonlinear elastic-type response with a 
natural dissipative mechanism«  Our purpose is to discuss the subtle effects 
of this mechanism in viscoelastic materials of Boltzmann type.  Recent results 
on the global existence and decay of classical solutions for smooth and small 
data (in one space dimension) are reviewed for smooth and singular memory 
kernels; for smooth kernels a number of such results can be generalized to 
several space dimensions. A recent result on the development of singularities 
in finite time for large data is discussed; several opan problems are 
formulated. A program for a studying weak solutions for such systems, 
including the development of numerical algorithms, is outlined. 

1.  Introduction« The equations governing the motion of nonlinear 
elastic bodies are quasilinear hyperbolic systems for which smooth solutions 
generally lose regularity in finite time due to the formation of shock fronts. 
[Some materials incorporate a nonlinear elastic-type response with a natural 

dissipative mechanism, and it is important to understand the effects of the 
dissipation on the behaviour of the solutions of the equations of motion. 

The purpose of this lecture is to discuss the effects of the subtle 
dissipative mechanism due to memory effects in viscoelastic materials of 
Boltzmann type.  This dissipation is more delicate than that exhibited by 
viscoelastic materials of the rate type for which globally defined smooth 
solutions exist, even for large smooth data. 

The paper is organized as follows.  In Section 2 we formulate 
mathematical models for the motion of nonlinear viscoelastic materials and we 
motivate the mathematical theory-  In Section 3 we survey recent results on 
the global existence of smooth solutions for smooth and small data.  In 
Section 4 we present a recent result on the breakdown of smooth solutions for 
large, smooth data and discuss briefly related open questions including those 
regarding weak solutions and numerical methods (Remarks 4.8).  We restrict our 
attention throughout to one-dimensional problems and provide some references 
for multidimensional problems. Moreover, we consider only a purely mechanical 
theory, i.e. we negledb thermal effects. 

2. Mathematical Models and Dynamic Problems. Consider the longitudinal 
motion of a homogeneous one-dimensional body (e.g. a bar of uniform cross- 

' 'Research sponsored by the U.S. Army Research Office under Contract Mo. 
DAAG29-80-C-0041.  This paper was begun while the author visited the 
University of Paris IX and Heriot-Watt University. 
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section) occupying an interval B in a reference configuration, which we 
assume to be an equilibrium state, and having unit reference density.  B may 
be bounded or unbounded.  Let u(x,t)  denote the displacement at time t of 
a particle with reference position x (i.e. x + u(x,t) is the position at 
time t of the particle at x).  The strain which measures local stretching 
is defined by e :« dx(x,t). Let a    denote the stress at time t of the 
particle with reference position x (a measures the contact force per unit 
area). The balance of linear momentum yields the equation of motion 

'tt "x + f x e B, t > 0 (2.1) 

where subscripts denote partial derivatives and where f is an external body 
force.  In order to characterize the material, (2.1) is supplemented by a 
constitutive assumption which relates the stress to the motion.  In addition, 
initial data, as well as suitable boundary data if B is not R, are adjoined 
to (2.1). We remark that in a physical problem the cross-section does not 
generally remain uniform as the bar is stretched.  More realistic problems can 
be treated by similar techniques. 

If the body is homogeneous and purely elastic, the stress depends on the 
strain through the constitutive relation a(x,t) = 4) (e (x,t)), where ^  is a 
given smooth function satisfying the assumptions (i) 0(0) ■ 0, (ii) ^'(0) > 0; 
(i) reflects the fact that the reference position is taken as an equilibrium 
state, and (ii) that the stress increases with the strain, at least near 
equilibrium.  The equation of motion (2.1) becomes the familiar, one- 
dimensional, quasilinear wave equation 

■tt Mux)x + f (x e B, t > 0) (2.2) 

if    B    is bounded it  is assumed that the assigned boundary data and initial 
data are compatible.     For  (2.2)  there is no natural dissipative mechanism. 
Indeed,  Lax   [33],   also MacCamy and Mizel   [37]   and Kleinerman and Majda   [31] 
have shown that  if     t>    is not linear,  the Cauchy problem for (2.2)   (f =   0) 
does not generally possess globally defined smooth solutions, no matter how 
smooth and small  one takes the initial data    u(x,0)     and    ut(x,0). 

In a material with memory  (such as certain polymers,  suspensions,  or 
emulsions)  the stress at a material point    x    and at time    t    depends on the 
entire history of the strain at    x.     In   1874 Boltzmann   [5]   gave the following 
linear constitutive  law for small deformations in such materials 

a(x,t)  - (Je(x,t)   + /* m(8) [e(x,t)  - e(x,t-s)]d8,  xcB,  -<»<t<«>.       (2.3) 

In (2.3) 8 > 0 Is a given constant and m : (0,») ■>■ R is a given positive, 
smooth, nonincreasing function. We limit our discussion to the situation in 
which    m c L^O,»), and we distinguish two cases: 

(i)  0  < m(0)   < «,       (ii)  m(0+)  - -H» (2.4) 

The function m is called a memory function.  The fact that m > 0 and non- 
increasing on (O,00) means that the stress "relaxes" as t increases and the 
memory term in (2.3) fades:  deformations which occurred in the distant past 
have less influence on the present value of the stress than those which 
occurred in the recent past.  In the applied literature m is often assumed 
to be a finite linear combination of decaying exponentials with positive 
coefficients (these expression» result from least equares approximations to 
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experimental data).     Such restrictions are neither  desirable nor necessary. 
Moreover, kinetic theories for chain molecules   [15,46,53]   and certain 
experiments   [32,28]   suggest that there are materials for which    m    Is singular 
as in  (2.4)(ii),    m(t) ~ t8"1    as    t + 0+,  0  < o  <   1,    m    is positive, 
nonincreaslng on    0  < t < *,    and    m    decays rapidly at Infinity.    Stronger 
power singularities at zero  (a <  0)    are also possible, but the resulting 
mathematical theory for nonlinear materials consistent with our objectives is 
Incomplete at this time. 

The assumption    m c  L  (0,«)     implies that   (2.3)   is equivalent to 

a(x,t)  - c e{x,t)  - /T m(8)e(x,t-8)ds,   xcB,   -*><t<»     ,        (2.5) 

where    c     := ß  + J Q m(s)ds  >  0    is a constant which measures the instantaneous 
response of  stress  to  strain;     ß  >   0    is the equilibrium stress modulus.     If 
8   > 0 the material acts  like a solid,  while if    3-0    it acts like a fluid. 

A natural generalization of  (2.5)  to nonlinear materials  is the 
constitutive relation 
. 

o(x,t)  - ♦(e(x,t))  - fl m(8)iMe(x,t-s))ds,   xcB,   -»<t<»     ,     (2.6) 

in which $, i{i t R + R are assigned, smooth material functions which satisfy 

♦ (0) - t|>(0) - 0, ♦'(0) > 0, ty'iO)   >  0  . (2.7) 

The memory function m is positive, nonincreaslng and integrable on  (0,°°) 
as above.  In the static case e(x,t) =e(x), o(x,t) =a(x),  (2.6) reduces to 

ö(x) -♦(e"(x)) - (/^ mfsJdsJiHMx)),  xc B  . 

A natural assumption,  appropriate for viscoelastlc  solids and crucial in the 
analysis of global existence results  (section  3),   is to require that   <\> , ty 
also satisfy 

♦ '(0)   -   (/o m(8)ds)ir(0)   >   0     ; (2.8) 

(2.8) states that the equilibrium stress modulus is positive. The 
constitutive assumption (2.6) is a particular case of a "simple material" [8] 
which retains many Important qualitative properties of more general material 
models; moreover, the analysis of the resulting equation of motion is 
relatively simple and complete. 

The balance of linear momentum and (2.6) yield the equation of motion 

utt " ^Vx " ttm  »(t-T)iMux(x,T))xdT + f, x c B, — < t <-  , (2.9) 

where f is a body force and where the change of variable T |« t-s was made 
in (2.6). The history of the motion is assumed to be known for t < 0  (the 
history may, but need not satisfy (2.9) for t < 0).  An appropriate dynamic 
problem is to find a smooth function u : B x (-•0,,») ♦ R,  satisfying (2.9) 
for t > 0,  and such that 

u(x,t) - ü(x,t)  , x c B, t < 0  , (2.10) 

23 



where the history u:Bx(-o»/o]+R is a given smooth function; (2.9), 
(2.10) will be referred to as a history value problem.  If B is bounded or 
semibounded compatible boundary conditions are adjoined to (2.9), (2.10). 
Compatibility of the boundary conditions with the smooth data f and u is 
imposed in order to . r-clude the propagation of singularities from the 
boundary into the in' er lor. 

If m = 0,  (2.9) reduces to the guasilinear wave equation (2.2).  At the 
other extreme, if one formally sets m = -6',  where 6     is the Dirac mass at 
the origin, then (2.9) reduces to the parabolic equation 

utt - ^ux'xt + ^Vx + f  ; 

the term ^CWw)«» represents viscosity of Newtonian type if il» is smooth 
and ty'[») > 0. This equation possesses globally defined smooth solutions 
even if the data are large [1,34]. 

Our objective is to discuss the strength of the dissipative mechanism 
induced by the memory in (2.9) under physically reasonable assumptions by 
studying the existence and the decay or growth of classical solutions of the 
history value problem (2.9), (2.10).  To motivate the mathematical results, we 
follow Coleman and Gurtin [6] in their penetrating study on the growth and 
decay of acceleration waves propagating into a one-dimensional viscoelastic 
material with memory at rest.  An acceleration wave solution u is similar to 
a shock wave; the difference is that second rather than first derivatives of 
u experience a jump acrosss the wave front.  To apply the results of [6] to 
(2.9), (2.10), we assume that i)>, t|» are smooth, satisfy (2.7),  f = 0, B = R, 
and m is a smooth, regular kernel satisfying (2.4)(i).  The wave front is a 
smooth curve t =*  Y(x), Y(0) « 0, and u = 0 for t < Y(x).  In [6] the 
problem of existence of acceleration waves is not discussed.  Assuming that they 
do, an easy but tedious calculation shows that for (2.9)  t ■ Y(x) is a 

straight line, of slope  (♦'(O)) -v* meaning that such waves propagate with 
constant speed although (2.9) is nonlinear.  Let the amplitude of the wave be 
q(t) := tutt],  where  [utt^  •'■s t^e JumP ^n utt acro88 t^16 line t -Y(x). 
It follows from the computations in [6]  that q evolves in accordance with the 
Ricatti-Bernoulli equation 

A 2 
— q - Aq  - Bq  ,  q(0) (2.11) 

d  a .  3   : where -rr- = -r— + c ^—, c dt   9t    3x 
front and where 

$'(0),     represents differentiation along the wave 

-r(o) 
2[ri0)] 

3/2 
m(0)ii>'(0) 

<r(0) 

Thus if iJ)M(0) < 0  (similar results hold for ♦"(0) > 0),  and q0 < B/A, 
then every solution of (2.11) tends to zero as  t ■»■ +"».  By contrast, if 

qQ > + B/A, then q(t) ♦ -H» as t ■»• TQ, where T0 1,   ^o 
B 0g Aqn+3 

> 0. The 
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corresponding jumps in uxt  and uxx are given by  [uxtl = -H> ' (0) r2q(t) 

and  tuxx] - [♦,(0)r1q t). 

This result suggests the following conjectures regarding smooth solutions 
of the history value problem (2.9), (2.10): 

(i) The problem (2.9), (2.10) should have globally defined classical solutions 
if the history v and the forcing term f are sufficiently smooth and small in 
appropriate norms.  Moreover, such solutions should decay. 

(il) The smooth solutions of (2.9), (2.10) should develop singularities in 
second derivatives in finite time if the smooth data are chosen sufficiently 
large. 

As will be summarized in Section 3, conjecture (i) has been established 
rigorously by a number of authors in a number of physic&lly important cases of 
(2.9), (2.10) for regular kernels  (m(0) < «),  as well as for singular 
kernels  (m(0+) - +•). Conjecture (ii) has only been established for regular 
kernels (see Section 4).  Moreover, based on the discussion in Section 4, Remark 
4.6, singular kernels m strengthen the dissipative mechanism of the memory in 
(2.9) which suggests the possibility t at for appropriate classes of singular 
kernels, global smooth solutions will exist even if the data are arbitrarily 
large; this interesting question is open. 

Most of the results described in Sections 3 and 4 for smooth kernels 
satisfying (2.4a) apply to more general one-dimensional viscoelastlc models with 
fading memory, e.g. a model for a solid, K-BKZ material [29,2] 

^fc ■ ♦(«*)« + /L in(t-T)h(u (x,t),u (X,T)) dr + f,      (2.12) 
tu       Ä Ä     "™ X        XX 

xcB, -«<t<«» 

Here    $, m,    and    f    are as  in  (2.9), while    h   ;   R *   R ♦  R    is a smooth material 
function,    h(p,p)  * 0    and the partial derivatives of    h    satisfy appropriate 
sign conditions,  at  least at    (0,0).     If    ^ =  0,     (2.12) models a K-BKZ fluid. 
Under suitable assumptions,  the energy method for proving existence results  in 
Section 3 and the method of  characteristics used to prove blow-up results of 
Section 4 yield similar results for this case as well.     The energy method can 
also be applied to prove existence for certain multidimensional viscoelastic 
problems with fading memory   (e.g.   [13,   Sec.   4],   [30]).     However,   to our 
knowledge, the existence results described in Section  3 for singular kernels 
satisfying (2.4(11))   depend crucially on the special form of equation  (2.9). 

3.     Existence of Classical Solutions.    For discussion of the mathematical 
results it is convenient to renormalize the memory function    m.     Define the 
relaxation function    a    by 

a(t)   t- /" m(s)d8,  0 <  t < «     i (3.1) 

observe that if m is smooth, positive, decreasing and integrable on [0,») 
then a'(t) - -m(t)  and 

a is smooth, positive, decreasing and convex on  (0,")  ■    (3.2) 
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Analogous to  (2.4)  we  distinguish two classes of kernels    a: 

(i)   0   <  -a'CO"*")   < -     ,     (il)   -a,(0+)  =  4«     . 

Other normalizations of the memory    m    are possible;  for example,  the 
relaxation  function 

G(t) ^•(O)   - a(0)ir(0)  +a(t)i|»,(0)     ,     0<   t  <- 

(3.3) 

(3.4) 

where    *, if»    are the material functions in  (2.6),   Is consistent with the applied 
literature.    Observe that    Gf»)  ="♦'(0)  -a(0)i|>,(0)     and    G(0)  ^fiO). 

Returning to the history value problem (2.9),   (2.10),  let the history    u 
be  identically zero for    t <  0.     One then seeks a solution of the initial 
value  problem 

utt = <l>(uK)„  +   fj; aMt-OtMu  (x,T))  dr+f,  xcB,   t>0     , x'x (3.5) 

u(x,0)   = u0(x),   ^(x^)  ■ u^x),   x e  F     , CS) 

together with suitable  and compatible boundary conditions  if     B    is not    R. 
If  the history    u    is  not  zero for    t <  0,    the part of the  integral in   (2.9) 
on     (-w,0)    is incorporated in     f. 

Global Existence of  Classical  Solutions.    We next discuss  global 
existence and asymptotic behaviour for the Cauchy problem  (3.5),   (3.6) with 
B = R,     for smooth,   small data,  and for regular kernels    a    satisfying (3.2), 
(3.3)(i).     To simplify the exposition, we make the hypothesis 

a  e C3[0,«),   (-1)ka(k)(t)  >   0(0<t<«»;k- 0,1,2,3)     , 

a'   ? 0,     and    /     ta(t)dt   < ■     . 
(3.7) 

The results hold under assumptions on a considerably weaker than (3.7). The 
interested reader is referred to [13], [22], [24], and the survey paper [23] 
for the generalizations.  The essential point is that kernel a ratisfies a, 
a', a" e L (0,»), the moment condition in (3.7), and is "strongly positive" 
on [0,00).  The resuln for  B bounded [13] is somewhat simpler than for tne 
Cauchy problem (3.5), (3.6); in particular, the moment condition in (3.7) Is 
only needed for the Cauchy problem (see remarks following Theorem 3.1 and the 
autline of its proof). 

Concerning $,  C» assume 

#, # C C3(R), (M0) ■ "MO) - 0, 

^•(O) > 0, il>'{0)   > 0, ♦•(0) - a(0)i|»,(0) > 0 ; 
(3.8) 

he latter is the analogue of  (2.8)  in the present normalization.     Assume that 

(i)  f,  fx,   f    e  C([0,»);   L2*«)) O iTao,-);   L2(«) )     and 

(ii)   f c L1([0,»);   L2(«))»   fx,   ft,  f^ €  L2([0,«);   L2(R) )      , 

(3.9) 
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and let u 0 , u 1 satisfy 

u 0 ! L:
0
c(R), and u0 u 1 ! H

2
(a) 

To measure the size of the data define the quantities 

U ( ) foo { 1 2 + "2 + u" 1 2 + 2 + 1 2 11 2} ( ) 
0 

u
0 

,u
1 

:= _ u
0 

u
0 0 

u
1 

u
1 

+ u
1 

x dx, and 

The f ollowing result i s a s p e cia l c ase of Theore m 1.1 o f [24]. 

( 3 . 10) 

( 3. 11) 

( 3. 12) 

Theorem 3.1. Let a s sumpt i ons ( 3 .7) - (3.10) be s atisf.ies . There exists a 
constant u > 0 such that for each u 0 , u 1, f sati~fying 

U(u0 ,u1 > + F(f) < \.1
2 (3.13) 

the Cauchy problem (3.5) , ( 3. 6 ) has a unique s o l ution u ! c 2 (R x [O,oo)), and 

Moreover, 

u , 
XX 

2 00 2 
ux' u t ' uxx•··· · •Uttt ! C( [O , oo ); L (R)) .'! L ( [ O, oo ); L (R)) 

u u ! L
2

( [O,oo ) ,· L
2

(R) Xt I 0 0 0 

I ttt 

( 3. 14) 

(3.15) 

(3.16) 

(3.17) 

A s i milar result holds fo r the history value problem (2 . 9) , ( 2 .10) wi t h A= R. 
The special cas e a(t) = a e-). t, a> 0, ). > 0, s t udieJ by Gro!enberg [ 18] f o r 
B bounded, is carr i ed out i n [23 ] in the more complic a t ed c ase wh e n B = R. 

Remark 3.2. Theor em 3.1 is a gene r alization of Theo rems 1 . 1 and 4.1 of [ 13] 
establishing small-data global existenc e r esult s for a nalogo us i nitial 
boundary value problems c orr espondi ng t o mo tio ns o f bounded viscoelastic 
bodies: Neumann, Di r ichlet and mixed boundary condit ions a r e treated. The 
principal difficulty in proving Theorem 3 . 1 is that va r i ou s Poincare 
inequalities, not applicable to (3.5), (3.6) when B = R, a re used in an 
essential way in [13] to establish an a priori estimate simi lar to (3.26) from 
(3.32) (see outline of proof following Proposition 3.4); the esti mate (3.26) 
is essential for completing the proof. The reader is r.eferr ed to Hrusa [22] 
for a discussion of general history value problems on a bounded interval. 
Although technically extremely c ompl i cated, the generalizat i on of the results 
in {22] to the Cauchy problem is r e l atively straightfor ward. 
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Remark 3.3. I f ~ : $ equations of the form (3.5) have been studied by 
MacCamy [ 35 ] , Daferm.>s and the author [12], and Staffans [49] for bounded and 
unbounded bodies . I f ~ : $, (3.5) admits certain estimates which do not 
carry ove r to the general case 1jl -1 ~ (see [23])1 there does not appear to be 
any phys ica l motivatio n for the restriction 1jl : $ for solids. 

OUtl i ne of the p roof of Theor em 3.1. An essential ingredient o f any global 
result is an appr opr iate local existence theorem. For regular kernels a 
satisfying (3 . 2 ) ,( 3.3) ( i), the i dea is to iterate the sequence of linear 
problems which treat the memory as a lower-order perturbation: 

u t t = .P ' ( w x ) uxx + J ~ a ' ( t -T ) 1jl ( w x ( x, T } } x dT + f , x E: R, 0 ( t ( T ( 3.18) 

where T > 0, u satisfies the initial conditions (3.6), and where w i s a n 
e lement of a suitably chosen f unction space x. By using fairly standard 
e nery estimates deduc ed f rom (3.18), requiring only very simple estimates of 
the convolutio n t erm wh ich do not use any sign information on the memory, it 
is shown that the mapping S which carries w into a solution of ( 3.18) has 
a unique fixed point fo r T > 0 sufficiently small. The proof i s a lmost 
inentical with tha t 0 f Theorem 2.1 of [13]. The only significant d ifferenc e 
is that the proof in [ 13) is for x E: [0,1] with Neuman n bounda ry conditions 
satis fien at x = 0 a nd x = 1; thus the Poincare i neq ua lity enables one to 
deduce estimates f or l o wer o rder derivatives of u in L~([O,T); L2 (0,1)) 
from higher order derivative estimates. As far as local exis tence i s 
concerned when B = R, thi s caus es no serious difficulties. One s imply 
expresses the lower order de r ivatives of the soluti on i n t e rms of i nitial 
conditions and time integral s of the h i gher order deri vatives , yieldi ng time 
dependent bounds wh i c h , howe ver , cannot be used for obtai n i ng global 
esti mates. The result i s: 

Proposition 3.4 . Let a , a', a" E: L~ [O,~) and assume that $,WE: c 3
(R) , 

$'(0) > 0 , and t hat the r e e xists a n~r ~ sucn that 

$ • ( f. ) > 1. for every f. E: R 

Concern ing t h e data , let u 0 , u 1 satisfy (3.10), f 

(3.19) 

satisfy (3.9)( i ) and 
1 2 

a ssume t hat f t E: L. ( [O,~); L (R)). 
X .<.OC 

has a uni$le s olutio n u defined on a 
satis fyin g 

u , u , 
X t 

Moreover , if 

sup J~ {u2 + 2 
- x ut 

tE: [ O, T
0

) 

u , 
XXX 

Then the cauchy problem (3.5), (3.6) 
maximal time interval [O,T0 ) 

• (3 . 20) 

(3.21) 

t he n T0 = ~. By Sobolev embedding u ( c2c•x [O,T
0

)). 

I n outline, the proo f of the global result then proceeds as follows. 
Define the equilibri um stre ss X by 

X( f. ) : = Hf.) - a(O)ljl((), ~ E: R (3.22) 
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observe that 
small number 
~·, tjl", X" 
such that 

3 
X € C (a) ann that x'(O) > 0 (by 3.8). Choose a sufficiently 
~ > 0 and modify ~. ~. and x outside [-6,6) such that 

vanish outside [-2~,2~], and choose positive constants ~, ~, ~ 

~·<t> > 1.· ••co > !· x'<t> > x. ~ € Jt (3.23> 
It is shown a posteriori that lux(x,t) I < ~ for all x € R, t > 0. By 
Proposition 3.4 the Cauchy problem (3.5), (3.6), B = R has a unique solution 
u on a maximal interval [O,T0 ). The objective is to show that if (3.13) 
holds with ~ > 0 sufficiently small, then (3.21) is bounded independent of 
T0 1 a standard continuation procedure implies To = +m. Define 

E(t) := max fm_ {u2 + u 2 +•••+ u 2 } (x,s)dx 
t X ttt 

S€(0,t] 

I t Jm 2 2 2 
+ 0 - {uxx + uxt +-••+ uttt} (x,s)d>eds 

where ••• represent the sum of the second and third deriv~tives not 
explicitly written down. It is shown that if (3.13) holds for ~ > 0 
sufficiently small, then E(t) is bounded. Fnr. this purpose define 

v(t) := sup {u! + u!x + u!t>
11

2 (x,s), Yt € [O,T
0

) 
xt:R 

st:[O,t] 

To prove the result one establishes the following key esti•Mte 

(3.24) 

(3.25) 

(3.26) 

where here and below r 
of u0 , u 1 , f, and T0 • 
accomplished. 

is a generic constant, possibly large, independent 
We shall comment below only briefly how this is 

Once (3.26) is e~tablished, the conclusions of Theorem 3.1 are obtaineo 
as follows. Choose E, ~ > 0 such that 

E < o2
, r{(2E)

1
/2 + (2i)

312
} < ~· r~ 2 

< fi (3.27) 

Select the data u 0 , u 1 , f such that (3.13) holds for ~ ~hosen in 
accordance with (3.27). The Sobolev embedding theorem implies that 

v( t ) < (2E(t) )
1
/2 yt t: [O,T

0
) (3.28) 

Therefore, it follows from (3.26), (3.27), (3.28) that for any t t: [O,Tol 
1-

E(t) < 21!!, with E(t) < E, we actually have 
1 -

Yt € [O,T0 ), provided E(O) < 2 E7 

smaller if necessary so that (3.13) 
1 -

1 -E(t) <-E. By continuity 
2 

the latter is insured by 
1 -

will imply E( 0) < - E. 
2 

choosing ~ 2 

Then 

E(t) < 2 E, Yt t: [O,T0 ), and (3.24), Proposition 3.1, and a standard 
continuation aethod yield T0 • +m. One also has that (3.14), (3.15) hold, 
and conclusions (3.16), (3.17) follow by standard embedding inequalities. 
Moreover, (3.25), (3.27), (3.28) yielo 

lu (x,t) I < v(t) < (2E(t) >
11

2 < (E)% < o, Yx € R, t € [0, .. ) 
X 
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and the proof is complete. 

Establishing the estimate (3.26) Is lengthy, delicate, and relies on the 
correct sign of the memory [under assumption (3.7) or certain generalisatlonsj. 
The energy method, combined with relevant properties of Volterra operators and 
their resolvents, is employed.  The estimates of derivatives of u appearing 
Jn (3.24) are deduced from energy identities obtained directly from (3.5), 
(3.6), and from the equation equivalent to (3.5): 

utt -X(ux)xW;a(t-T)*(ux)}tt(x,T)dT 
X X 

(3.29) 
+ a(t)iMu0(x) )  + f (x c R, 0 < t < T)  , 

where T < T0;  (3.29) is obtained from (3.5), (3.6) by an integration by parts 
and use of (3.22).  Useful identities for derivatives of u can only be obtained 
by multiplying the equations by quantities which make it possible to estimate the 
memory terms.  A crucial role is played by the "quadratic integral form" 

Q(w,t,b) 
• ■'o }- 

w(x,s) fr b(s-T)w(x,T)dTdxds, t > 0 

1 2 defined for    b e L       [0,»)    and for every    w e C([0,t)>  L (R)).     In the first 
energy identity,  which is obtained by multiplying (3.29)  by    *(ux)xt    and 
integrating the equation over    Rx   [0,T],   Q    arises with    w « "HUx)  ♦■    and 
b = a.     It is an important fact that kernels    a    satisfying  (3.7)   (indeed much 
weaker assumptions)  are positive definite on     [0,").    To obtain the second 
energy identity,  one needs to take the forward time-difference of  (3.29)  and 
integrate the resulting equation over    Rx   [0,T].     To estimate the relevant 
derivatives of    u    from a combination of the first two identities one needs 
the following technical estimate:     It is shown in  [24; Lemma 2.5]  that if    a 
satisfies  (3.7),  there exists a constant    K >  0    such that 

ft iZm v't(x't)dxdt < K II» wt(x,0)dx + icQ(wt,t,a) 

K lim inf — Q(A w  ,t,a) 
h+0      h2 h * 

(3.30) 
V t €   [0,T] 

1 2 where    w c C,([0,T];  L  (R)) V T >  0,    and where the forward difference 
operator    A^w    is  defined by    Ahw(x,t)   ;» w(x,t+h)   - w(x,t).     In the 
application of  (3.30),    w •= ♦(ux)xt    and the forward difference operator   Ah 
is applied to equations   (3.29).     The proof of   (3.30)  also makes use of a 
result of Staffans   ([49,  Lemma 4.2]).     Using the two    energy identities, and 
(3.30),   it is relatively straightforward to estimate all of the terras and 
arrive at: 

r      (U2      +  U2      +  U2 +  U2      }(X,t)dx   +  fj /"      U2      (X,8)dxd8 J -<"       xjf xt xxt xtt J n J •**     xxt xt xxt        xtt xxt 
(3.3t) 

< r(u0+F) + r(v(t)+v (t))E(t) + r(/ü0 + /F) /E(t), v t c [0,T]    . 

,0 
Istlmates  of     j_ u..(x,t)dx,   I tt ' • u ttt' (x,t)dx, fj /^ u2     (x,T)dxdt,   V t €    [0,T] 
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i~ t1ras2of the right aide of (3.31) are obtained from (3.5). A bound for 
/ 0 f~ uxtt(x,s)dxda can then be obtained by interpolation. Usinq the fact 
tfiat a cer~ain resolvent kernel of a• in (3.5) is in L1 (o,•), Lemma 3.2 

1-- 2 of [13) aakea it possible to eatiaate u (x,t)dx and 

Jt ~- 2 XXX 
0 u (x,s)dxds. Coabining these with (3.31) yields the estimate 
~ XXX 

(3.32) 

< rcu0 + F) +revet> + v
3

ct> )E(t) 

+ rct'u0 + t'r> t'zct>, Y t £ ro,'l'l 

'l'he estiaate (3.32) is implicit in the argument of [13]. It should be 
observed that for problems on bounded intervals (Remark 3.2), it is a simple 
matter to apply the Poincar' inequality to deduce the reaaininq estimates of 
derivatives of u appearing in (3.24) and arrive at the final estimate (3.26) 
directly from (3.32). However, to accomplish this task for (3.5), (3.6) 
when B • R is quite tricky and involves additional properties of Volterra 
operators and certain other of their resolvents. The reader is referred to 
Lemmas 2.3 and 2.4, as well as the argument on paqes 405-410 of [24] for 
details. This part of the proof makes essential use of the assumption 
a• £ L1[0,•) which is autoaatic when a satisfies (3.7), but cannot be 
satisfied by singular kernels. 
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For singular kernels «atisfying (3*2) and (3.3)(ii)# It is simpler to 
restrict the analysis to the history value problem, (2.9), (2.10)/ with a 
defined by (3.1), in which that history u satisfies the equation (and the 
boundary conditions If B Is bounded).  This ensures that the compatibility 
conditions between the history and boundary data, as well as compatibility 
conditions between the derivatives of the history and the solution for t > 0 
are satisfied.  If u is a smooth solution of (2.9) and the kernel a is 
singular, the Integral in (2.9) is also a smooth function, but the Integrals 
fZm   and JQ  have singularities at t * 0    which cancel, thus If formulated 
as an initial value problem the results would involve a singular forcing 
term.  For reasons explained below, global existence results for singular 
kernels only hold for B bounded. 

The principal difficulty when dealing with singular kernels is 
establishing a suitable local existence result.  In Proposition 3.4 for 
regular kernels no hypothesis is made concerning the sign of the memory and 
the size of the data.  In the proof the memory is treated as a perturbation of 
the elastic term ♦(ux)x in (3.5). However/ the proof makes crucial use of 

the hypothesis a" e L      [0,«*) which rules out singular kernels a 

satisfying (3.2), (3.3)(11). 

Hrusa and Renardy [25, Theorem 4.1] recently obtained an elegant 
extension of Proposition 3.4 for such singular kernels. They consider the 
history value problem with the history satisfying the equation and the 
boundary conditions for t < 0. The singular kernel a satisfies the 
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assumptions 

a, a' c L^O,")» a(t) > 0, a'Ct) < 0, a"(t) > 0, 0 < t <«      (3.33) 

in the sense of measures, and a"  is not a purely singular measure; a certain 
assumption on the Laplace transform of a is Imposed in order to guarantee 
that the third derivatives of u are continuous with values in l/(0,1).  The 
material function i|> is also required to satisfy ^'(O) > 0,  and the 
technical assumptions regarding the forcing function f are strengthened. 
The sign of the memory now plays a crucial role in the local analysis in which 
one iterates a sequence of linear integrodifferentlal equations (compare with 
(3.18)) 

utt - ♦,(wx)uxx + /^ a'(t-T)*,(wx)uxx(x/T)dt + f (3.34) 

where u(x,t) - u(x,t)  for t < 0,  and where w is an element of an 
apropriately chosen function space.  The singular kernel a satisfying (3.33) 
is replaced in (3.34) by regular kernels ag defined by 

ifi(t) :- /_6 p6(T)a(t+6+T )dT, 0 < t < a. 

where pg is a standard mollifier supported In  [-6/2,6/2].  The analysis 
with singular kernels is far more complicated because a" j.  L  [0,<»), and 
la?l   does not necessarily remain bounded as 6+0.  The energy estimates 

are also considerably more delicate and to obtain them certain technical 
lemmas concerning Volterra operators with kernels a satisfying (3.33) are 
required (such kernels are known to be strongly positive definite [43]).  It 
is first shown that each linear problem (3.34) has a unique solution having 
the required regularity by justifying passage to the limit as 6+0.  Then a 
contraction mapping argument for (3.34) is used in [25] to obtain the analogue 
of Proposition 3.4 for w belonging to an appropriate function space.  The 
proof in [25] is carried out for B ■ [0,1]  with Dirichlet boundary 
conditions satisfied at x - 0 and x = 1; it is straightforward to obtain a 
similar local result for B = R, because the local existence proof in [25] 
avoids the use of Polncare inequalities. 

Using their local result, Hrusa and Renardy then obtain an analogue of 
Theorem 3.1 for the history value problem (2.9), (2.10) and the (singular) 
kernel a, defined by (3.1), satisfying (3.33) on bounded Intervals.  They 
Impose the requirement that the history and the solution satisfy Dirichlet 
boundary conditions at x - 0 and x » 1 and that the history and forcing 
term be suitably small.  Their result ([25, Theorem 5.1]) is then a simple 
extension of the proof of [13, Theorem 1.1] involving the modification of only 
one estimate in4[13]; the modification uses a refinement of Lemma 4.2 in [49], 

is singular.  The fact that 
to prove Theorem 3.1 for singular kernels 

using the analysis in [25].  It is a challenging open problem to prove such a 
result for singular kernels on all of space. 

one estimate in luj; tne moaiticat 
because a" j.  L'[0,») whenever a 
a" / L1[0,<») makes it difficult tc 

4. Development of Singularities and Related Problems.  In this section we 
consider the Cauchy problem (3.5), (3.6) for regular kernels a, and we 
discuss the development of singularities in smooth solutions in finite time 
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for smooth but large data by using the method of characteristics.     To avoid 
technical complications we assume that the forcing term    f I  0    in   (3«5),  and 
we study 

"tt " ♦^x'x + a,*,''(ux)x'   x c   R,  t  >  0     , (4.1) 

u{x,0)  - u0(x), ^(XfO)  - u-jCx),  x c  R (4.2) 

where * denotes the time convolution on  [0,t].  The following result was 
recently established by M. Renardy and the author [42], and independently by 
Dafermos [10] for general memory functionals using a somewhat different 
proof. The result can also be established by extending techniques of F. John 
[27] to quasi''inear, first-order hyperbolic systems with lower order source 
terms; however, the approach outlined below Is more direct. 

3 
Theorem 4. 1.  Let i,J$ c  C (»)  let 4»  satisfy (3.19) and let a 

smooth with    a,  a c  ^[0,.). 
be 

In addition,  let    i)i"(0) ? 0.    Then for 

every    T^  >  0,     there exists initial data .1 u , e C (R) n L (R) such that 
the maximal interval of existence of the smooth solution u of the Cauchy 
problems (4.1), (4.2) cannot exceed T^.  More precisely, if sup [uMx)|  and 

xeR 
sup ju^x)!  are sufficiently small, while ug(x)  and u^(x) are 
xeR 
sufficiently large (with appropriate signs), then there exists a number 

such that t* < T 1 

while 

8up * {lux«(x't)l + f«-|.<«»*>l) 
»[0,t ) 

sup # {|u (x,t)| + |u (x,t)|) < 
W[0,t ) 

(4.3) 

(4.4) 

For the special case I|I = $, Hattorl [21] has shown that if i" ft 0    and 
if the body B is bounded, then there exist data l1 such that the 
initial-boundary value problem (consisting of (4.1), (4.2) and compatible 
Dirichlet boundary conditions) does not have a globally defined smooth 
solution.  However, his method does not enable him to characterize the data. 
Ramaha [45] has recently obtained a blow-up result when i|> = ^. 

For first-order model problems with fading memory, blow-up results 
similar to Theorem 4.1 have been obtained by a number of authors ([38], [36], 
[9] ) by the method of characteristics. Existence of classical solutions for 
small data for such models is discussed in [41].  The elegant method of 
Dafermos [9] avoids use of characteristics; instead a maximum principle is 
obtained and used. 

Remark 4.2.  The reader should observe that in Theorem 4.1 only the additional 
hypothesis $"(0) ?* 0 is added to the assumptions guaranteeing the existence 
of a local smooth solution of (4.1), (4.2) (Proposition 3.4). No sign 
information on the kernel a is required. Assumption (3.19) is not 
restrictive because it is shown that the supremum in (4.4) is in fact small. 

The proof of Theorem 4.1 generalizes the approach of Lax [33] using the 
method of characteristics and generalized Riemann invariants. We transform 
(4.1), (4.2) to an equivalent first-order system as follows. Let w - ux. 

34 



v " utj define 

o :« ^(w) - z -a»* a^iHw) (4.5) 

and observe that a is the stress-strain functlonals (2.6). Since 
♦ '(•) > 0,  equation (4.5) can be solved for w, w ■ ♦"^(o+z) :- g(o,z), 
and g Is a smooth function on R x R.  As long as the solution u of (4.1), 
(4.2) remains smooth, (4.1), (4.2) Is equivalent to the system 

v m a t   x 

at - C (a,z)vx + a
,(0)t|»(g(o,z)) + a"*i|/(g(o ,z))  , 

(4.6) 

2t - -aM0)i)»(g(o,z)) - a-*i|»(g(o,z)) , 

v(x,0) - u^x), a(x,0) - ♦(u§(x)), z(x,0) = 0 , (4.7) 

where the wave speed C(o,z) :=*  [t' (g(o,z)) j/2 is a smooth function.  The 
system (4.6) Is hyperbolic with eigenvalues C, -C, 0.  We define generalized 
Rlemann Invariants r, s by 

r - r(v,a,z) t- v + *(a,z); s - s(v,o,z) :- v - ${a,z);  *(a,z) :- /a   > , 

Thus v ■ -r-» ♦ ■ "r""'  ih> correspondence Is smoothly Invertlble because 
♦0 ■ C"1 > 0.  Observe that If a* = 0 In (4.1),  z = 0 and g, C are 
independent of z.  In this situation r and s reduce to the Rlemann 
Invariants for the system 

vt " ax' 0t " ♦'(♦~1(o))vx 

which can be transformed to the quaslllnear wave equation.  In the proof 
r, s, z are Introduced as dependent variables and (4.6) Is replaced by an 
equivalent system obtained by differentiating r, s, z along the 
characteristics C, -C, 0 respectively.  One then differentiates the 
quantities 

P » r ■     ' „.   i ,  and z x  C(o,z) x  C(o,z)        x T J- V  - 

along the C, -C, 0 characteristics respectively (observe that If a' = 0, 
p ■ rx/ T - XJC).  H M shown (see [42j_ for details) that to leading order the 
characteristic derivatives of /c p, /c T  satisfy a coupled system of Ricatti 
equations in o and T with coefficients which are smooth functions of 
r, s, z. nie differential equation for zx is linear in p, T, CX, and it 
is shown that sx grows at most logarithmically.  Blow-up In finite time is 
established by showing that r, s, z remain in a neighborhood U of zero up 
to the blow-up time, if they are small initially (i.e. if sup{|v(x,0)| ♦ |cr(x,0)|} 

R 
is small), while v'(x,0) and «'(XrO) are sufficiently large (with 
appropriate signs). Moreover, the hypothesis <J»H(0) y 0 provides upper and 
lower nonzero bounds for the coefficients p2 and T

2
 in the Ricatti 
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equations when r, s, z are in U. 

Remark 4.3. A physical Interpretation of conclusions (4.3), (4.4), coupled 
with examples of Coleman, GurtIn, and Herrera [7], Is that the strain remains 
bounded but Its first derivatives become Infinite as t ♦ t_. Thus Theorem 
4.1 suggests, but does not prove, the development of a shock front In finite 
time. 

Remark 4.4. Certain models for shearing flows of viscoelastic fluids can be 
analyzed by the technique of Theorem 4.1.  With v(x,t)  denoting the velocity 
of the fluid in simple shear, Slemrod [48] studies the problem 

vt - «•♦(vx)x, x € R, t > 0 

v(x,0) - Vg(x)  , x c R 
(4.8) 

in the special case a(t) - e . Differentiation of the equation leads to a 
Cauchy problem of the form (4.1), (4.2). Global existence for smooth, small 
data follows from [12, Theorem 4.1]; see also Remark 3.3. Development of 
singularities for large data is an easy application of Theorem 4.1 above. 
Other popular models for viscoelastic fluids can be discussed by a similar 
analysis. Slemrod [47] and Gripenberg [20] established similar results for a 
different model of shearing flows for a viscoelastic fluid.  If a = e~t, 
(4.8) as well as the problem studied in [47], can be transformed to the quasi- 
linear wave equation with linear frlctional damping for which finite time 
blow-up for large data can be established by the method of Lax [33]. 

We close this section by discussing a number of open problems. 

Remark 4.5. The techniques of proof of Theorem 4.1 and that of [10] depend 
crucially on the hypothesis <f>"(0) ft 0. The physically important situation 
$"(0) « 0, permitted in the finite time blow-up result for the quasi linear 
wave equation (2.2) (with f = 0) in [37], constitutes an interesting open 
problem for (4.1), (4.2). 

Remark 4.6.  Singular kernels a satisfying (3.2) and (3.3)(11) -a'fO"*") - 4" 
violate the hypothesis a" c L.  [0,») which is crucial to the technique of 
proof of Theorem 4.1 and that of the similar result in [10].  Indeed, there is 
strong evidence based on the following arguments, that there may exist 
singular kernels a such that (4*1) would have globally defined smooth 
solutions, even if the data are arbitrarily large. These arguments suggest 
that singular kernels strengthen the dissipation induced by the memory.  Thus 
far it has not been possible to resolve this important open problem. 

First, for smooth kernels with -a'(0+)  finite, it follows from (2.11) 
and the definition of the constant B that the diameter of the set of 
points qg > B/A for which q(t) ♦ +" in finite time shrinks as m(0) * 
-a,(0+) > 0 is Increased.  However, the derivation of (2.11) rests on the 
assumption that m(0) « -a*(0 ) remains finite. Second, there are 
interesting results of Hrusa and Renardy [26] in their analysis of wave 
propagation in linear visco-elasticlty. they study the linear history value 
£roblem (2.9), (2.10) with ♦'(• ) 5 c2 - B + /Q m(T)dT and <<' (• ) 3- 1, 
u(x,t) = 0, t < 0, B - R, and they adjoin step jump initial data u(x,0), 
ut(x,0), x €  R.  They prove that if the memory m is smooth on [0,«), the 
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solution has discontinuities propagating along characteristics of the linear 
wave equation utt - 

c uxx ^nd a stationary discontinuity of higher order at 
the initial step-jumps. For singular memory kernels the propagating waves are 
smoothed out. The degree of smoothing increases as the kernel becomes more 
singulari the stationary discontinuities remain. 

Remark 4.7. There is numerical evidence concerning the development of 
singularities in finite time for regular kernels a and large smooth data. 
Markowich and Renardy [39] used the Lax-Wendroff method to discretize the 
hyperbolic part in (4.1) and the trapezoidal rule to discretize the integral. 
They show that the method is second-order convergent and stable on any finite 
time interval on which smooth solutions exist.  For spatially periodic and 
small Cauchy data, and for kernels a which are finite sums of decaying 
exponentials, they prove second order convergence on  [O,»).  They also carry 
out numerical experiments in the special case i|> = ^  which exhibit the 
formation of a singularity in finite time for particularly chosen ^ , a,  and 
suitably large UQ and u^.  Their numerical solution exhibits but does not 
prove the formation of shock fronts in \xx    and u^    at the critical time. 
Other numerical schemes merit investigation. 

Remark 4.8. Weak Solutions.  Remarks 4.3 and 4.7 motivate the study of weak 
solutions for equations such as (4.1), (4.2) governing the motion of materials 
with memory. Except for certain special situations valid for steady visco- 
elastic fluid flows (Pipkin [44] and Greenberg [17]), there is no rigorous 
theory for the existence of shock waves and acceleration waves. MacCamy [36], 
Greenberg and Hsiao [19] have studied several aspects of weak solutions but 
only for a single first-order conservation law with memory in one space 
dimension. Dafermos and Hsiao [11] proved the existence of weak solution of 
one-dimensional first-order quasilinear hyperbolic systems with memory using 
Glimm's modified random choice method [16] with fractional steps. However, 
their method requires assumptions of "diagonal dominance" which are not 
satisfied in the case of the Cauchy problem (4.1), (4.2) modelling a 
viscoelastic solid.  They are satisfied for certain models of heat flow (see 
[12]) and the specific model (4.8) for viscoelastic fluid flow). 

In order to address the problem of weak solutions which would include 
one-dimensional problems for viscoelastic solids of the form (4.1), (4.2), a 
program has been initiated involving analytical techniques, the design of 
numerical algorithms and numerical experiments.  We consider the Cauchy 
problem (4.1), (4.2) in the form of a first-order equivalent system.  Let 
w « ux, v ■ Uj..  For classical solutions, (4.1), (4.2) is equivalent to the 
system 

wt - vx 

♦(w)x + a
,**(w)x 

(4.9) 

satisfying the initial conditions 

w(x,0) - w0(x), v(x,0) - v0(x)  . (4.10) 

It is easy to show that a weak solution (in the sense of distributions) 
of   (4.1),   (4.2)  Is a weak solution of  (4.9),   (4.10).     It  is  straightforward 
that the Rankine-Hugoniot jump conditions for elastic shocks     (a2 0    in  (4.1)) 
are also necessary for viscoelastic shocks. 
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The Riemann problem is only partially understood for scalar first-order 
conservation laws with memory [36], but not at all for the viscoelastic 
problem (4.9), (4.10).  Therefore it is difficult to use the random choice 
method [16].  If (p ^ -t», define z • a'^Cw). Then (4.9) transforms 
to the hyperbolic System with lower order source terms: 

x + «x ♦ (w), 
a,(0)i|»(w) + a"*(w) 

(4.11) 

with w(x,0), v(x,0) satisfying (4.10) and z(x,0) HO.  If $'(•)> 0 

(4.11) has the eigenvalues ± (♦•(•))/2 and 0.  If ^ • (• ) - a(0)^>(*) > 0, 
(4.11) has a uniquely determined steady state solution. Observe that 
initially zx = 0; one can solve the first two equations in (4.11) by various 
techniques for conservation laws on the first time step, update z using the 
last equation and proceed forward in time. Jointly with B. Plohr we 
have initiated a study of various numerical algorithms for (4.11) In the 

n 
special case a(t) - £ a. exp(-X t), ak > 0, Ak > 0,  including the Glimm 

1-1 K     K 

scheme with fractional steps. One objective is to establish existence of weak 
solutions for small BV data.  Another is to obtain implementable numerical 
algorithms which can be tested on concrete problems. 

Boldrlni [3, 4] used techniques of compensated compactness to study 
elastic and viscoelastic problems including the system (4.9), (4.10).  These 
techniques were developed by Tartar [50,51,52], Murat [40] and DiPerna [14]; 
in [14] DiPerna succeeded to .extend these techniques and apply them to 
establish the existence of weak solutions of the purely elastic one-dimensional 
problem (i.e. (4.9), (4.10) with a = 0) on R* [0,T]  for any T > 0, 
without restricting the size of the data.  Boldrlni [4] assumes that the 
memory in (4.9) is small in the sense that 

a :- a(6,t), ♦(•) !-♦(•) + yg(.) (4.12) 

where    5  > 0,  u  >  0    are small parameters,    g    is a smooth function satisfying 
the growth condition    |g(w)|  < K|W|, K > 0,    and    a'(5,t}  ■ 0(6), 
a"(6,t) " 0(6)    uniformly in    t.    In place of  (4.9) he considers the 
regularized system 

t X 

vt - ♦(w)x ♦ «'(ö»*) *  (♦(») ♦ ug(w))x + evxx. 
(4.13) 

with initial data  (4.10)   (the Newtonian viscosity can be more general than 
Let W. .  »V. -   be a evxx), where e > 0 is a small parameter 

solution of (4.9), (4.10) on  R* [0,T] for any T > 0.  Boldrlni gives 
sufficient conditions which insure that there is a subsequence such that 
w,-  ♦ w, v . .. ♦ v on R x [0,T] as €, 6, p ■»• 0+, where 
e,ö,M -    e,ö,jj 

u m 0(e'2 6~1). Moreover, w, v is a weak solution of the purely elastic 
problem on R * [0,T]. The most serious of his assumptions is the crucial 
hypothesis requiring the solutions we 6 u' VE 6 u  of (4> 13) to H*  in ^ 
uniformly in the parameter e, 6, g. since the memory is a nonlocal operator, 
this assumption is difficult to verify. 
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Jointly with W. Rogers an<\  T. Tzavaras, we are using compensaten compact- 
ness techniques to establish the existence of weak solutions of (4.9), (4.10). 
The special case i)» = ^f but with the memory not small (i.e. a Independent of 
6)  is tractable by these methods and the case ip 7< t appears doable. 
However, obtaining an invariant region In order to show that solutions of the 
relevant regularized system lie in L" is extremely difficult.  It is of 
interest to note that the existence of weak solutions of the Cauchy problem 
for the model first-order scalar equation with memory 

ut + ♦(u)x + a,*t|>(u)x 

u(x#0) - u0(x) 

Or x e R, t > 0 

x e R 
(4.14) 

where a, $# i|) ha/e the same meaning as in (4.9), can be solved completely by 
using the method of compensated compactness.  The maximum principle proved by 
Dafermos in [9] for classical solution of (4.14) makes it possible to prove 
the needed L** estimates for solutions of '-he regularized problem (i.e. 
(4.14) with £uxx on the right side in place of zero).  This problem was 
recently solved by Dafermos (oral communication).  Unfortunately, it does not 
appear that this approach can be extended to coupled two by two systems with 
memory. 
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Abstract.  Our continuing study of nonstrlctly hyperbolic 2x2 systems of 
conservation laws Is described. Preliminary results on shock formation 
In a special case are given. The Riemann Initial value problem Is 
discussed In the context of the four cases arising from the 
classification of nonstrlctly hyperbolic equations. The solution Is 
outlined In one of the cases, with a discussion of some of the new 
features. 

1. Introduction.  In this paper, we describe recent progress In 
understanding systems of nonlinear hyperbolic conservation laws whose 
characteristic speeds coincide at some value of the state variable. Such 
nonstrlctly hyperbolic equations arise In modelling three phase flow in 
porous media (the primary motivation for our work) [14], In studies of 
plane elastic waves [17], and In the Lundqulst equations of 
Magnetohydrodynamlcs (cf. [2]). Here we consider only 2x2 systems: 

üt + F(u,x "0-«<x<«, t>0,        (1.1) 

where U « ü(x,t) « R2 awS P: R2 —» R2. 



System (1.1) is hyperbolic If dF(U) has real eigenvalues A (U) < 

A (U). Strict hyperbollcity falls at points U for which A (U*) ■ 

A (U ). As shown in [14], such a point U Is generically an umblllc 

point: I.e., dP(ü*) Is a multiple of the Identity, and A (U) H A (ü) for 

U * U near U . This situation differs from that in [5,9], where the 
form of the equations allows the presence of a curve of values of U for 
which AjfU) ■ A2(ü). Wte remark further that an umblllc point may be 

regarded as an elliptic region that has been shrunk to a point. Indeed, 
perturbing thb equations near an umblllc point will In general produce a 
small region in which the eigenvalues of dF(U) are complex (cf. 
[2,4,14]). 

In a neighborhood of an umblllc point, the properties of equation 
(1.1) are strikingly different from properties of strictly hyperbolic 
equations. In this paper, we discuss preliminary results on shock 
formation, and present a sample of solutions of the Rlemann initial value 
problem that is central to numerical front tracking [3]. 

* 
Properties of equation (1.1) near an umblllc point U depend on the 

fonn of the quadratic terms in the Taylor series expansion of F(U) about 
* 

U . To focus on these terms, consider purely quadratic nonlinear!ties Q: 

üt + Q^U,x ^ 0' - * < x < *' * > 0-       U'2) 

In order that (1.2) be hyperbolic, we require that dQ(U) has real 
eigenvalues for all U. Then, up to a linear constant change of variables 
in U, we may take 

Q(ü) - dC(ü) (1.3) 

where 

C(u,v) ■ au3/3 + bu2v + uv2 (1.4) 

(see [14]). With this result, we can classify variations in the 
properties of equation (1.1) near an umblllc point In terms of the 
parameters a,b. 

As an indication of the effect of the umblllc point, consider 
rarefaction curves for system (1.2). These are Integral curves of the 
right eigenvectors of dQ(U): 

U' = rk(ü), where dQ(ü)rJe(ü) ' \(V)rk{U}, (1.5) 
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k ■ 1 or 2. There are three patterns of rarefaction curves, depending on 
(a.b). One of these patterns splits Into two cases by considering 
directions of Increasing characteristic speed A. (U) (Indicated by arrows 

In Figure 2). The four cases are Indicated in the (a.b) plane In Figure 
1, with the corresponding rarefaction curves shown in Figure 2. 

Figure l. The (a.b) - plane. 

CM« I Can II 

   slow waves 
   fast waves 

Floure 2. The rarefaction curves. 
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Rarefaction curves give the values of centered plecewlse smooth 
solutlor» ü(x/t), with x/t 
rarefaction Maves 

Ak(ü). These special solutions are called 

Maves associated with A are called slow waves, while 

those associated with A are called fast waves. In 13, we show how 

rarefaction waves and shock waves are used to solve certain Rlemann 
problems. Note that the rarefaction curves are orthogonal trajectories 
away fron the umblllc point. The  loss of rectangular geometry of the 
rarefaction curves, due to the presence of the umblllc point, has a 
profound effect upon the usual geometric construction of solutions of the 
Rlemann problem. Nöte that the characteristic speeds, when restricted to 
their corresponding rarefaction curves, can have critical points: 

rk(ü) • vAk(U) = 0 (1.6) 

corresponding to the loss of genuine nonllnearlty. We refer to the lines 
defined by (1.6) as Inflection loci. There are three Inflection loci In 
Case I, and there is one inflection locus in Cases II-IV. 

L Fftmatlon Pf shocks.  The usual strategy for studying shock 
formation for strictly hyperbolic 2x2 systems is to use the Rlemann 
invariants to diagonalize the system. Results have been obtained even 
when the equations are not genuinely nonlinear for all U [10,13]. 

Rlemann invariants for equation (1.2) are known to exist only for 
a = -l, b = 0. In this case, we rewrite equation (1.2) using complex 
notation z = u+iv: 

zt+ "Ai o, - •» < x < t > 0. 

Rlemann invariants p, o  for (2.1) are given by 

3/2 
W«p + lo, w«z  . 

(2.1) 

(2.2) 

The mapping (2.2) takes the coordinate system of Case I, Figure 1 onto a 
rectangular grid. This corresponds to p, o being constant on their 
respective rarefaction curves, diagonallzing (2.1): 

Pt ' 2|z|px - 0 

0t + 2lz'0x - 0 

(2.3) 

(2.4) 

Following Lax [12], we differentiate (2.3) with respect to x (since 
shock formation corresponds to |p j —» «> or jo j —♦ »). If we Introduce 

a new variable 
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M 1/3. V (2.5) 

we find, after a straightforward calculation, that q satisfies the 
equation 

^-c at   c 1*1 
P 
575 (2.6) 

where d/dt «= a. - 2|z|d , and c > 0 Is a constant. Now p ■ constant in 

(2.6), so we easily read off that q —» 1 «• in finite time If pq > 0 at t 
« 0, i.e. If p(xf0) pv{x,0) > 0 for x. Similarly, if o(x,0)o (x,0) 

< 0 for some x, then (2.1) cannot have globally smooth solutions, due to 
sup|ox(x,t) | —» «o In finite time. 

These conditions for the nonexlstence of globally smooth solutions 
have the interpretation that the Initial data should reverse the 
orientation of the appropriate rarefaction curve. This is precisely the 
situation that guarantees shock formation for strictly hyperbolic, 
genuinely nonlinear equations. Ihe reason the same conditions apply here 
is that, for equation (2.1), the rarefaction curves of one characteristic 
family do not encounter inflection loci of the other family. 

For (a,b) # (-1,0), it is appropriate to use generalized Riemann 
invariants [8], In order to get a coupled system of Ricatti equations, 

2 
each equation having the form (2.6). The coefficient of q will not 
however automatically have a single sign for all t > 0, due to the 
crossing of rarefaction curves and inflection loci of the opposite 
characteristic family. It la not known how to describe the class of 
smooth initial data giving rise to finite time shock formation, except in 
the special case a « -1, b » 0 considered above. 

li Solution of the Riemann problem.  In this section, we present some 
features of the Riemann initial value problem for equation (1.2), with Q 
given by (1.3), (1.4). The Riemann problem consists of finding a 
physical weak solution U(x/t) of (1.2) satisfying the initial condition 

ü(x.O) 

ÜL If x < 0 

ÜR If x > 0 

(3.1) 
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The soJutlon consists of rarefaction waves and shock waves. The former 
are smooth functions, with U taking values along one of the rarefaction 
curves, while the shock waves are discontinuous solutions, which we take 
to satisfy the Lax admissibility condition [11]. Generally, the solution 
of the Rienann problem involves a slow wave and a fast wave, separated by 
a constant value of V.   Each wave nay be composite, although for 
quadratic nonlinearites we have shown that the only physical composite 
waves are slow rarefaction-shocks and fast shock-rarefactions [15]. 

Figure 3. (RS)S solution of the Riemann problem. 

A typical solution of the Riemann problem is shown in Figure 3. The 
solution consists of a composite slow wave (a rarefaction-shock, denoted 
by RS), and a fast shock, denoted by S. we codify the solution for these 
values of UL,  üR by (RS)S. For a fixed UL, the set of UR that give rise 

to (RS)S solutions forms a region in the (JL plane. By considering all 

possiblp combinations of waves, for a fixed IL, we build a picture of 

regions in the UR plane. As (J^ varies, these regions distort, and 

coalesce (for example if the strength of one of the waves goes to zero). 
We thus have Ü, ton: for UL in each tor, the pattern of U- 

regions is qualitatively the 



Figure 4. U. sectors, Case III. 

FW Case III, the sectors are shown in Figure 4, and representative 
U_ diagrams are shown in Figure 5. The heavy lines in Figure 4 indicate 

values of Ü. for Mhich conparatlvely aajor changes occur in the UR 

diagms, Mhlla the fainter lines correspond to minor changes in the Up 

diagrams. The intermediate state U1, between the two waves. Use on one 

of the heavy lines In Figure 5, corresponding to slow waves. The knotted 
lines represent overoompreeeive waves, in which the two waves used to 
solve the Riemann problem touch, eo that there is no intermediate state 
U . Another role of the knotted lines is that the solution of the 

■}■■■■,.nil, fin    ■■    a*m~,~*hmm«.um. 
Specifically, the intermediate state U. experiences a Jump, from one 

eection of the heavy line to another section, as U- crosses the knotted 

line. Note however, that the eolation is continuous in the L, norm, due 

to the touching of the slaw and fast 

the knotted line. 

in the limit as U_ approaches 
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ULeBl 

Key: 

D UL 
shock 

rarefaction 

4-HH- rarefaction-shock 

overcompressive shock 

for 

Figure 5.    Patterns of UD regions. Case III. 
it 

• 

A detailed Interpretation of the diagrams, together with diagrams 
?aeee II and IV. la given In [15]. The main result here Is that In 
II-IV, the Rlemann problem for equation (1.3) has a unique physical 

solution that can be constructed graphically. A computer program to 
automate this solution Is being developed by E. Isaacson, D. Marchssln 
and B. Plohr. Our work on these Rlemann problems Involves a ccmblnatlon 
of computer graphics and Mathematical analysis, and owes much to a study 
of the symmetric cases (b « 0 In (1.4)), given In [6,7] (see also [17]). 
Case I presents special problems because the Lax adnlsslblllty condition 
on shocks la too restrictive. As shorn In [16], the solution of the 
Rlemann problem In Case I will In general require the admlsslbility of 
certain undercompresslve shocks. It Is at present unknown how to 
characterize theme, except In the special symmetric case of equation 
(2.1), for which the Rlemann problem Is solved In [16]. 
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ABSTRACT. The matrix discretization of boundary value problems that occur 
in hydrodynamic stability contain the frequency ui and the wavenumber a of the normal 
modes as well as other parameters. For most temporal stability calculations an algebraic 
eigenvalue problem may be posed since w appears linearly. Spatial stability problems are 
more complicated since the eigenvalue a appears nonlinearly. Problems of this type are 
examined in this paper. The stability of a laminar boundary layer over a compliant wall is 
considered. In this case the wavenumber appears to power four in the differential equation, 
the Orr-Sommerfeld equation, and to power five in the wall boundary condition. A model 
for the compliant surface is developed and the differential problem is defined. The matrix 
methods applied to the solution of this problem are demonstrated on a model problem. 
Eigenvalue spectra are calculated for the model problem and the boundary layer stability 
problem. The methods for obtaining the eigenvalue efficiently depend on the factorization 
of matrix polynomials. Various factorization schemes are considered including Bernoulli 
and Traub iteration and Newton's method. 

1. INTRODUCTION. This paper is concerned with the application of matrix 
factorization techniques to problems in hydrodynamic stability. A spectral method is 
used to discretize the boundary value problem. Orszag |l| used a spectral approach to 
obtain the eigenvalue spectrum of the Orr-Sommerfeld equation for Poiseuille flow. He 
considered temporal stability in which the eigenvalue, which is the frequency of the normal 
mode, appears linearly. Thus the problem becomes an algebraic eigenvalue problem which 
may be solved by a number of standard algorithms. The spatial stability problem is 
more complicated since the eigenvalue, which in this case is the wavenumber of the normal 
mode, appears to power four in the differential equation. However it is this problem that is 
physically realistic in which fixed real frequency disturbances amplify convectively. For the 
rigid wall boundary conditions of Poiseuille flow the boundary conditions are independent 
of the eigenvalue. In this case the spectral discretization of the boundary value problem 
yields an eigenvalue problem of the form: 

E*»-4i a = 0 (1) 
fc=0 

where a is the eigenvector of Chebyshev coefficients and a is the wavenumber. To recast 
this problem as an algebraic eigenvalue problem Benney and Orszag |2] used the Compan- 
ion Matrix Method which is described briefly below. This approach yields matrices which 
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are four times the size of the original matrices A,. Since the operation count of standard 
eigenvalue algorithms, such as the QR algorithm, are of the order of TV3, this approach is 
computationally expensive. For this reason Benney and Orszag [2] chose to solve the tem- 
poral eigenvalue problem und then used transformations, which are valid for small growth 
rates to convert to the spatial stability case. It should be emphasized that if a local itera- 
tion method is used to find the eigenvalue the spatial problem is no more complicated than 
the temporal problem. However a good first approximation for the eigenvalue is required 
and there is no guarantee that all unstable or critical eigenvalues will be found. Bridges 
and Morris [3] applied methods based on matrix factorization to the eigenvalue problem in 
Eq. (1). This technique converts the problem in which the eigenvalue appears nonlinearly 
to one in which it appears linearly and is readily obtained by standard algorithms. The 
resulting algebraic eigenvalue problem is of the same size as the original matrices so that 
this technique is much more efficient than the Companion Matrix Method. The eigenvalues 
yielded by this approach represent a subset of the eigenvalues of the entire problem Eq. 
(l). They may be the subset of eigenvalues with either the greatest or smallest absolute 
values. Bridges and Morris [4] examined the stability of the Blasius boundary layer with 
this technique. However the only successful globally convergent scheme for this problem 
was found to be the Companion Matrix Method. The reasons for this are discussed in this 
paper and a successful application of the matrix factorization scheme is provided. Carpen- 
ter and Morris [5] applied the matrix factorization scheme to the problem of the stability 
of a laminar boundary layer over a non-isotropic compliant surface. Using the matrix fac- 
torization scheme they were able to identify various modes of instability simultaneously. 
However, it should be noted that the accuracy of any eigenvalue is improved if its location 
is ki.own approximately in the complex plane. 

In this ^aper the formulation of the boundary layer stability problem over a compliant 
surface is reformulated. In the new form there is no restriction on the degree or nature of 
non-isotropy of the compliant surface. However, the major emphasis of this paper is not 
this particular problem, but general problems of the same type. The interesting feature 
of the compliant wall stability problem is that the eigenvalue appears to a higher power 
in the boundary conditions than in the differential equation. Also that the domain of the 
independent variable is unbounded so that the problem exhibits a continuous as well as a 
discrete spectrum. 

In the subsequent sections the boundary valuv nroblem for the stability of a laminar 
boundary layer on a non-isotropic compliant surface will be developed. A model problem 
with many of the features of the real problem will be introduced. This problem is solved 
by various methods including the Companion Matrix Method and by matrix factorization. 
Various schemes for the factorization of matrix polynomials are examined. Calculations of 
the eigenvalue spectrum and its subset, obtained from the matrix factorization approach, 
are given for both the model problem and the compliant boundary layer stability problem. 

3. PROBLEM FORMULATION. The efficiency and quietness of underwater 
vehicles is affected by the nature of their boundary layers: a fully-laminar boui dary layer 
providing the least drag and noise. A passive method for delaying boundary layer transition 
to turbulence involves the use of a compliant surface. Early experiments by Kramer [6,7] 

V 
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ii.viicated a significant reduction in the drag on a vehicle with a compliant coating but until 
recently experiments had failed to reproduce these results. However Caster and Daniel [8] 
showed that the growth of Tollmien-Schlichting instabilities can be reduced dramatically 
by an appropriate choice of compliant surface. The compliant surface used was a silicone 
rubber-based substrate with a latex skin. Since such a simple surface provided a reduction 
in the growth of instabilities and gave good agreement with the predictions of linear theory 
it is reasonable to examine other surfaces theoretically that could give further reduction 
in the wave growth. 

The production rate of fluctuation energy, whether in the early stages of transition 
or for a turbulent flow, depends on the product of the Reynolds stress and the strain 
rate of the basic flow. If these quantities have unequal signs there is production and 
if they have equal signs there is negative production or decay of the unsteadiness. In a 
boundary layer production occurs close to the wail. Grosskreutz [9| proposed a nonisotropic 
compliant surface that would force the production at the wall to be negative. Some stability 
calculations for a model of this surface were performed by Carpenter and Morris [5]. A 
revised formulation of this problem forms the boundary value problem discussed below. 

A simple model for the surface is shown in Fig. 1. The nondimensional displacements 
of the surface rj and ( in the normal and streamwise directions respectively are related to 
the angular displacement of the swivel arms 60, by 

£6* = tSd am9        and       r^* = f 69 cos9. (2) 

where 6* is the displacement thickness of the boundary layer. Those relationships show 
tt.at the production term will be negative if the the swivel arms are directed towards the 
flow direction and positive if the arms point downstream. The equation of motion for an 
element of the surface in the direction normal to the swivel arm may be written 

f^-äir- - -B^icoS9~Ki69 + Eb—sin9 (3) 

— po cos 9 + OQ cos 9 + TQ sin 9; 

x and y are the coordinates in and normal to the streamwise direction; pm and 6 are the 
density and thickness of the plate; pn, ao and Vfe are the pressure and the normal and shear 
viscous stresses at the wall;ß and E are the flexural rigidity and elastic modulus of the 
plate; and K is the spring stiffness. Let the velocity fluctuations in the (x, y) directions be 
(u,t;) and seek a solution for the surface displacement in the form: 

rj = rjd* exp\i{ax - ut)]. (4) 

Continuity of normal and tangential motion at the wall then yields: 

üfi m tt)(0) (5) 

and 
-täü sin 00(0) = äcos9U'(0)v(0) + ü;cos0t)'(O). (6) 
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U is the mean velocity of the boundary layer, primes denote differentiation with respect 
to y and all quantities in eqns. (5) and (6) have been nondimenAionalixed with reapect to 
the freestream velocity UQO and the displacement thickness 6*. The fluctuating stresses at 
the wall may be related to the normal velocity fluctuation in the fluid using the linearised 
continuity and momentum equations. If f = t)' then rj and f may be eliminated and the 
wall boundary conditions may be written in terms of f and v »Jone: 

ä
8[^cos2^(0)]+ä3[gsin2W)] 

-f ä2 [{2Q sin 9 - 3.f/'(0) cos tf) i2!if (0)] 

+ Ö[(c/L _ Q2)^0) + (cos^'(O) + iQttme) 
sinff 
CMR m\ 

+ fi(cos«/'(ü) + iwsintf)^-f"(0) 

iü,2 

C 
sin 9 cos 

M 

CMR 

em] - o, 

and 

where 

ä[coB0U'(O) + iwsintfJöfO) +ü;co8tff(0) = 0. 

(7) 

(8) 

CM = 
PoS*' 

CB = 
PoU*6-' 

CK = 
K6* 

PoUl 
and   CT — 

Eb 
PoU'S* • 

R is the Reynolds numberC^oo^*/!/. It should be noted that ä appears to power five in 
eqn. (7). In ref. [5] a different form of the condition contained ä to power six. Also eqn. 
(7) is valid for all values of 0. The velocity fluctuations In the boundary layer satisfy the 
Orr-Sommerfeld equation which may be written in terms of v and f as, 

f'" + A{y)<' + Biy)6 = 0, 

iÄ(ät/- w) - 2ä2 
where 

A{y) 

and 
B{y) = iR{äU -Q)&2 + iäRU" + ä4. 

In addition the fluctuations are required to vanish at Infinity: 

%) - 0'{y) ~> 0 as   y -+ oo (10) 

In order to demonstrate the numerical methods without the complexity of the algebra 
involved in the problem given by eqns.   (7)-(10) a model problem will be introduced. 
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Though this problem does not have the stiffness of the Orr-Sommcrfeld equation it does 
have the correct nonlinearity of the eigenvalue in the equation and boundary conditions. 

Consider the model problem: 

0-2Qu;^+aV = O       z6[-l,ll (II) 

^(1) = 0 (12.o) 

a^(-l)4 g(-l) = 0 (12.6) 

The exact solution to this problem is given by, 

^(i) = i4exp(aaix) [sin7cos71 - cos7sin'yx], (13) 

where   
"7 = av 1 _ w2, 

with 
tan^av/l-w2] - y/\ ~ w2/(u; + a2). (14) 

4>{x) is approximated by a finite series of Chebyshev polynomials: 

N 

^(x) = X;'arrr(x). (15) 
r=0 

The formulae for the integrals of Chebyshev polynomials are much simpler than those 
for the derivatives. Thus eqn.(ll) is first integrated twice indefinitely with respect to 
x. Prior to substitution of the series approximation this equation is perturbed by two 
additional Chebyshev polynomials to prevent a trivial solution (see ref. [10]). Thus the 
actual equation solved is, 

= CiX + C2 -f 7-^ + 1^+1(1) + TN + 2TN + 2{X)- 

When the series (15) is substituted into eqn. (16), and ihc boundary conditions (12) and 
the coefficients of equal orders of Chebyshev coefficient are set to zero a matrix eigenvalue 
problem is obtained. 

{Coa3 + Cia2 4- Cja + C3} a = 0. (17) 

a is the vector of unknown Chebyshev coefficients. The equations involving the zero-th and 
first order Chebyshev polynomials, which would involve the unknown integration constants 
Ci and Cj, are replaced by the series approximation to the boundary conditions in rows 
N and TV + 1 of the matrix equation. It should be noted that the leading coefficient matrix 



Co is singular since the only terms invoving a3 occur in one boundary condition. Thus 
the elements of Co may be written, 

^o = 

/   0 
0 

0 

0 
0 

0 

V o      o 

o    \ 
0 

0 

o     J 

(18) 

In the next section several procedures for solving the matrix eigenvalue problem (17) will 
be described. 

3.   NUMERICAL METHODS.   The Companion Matrix Method that was used 
by Benney and Orszag [2) involves the definition of two new vectors, 

ai = aa        and       aj ■ aaj. (19) 

With these definitions the matrix eigenvalue problem may be written in block matrix form. 

- a 
Co 0 0\ /•I 
0 I 0 ai 
0 0 I V a 

(2C) 

Since Co is singular this cannot be changed to an algebraic eigenvalue problem without 
first introducing a transformation, 

A = l/{a-s). 

Then the problem is readily written as. 

(21) 

Ai A2 M /a2 

I 0 0 -AI ai 
0 I o / I a 

0. (22) 

Since the dimension of the block matrix is 3(./V-fl)x3(yV+l) the computation time required 
to find the eigenvalue spectrum is increased by a factor 27 over 'he linear problem. However 
eqn. (17) may be factorized so that only a specific subset o( the eigenvalue spectrum is 
calculated. 

Let eqn.(17), after the use of the transformation (21), be written. 

{DafA)}   a = 0. (23) 

If the matrix equivalent of synthetic division is employed on eqn.   (23), then the factored 
form of D3 is, 

D3(A) = {Q2(A)}(AI-Y). (24) 
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where Y is a solvent or factor of D3 and (^2 is quadratic in A. It is readily shown that 
eqn. (24) will only be satisfied if Y is a root of the matrix polynontial, 

Y^A^2 \ A-iY > A3-O. (25) 

Thus the eigenvalue problem reduces first to finding the roots of this matrix polynomial. 
The method used by Bridges and Morris |3| that was proposed by Gohberg et al [11; 

involves the use of Bernoulli iteration. This method which is an extension of the standard 
algorithm for scalar polynomials consists of the iterative sequence: 

Xt+1 + A,Xt + A2X.-, + AtXi.i " 0, (26) 

with 
Xo = Xi = 0       and        X2 = I. (27) 

Then, 
lim      XnlXn-,]-1 =S,. (28) 

n—*oo 

Si is the dominant solvent of D3, that is, the solvent that contains the eigenvalues with the 
maximum modulus. The convergence of this algorithm is slow, though it can be improved 
dramatically if an appropriate choice is made for the factor s in eqn. (21). 

It is reasonable to seek quadratically convergent schemes to find the roots of the 
matrix polynomial. However such standard scalar algorithms as Newton's method are not 
readily extended to the matrix polynomial. Consider the matrix polynomial, 

Y2 + C,Y + C2 a 0. (29) 

If an iteration sequence is developed of the form, 

Yt+1 = Y, + At, (30) 

then it is readily shown that A, satisfies an equation of the form, 

A.A, I A.B.     C.. (31) 

Bartels and Stewart (12] developed an algorithm to solve for A, in (){N3) operations by 
triangularizing the matrices A, and D,. A more efficient scheme was dev loped by Golub 
et al [13] still requiring 0{N3) operations. However if a higher order matrix polynomial is 
considered such as given by eqn. (25) then the equation for A, is,, 

A.A, + D.A.C, + AiD, - Et. (32) 

There does not appear to be a particular algorithm for solving this equation. Clearly higher 
order matrix polynomials will lead to more complicated equations. However it is always 
possible to construct a system of equations for the N2 unknown elements of A». Since A, 
is only a small correction in the Newton's method it should not have to be evaluated with 

59 



a high degree of accuracy. Thus with suitable preconditioning an iterative solution of eqn. 
(32) might not be too lengthy. This possibility is being considered by the author. 

The last algorithm to be considered is that developed by Dennis et al, [14j. This is 
a two-stage algorithm based on the algorithm by Traub for scalar polynomials, ref. [15]. 
The algorithm consists of the construction of the equivalent of the G-polynomials, 

Go(Y) - I 

Gn+1{Y) . Gn{Y)Y - rj^Y) 
(33) 

where 
'(>,»)v2 .(•). »(») Gn(Y) = r;";Y;i + r^;Y + r^. (34) 

The second stage of the algorithm consists of constructing the iterative sequence, 

Yo = (If',)(^jl'-,,^,. 

and. 
Y.-H^G^YOG^Y.). 

(35o) 

{TU} 

The first stage of the algorithm with Y given by eqn. (35 a) is equivalent to Bernoulli 
iteration. The use of the second stage of the algorithm does not change the linear conver- 
gence of the iteration but the asymptotic error constant may be made as small as desired 
by increasing the number of first stage iterations. It would appear to be very desirable 
to extend the iterative schemes based on the generalized G-polynomials of ref. [15] to the 
matrix case. However this extension would require properties of matrix derivatives that 
do not appear to be available. 

In the next section some numerical examples of the application of these algorithms 
will be given. 

4. CALCULATIONS. First the model problem given by eqns. (11) and (12) will 
be considered. Table I shows the eigenvalue spectrum given by the Companion Matrix 
Method with A = 0.5 and N = 12. It can be seen that the spectrum contains N — I 
"infinite" eigenvalues. This corresponds to the fact that the leading coefficient matrix Co 
has rank unity. The corresponding behavior for scalar polynomials is given by an "infinite" 
root when the leading coefficient of the polynomial tends to zero. The roots on the real 
axis are close to multiples of TT as could be inferred from the eigenvalue relationship given 
by eqn. (14). The roots away from the real axis occur in complex conjugate pairs. 

Figure 2 shows the finite roots given in Table I as well as the roots obtained using 
Traub iteration. The number of first and second stage iterations was 10 and 5 respectively. 
The four eigenvalues closest to the value of the shift s in eqn. (21), which was 0.5, are 
very accurately obtained. However the remaining eight eigenvalues do not correspond to 
the values given by the Companion Matrix Method. The reason for this is unclear though 
the occurrence of the complex conjugates in this problem suggests that a dominant solvent 
may not exist. However shifting the value of 5 to a complex value did not alter the result. 
Thus the reason for the failure of the factorization scheme in this case remains unclear. 
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In spite of the difficulties with the model problem it has served to illustrate the 
numerical methods. These methods have been applied to the more complex problem 
posed by the Orr-Sommerfeld equation and the boundary conditions corresponding to a 
non-isotropic compliant surface. Rather than detail the hydrodynamic properties of such a 
surface a special case will be considered. It was mentioned earlier that Bridges and Morris 
[5] had difficulty in applying matrix factorization techniques for the rigid wall boundary 
layer. The reason for this can be seen if the Companion Matrix Method is applied to the 
boundary value problem given in Section 2 for the case of a massive wall; that is as CM —* 
oo. In this case the compliant surface problem reduces to the rigid wall case. Figure 3 shows 
the resulting eigenvalue spectrum for TV = 24, /E — 2240 and u; = 0.05. This case gives 96 
finite eigenvalues. The eigenvalues shown in Fig. 3 contain both discrete eigenvalues and 
the Chebyshev approximation to the four branches of the continuous spectrum (see ref [16]). 
It can be seen that many of the eigenvalues are clustered around a = 0. If no shift in the 
eigenvalue, as given by eqn. (' '^ is used then the eigenvalues of the minimal solvent will 
not include the discrete eigenvalue close to Q = 0.3. The minimal solvent was sought in ref. 
[4] and the discrete eigenvalue could not be obtained. The same spectrum of eigenvalues 
is shown in the c — plane in Fig. 4, where c as u/a. The Tollmien-Schll'-hting instability 
is indicated. One branch of the continuous spectrum forms a semi-circle in the c — plane 
between c = 0 and c = 1. The attempt by the finite Chebyshev series to approximate this 
branch is seen clearly in this figure. If the eigenvalue problem is shifted by s = 0.3 then 
Traub iteration gives the spectrum shown if Fig. 5. The dominant, eigenvalues have been 
sought using the iteration scheme given in Seclion 3. All of the eigenvalues associated 
with the approximation to the continuous spectrum that gave values of c close to zero 
have been eliminated. The spectrum given in Fig. 5 was obtained with 5 first stage and 
5 second stage iterations. No accurate computation times were obtained but the matrix 
factorization scheme was considerably faster than the Companion Matrix Method. 

In this section several examples of the application of matrix factorization schemes 
have been given. It is clear that they offer a considerable advantage over other schemes in 
the solution of eigenvalue problems in which the eigenvalue appears nonlinearly. It is also 
clear that methods for factorizing matrix polynomials that have high rates of convergence 
are still needed. 
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j                  Örea/ ^imaj 

i    0.4406718E+0O 0.451 OOSOE-14 
-.2992489Fi+(K) 0.1022875E+01 
-.2992489E+00 -.1022875E+01 
0.3186915E+01 -.2216713E-08 
-.3093725E+01 0.1475552E-08 
0.6838718E+01 0.1359535E+01 
0,6838718 EK)1 .1359535EI01 
0.6186921E+01 0.28()1617E   08    1 
0.6912758E+01 0.3878241E+01    | 

1   0.6912758E+01 -.3878241E+01 
~.6061245E+01 0.1430764E-07 
0.6813279E+01 0.7021262E-)-01 
0.6813279EH 01 -.7021262E+01 
0.1049901E+02 0.4074714E-07 
-.6727921E+01 0.1523704E+01    j 
-.6727921E+01 -.1523704E+01 
-.69342{)6E-f-01 0.4003946E+01 
-.6934206Ef01 .4003945E(01 
-.6876758E+01 0.7071 lOBEtOl 
-.6876758E+()1 -.7071108E+01    | 
-.1046709E+02 0.5751595E-09 
0.9339952E+01 0.1092799E+02 
0.9339952E+01 -.1092799E4-02 
-.9412304E+01 0.1088636E+02 
-.9412304E+01 -.1088636E+02 
0.1471219E+18 Ü.0000000E+00 
0.2924940E+16 0.0Ü00000E+00 
0.1196801E+16 0.0000000E+00 
0.2813020E+16 0.0000000E+00 
-.3321595E+16 0.000000OE+00    i 
-.2542934E+17 0.0000000E+00 
0.2955202E+16 O.OOOOOOOE f 00 
0.1349990R+17 0.0000000 E+00 
-.2681021E+16 O.OOOOOOOE KM) 
-.3430352E-f 16 O.OOOOOOOE f 00 
-.4477007E + 16 O.OOOOOOOE+OO 

Table I Eigenvalues of model problem 
w ■ •v/3/2, N = 12, tan(Q) ■ 1/(^1 + 2Q

2
) 
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Fia. 1 Sketch of the compliant wall modet 
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ABSTRACT 

Two methods for computing the effect of curvature on the speed of finite 
reaction rate detonations are studied. One method involves fine grid compu- 
tations using a method which gives a solution of high quality and is »alter as 
exact. The other it based on recent work by one of the authors (J.J.) in 
which an asymptotic model for expanding detonation waves is presented »nd 
analyzed. Both methods assume cylindrical geometry. 

The asymptotic model consists of a pair of quasi steady state ordinary dif- 
ferential equations for the flow velocity and a reaction progress variable. The 
equations are correct for large times and large radii. For each value of the 
shock radius, the speed of the weak detonation is well defined as the solution 
of a shooting problem between the shock and a critical point in the phase 
plane. 

In this report we discuss the computational problems involved in applying 
these methods. We further show numerically that the model equations are 
accurate to first order in powers of the inverse radius. Finally, we discuss 
how this new theory may be used in conjunction with the method of front 
tracking to numerically solve detonation problems in which weak detonations 
develop due to the curvature of the geometry. 

1.  Introduction 

We study the influence of the radius of curvature on the speed of a cylindrically expand- 
ing detonation wave with finite reaction rate. In doing so, we also study the transition from 
strong to weak detonations in an expanding geometry. Finally, we study the effect of curva- 
ture on the reaction zone. The central issue to be analyzed is the consequence of radially 
induced cooling on the chemical reaction. See [7| for a review of this topic and more gen- 
erally of the theory of detonations in the presence of endothcrmic effects. 

Two numerical methods are used to solve this problem. First, a one dimensional ran- 
dom choice computation with operator splitting for both the radial effects and the effects of 
the finite reaction rate is employed. Since this method resolves the reaction zone numerically 
(in contrast to [2]), it includes curvature effects on the detonation velocity. This method 
gives an accurate solution for grids fine enough to capture the dynamics within the «action 

1. Supported in part by the Applied Mathematical Sciences subprogram of the Office of Energy 
Research, U. S. Department of Energy, under contract DE-ACU2-'AER03077. 
2. Supported in part by the Army Research Office, grant DAAG29-8J-KUI88. 
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zone. Next, we discuss the application of recent contributions by J. Jones [10J, who derived 
a system of quasi steady state ordinary differential equations to describe expanding detona- 
tions. We solve these equations numerically to find the wave speed and to resolve the reac- 
tion zone. The solutions of Jones' equations are found to be correct to first order in powers 
of inverse radius thereby confirming and validating his analysis. 

A motivation for this work was to enhance the front tracking algorithm (see [3]) to 
allow calculation of curvilinear detonation fronts in their transition from strong to weak deto- 
nations. 

2. The Random Choice Computation 

In this section, we discuss the solution to the equations of reactive gas dynamics with 
finite reaction rates in a symmetric geometry using the random choice method. The 
Zeld'ovich-Von Neumann-Doering (ZND) model of detonations (see [7)) is used. For this 
model, the equations of inviscid gas dynamics with cylindrical symmetry become 

(2.1) 

where 

f(w)r C-aG 

f(w) = 

m 

m' + P 

-(* + P) 

X m — 
P 

and 

0 
0 
0 

KiK.T) 

G 

m 
r 

HHe^P) 

0 

0 for planar geometry 
1 for cylindrical geometry . 
2 for spherical geometry 

C and aG are respectively, the sou.ce urms due to combustion and geometry. In these 
equations, p is the density of the gar, m is the momentum density, P is the pressure and X is 
the mass fruct.on of burned gus (0 S J^ fl I). The energy per unit volume, *, may be written 
as 

an1 

where i is the velocity and c is the specific intern»! energy. Assuming a polytropic equation 
of state. 



p(7-l) 
(i-M-? . 

with -y > 1. In order to simplify the formulas, the poly tropic constant, y , is assumed to 
have the same value in the unburned, burned and reacting gas. The heat released during 
combustion it q; T it the temperature {T = P/p) and R{\J) is the reaction rate. We use 
Arrhenius kinetics, which yields an infinite reaction length. Thus, 

Ä(X,r) - 
t(l - \) exp 

0 
HI- T 2 Tt 

,T <TC 

where k it the rate multiplier, and £ is the activation energy. We introduce 7V , the critical 
temperature below which the reaction rate is taken to be identically zero, in order to allow 
for quenching and to eliminate the cold boundary effect. That is, if there were no critical 
temperature, the reaction rate would be positive even for cold gases. Then, the unburned gas 
would begin to burn before the shock wave encountered it. 

To solve this tystem numerically, we employ operator splitting [13].   At the start of a 
time step, we solve the homogeneous system 

(2.2) wt + f(w)r = 0 

by the random choice method [9],[4]. The Newton's method of [2| is employed to solve the 
Riemann problems that arite in this computation. Next, we use the solution of eq. (2.2) as 
initial data for the system of ordinary differential equations for the geometrical source terms, 

(2.3) -aG , 

Finally, we use the solution of eq. (2.3) as initial data to solve 

the equation for the source term due to chemistry. This sequential operator splitting calcula- 
tion converges under mesh refinement. Colella, Majda and Roytburd [3| have used a three 
part splitting in their fractional step method computations for reacting gases. 

A plot of pretture vt. distance for a stable planar reaction is shown in Fig. 2a at the 
start of a calculation, initialized with the steady state solution, and after several hundred time 
steps using the method described above. In addition, reactions which have parameters 
chosen to yield unstable detonations are modelled well by this method. In an example of an 
unstable detonation, our results agree with those of Erpenbeck [6] , Mader [11] and Fickett 
and Wood [8| (see Fig. 2b). 

We note that when performing these calculations one must take care not to introduce 
spurious effects due to the numerical modelling techniques. One should include enough grid 
points in the region of chemical activity in the reaction zone. Also, us the computation 
progresses, the region of chemical combustion grows for the Arrhenius model of kinetics. 
To deal with this problem, we eliminate the portion of the computational region more than a 
certain distance behind the initiating shock wave. In doing so, care must be taken to elim- 
inate only regions in which there are very small variations in the gas states. Introducing even 
weak waves into the teacting gas in this elimination process is equivalent to releasing smau 
amounts of energy on a slow time scale and can cause large errors. I his phenomenon was 
studied by Bdzil [1]. 
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3. The Asymptotic Method of Jones 

In [10), J. Jones derived and analyzed a method of calculating the effect of curvature 
on the speed of an expanding cylindrical or spherical detonation wave to first order in powers 
of the inverse of radius of curvature. This theory also predicts the state of the gas through 
the reacting region. 

The radius of curvature of the detonation wave is assumed to be much larger than the 
length of the reaction zone, where the reaction zone length is taken to be the distance from 
the initiating shock wave to the point at which 90% of the gas is burned. It is also assumed 
that the reaction has proceeded for many reaction zone lengths so that initial transients are 
eliminated. Thus the run has settled down to a quasi steady state. Further, the state of the 
unburned gas ahead of the shock n constant with zero velocity. Through the methods of per- 
turbation theory, eliminating higher order terms, Jones derived the following system of ordi- 
nary differential equations from eq. (2.1): 

q(y - l)t(l - \) exp 

(3.1) 

-12.1 -  «d 
", = 

(i - u)2 - c1 

Z  ~   U 

c2 = cl ♦ Y- 1 (i- - (i-u)-) ♦ giy - 1)X 

where ca represents the sound speed in the unburned gas ahead of the shock, c is the speed 

u**Y* of sound of the reacting gas, c ■ J7/>/p[  , ■ is the distance behind the initiating shock wave, 

I is the radius of curvature of the shock, and z is the wave speed. 

In the case of an undriven planar detonation, the reaction terminates at the Chapman- 
Jouguet (CJ) point on the Hugoniot curve. This is a sonic point. That is, a point at which the 
wave moves at sound speed with respect to the gas behind it. However, an expanding deto- 
nation is weakened by expansion induced rarefactions coming from behind the shock and the 
termination point for the reaction moves below the CJ point yielding a weak detonation. The 
flow is subsonic behind a shock but supersonic behind a weak detonation. Thus, a transition 
from subsonic to supersonic flow must occur in the reacting gas. 

Since the denominator of the first of eqs. (3.1) vanishes at any sonic point, in order to 
have a smooth transition through a sonic point, the numerator must also vanish there. The 
transformation 

-/ 
dx' 

c(.r')- - v(X')- 

where v ^ i-u , leads to the system 

(3.2) », - i(y - 1)*( 

V      -*(1      X) cxp 
v 

v) 
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where 

c2 = c2 + JL^l(i3 _ v^) * giy -  1)X. 

This transformation does not change the structure of the phase plane and the critical point 
conditions for this system are the same as the conditions for a smooth sonic transition men- 
tioned above. These conditions are: 

(3.3) q(i - 1)*(1 - X) mJ- -^-1 - iiJUl = 

.(-^)(c-v:) ±*(1-X)exp|~^!(c^^ 

c2
a + :U~{r - v^) + q{y - 1)X = c\ 

From a computational point of view, eqs. (3.2) are easier to work with than eqs. (3.1),  see 
also [10]. 

To solve for the wave speed and resolve the reaction zone we proceed as follows. We 
guess a value for v0 (that is, v immediately behind the initiating shock) and solve for the criti- 
cal point of the system of ordinary differential equations (3.2) by iterating on X and v, using 
the equations 

{i - v) c: 

X = 1 - 

which are derived from eqs. (3.3), using the fact that v: ■ c1 at the sonic point. The square 
root takes the same sign as i. We then integrate system (3.2) numerically with the Initial 
conditions 

X(0) = 0 

to find the trajectory of the solution in the v - X plane for the given f, Wc update the 
values of v0 and z based on this trajectory by a bisection method until the trajectory passes 
within a specified tolerance of the critical point. The solution is continued through the criti- 
cal point by finding the eigenvectors there.  The equation, see [10], 

P,      - pvvv 

and the last of eqs. (3.2) are used to compute the pressure and density through the reacting 
region. 

In Fig. 3a, we present the v-X phase plane portrait as well as the sonic locus for the 
value of i which yields a sonic transition for the given data. The curve passes through the 
critical point (S) after which the burning continues on the supersonic side of the sonic locus. 
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4. Result! 
In Fig. 4a, we compare a plot of the pressure, immediately behind the shock wave 

which initiates the detonation, vs. time for a planar CJ detonation, computed by the random 
choice method described in §2 (a = 0), with a plot of the results from a cylindrical computa- 
tion (a • 1) and with the results of the method of Jones where the radius of curvature is 
assumed to be the same as for the cylindrical computation at all times. The vertical error 
bars give the highest and lowest values of pressure over each 100 time steps for the random 
choice computations. As expected, the pressures computed by the two cylindrical methods 
approach the planar CJ pressure just behind the shock as the radius of curvature increases. 
We note that the random choice computations are initialized with the planar steady state solu- 
tion and it takes some time for the initial transients to disappear in the cylindrical run. When 
we initialized the random choice method with the results of Jones' method at a small radius 
the transients were much smaller but the results for larger radii were not significantly dif- 
ferent from those of the planar initialization. A comparison of the pressures behind the 
shock wave using these initializations is seen in Fig. 4b. In these computations, we elim- 
inated the regions more than 3 reaction zone lengths behind the initiating shock wave. 

To exhibit the validity of Jones' method to leading order in inverse radius, we present, 
in Fig. 4c, a plot of pressure behind the initiating shock wave vs. inverse radius for the 
numerical methods described in §2 and §3. We also show the line predicted by the theory of 
Jones for the leading order corrections to pressure due to curvature, based on computations 
using Jones' equations with very large radius of curvature. The oscillations in the random 
choice computation are due to the numerical method and decrease with refinement of the 
grid. A similar plot is achieved for the corrections of detonation wave speed due to curva- 
ture (Fig. 4d). 

Fig. 4c shows the states of a reacting gas for a planar CJ detonation, for an expanding 
cylindrical detonation using the method described in §2, and for the method of Jones at a 
fixed time. We have plotted pressure vs. specific volume along with the unburned and 
burned Hugoniot curves. It is plotted at a time when the radius of curvature is approximately 
50 times the length of the reaction zone. The steady state planar wave is initiated by a shock 
and moves down the Rayleigh line from A to CJ (the CJ point) as the reaction progresses. 
This line, when extended, passes through the point representing the initial ahead state. The 
detonation waves for the two cylindrical methods are initiated by weaker shocks, correspond- 
ing to a lower pressure on the unburned Hugoniot (points F and D), and move down along 
the curves shown to a weak detonation. These curves do not terminate on the burned 
Hugoniot curve since it is computed from a planar theory. Wood and Kirkwood [14] have 
derived equations for the modifications of Hugoniot curves in a curved geometry. From Fig. 
4e, we see the effect of curvature on the pressure just behind the shock and through the reac- 
tion zone. These computations show that a 12.5-17.5% smaller jump in pressure at the shock 
occurs in the curved geometry than in the corresponding planar calculation. Here the radius 
of curvature was approximately 50 times the reaction zone width. 

5.  Conclusions 

We have shown that the derivation by J. Jones [10J of the corrections due to curvature 
of the speed of detonation waves and the pressure behind the shock wave are correct to first 
order in the inverse of radius of curvature. This validation was necessary since the passage 
from the original system of partial differential equations (2.1) to the ordinary differential 
equations (3.2) has not been shown rigorously. 

The advantage of using the equations of Jones is considerable. Solving for the wave 
speed and the states of the reacting gas is usually accomplished in less than 10 CPU seconds 
on the ELXSI. We note that the rapid computation of wave speeds will enable two dimen- 
sional front tracking computations to be extended to include the effects of curvature on deto- 
nation waves in the near future. Although not directly comparable, the one dimensional 
computations  with  fully  resolved  chemical   reactions,  fine grids  and  Arrhenius  kinetics, 
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exhibited in Figs. 4i-e, require approximately 40 hours of CPU time on the same machine. 
To avoid these slow computations, for practical computations one would normally use neither 
resolved chemical reactions, nor fine grids, nor Arrhenius kinetics. 

The enhancement of the front tracking method ([3],[12]) using Jones' equations would 
involve modelling the reaction zone as being infinitely thin. Based on the divergence of the 
flow at each point on the detonation wave front, one would use the theory uf Jones to find 
the speed of propagation of the detonation front at that point and the state of the gas behind 
the initiating shock wave as well as the state of the gas behind the completed chemical .eac- 
tion. In this way, the transition from strong or CJ detonations to weak detonations ca»» be 
modelled for two dimensional flows. This is not possible with the model employed in [2). 
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Pressure 

600 
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300 

Distance 
10 

Fig. 28. A ID Stable Computation. A plot of pressure vs. dis- 
tance is shown for a planar detonation initialised with the steady 
state ZND solution. The initialized reaction and the reaction 
1200 time steps later are superimposed so that both fronts are at 
the same location on the graph. The solution is clearly not de- 
formed by the numerical method. The state ahead of the initiat- 
ing shock (In units where the gas constant R ** J) has P = 100, 
K = 0, p = 1.4. The heat release ,qt is 300; E = 100; Te ■= 215 
and y m 1.1. The distance from the Initiating shock wave to the 
point where the gas is 90% burned is 0.75 and the grid spacing 
is 0.0125. 
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Pressure 
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Fig. 2b. A ID Unstable Computation. A plot of pressure 
behind Ike shock initiating the detonation vs. time for the data 
described in ill, pp. 18-191. The reaction zone was initialized 
with length 1.75. The ahead state has p » 1, M = 0, p - 1. 
9 « 50, E - SO, «y - 1.2, ft «206. The speed of the initialized 
wave Is 1.265 times the CJ wave speed for the ahead state. Grid 
spacing is 0.05. The results are similar to those In [6] and [111. 
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Fig. 3a. Phase Plane Portrait of the Reaction using Jones' 
Equations. A plot of the trajectory through the ionic point ( S ) 
In the v ~ k plane for the runs In the following figures when the 
radius of curvature Is 50 times the reaction sone length. The 
sonic locus Is also shown. A corresponds to the point behind the 
Initiating shock wave while B represents the termination of the 
the reaction as a weak detonation. 
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Pressure 
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Fig. 4a. Effect of Curvature on Pressure behind the Initiating 
Shock. A plot of pressure vs. time for planar and cylindrical 
computations using the random choice method of *2 and the solu- 
tion to Jones' equations where the radius of curvature is assumed 
to be the same as for the cylindrical run by random choice. The 
error bars show the range of values over each 100 time steps for 
the random choice calculations. The ahead state has 
p ■ 300, « = 0, p = 1.4. The reaction tone has length 1, 
q « 300, Te " 215, 7 » 1.1, £ - 100 and grid spacing 0.01. 
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(e)      Time 

Preuure Preuure 

(•)      Time 

Fig. 4b. Comparison of Initialization!. The panels above show 
plots cf pressure behind the initiating shock as a function of time 
for the same cylindricalty expanding detonation problem as in 
Fig. 4a using the plmar steady state initialhntion (a) and initial- 
ization by solution to Jones's method at a small radius (b). These 
two plots are superimposed in (c). 
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Pressure 
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Jones* Method 
Leading Order 

J 
0.0 0.02 

1/R 
0.04 0.06 

Fig. 4c. First Order Corrections to Pressure. Pressure behind 

the initiating shock wave is plotted against inverse radius for the 

cylindrical computations of Fig. 4a. Also shown is the leading 

order correction predicted by solving Jones' equations for very 

large radii. 
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Wive Speed 
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21 
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Jones' Method 
Leading Order Random Choice 

0.0 0.02 
1/R 

0.04 0.06 

Fig. 4d. First Order Corrections to Wave Speed. A plot of wave 
speed vs. inverse radius is shown corresponding to Fig. 4c. 

80 



Pressure 
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300 

Unburned 
J i  

Specific Volume 

Fig. 4c. Effect of Curvature on the Hugoniot Diagram. Pres- 
sure is plotted against specific volume for the calculations used 
in Figs. 4a-d. The unburned and burned Hugoniot curves are 
presented as well as the path through the reaction zone for a 
planar detonation (from A to Ci) and cylindrical detonations 
where the radius of curvature is approximately 50 times the 
reaction tone length by the random choice method (from D to E) 
and by Jones's method (from F to G). The pressure Jump at the 
front is reduced by 72.5-77 J% by the curvature. 



PRESSURE TRANSIENTS IN A CAVITY DUE TO 
IMPULSIVE LOADS 
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Abstract 

The impact of a mass on a structural plate of a compartment 
causes plastic and elastic deformations which can give rise to pressure 
fluctuations of significant magnittirV and duration due to the confined 
nature of the compartment and the low damping forces in the gas. 
This paper presents a procedure for calculating the pressure transients 
in an enclosed gas from an impact. 

The procedure uses a formulation which gives the equations of 
motion in terms of a scalar momentum potential. This momentum 
potential is physically interpretable as a pressure impulse. With this 
formulation the transient pressure behavior of the gas is characterized 
by a single partial differential equation which is the wave equation 
in three dimensions. The spatial derivatives are treated by a finite 
element technique to obtain solutions for an arbitrary geometry of 
the enclosure. 

The boundary conditions for the problem are that the normal ve- 
locity of the gas is compatible with the prescibed velocity of the en- 
closure walls. The rate of deformation of the wall resulting from the 
impact is approximated by modelling the region in the form of two 
concentric plastic hinges. Since the stress in the hinges must be at 
the yield value, it is possible to approximate the plastic deformation 
and hence the time history of the deformation. 
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1    Intro duct ion 

The subject of a projectile penetrating the wall of a cavity has received a great deal 
of alleiillon because or possible military applications. A projectile which Tailed to 
perforate was considered of little interest. However there is increased interest in the 
transient response of an enclosed gas resulting from a mass impacting a cavity wall 
since it may cause sullicient dellection of the wall to give rise to pressure Iluctuations 
of signilicant magnitude and duration. 

This paper picsculs a procedure for calculallug the pressure transients In an 
enclosed gas resulting from a deformation of the cavity wall. The suitability of this 
procedure to investigating pressure transients resulting from an projectile impact 
on the cavity wall is investigated. 

2     Equations of Motion of u Gas 

The force balance on an element of the gas is shown in figure 1. The components 
of displacement in the zj, jj, xs direction are denoted as ui.ua, Ua respectively and 
the pressure is denoted with a 'p*. 

Starting from the force balance in the ij-direction we obtain 

{P~{P+ g—dxt))dxi dxi = pdxi dxi dx*—- 

which yields 

(1) 

(2) 

(3) 

dp _   diui 

which can be generalized for the T direction 

dp_       c^tt| 
dxi " P 01* 

These represent the equilibrium equations of the gas.  This formulation lias the 
disadvantage that one can have iniinite solutions for which ui.Uj.ua are not zero 
whereas the volumetric strain is zero (i.c spurious solutions). 

Impulse FuriuulutJon   In order to reduce the problem to a convenient form for 
solving the pressure impulse formulation of ref. |lj and |2j (i.e. g = f pdl) is used. 

The cause-elfecl relationship involving pressure impulse and the volumetric 
strain is shown here as the rate of change in pressure equal to minus the bulk 
modulus (K) times the volumetric strain ((„»jj. 

., ts(dui ±dui j.du*\ HJ 

This represents the constitutive equations of the gas in terms of the pressure im- 
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DifTerentiating cq. 3 with respect to ii, 12,13 respectively and substituting into 
eq. 4, we obtain eq. 5 

where C = — 
P 

On a fixed rigid wall, the normal displacement and hence also the normal velocity 
must vanish. For a surface which has a prescribed velocity Vn the normal component 
of the velocity of the gas and the wall must match. 

du« 1/ _ " n 

Vn~~dr 
Therefore it follows from eq. 3 that 

2-^ <•> 
This formulation has the advantage that it requires the solution of only one 

equation and that the boundary conditions are in terms of velocity. Analytical 
solutions to eq. 5 and eq. 6 can be found by classical means for cases where the 
physical problem has a simple geometry and boundary condition. 

3    Finite Element Model 

Since we wish to be able to model cavities of arbitrary geometry, it is necessary to 
solve the equation using finite elements. For this purpose it is useful to cast the 
essential equations of the problem into a variational statement. 

Using the complementary energy principle, the increment of work done by vio- 
lation of eq. 5 and eq. 6 results in eq. 7. 

Using Green's theorem, integrating with respect to time and integrating by parts 
we obtain the required variational statement 

+ p I Vn6qds = 0 (8) 

The first integral is over the volume of the gas and the second integral is over that 
part of the surface where the normal velocity Vn is prescribed. 



For use in cavities of arbitrary geometry an 8 noded isoparametric element 
(ref. [3]) as shown in figure 2 is used. The six faces of the element can be quadrilat- 
erals of arbitrary shape, however, the 4 edges of the quadrilateral must be straight. 
The shape functions 

1/8(1 - oOfl - a2)(l - «3) 

1/8(1-a1)(l + a2)(l-03) 
1/8(1+ a1)(l + aj)(l-as) 

1/8(1 + a,)^ - a2)(l - as) 

1/8(1-a1)(l-a2)(l +as) 

1/8(1-a1)(l + a2)(l +as) 

1/8(1+ a1)(l + a2)(l +as) 

1/8(1+ a,)(l-a2)(l +as) (9) 

transform the Xi, 12,13 coordinates into the a),a2,a3 coordinate system such that 
the 8 node element is transformed into a regular cube. Since the elements are 
isoparametric, the same shape function is used to interpolate the impulses ( eq. 10) 
as is used to transform the coordinates. 

9(ai,a2,as) « [NUN2,...N8] 9i 
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(10) 

(£) = IBM 

The impulse gradient can be expressed in terms of the nodal pressure impulses. 

(11) 

The Jacobian matrix of transformation, represented here in symbolic form by the 
letter J, allows us to transform the impulse gradient from the x1,X2,X3 coordinate 
system to the a1,a2,a3 coordinate system. 

& • <) 
(12) 

The variational statement (eq. 8) has three terms. The first, shown in eq. 13, 
can be reduced and integrated, using eq. 11 and eq. 12, to produce the stiffness 
matrix \K§\, 

iiimKs 4MM* = JIJigflBflJ^lJ-^lBMlJldaidaidas 

6 
- jitflXeM (13) 



It is important to bear in mind that in eq. 13 we have the discrete form of the kinetic 
energy and the dimensions of \Ke] elements are velocity per unit momentum. 

Consider the second term in the functional given in eq. 8. With a change in vari- 
ables and integrating numerically using the Gauss-Legendre methods one obtains 
eq. 14. 

/// |(^)2dl^rfx3 = 6{q} [fff —{NfmJlda^da^ {<,} 

- ^miw   (i4) 
[Me] is refered to as the element mass matrix but it should be noted that the 
dimensions of Me elements are displacements per unit force. In reality Me is the 
flexibility matrix. 

Similarly the third term can be evaluated to produce the virtual work of the 
prescribed velocities in discrete form as follows 

1 + (^)2 + (^)2dXldX2 
fVjHUmJfVj^ 

where {N,}   -   shape function on the face where V is prescribed 
\Bt]     ■   gradient of shape function on the face where V is prescribed 
\Jt\      -   jacobian on the face where V is prescribed 

Integrating using the Gauss Legendre method. 

jVn6qds = 6{q}T{Vt} (15) 

Having found the discrete forms of kinetic energy, complementary strain energy 
and the virtual work of prescibed velocities, we can write the discrete form of the 
Complementary Energy principle. 

/:{ ̂ mK*} - ^{tfmii} - ww) dt 

Expressing the functional in terms of the global matrices and carrying out the 
extremization we find the discrete equations of motion. 

[iftiif) + iM9m = \y9\ (16) 

To check that element matrices are correctly computed and assembled, natural 
frequencies of a cavity, modelled by different number of elements, were computed. 
The test cavity is a unit cube for which the natural frequencies can be determined 
analytically. 
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The first frequency is the zero frequency associated with a mode wherein the 
impulse q is constant and the mode associated with the first two non-zero frequency 
are standing waves for q, in the form of a cosine function. 

The results of the investigation are shown in Fig. 3 as the convergence of the 
computed natural frequencies to the known natural frequencies as a function of the 
number of elements in the Xi-direction. These results verify the correctness of the 
element matricies as well as the connection process and give a good indication of 
the order of accuracy one can expect from eight noded elements. 

Solution of Transient Equation    The matrix eq. 16 can be integrated using a 
moving polynomial solution 

[g] = M + {a2}t + Mt* (17) 

Choosing equally spaced previous values of {q}, it is possible to solve for the {a}'s 
of eq. 17 and substituting into eq. 16 to result in eq. 18. 

(S?IH1 + \*t]) M - {*U + ~2\M,\ (2{^.{-{9-2}) 

\Ä\ M = {6} (18) 

The response of the model is dependent on the number of elements used. To 
evaluate these effects we consider again the unit cube made up of two elements 
in the X2 and X3 direction and a variable number of elements in the Xj direction. 
A velocity is imposed on the central node of the X2, X3 face of the cube which is 
initially at rest at time zero. The results are shown in Fig. 4 as the maximum 
pressure in the cavity as a function of time for different numbers of elements in the 
Zi direction. 

The response of the system will also vary with time step size(e.g. numerical 
damping). To illustrate this a unit cube is again subjected to a velocity at its 
center node. The results are shovnn in Fig. 5 as the maximum pressure in the 
cavity versus time for various time ^Usps. 

Due to the short time required for the cavity wall to reach its maximum ve- 
locity, it is essential that the model be capable of simulating the higher frequency 
components of the gas. This along with the fact that the mesh must be fine enough 
to adequately represent the localized applied velocity, makes it necessary to use a 
fine mesh and small time step. The large number of element will require a large 
amount of computer storage but matrix [A] is eq. 18 need only be inverted once if 
the integration time step is kept constant. 



4 Application to Cavity Impact 

The pressure pulse arises from the boundary condition that the normal velocity of 

the gas is compatible with the enclosed wall. Since this analysis was developed for 

the purpose of estimating pressure transients in a cavity resulting from an object 

impacting the cavity wall, a procedure for approximating the boundary conditions 

resulting from an impact has been included. 

Fig. 6 shows a blunt object striking a cavity wall at normal incidence. The de- 

formation process is divided into two phases. In the first phase the bulge, modelled 

by two concentric hinges, is accelerating until it attains the projectiles velocity. The 

second phase consists of the hinge and projectile decelerating together. 

It is possible to approximate the velovity V0 and the times T0 and 7/ using a 

procedure similar to that used in ref. [4j. The thrust on the target, F, is given by 

r - K + (Vp - vb)
2p\Ap 

t 

where Ap = cross-sectional area of the projectile 

Vj, = velocity of the projectile 

V* ■ velocity of the bulge 

oy, - constrained uniaxial yield stress 

This allows us to approximate the velocity history of the projectile and the cavity 
wall during the impact. 

Fig. 7 shows the results for a 3 Kg projectile with a 60mm diameter and a 
velocity of iKm/sec striking a hemisperical cavity with a IM radius and a thickness 
of 30mm. The results are shown here as the pressure at the point of impact and 
at a point located at the center of the cavity versus time. The results show that 
severe pressures of very short duration will result. 

5 Conclusion 

In this paper a procedure for calculating the pressure transients in a cavity using 

a finite element method has been demonstrated. The results shown in this paper 

suggest that the procedure is suitable for determining the pressure transients in an 

armoured vehicle subjected to an impact subject to the conditions that the striking 

projectile does not perforate the cavity wall and that the velocity of the wall is 

below the speed of sound in the gas. This is generally the case when a velocity ci 

a projectile is below the ballistic limit of a cavity wall. 
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Figure 4. Effect of mesh size on response to unit step. 
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Abstract 

A finite element method introduced in [1] for computing Bucckncr-Rice weight functions in finite bodies 
is described and the singular fields for a semi-infinite crack in an elastic and anisotropic body is given. These 
singular fields provided the required information for the computation of weight functions in anisotropic bodies 
under plane deformations. 

1. Introduction 

A finite element procedure, introduced in [1], has provided a unified approach in computing the 
Bueckner-Rice weight functions for all three fracture modes under either displacement, traction or mixed 
boundary conditions. This finite element procedure [1] is simple to implement and the results [1] obtained for 
two dimensional isotropic cracked solids are very accurate. In this study, this recently developed two and three 
dimensional finite element method is applied, as particular cases, to determining the weight functions in 
anisotropic bodies under plane deformations. 

The synopsis of this paper is as follows. We first summarize in section 2 the finite element procedure 
introduced in [1] for determining the weight functions. This finite element method is valid for both two and 
three dimensional problems; however, in this paper, we shall concentrate on its two dimensional aspects. In 
section 3, we present the weight functions for a semi-infinite crack in an anisotropic full space which are 
required in the finite element procedure [1] for computing weight functions in anisotropic bodies. 

2. Finite Element Method for Determining Weight Functions in Finite Bodies 

Consider a two dimensional cracked body containing a single or a system of cracks. Let /* be the specific 
crack tip at which we wish to determine the stress intensity factors. A crack tip cartesian coordinate system 
centered at P is employed with e, being a set of unit base vectors. Roman subscripts have range 1 to 3 and 
summation convention is employed unless otherwise stated. We shall also use an in-plane polar coordinate 
system (r,9) centered at the crack tip. Generalized plane deformation is assumed so that the stresses and strains 
are functions of the in-plane coordinates only. The stress intensity factors for an anisotropic solid can be 
defined by the traction vector acting on the plane directly ahead of the crack front as 

Kf = limVSrcr 0,2^.0) 
r-tO 

(1) 

where £i, ATj • ^s are the mode //  (in-plane shear mode), mode /  (in-plane opening mode) and mode /// 
(out-of-plane shear mode) stress intensity factors, respectively. The weight functions corresponding to the crack 
tip /* will be denoted as h,-(x;/>) and they are vecor-valued functions of position x. Under mixed boundary 
conditions and body force loading, the stress intensity factors ^ of /* can be computed by [1.2] 

*- fT 
*r 

h. dA + jti-VdA+j] F • h, dV (2) 

where T and U are the prescribed surface tractions and boundary displacements on the boundary Sj- and Su 

respectively; F is the prescribed body force field in the body with volume V; and t, ars the tractions generated 
by the weight functions h;, rach interpreted as displacement field, on the boundary SH. 

The weight functions h, (Bueckner [3,4] and Rice [5]) are universal functions for given crack 
configuration, body geometry and material properties and are independent of loading systems. The stress field of 
hj is in equilibrium with zero body force and it generates zero traction on all the crack faces and on the external 
boundary ST. On the external boundary Su where displacements are prescribed, die weight functions h, arc 
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zero. The weight functions yield elastic fields which give rise to unbounded energy for any finite region 
encompassing the crack tip P. 

Let 5^ be a suitably small bounding surface in the body which isolates the crack tip P from the rest of 
the body. The part of the body inside the surface SM is referred to as region £ and the remaining part of the 
body is denoted as region A. The unit outward normal to the bounding surface of region B is n. In region B, 
the weight functions b, are decomposed into modified singular displacements ö' and modified regular 
displacements %r, viz 

fc.=B/+^ 0) 

The modified singular displacements A' are constructed so that 

(i)     they admit the same sin- !arity as rhe weight functions h, at the crack tip P; and 

(ii)    they generate zero traction on Uie crack faces inside region B. 

The modified regular displacements Q' are taken to be bounded at the crack tip /* and they can be identified as 
the displacements in elastic crack analyses. The singular stress fields, öf, of D' and the regular stress fields, of, 
of üf are self-equilibrating and they generate zero tractions on the crack faces inside region B. 

It is noted that the modified singular displacements 0' defined as such do not lend themselves to a unique 
construction in general. Indeed, it is the non-uniqueness in their construction which allows us to make judicious 
choices of 0/ - we can choose üf to correspond to the simplest possible crack geometry. 

2.1. Variational Principle for h, and üf 

The weight functions h, in region A and the modified regular displacements üf in region 5 of the cracked 
body under consideration can be determined by the finite element method introduced in [1]. This finite element 
method is based on the following minimum principle [1]. 

Define a functional H as 

Hlhi fif] = jwiti) dV -»- \w{tf) dV- j (-Gfn) ■ üf dA      {no sum on i) 
A i s* 

(4) 

where e, and ftf are the strain fields corresponding to h, in A and üf in B respectively and w is the elastic 
strain energy density. The functional // is bounded and it is a functional of h( in region A and u' in region A. 
It has been proven in [1] that among all possible fields h, in region A and üf in region B which 

(i)     satisfy the strain-displacement relations; and 

(ii)    make h, zero on the external boundary £„ and equal to the sum of 0/ and üf on the internal boundary Su*, 
where üf are considered to be given; 

the true fields (h,)* in region A and (üf)' in region B minimize the functional //. 

An implementation of (his variational principle within the context of a displacement-based finite element 
method is given in [I] and this implementation can be incorporated into standard linear elastic finite element 
program with little programming efforts. This procedure is very similar to standard finite element methods and 
it involves prescribing 

(i)     nodal forces corresponding to the tractions ~6fn on the internal boundary S^; 

(ii)   nodal "effective" body forces [I] for the elements in region A which are adjacent to the internal boudnary 
SM', and 

(iii)   zero tractions and displacements on the external boundaries ST and SH respectively. 

The nodes inside region B. including those on 5^. are interpreted as nodal unknowns for the modified regular 
displacements 0/ and the remaining nodes represent the nodal values of the weight functions h,. 

Thus, in employing this procedure to determining weight functions in two dimensional anisotropic bodies, 
we first have to choose some modified singular displacements D' which satisfy the conditions delineated above. 
The simpliest candidates for this purpose are the weight functions of a semi-infinite crack in an anisotropic full 
space. They are given in the following section by ways of Rice's [5-7] crack front variation approach. 
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3. Weight Functions for a Semi-Infinite Crack in an Anisotropie Full Space 

First, consider a crack in an elastic anisotropic solid of finite extent  The energy release rate G for the 
anisotropic solid may be expressed in tern:  of the stress intensity factors as [6-8] 

G = Kt Afj Kj (5) 

where A is symmetric and positive definite; it depends only on the elastic constants; and it can be related to the 
pre-logarithm energy factor of a straight dislocation line in an uncracked solid, lying parallel to the crack front 
in the cracked body. The energy release rate G can also be decomposed additively into three components, G,, 
according to Irwin's concept of virtual crack extension [9] as 

Gj = lim — fcfoC*!.0) [ «i(Jci-5fl.0+) - «i(JCi-&i,0_) ]clx\ (no sum on i) 

where o,-2(Jti.O) is the traction acting on the e2-plane ahead of the crack tip and M1(jt1-8a,0+) and «.(xi-öa.O-) 
are the displacements on the upper and lower crack face respectively. It is customary to refer to Gj, Ga and G3 
respectively as mode //, mode / and mode /// energy release rate. Thus, for an anisotropic body, G; can be 
related to the stress intensity factors via 

Gj ■ 2^i A.y Kj (no sum on i) 

For an Isotropie body, A is diagonal and eqn (S) reduces to the familiar Irwin relation 

G = 1-v2 

(A:,2 + O + 1 +v 
(6) 

under plane strain conditions. Here, v is the Poisson's ratio and £ is the Young's modulus. 

Adopting Rice's [S] crack front variation concept, let the anisotropic cracked solid be subjected under two 
linearly independent loading systems denoted by / and // respectively. Q' and Q" are the generalized loads 
and q1 and q" are the corresponding work conjugate generalized displacements for the two loading systems. 
Suppose both loading systems are applied to the cracked body simultaneously. The change in strain energy due 
to virtual displacements hq1 and Sq", and virtual crack front variation So at fixed external forces is 

W =(2' bq' + Qa bq" - Ki A,j Kj ha (7) 

where 1/ is the strain energy and a is the crack length. From linearity, we may write 

^=ik/(a)ß'+t//(a)ß// 

«/=C/y(fl)ß/+C/y/(fl)ß
// (8) 

q" ^CnjWQ' +Clul{fi)Q" 

where */(a) and kl'{a) are the respective geometric dependent part of the stress intensity actors induced at the 
crack tip when loading systems / and // are applied individually to the cracked body. The C's are the 
compliances. A Legendre transformation of eqn (7) gives 

8(t/ - Q'q' - Q"q") ■ - q'bQ' - q"&Q" - G8fl (9) 

The left hand side of eqn (9) is a perfect differential and this enables us to obtain the following reciprocal 
relation, 

yjuüCäj 
IQ'.Q" 

g Kj  A,;  Kj ) 

dQ" Q'. 

Eqn (8) can be used to compute the derivative on the right hand side to obtain 

XL 
da Q/.Q« 

= 2Aij{k!kj,Q,+k!'kj'Q") 

(10) 

(11) 

The interpretation of eqn (11) is as follows [5].  Suppose that we know the complete solution, in particular, 
k'(a) and Cnj, when loading system / is applied. Setting Q" = 0 in eqn (11). we obtain 
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kL 
da 

^IKfhijk'/ (12) 
J ß'. ß77 - o 

It is noted that by knowing the solution for loading system /, we can compute every term in eqn (12) except k". 
Thus, when eqn (12) is multiplied through by Q", we arrive at a useful relation 

Q" 3d. 
da 

= 2 Ki Aij Kj (13) 
ß7.ß"■ - 

for the stress intensities induced by non-zero loading system // alone. 
In order to demonstrate how this relation is used, let the displacement fields uj, U2 and U3 be three 

solutions to the elastic boundary value problem corresponding to the respective loading system Q[, Q2 and 63 
which are linearly independent of each other. For our discussion, it suffices to assume that each loading, Q-, 
induces nonzero stress intensity K- alone at the crack tip. Employing these three solutions to relation (13), we 
obtain 

Q" 
W 
da Q'. Q" 

where 

5y=2Ar/8)7 

— Sij h-jm Km 

(no sum on i ) 

(14) 

and 5,y is the Kronecker delta. Since S^ is diagonal and positive definite, it admits the inverse fc*, viz 

^1 = n7 bii ( no sum on i ) 

Thus eqn (14) can be inverted to obtain the important relation 

Kf^Q" Af ** SJS da Qi. ß" = 0 
(15) 

Rice [5] has observed that the bracketed terms on the right do not depend on the nature of loading system / and 
hence they are universal functions for the given crack configuration, body geometry and elastic properties. In 
fact, these functions can be identified as Bucckner's [3] weight functions, h,, namely 

-1     1 d»m (16) 

and the stress intensity factors can be computed by eqn (2) given above for a general loading system which 
consists of surface forces, boundary displacements and body forces. For the case of symmetrical mode / 
loading in an Isotropie solid, eqn (16) reduces to the same expression as given by Rice iS], 

M       du2(x<a) 
2= IK-jß)       da 

with At being related to the appropriate elastic constants. The singular stress fields, of, of the weight functions 
h, can also be composed from the stresses, <sm, of um as 

dc 
af^AjS-}-^ (17) 

In order to employ eqns (16) and (17) to determine the weight functions and their corresponding stress 
fields for a semi-infinite crack in an anisotropic full space, we shall follow the plane anisotropic elasticity 
formulation, originally developed by Stroh [10,11], and subsequently used by Bamett and Asaro [8]; and Ting 
and cowoikers [12-14], among others, to obtain three linearly independent solutions for the semi-infinite crack. 

With respect to the coordinates introduced, the field equations for the anisotropic solid are 

^=2 
d«,       <)u, 

. dXj        dXi 
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Oiy = C.yi«  -£— (IS) 

where u = uixijc^; t = cOti^); and a = <r(jci^2) a1"6 the displacements, strains and stresses respectively and 
plane strain conditions are assumed. A general solution to the equations in (18) is, [10,11] 

u = A/(z) (19) 

with z =xi + px2, and A and p are complex. Substituting the general solution into eqns (18), the stresses can 
be expressed as 

tiy =   I Cy»! + J>  Cijk2   I   Ak 

Equilibrium can be satisfied if 

[en»! + P iC,M + Cmt) + p2 Cma ] A» -0 (20) 

For non-trivial A, the determinant of the bracketed terms would have lo be zero and this leads to a scxtic 
characteristic equation for the roots p. Eshelby et al. 115) have shown that there are no real roots to this 
characteristic equation and thus the roots occur in complex conjugate pairs. Following Stroh [10,11], we shall 
introduce a complex vector L, 

Li = ^2 = (Qau + p Cini) Ak (21a) 

or 

h=-{Cixkl + p-'CiXk{)Ak (21b) 

Equation (20) can then be recasted as 

- C^s C>2il Ak + Cfa Lk=p A, (22a) 

I Cn/2 C>in2 Cm2*l _ Ci\k\    I ^t  _ Ciijl CjTJcl Lk = p L^ (22b) 

These equations are in the form of standard eigenvalue problems with p being the eigenvalue and the vector ( 
AIL) being the eigenvector. Standard procedures (e.g. EISPACK [16|) can be employed to extract the 

eigenvalues and the eigenvectors efficiently. Since the eigenvalues are all complex, we shall order them such 
that pa would have positive imaginary part and pa are their complex conjugates. Greek subscripts have range 1 
to 3 but they do not conform to the summation convention. The corresponding eigenvectors will be denoted by 
Aa and La with complex conjugates Aa and La. Assuming that all the eigenvalues pa are distinct, the general 
solution u and a can be expressed as a linear combination of all the eigenvectors as 

3 

u = 2 Re X Aa/a(za) 
a=l 

3 df 
o = 2 Re I ta -p

1 

The cases of repeated roots for pa can also be treated by using methods given by Ting and Chou [12]; and Ting 
[13] to construct the appropriate eigenvectors. 

Introducing three vectors Ma (Stroh [10,11]) which are the reciprocal of La such that 

Ma • LP = Sap 

The three linearly independent solutions for a semi-infinite crack, with each solution u, corresponding to one 
stress intensity factor K, being induced at the crack tip alone, can be written as [14] 

V27 3 

Uj = —p- Kj Re y ( Mra   e. ) Aa ^a1/2 ( no sum on i ) 
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and the respective stresses are 

K 3 

Oi = -p= RC X ( Ma • «< ) «a 5a' 
•1/2 (/i<7 sum on i ) 

where 

5a = cos 9 + />a sin 9 

Eventhough the eigenvectors Aa, La are determined to within arbitrary constants from eqns (223,5), the products 
of the components of Aa, and Ma are uniquely determined. The displacement and stress derivatives with 
respect to crack length can be derived by employing the following relations 

_a_ = ^r _a. + i9 _a_ 
da      ha   dr      Ba   dQ 
dr 

to obtain 

da ' 

du, 

lä 
do, 
17 

da   dr 

- cos 9 

sin 9 
r 

AT. 
viir Re Z ( Ma • e, ) Aa 4ä     (no sum on i ) 

a=l 

«i 
2 ««i ,3/2 Re £ (M0 ' */ ) ^a ^a        ( «O *■< 0« i ) 

(23) 

(24) 

The matrix A which is related to the pre-logarithm energy factor of a straight dislocation lying parallel to crack 
front front can be expressed in terms of Aa and Ma as (Stroh [10,11]) 

A'1 = 2 jr B-1 (25) 

with 

B = ^T" I f A„ Ma - Äa Ma ] 
z    a=l 

where the terms in the bracket arc dyadic products of the respective vectors. 

Thus, once the Stroh's eigenvalues pa and the Stroh's eigenvectors Aa and La are computed for a given 
anisotropy of the body under consideration, the weight functions h, and their associated singular stresses a' for 
a semi-infinite crack can be obtained by using eqns (23-25) in eqns (16) and (17). 

In the finite element implementation of the variational principle discussed in section 2, we would choose 
the modified singular displacements 0' and stresses Or' to be those corresponding to the semi-infinite crack 
geometry obtained above for all weight function computations in 2-D. 
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ABSTRACT 

The work is directed to the void softening mechanism of 

shear banding in ductile high strength steels. Elastic-plastic 

analyses of the field near a pair of interacting voids were 

conducted using a finite element formulation and large scale 

computational facilities. Results suggest dramatic intensifica- 

tion of strain between interacting voids. The nature of void 

interaction was found to be significantly different in the cases 

of nominal shear and uniaxial extension, consistent with experi- 

mental observations of void linking. 

INTRODUCT ION. Shear banding is a serious mode of degradation of 

high strength steel loaded into the plastic nnge and imoortant 

design issues require an understanding of its causes. Con- 

trolled shear experiments have demonstrated that localization 

into narrow shear bands occurs at a material characteristic 

strain level. Banding occurs under both high-rate and quasi- 

static loadings. Once strain localizes, continued deformation 

to fracture occurs under decreasing applied stress. Hence, 

there is an underlying strain-softening mechanism associated 

with the banding event. In high rate loadings, thermal 

softening results from the heat of plastic deformation and near- 

adiabatic conditions. Thermal effects are insignificant in slow 

loading and thus other softening mechanism(s) must be involved. 

Metallographic investigations  of sectioned shear specimens 

of high strength 4340 steel have found evidence that microscopic 



voids play an important role in shear banding. Voids were 

observed at debonded grain refinement particles (0.1 micron size 

scale) and microcracks were found linking neighboring voids. Tt 

is speculated that the mlcrocracWs develop by coalescence of 

smaller scale voids which nucleate at strengthening particles as 

a result of the local strain intensification of the dominant 

pair. 

In an attempt to elucidate the role of voids in the 

localization event, two-dimensional plane strain elastic-plastic} 

analyses were conducted to establish the field solution between 

a pair of interacting voids under three different nominally 

uniform strain fields. The loadings considered were simple 

shear, uniaxial tension, and combined shear with extension. 

While the specified kinematic loadings represent nominally 

uniform strain fields, in the vicinity of the voids the stress 

and strain are found to be extremely complex with substantial 

interaction features. 

NUMERICAL FORMULATION.   The nonlinear elastic-plastic analysis 
2 

•..nc. nr.rfnrmecj using an incremental finite element formulation. 

Classical non-hardening Prandt1-Reuss constitutive theory was 

employed. The mesh used in the analysis is displayed in Figure 

1. It consists mostly of guadrilaterals each subdivided into 

four linear strain triangles by its diagonals. As drawn, there 

are approximately 3000 degrees of freedom in the mesh. Symmetry 

allows a single quadrant to be analyzed in extensional loading, 

and in simple shear, one-half of the mesh is sufficient. 

Loading was specified by displacement conditions on the 

outer boundary. In simple shear, the boundaries were 

constrained against motion in the y-direct,ion, while displace- 

ment in the x-direction was specified as a linear function of y. 

In uniaxial extension, the boundaries were constrained against 

displacement in the x-direction, while y-displacement was 

specified as a linear function of y. The combined mode loading 

considered was a superposition of the simple shear and uniaxial 
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extension kinematic boundary conditions. Nominally, the simple 

shear problem involves no normal strain, while the uniaxial 

extension problem nominally involves no shear nor contractional 

components of normal strain. 

The assumed displacement method of finite element analysis 

was used so that the problem at each load step was to find the 

vector  of  displacement  increments  Au..    If  we  consider 

components i=l through m-1 as the specified non-zero boundary 
* values and denote them as Au. , the stiffness equations for the 

degrees of freedom m through n take the form: 

Kmm 

Knm 

Kmn 

Knn 

Au m 

Au 

m-1 

i = l 

(-' 

Au, 
mi 

-K m 

(1) 

The stiffness matrix ]< is assembled from element stiffness 

matrices k which have the form 

il = / BT 2 1 d' (2) 

where B^ follows from the displacement i nterool at ion function and 

£ is the incremental constitutive matrix relating stress and 

strain increments. 

AC = B 4_u 

ACT = n A€ 

(3) 

It is the constitutive matrix D which is the source of the 

nonlinearity of the formulation. The rate form of the 

constitutive law has 0 dependent uoon current stress state. If 

the current state is within the yield- surface, then £ 

represents linear elastic behavior. If the current stress state 

is on the yield surface, then £ represents the ability of the 

material to plastically flow in the direction normal to the 
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yield surface. As load is increased, the stress distribution 

changes and the zone of plasticity expands. Thus, the nppropri- 

ate £ at a point continually changes. 

In our numerical analysis, finite values are necessarily 

specified for the increments of the boundary displacements Au. . 

Thus, the appropriate D at each grid point will change within 

the load increment. An implicit approach is employed whereby a 

step average 0 is used that accounts for yielding, stress 

changes along the yield surface, and possibly unloading within 

the step. The solution for the increments Au. is gained using 

a successive approximation iterative procpdure. At each iterate 

Au.^, an average 0 is formed, if necessary, at each grid point, 

as follows: 

»av = f  Del + (1-f ) (Del - 2G n nT) 
e —        e   —       — — 

(5) 

The   weighting   factor   fe   and   average   yield   surface   unit    normal   n_ 
i    e 1 

are defined in terms of Au. . D        is the elastic constitutive 

matrix and G is the elastic shear modulus. The vector n is 

defined so that the stress state at the end of the increment 

satisfies the yield condition. The issue of stress scaling and 

associated load imbalance common to tangent approaches is not 

encountered in the implicit formulation. 

Regardless of formulation, finite load steps involve a load 

path discretization error. This error was controlled by 

employing an adaptive load incrementation procedure. The 

size of the load increment (scale factor adjusting the magnitude 

of specified components Au. ) is altered during the iteration to 

satisfy a condition on the stress solution. The condition 

dictates that the maximum deviatoric stress change (along the 

yield surface) accompanying plastic flt)w should egua] a 

specified fraction of the uniaxial yield stress Y. In the 

results presented, this stress change fraction was specified 

equal to 0.05. Using a convergence test that has successive 

iterations with a relative difference in stress increments less 
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than 0.001, typically 4 iterations ore found necessary at each 

load step. Typical solutions which trace plasticity from first 

yield to general yield conditions involve aporoximately 50 load 

steps. Hence, it is common to perform in the order of 200 

solutions to the stiffness eouation (1) in a oarticular load 

case analysis. 

NtriERTCAL SOLUTION'S. We discuss here details of the solution 

for the void pair shown in Figure 1 under thrre different modes 

of imposed strain. In each of the throe analysps conducted, the 

solution history was incrementally traced from the point of 

first yield to the onset of general yielding throughout the band 

containing the voids. 

First, we consider the Folution for the case of imoosed 

nominal shear. General yield in this case occurs at a sh^ar 

strain slightly below the yield strain value (Y /\/T) /G. The 

plastic zone development is illustrated in Figure 2. Elements 

with a stress state satisfying the Mises yield condition are 

drawn at nominal strain levels of 60, 77, and 910i of the yield 

strain. First yield occurs at the surfaces of the the voids at 

positions roughly 45 degrees from the ligament. The imoosed 

strain at first yield was found to egual 49 "r of the yield 

strain, suggesting an elastic concentration factor approximately 

equal to 2.0. As the plastic zones at the void surface grow, a 

separate distinct zone develops along the ligament. A mechanism 

for extensive local straining is possible once the zones link. 

Figure 3 illustrates the fact that on the ligament, the strain 

is fairly uniform over most of the load history. However, once 

general yielding conditions are achieved, maxima develop at a 

distance roughly C.3D ahead of the voids. Figure 4 is a plot of 

local strain (maximum on the ligament) divided by nominal strain 

as a function of nominal strain. The plot demonstrates the 

surge in local straining that occurs once the plastic mechanism 

is established. The strain intensification rate reaches a value 

in excess of 30 once general yielding is achieved. 

107 



In the case of uniaxial extension, the nominal stress state 

is triaxial tension. For Poisson's ratio of 0.3, which was the 

value used in these analyses, yielding in the band without voids 

occurs at the uniaxial strain value of 1.3 Y/E. The plnstic 

zone at a strain level of 1.27 Y/E is drawn in Figure 5a. The 

fully developed plasticity region is restricted to the void 

legion at this nominal strain level. Figure 5b shows those 

elements which sntisfy the near-isocloric condition which hrs 

the magnitude of the normal strain increments differing by le^s, 

than 6?o. At this strain level, the stress data glong the 

ligament agrees very well with the logarithmic spirM sliplin^ 

stress distribution, Figure 6. Consistent with th^ plastic zon" 

development, the strain maximum is nt the void surfac0 in this 

problem throughout the lending history. 

Under a state of combined extension ant' shear, with c ' nom 
egual    to    "Y ,    yielding   occurs    when    the    two   strain    comoonpn* s M nom'    ' * 
reach the value Ü.98 Y/E. The plastic zone and near-isocloric 

region are drawn in Figure 8 for a strain level slightly 

exceeding this nominal yield value. In this problem, plastic 

^nnoQ grow from the void surfaces slightly skewed from the 

ligament. The separate zones from the voids morqe by t^^ 

development of a narrow plastic region between th^m oriented in 

the loading direction. The normal and shear stress distribu- 

tions are provided in Figures 9 rnd 10. ^s general yi"ld 

conditions are reached, the maximum normal stress is se^n tn 

shift tn the renter of the linament. While the maximum shear 

stress is at or near the ligament center throughout loading, its 

value can be seen to at first increase and then decrease a3 

general yield conditions are approached. An interesting aspect 

of the f-nal shear stress distribution is the flat, near-zero 

valued regions near the voids, indicative of prevailing 

logarithmic spiral regions there. The strain distributions for 

this case show the maximum normal strain at the void surfeces at 

the beginning of loading. The maximum shifts to the center of 

the   ligament    once   general    yielding    is   achieved.       The   shear 
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strain   is   maximum   at   the   ligament   center   throughout   loading   in 

this  problem. 

SUMMARY.      The   numerical   solutions   suggest   that   the   interaction 

between   voids   in   elastic-plastic   deformation   fields   depends 

strongly   upon   the   nominal   straining   mode.      It   can  be   readily 

inferred   that   the   nature   of   the   interaction   is   also   strongly 

dependent   upon   the   orientation   of   the   voids   with   respect   to   the 

principal   strain   directions. 

For   the   simple   shear   loading   (with   the   void   centerline 

aligned  with   the   shear   direction)   the  majority   of   the   ligament 

experiences   a   reasonsbly   similar   strain   history   with   magnitudes 

significantly   in   access   of   spplied   strain.      The   minimum   strain 

region   is   at   the   void   surface   in   this   loading   case.     ?r\   the 

contrary,   under   uniaxiel   extension   normal   to   the   void 

centerline,   the   void   surface   experiences   the   maximum   strain 

levels   throughout   the   loading   history.      In   combined   loading,   the 

strain  distribution  was   shown  to   rhange   character,   first   from 

void   surface   straining   to   strain   maximum   at   the   ligament   center, 

once   Lne   plastic   zones   of   the   voids   merge. 
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FIGURE 5 - (A) Plastic zone under nominal uniaxial strain 
level 1.27 Y/E 

(B) Fullu developed nesr-isocloric portion of 
plastic zone shown in (A) 
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"CNOH • 1.27 V,E 

FIGURE 6 - Numerical data for normal stress on ligament at 
nominal uniaxial strain 1.87 Y/E compared with 
slipline theory logarithmic spiral distribution 

rwf I-87 v^ 

FIGURE 7 - Normal strain distribution on ligament between 
voids under nominal uniaxial strain 
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FIGURE 8 - (A) PUsiic son« under noninal combined sirain 
level 0.99 V/E 

(B) Fully developed near-lsocloric portion of 
plasiic sone shown In (A) 
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FRACTALS, FRAGMENTATION, AND FAILURE 

Donald L. Turcotte 
Department of Geological Sciences 

Cornell University 
Ithaca, NY 14853 

ABSTRACT.  Many applied problems exhibit a fractal character; a necessary 
condition is that the fundamental phenomena be scale invariant over a reason- 
ably wide range of scales.  In many cases a rcnormalization group approach can 
give an applicable solution.  A specific example is fragmentation.  The number- 
size distribution for fragments often satisfies the power law fractal relation. 
A renormalization group approach can be used to obtain the fractal dimension 
associated with catastrophic fragmentation.  The renormalization group approach 
can also be applied to the failure of a fractal network.  A gridded network can 
be constructed that obeys fractal geometrical constraints.  The elements of the 
network are given a statistical distribution of strengths.  Stress transfer 
from failed elements to adjacent sound elements is an essential feature of the 
analysis.  The renormalization group approach specifies a catastrophic failure 
criteria for the network.  An example of an application is the failure of a 
stranded cable that has been constructed according to fractal constraints. 

1. INTRODUCTION. It is recognized that there are a variety of scale 
invariant processes in nature; the concept of fractals provides a means of 
quantifying these processes.  A fractal distribution can be defined by 

N - r'0 (1) 

where N is the number (of objects) with a characteristic linear dimension 
greater than r, and D is the fractal dimension.  The original definition of a 
fractal [1] related the length (perimeter) P of a coastline (or topographic 
contour) to the length of a yardstick r by 

P - Nr - N1"0 (2) 

Typical coastlines or topographic contours have D - 1.2 - 1.3. 

2. FRAGMENTATION.  A material can be fragmented in a variety of ways. 
Rocks can be fragmented by Joints and weathering.  In this case the distribu- 
tion of fragment sizes is likely to be determined by the preexisting planes of 
weakness in the rock.  Fragments can also be produced by explosives.  Again 
preexisting planes of weakness may determine the distribution of fragment 
sizes.  Fragments can also be produced by impacts.  Impacts are likely to have 
played a dominant role in determining the number-size relation for asteroids 
and meteorites. 

A variety of statistical distributions have been used to correlate the 
number-size data on fragments.  However, in many cases a power law relation was 
determined.  Some of these results are given in Figure 1.  Included are data 
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for broken coral [2], an underground nuclear explosion [3], and a basalt frag- 
mented by an Impacting projectile [4].  Other examples have been tabulated by 
Turcotte [5]. 

FIGURE 1.  Dependence of the number 
of fragments N with a linear dimen- 
sion greater than r on r.  Data for 
broken [3], and basalt fragmented by 
an impacting projectile [4].  The 
best fit fractal dimension D defined 
by (1) is given for each example. 

The applicability of a fractal distribution indicates that fragmentation 
is scale invariant over a wide range of scales.  In order to model fragmenta- 
tion we will use the renormalization group approach.  For simplicity we will 
consider a cube of material with a linear dimension h as illustrated in Figure 
2.  This cube is referred to as a cell that is divided into eight cubic ele- 
ments each with a dimension h/2.  Attention is now focused on one of the cubic 
elements, and it becomes a cell of dimension h/2 at order 1.  This cell is then 
divided into eight first-order elements each with a dimension h/4 as illus- 
trated in Figure 2.  The process is repeated at successively higher orders. 

jt^ 

^ ^^ 
^S^" ^  ^ s* 

H 
^y^ ^     "' f 

ll i: 

h 
r 

0 

-h- 
4 

2 

FIGURE 2.  Illustration of the 
renormalization group approach to 
fragmentation.  A zero-order cubic 
cell with dimension h is divided 
into eight cubic elements with 
dimension h/2.  Each of these 
elements becomes a first-order cell 
and is divided into eight first- 
order elements with dimensions h/4. 
The process is repeated to higher 
orders. 

The basic hypothesis of the renormalization group approach is the assump- 
tion that the probability that a cell will fragment into eight elements is the 
same at all orders.  If initially there are NQ cubes of dimension h, the number 
remaining after fragmentation is NQ' - (l-pc)No. The number of fragments with 
dimension hj^ - h/2 is N^ - 8 pc(l-pc)No, the number of fragments with dimension 

118 



h2 - h/2z is N2 - (8pc)^ (l-Pc)^, and generalizing the number of fragments 
with dimension hn - h/2

n Is Nn - (8pc)
n (l-pc)No.  The generalized form can be 

written 
h 

in ^ - - n in 2 (3) 

N 
in JJ

11
.- n ln(Bpc) (4) 

And eliminating n gives 

N 
_D 

NO* 

Comparison with (1) gives 

D - 

h 

h 

ln(8pc) 

In 2 

ln(8pc) 

In 2 

(5) 

(6) 

Thus the fractal dimension D is directly related to probability that a fragment 
of a given size is broken into smaller elements.  The probability pc is depend- 
ent on the specific model chosen but the fractal dimension is independent of 
the model. 

We next determine a specific value for D by specifying a fragmentation 
model.  Following Allegre et al. [6] each element in a cell is hypothesized to 
be either fragile or sound.  It is necessary to determine a condition for the 
probability that a cell is fragile pn in terms of the probability that an 
element is fragile Pn+i-  In each cell there can be zero to eight fragile 
elements; there are 2s ■ 256 possible combinations.  Excluding multiplicities, 
there are 22 topologically different configurations. 

We hypothesize that the sides of a fragile element form planes of weak- 
ness.  If the sides of fragile elements form an internal plane through the 
cell, the cell is assumed to be fragile.  Examples of sound and fragile cells 
are given in Figure 3. In each case there are four fragile elements (shaded). 
In "a" no internal planes of weakness cut the cell, so it is sound; in "b" both 
a horizontal and a vertical plane of weakness cuts the cell and it is fragile. 

sP© FIGURE 3.  Each cubic cell contains 
four fragile elements (shaded) and 
four sound elements.  In "a" the 
cell is sound, and in "b" the cell 
is fragile. 
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The probability P' that a cell is fragile is relsted to the probability P 
that an element is fragile by 

Pn - 3 P 
8 
n+1 4i 32 p'  + 88 p n+1 ^ 

96 p^ , 38 p 4 
n+1 (7) 

The dependence of pn on Vn+i  is given in Figure 4.  The straight line pn - p 
is also included.  The points 0 and 1 are stable fixed points of the system.n+ 

The iterative relation crosses the straight line at pn - pn+1 - Pc - 0.490. 
This is an unstable fixed point that separates the region of stable behavior 
from the region of unstable behavior.  The critical probability pc corresponds 
to catastrophic fragmentation of the object.  Assuming that each fragmented 
cube breaks into eight pieces we find from (6) that pc - 0.490 corresponds to 
D'- 1.97. 

Pn 

1 

/"■ / 

/ 7 
y V 

5 Pc-0490rV^ 

SI  I 
/. /  i 

/ / 

1 
0( 
V / 
3 05 n i 

Pful 

FIGURE 4.  Probability of fragility 
at order n, pn, as a function of the 
probability of fragility at order 
n+1, pn+i, from (7).  The critical 
probability pc corresponding to 
catastrophic fragmentation is 0.490. 
The corresponding fractal dimension 
from (6) is 1.97. 

3.  NETWORK FAILURE.  The renomalization group technique can also be 
applied to the failure of a fractal network [7,8]. The network is modeled as 
the fractal tree illustrated in Figure 5.  Failure is associated with the 
application of a vertical load V to the tree.  Each branch is given a random 
strength such that the probability of failure of the branch under load v is 
given by a Weibull distribution 

Pi - 1 - exp[-(v/v0)
2] (8) 

where VQ is a reference load.  For each pair of branches the probability of 
failure of both is Pj2, one is 2 Pjd-Pj), and neither is (l-Pj^)2. 

FIGURE 5.  Illustration of a fractal 
tree.  The height of the n+h level 
is hn - h]/2

n'^; the number of 
branches at the n+h level is 2n. 

12C 
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However, we hypothesize that if one branch falls, the load is transferred 
to the adjacent branch in the pair.  The second branch may suffer induced 
failure due to this transfer. We use the conditional probability ?2 t,   that an 
unbroken branch already supporting a load v will fail when an additional load v 
is transferred to it from an adjacent broken branch. The probability that a 
pair will fail is given by 

n-1 
?! - "Pi2 + 2 nPi  (I-11?!) "P« j^ (9) 

The conditional probability is given by 

np 
2.1 

np np 
2     1 

l-nPi 
(10) 

where nP2 is the probability of failure under load 2v.  For the second order 
Weibull distribution given in (8) we have 

nP2 - i-a-1^)* 

Combining  (9),   (10),   and  (11)  gives 

"'^ - 2P!   (l-d-nPi)4]   - np^ 

This is a failure condition for a pair of branches. 

(11) 

(12) 

It is implicit in the renormalization group approach that the failure 
condition (12) is applicable at all levels of the fractal tree.  The dependence 
of n+1P! on n?i  is given in Figure 6.  Again the characteristic S-shaped curve 

Two stable points 
0.2063.  The 

corresponding value of the critical load from (8) is V^ •« 0.4806VQ.  It is 
interesting to note that this critical load is considerably less than the mean 
strength of a branch that is v - 0.8862v from (8). 

oi •"•« on "rj is given in ngure b.  Again tne cnaracteristlc 
is obtained, and the straight line n"^P! - "P^ is included.  Twc 
are 0 and 1 and the unstable fixed point is "Pj - n"lpi - Pj* - 

FIGURE 6.  Probability of failure of 
a branch at the n-1 level n-1, as 
a function of the probability of 
failure at the n level, "Pj, from 
(12).  The critical probability P* 
corresponding to catastrophic 
failure is 0.2063. 
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NUMERICAL SOLUTION TO A SYSTEM OF 
RANDOM VOLTERRA INTEGRAL EQUATIONS* 

1 2 3 N. Medhin , M. Sambandham and C. K. Zoltani 

Abstract 

In this article we present a brief sum- 
mary of the  numerical solution of a system 
of random Volterra integral equations.     The 
methods we use are  (i)   Newton's method and 
(ii)   successive approximation method.     Based 
on the simulation, we discuss the mean and 
variance of  the solution of a system of random 
Volterra  integral equations. 
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1.  INTRODUCTION 

The study of random Volterra integral equations and their 
applications, is an active area of research in probabilistic 
analysis. However, the numerical treatment of a system of 
random Volterra integral equations is yet to be explored. 
For a recent survey of approximate solution of random inte- 
gral equations we refer to Bharucha-Reid and Christensen [4]. 
For the numerical treatment of random integral equations we 
refer to Bharucha-Reid [3,5], Becus [2],   Christensen and 
Bharucha-Reid [6], Lax [8,9,10], Medhin and Sambandham [11,12], 
Sambandham [14,15], and Tsokes and Padgett [16].  Among 
other methods of successive approximation, stochastic approxi- 
mation methods, method of moments, method of averaging, 
projection method, Newton's method, etc. are used to obtain 
the numerical solution of random integral equations.  Most 
of the results in the literature are linear or one dimen- 
sinal equations.  For the numerical treatment of deterministic 
integral equations we refer to Baker [1]. 

In this article we consider a system of random Volterra 
integral equations.  By an application of successive approxi- 
mation method and Newton's method, we examine the method of 
obtaining the numerical solution of a system of random Volterra 
integral equations.  We organize our article as follows. 
By an application of Newton's method and successive approxi- 
mation method, wo develop useful numerical procedures respec- 
tively in Sections 2 ana 3.  In Section 4 we include a short 
discussion. 

2.  NEWTON'S METHOD 

In this section we use Newton's method to obtain the 
numerical solution of a system of random Volterra integral 
equations. 

Let (i7,F,P) be a complete probability space and let X be 
a separable Hilbert space with innzK product  (•,•).  A mapping 
T: fi x x ->• X is said to be fiandom  if and only if the function 
<T(u))x,y> is a scalar valued random variable for every 
x,y e X.  In other words, T(w) is a landom optiatoi  if and 
only if T(u))x is an X-valued random variable for every x e X. 
A random operator is t-iman.  if T(tü) (ax, + ßx-) = aT(aj)x1 ♦ 
3T(üJ)X2 a.s. for every x,,x2 e X and scalars a,ß.  Tdo) is 

said to be bounded random opznaton  if there exists a non- 
negative real-valued random variable M(CJ) such that for all 
XJ^XJ e X, (|T(ü))X1-T(CJ)X2|| S M(U)) ||x1-x2|| a.s.  If T(Cü) is 

a bounded random operator on X, then T"1^) is a random 
operator which maps T(u>)x into x a.s. TCUJ) is said to be 

■invziisible.  if f"  (u>) exists.  If T(Cü) is an invertible random 
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operator which is bounded, then T~ (w) is a bounded random 
operator also. 

Now let us consider the random operator equation 
T((Jü)X(ü)) ■ X(Cü) , where T(ü)) : fJ * X -»• X is a random nonlinear 
operator. For our purpose it is enough if T(u)) is defined on 
an open set U of X.  Let T(u)) be continuously differentiable 
a.s. and let xn(a)) : ft -»■ U be an X-valued random variable such 

-1 
that [I-T'(u)x0]  : ft x x -* X be defined and bounded, where 

T'((jj)xn is random.  Xt follows from the theorems of Hans [7] 
-1 

and Nashed-Salehi [13] that (I-T*(u)x0(w)]   is a random 

bounded linear operator . 

Let k((jü) : ft -► (0,1) be a real valued random variable; 

and let TQ (w) be a bounded linear random operator such that 

HT^dü) [I-T* (w)x0(u))] - 11| < k(ü)) < 1..  We denote by 

B(x0,r) the collection of all X-valued random variables X(Oü) 

such that X{ü)) e U and || x{w)-x0 (u) [| <   r. Then  if 

,-1 ||T0
x(a)) [I-T{a))]x0(a)) ||     <   r{l-k(u))), 

there exists  random variable X(Cü)   e  B(x0/r)   such  that 

T(a))x((jü)   = X(Cü)   a.s.   (that  is x(u))   is  a   jj-cxed polii of T(u))), 
and  the  sequence of X-valued random variables  defined by 

-1 Xn+l(ü))   = V^   "  T0
A(Cü) [I-T(a))]xn(a)) , (2.1) 

n = 0,1,2,...,   converges  to x(aj)   a.s.     For  further discussion 
on this  line we  refer to   [5,12]. 

As  an application,  we  implement  the  above method  to  the 
following system.     Consider 

f^t,^)    =  g1(t,U))    +    /    k1(t,T,U))M1(T,f1(T,u)) ,f2(T,to) ,v1((Jü) )dT 

(2.2) 
t 

f,(t,u))   = g0(t,(ü)   +   /   k0(t,T/a))M0(T,f. (T,a)) ,f0(T,a)) ,v   (a)))dT, 

where the solution vector is   (f.ft,^) ,f2 (t,a)))   and the  functions 

<3ii   k.,   M.,   i  =  1,2  are assumed to be well  defined so  that 

(f1(t,a)) ,f2 (t,u)) )   exists with probability   1.     Let 

rj^o))   =  fj(t,a))   -   /   ki(t,T,a))Mi(T,f][(T,a)),f2(T,w),vi(cü))dT 

- gi(t,a)) , i  = 1,2,     k  =  0,1,2,3,...   (2.3) 
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k k k k 
e1(t/üj)    -     /      [kj^ (t,T,U)) 3V   M1(T,f1(T/ü)) ,f2{T,Cü) , V, (tu) ) Ej^d/üj) 

+ k1(t/T#u))3v M1(T,f^(T,ü))/f^(T,u)) ,v1(u)))e2(-r,cü)]dT 

rj(t,u)) (2.4) 

e^tro))   -   /    [k2(t,T,u))3v M2(T,f^(T,a)),f2(T,iu),v2(ü)))eJ(T,a)) 

+ k2(t,T,a))3v M2(T#f^(Tfu)) #f^(T,cu) ,v2{u)))e2{T,a))dT 

(2.5) =  r2(t,a)) 

where 

k  P  0,1,2,... 

3ViMi(t,v1,v2,v)   = ^rMi(t,v1,v2,v) 

3V2Mi(t,v1,v2,v)   =ä^Mi(t,v1,v2,v) 

i  =  1,2. 

Now we set 

f^     (t,w) 
rfJ(t,a)) 

Vf2(t,u))/ 

'c^ (t,a)) 

^e2(t,u))/ 

,  k =  0,1,2,... 

(2.6) 

k k According to  Newton's  iteration   (f, (t,u)) ,f 2(t,to))   converges   to 

the  solution of   (2.2). 

For numerical  procedure,   integrals  in   (2.3)-(2.5)   can be 
evaluated by any suitable numerical procedure,   for example, 
collocation or quadrature method. 

Example  2.1;     In the following example we illustrate 
the above procedure.     Let 

t 
f^t)   +    /    t(l-T) IfJ(T)+f2(T)+V(ü))]dT   =g1(t,ü)). 

f2(t)   +   /    (t-T)(f1(T)+fJ(T)+v(a))]dT  = g2(t,a)) 

Then  (2.3)-(2.5)   reduce to 

(2.7) 
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t 2 
rj(t,u)) = f^(t) + / t(l-t)lfj (O+f^+vCu) ]di - g^t.w) 

(2.8) 
t 2 

r^(t,u)) = fjU) + / (t-T) [fJ(T)+f2 (T)+v(u))]dT - g2(t,u)) 

3   4   5 
g1(t,ui) =t + t2-^- + ^-+^-+ R(u)) 

t2  t3 g2(t,u)) = 1 + -j- + ^- + R(u)) 

cj(t,u)) - / {2t(l-T)fJ(T,a))e5(t,a))+t(l-T)E2(T,a))}dT • rJ(t|W) 

(2.9) 

c^t,^) -  / {{t-T)£^(T,U))+2(t-T)f2(T,C0)C2(T^) HT = ^(1,0)) 

0        0 
(^(t »ia)tf2(t «M)) = (R(UJ),1+RU))        (2.10) 

Using (2.6), (2.8)-(2.10) the numerical solution of (2.7) can 
be obtained. 

2 
Let N(in,o ) denote normal distribution with mean m and 

2 
variance o and U(a,b) denote uniform distribution in the 
interval (a,b).  In our numerical experiment we have taken as 
follows: 

2 
vU) e N(0,.002'd), R(u)) e U(-.001, .001) 

V(w) ( N(0,.022), R(a)) ( U(-.01/.01) 

v(u)) e N(0,.02^), R(u)) e U(-.l,.l) 

v(üj) e N(0,.22), R(u)) c U(-.l,.l). 

We used trapezoidal  rule  in   (2.8)   and  (2.9)   for numerical  inte- 
gration.     Our  simulation results are presented in Tables  2.1  - 
2.4  and Figures   2.1  -  2.4.     These results  are based on 30 
samples and in each sample iteration was  repeated until 
|fl[+1(t,ü))-fj(t,w) |   <   .001,   i  =  1,2.     In  Figures   2.1   -  2.4, 
oooo and •••• denote respectively i(f,(t#u>)} and E(f2(t,u))) 

and •••• and   denote repsectively V(f1(t,u)) and 

V(f2(t,w)). 

Example 2.1 (a) 

Example 2.1 (b) 

Example 2.1 (c) 

Example 2.1 (d) 
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Table  2.1. 
 5  
v(a))    e   N(0,0.002,6) ,   R(a))   e   U(-0 .001,0 .001) 

Eif^ v(f1) E(f2) v{f2) 

1 .009964 .000004 .999676 .000004 

10 .099967 .000004 .999681 .000004 

20 .199975 .000004 .999693 .000004 

30 .299988 .000003 .999712 .000003 

40 .400006 .000003 .999739 .000003 

50 .500026 .000003 .999774 .000002 

60 .600036 .000003 .999800 .000002 

70 .700045 .000003 .999827 .000001 

80 .800039 .000003 .999829 .000001 

90 .900031 .000003 .999811 .000001 

100 1.000028 .000003 .999764 .000001 

Table 2.2. 

(OJ)   e   N(0,0.02')/   R(w)   e   U(-0 . 01,0 . 01) 

E(f1) V^) E(f2) v(f2) 

1 .009639 .000361 .996755 .000388 

10 .099666 .000360 .996789 .000380 

20 .199741 .000355 .996884 .000357 

30 .299841 .000344 .997024 .000319 

40 .399931 .000329 .997175 .000272 

50 .499988 .000310 .997310 .000218 

60 .599987 .000290 .997383 .000163 

70 .699914 .000271 .997331 .000114 

80 .799772 .000256 .997067 .000079 

90 .899621 .000244 .996521 .000064 

100 .999542 .000240 .995575 .000082 
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Table  2.3. 

v(u))   e   N(0,0.02),   R(a))   e   U(-.l,.l) 

ICfJ v(f1) E{f2) v(f2) 

1 .009639 .000361 .996755 .000388 

10 .099663 .000360 .996785 .000380 

20 .199736 .000355 .996876 .000357 

30 .299834 .000344 .997012 .000319 

40 .399922 .000328 .997160 .000272 

50 .499974 .000310 .997288 .000218 

60 .599971 .000290 .997355 .000164 

70 .699886 .000271 .997282 .000115 

80 .799745 .000255 .997014 .000079 

90 .899590 .000244 .996455 .000065 

100 .999513 .000239 .995503 .000083 

Table 2.4 

v(ü))   6   N(0,0.2),   R(a))   e   U(-.l,.l) 

EU^ v(f1) E(f2) v(f2) 

1 .006387 .036141 .967551 .038808 

10 .096353 .036049 .967691 .038019 

20 .196225 .035588 .968063 .035683 

30 .295926 .034612 .968529 .031979 

40 .395261 .033163 .968807 .027200 

50 .494169 .031373 .968641 .021754 

60 .592422 .029403 .967498 .016252 

70 .690021 .027502 .964827 .011429 

80 .787226 .025913 .960106 .008192 

90 .884353 .024770 .952363 .007708 

100 .982290 .024262 .940524 .011188 
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100.00 

Fig.   2.1:     Example  2.1   (a). 

000 25.00 50,00 75.00 I 00.00 

Fig.   2.2:     Exauple  2.1 (b)  . 
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Fig.   2.3:     Example  2.1   (c) . 

100.00 

Fig.   2.4:     Example  2.1   (d) . 
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3.  SUCCESSIVE APPROXIMATION 

In this section we use successive approximation for the 
numerical treatment of a system of random Volterra integral 
equations.  In the following we state a few useful results from 
Tsokes and Padgett [16].  Let C be the space of all continuous 

functions from R into L2(fl,A,P), where (fl,A,P) is a proba- 
bility space, such that 

||x(tfa))|| = {/(xCt^w) |2dP(w)}1/2 i  2g(t), 
Q 

where t e R , z s 0 and g is continuous function on R .  Let 

C be the space of all continuous function from R into 

L2(fl,A,P) with the topology of uniform convergence on the 

interval [0,T] for any T > 0. Consider the random integral 
equation 

t 
X(t,w) = h(t,U)) +  / k(t,T)f{T/X(T,Cü))dT,        (3.1) 

0 
where the following hypothesis hold. 

(i) The function (t,T) -*■ k(tfT)   from the set A = {(,t,i), 
0  z  T   £  t < <*>}  onto R is continuous. 

(ii) There exists a number A > 0 and a continuous function 
(on R+) g(t) > 0 such that 

/ |k(t,a)) |g(T)dT s A, t e R+. 

(iii) f(t,x) is a continuous vector-valued function for 
t e  R+, llx^u) || i  p,  such that f (t,0) e C and 

||f(t/x(t,a)))-f(t/y(t,cj)) || * Ag(t) ||x(t,a))-y (t,üj) || 

where A > 0. 

(iv) h(t,tü) is a bounded continuous function on R with 

values in L7(ft,A,P}. ■ 

Then there exists a unique random solution 
x(t/w) e  Cc(R+/L2(n,A,P) of (3.1) such that 

||x(t,a))||  = sup{/|x(t#u)) |2dP(u))}1/2 s p      (3.2) 
c   t20 fi 

for t e R , as long as ||h(tfuj) || , X  and ||f(t,w) ||   are small 

enough.  For detail proof refer to 111, 16]. The method we 
use is Picard type successive approximation. We use a modified 
version of [16] to deal with systems and applied the results 
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to write a discrete version of  the  successive approximation. 

We apply the method in the  following example  to  obtain 
the  numerical  solution of  a  system of  random Volterra   integral 
equations. 

Example  3.1;     Let 

1     ^        -T x1(t/a))   = a^ft^)   + ^-   /    xe     [Xjd: ,a))+sin x1(T,u))]dT, 
0 

t 
1 T-t x2(t,w)   = a2(t,(i))   + ^   /   e        [x, (T ,ü))+COS  K.ftttl) JäT« 

where 

a1(t/w)   =  t - ^  (l+r2{u))) t2e"t  + J- e"^ cosCt+rj^Co)) ) 

(3.3) 

1     -t 1     -t - x e      sin (t+r,((*)))   + j e      sin r^do)   +  r, (ca) , 

a2(t,a))   = | - J- (t+^Cw))   - J  (l-r1(a)))e"t - \ cos(l+r2(u))) 

+ x cos(l+r2(ü))) e~     +  r2(a)) . 

By discretization  (3.3)   can be written as 

n-1 -T 
E 

i=0 
xl+1(Tn'u,)   = ai^n'"5   + T   .E     Tie    "[x^Ti^w)+sin x^(Ti,a))]   x 

w+i-v (3.4) 

k+1 1   n~ Ti~Tn      k k 
x!:+i(T    , u))   =  a0(T^,w)   + 4    I     e  ^^     n[xT (T. ,u))+cos  x^d^w)]   * 

i=0 n ^^n' 'lvli '2vli 

^i+l"^^ 

k =  0,1,2,... 

Theoretical solution of   (3.3)   is   (ti+r, (oo) ,l+r_ (w) ) .      (3.4) 
k+1 v i can be simulated until   |xi     (t,ü))-x^(t,ü)) |   <  e,   i =  1,2. 

For our numerical experiment we have assumed as   follows: 
2 

Example  3.1   (a) ;     r.do) ,r2(ü))   c   N(0,.002  ). 
2 

Example  3.1   (b) ;     r, (w) ,r2(ü))   e  N(0,.02  ). 
2 

Example  3.1   (c) ;     r^w) ,r2(ü))   e   N(0,.2  ). 
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Example 3.1   (d) ;     r^ (u) ,r2(a))   e   ü(-.001, .001) 

Example 3.1   (e) ;     r^^ (w) ,r2(u))   e   ü(-.01,.01) 

Example  3.1   (f) ;     r^u) ,r2 (u)   c   U(-.l,.l). 

We have presented our simulation results in Tables  3.1-3.6 and 
Figures 3.1-3.6.    These results are based on 30 samples and 
each iteration was repeated until   |x^+1(tfcü)-x^(tfw) |   <   .001, 
i  = 1,2.     In Figures 3.1-3.6,   oooo  and  ••••  denote respec- 
tively E(x1(t,a)))   and E(x2(t,a)))   and  ••••  and   denote 
respectively V(x1(t,a)))   and V(x2(t,u))). 

4.     DISCUSSION 

The foregoing techniques demonstrate the usefulness and 
simplicity  in applying Newton's  and successive approximation 
methods  to a system of random Volterra  integral equations. 
Our numerical  results show that mean of the sample  solutions 
converge to the mean of the theoretical solution when variance 
decreases. 

Other statistical parameters one can look at  is  risk 
functionals,   confinement probability,  skewness,  kurtosis, 
correlation,  etc.  of random solutions.    Also distribution of 
the numerical solution at different time units may be of 
interest. 

i 
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Table   3.1 

r^u)) ,r2(u)) e N(0,0 .0022) 

t E(x1) V(x1) E(x2) V(x2) 

1              1 .009867 .000030 1.009701 .000002 

10 .097103 .000031 1.001172 .000004 

20 .197879 .000032 1.001358 .000005 

30 .300248 .000029 1.001692 .000005 

40 .404133 .000029 1.001025 .000004 

50 .508920 .000027 1.007050 .000004 

60 .615807 .000033 1.007915 .000005 

70 .724170 .000029 1.007578 .000004 

80 .833203 .000037 1.007702 .000006 

90 .943027 .000028 1.007992 .000005 

100 1.052344 .000031 1.008623 .000004 

Table 3.2 

r^w) , r2U) € N(0,0. 022) 

t E(x1) V{x1) E(x2) V(x2) 

1 .008556 .000357 1.018219 .000181 

10 .098695 .000656 .999261 .000364 

20 .197177 .000569 1.000663 .000513 

30 .300128 .000444 1.003236 .000471 

40 .404506 .000341 .995288 .000448 

50 .509057 .000333 1.004797 .000441 

60 .615514 .000486 1.014265 .000542 

70 .725338 .000466 1.Ö09957 .000383 

80 .832995 .000515 1.008462 .000647 

90 .942605 .000335 1.006821 .000461 

100 1.044258 .000323 1.006896 .000408 
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Table  3.3 

r1(cü),r2((i))   e  N(0,0.2Z) 

EU^ V(x1) E(x2) V(x2) 

1 -.004550 .046929 1.012795 .009134 

10 .114598 .060710 .980120 .036398 

20 .190134 .050747 .993800 .051145 

30 .298866 .040816 1.018676 .046974 

40 .408112 .030350 .937967 .044455 

50 .510469 .032418 .981624 .043917 

60 .612422 .043692 1.077264 .054399 

70 .736662 .046105 1.032924 .038294 

80 .830384 .043630 1.015674 .064831 

90 .937779 .032423 .994332 .045982 

100 .962477 .045704 .988586 .047095 

Table 3.4 

r,(«J »r-U)   e   U(-0 002,0.002) 

E(x1) VU^ E(x2) V(x2) 

1 .010000 .000024 1.009160 .000000 

10 .096964 .000023 1.001347 .000000 

20 .197954 .000024 1.001442 .000000 

30 .300235 .000024 1.001595 .000000 

40 .404107 .000025 1.001491 .000000 

50 .508935 .000025 1.007220 .000000 

60 .615796 .000027 1.007402 .000000 

70 .724064 .000026 1.007389 .000000 

80 .833179 .000028 1.007598 .000001 

90 .943050 .000027 1.008064 .000000 

100 1.052986 .000027 1.008703 .000009 
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Table   3.5 

r1((jj) ,r2(ü))   e   U(-.02/.02) 

Eix^ V{x1) E(x2) V(x2) 

1 .009886 .000067 1.002753 .000018 

10 .097296 .000070 1.001005 -000032 

20 .197930 .000068 1.001496 .000040 

30 .299994 .000065 1.002268 .000038 

40 .404240 .000057 .999945 .000038 

50 .509209 .000047 1.006492 .000041 

60 .615406 .000063 1.009133 .000044 

70 .724278 .000061 1.008070 .000035 

80 .832759 .000075 1.007418 .000052 

90 .942839 .000056 1.007543 .000039 

100 1.050695 .000065 1.007700 .000030 

Table 3.6 

r1(w),r2(w) e U(-.2,.2) 

t EU^ V(x1)        E(x2) V(x2) 

1 .008749 .003090 .951389 .003010 

10 .100586 .004457 .997168 .003305 

20 .197686 .003644 1.002044 .004044 

30 .297588 .003728 1.008994 .003835 

40 .405573 .002929 .984492 .003804 

50 .511933 .002624 .999228 .004051 

60 .611481 .003274 1.026460 .004380 

70 .726380 .004078 1.014866 .003524 

80 .828506 .003568 1.005627 .005222 

90 .940660 .003556 1.002309 .003895 

100 1.027694 .003709 .997618 .004123 
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Fig.   3.2:     Example   3.1   (b). 
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APPROXIMATE   METHODS FOR 
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ABSTRACT.     Structural  reliability can be  defined as the 
probability that   a random process  X(t)  remains   in  a domain  of 
safe  structural performance   during  a reference period.     The 
process can model material  properties,   environmental   loads,   or 
outputs  of mechanical   systems  subject  to random  inputs.      In the 
time-independent case  3C(t)   = X  and reliability can be  approximated 
from  a scalar  quantity,   the reliability  index-     This  approximation 
is  evaluated for  Gaussian  and non-Gaussian vectors   and  safe 
domains  of  various shapes.      In the  time-dependent   case 
reliability   is  approximated by the  mean rate   at  which X(t) 
crosses out  of the  safe  domain.        When X(t)   is non-Gaussian  it 
can be  approximated by  a memory less transformation  of  a  Gaussian 
process,   called a translation process.     Translation processes 
have   identical marginal  distributions  and sirrilar  crossing 
properties  as the  original  process  X(t).     The   approximate method 
of     reliability analysis based on translation processes   is 
applied to  several  non-Gaussian processes  and  safe   domains. 

I.INTRODUCTION.     Consider   a  structural  component  of  strength 
X2  subject  to  an uncertain   axial   load of X,.     The  reliability of 
the  component   is equal  to the probability P^ = P|X1   ^  X2I   and can 
be   determined from the  probability  content  of  the   safe  domain 
D =  Kx^.Xg)rXj-Xg^O^.     The  component  fails with the probability 
Pp  =  1~PS»      In general  reliability problems the  vector 
2C ■  (X^.Xg)   of uncertain parameters   is n-dimensional  and can be 
time-dependent.     The  safe   domain  D =  |x:   g(x)i0|   is  a region  in R 
and the  boundary  3D =  |x:   g(x)=0|   of  D  is usually  refered to  as 
the   limit   state. 

The   objective of  this paper   is  to examine  and evaluate 
approximate methods for  calculating  the reliability Pg  in general 
reliability problems  involving time-invariant   and time-dependent 
random vectors X.     It   is  assumed   in the  analysis  of  time- 
dependent  problems that  failure  occurs at  the  first  excursion out 
of  the  safe  domain.     Thus,   failures  due to changes   in material 
characteristics under  constant   stress  or  damage   accumulation 
caused by repeated  loads  are  not   investigated. 

143 



II.TIME INVARIANT PROBLEMS.  First let X be a Gaussian 
vector-  Without loss of generality it is assumed that JC has 
independent components of zero mean and unit variance..  The 
reliability is 

-/, 
«pOOdx (1) 

in which (pCx) = (2JO n' expl-^Exfl.  The determination of P^  In 
Eq. (1) usually requires numerical integration and, as a result, 
is impractical when n^3.  However, the reliability can be 
obtained in closed form in two cases corresponding to safe 
domains bounded by hyperplanes and hyperspheres.  It is *C/0 for 
linear limit states at a distance ß  from the origin and F. Cß) 

n 
for spherical limit states with radius ß  centered at the origin. 
♦ and F.  denote, respectively, the standard Gaussian 

n 
distribution and the chi distribution with n degrees of freedom. 

The reliabilities corresponding to linear and spherical 
limit states can be employed to develop probability bounds for 
general domains.  Consider, for example, the safe domain D in 
Figure 1 and let ]cQ  be the point of <?D closest to the origin, 

assumed to be unique.  This point is usually refered to as the ß- 
point and is at a distance ß  = |ä0| from the origin.  If D is 
convex and the function g(x) can be differentiated, the 
reliability ?„ is bounded by 

Fy   Cß )  £ Ps £  «(/O (2) 

The bounds F and *Cß)  on P-, are attractively simple.  However, 

they become less informative as the dimension of the space n 
increases,as shown in Figure 2.  Therefore, other methods are 
needed to approximate P-, 

The most accurate approximation available for P„  is based on 
an asymptotic evaluation of the integral in Eq. (1) as the 
distance ß  to the ^-point increases indefinitely.  It can be 
shown that Pp can be approximated asymptotically as ^ •* « by [Jj 

f.a        i=1    x 
-x C3) 

in which k.   are the principal curvatures of the ^-point  assumed 

144 



to  satisfy the  conditions  l>k ^k^ä • •-^k _.,   when ß  =  1.   The  same 
asymptotic result  can be  obtained for P„   if the  limit   state   is 
approximated  in a small  neighborhood of the ß-point  by  a 
quadratic tangent  to the  limit   state  at  x^.    Equation 3 can be 
generalized to the case where the  limit  state has finitely many 
ß-points.     In this case P„   is  asymptotically equal to  a sum of 
terms   as  in Eq.   (3)  corresponding to each ß-point. 

Figure  3  shows the  asymptotic probabilities  of  failure 
Eq.   C3) -,   Pp     ,   and the  actual  failure  probability,   P,,  for 
various elliptical  domains with  limit   states 
(x./a)     +  (x2)     =  ß   •     As expected,   the  ratio of  these 
probabilities   approaches  unity  as  ß   increases  [Jj-      It   is 
approximately  one  for  large  values of   a  because  the problem 
becomes  one-dimensional,   in which case P-       is equal  to P„. F,a ^ F 

in 

An  alternative method for  calculating Pp can be  based on  a 
simulation approach.    Brute  force  simulation is  impractical 
because Pp   is  usually smaller  than 10     .     However,   an efficient 
simulation method can be  developed to estimate Pp.     Assume for 
simplicity that  the  function g  specifying  the  limit   state  is  the 
quadratic form 

Z ■ g(X)  =XTaX+bTX+c (4) 

The Gaussian vector X can be expressed as X = AR in which A is a 
random vector uniformly distributed on the unit sphere in R 
R is a chi random variable with n degrees of freedom. 
Conditional on A = X, the quadratic form is 

n 

Z|A   =  X (XT  a X)   R2 + (b1   X)  R +  c 

and 

(5) 

The conditional  probability of  failure   is 
p

F(i)   =P|Z>0|A=Xi (6) 

and can be  calculated by 

n n 
(7) 

when,   e.g.,   the  roots r. (X),   k=l,2,   of 
T 2 T 

(A     a l)r     +  (b     X)  r + c =  0  are positive  and r^X)  ^  r2^ )• 
An estimator  of  the probability  of  failure Pp  is 
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(j) 

N 

j=i 
(8) 

in which \Kjy   are  samples of A   and N  denotes the number  of  these 
samples- 

Tables  1  and 2 show values  of P„  obtained  in two  samples  of 

size  N=100 for  safe domains  characterized by two quadratic  forms: 

z = xj + x| - x1x2- (fy/f0) 2 
(9) 

and 

n 
z =   Z (xi + Mi)2 - ß2 

i=l 
(10) 

The first form corresponds to the von Mises strength criterion 
while the second one corresponds to a non-central chi-square 

H 2 variable  with non-centrality parameter  n  = J|  \i. .     From the 
i=l  1 

tables,   Pp  satisfactorily  approximates P„  in both cases. 

When the  components of  X  are  independent  but   do not follow 
Gaussian  distributions,   the  techniques  discussed  in this section 
can  still  be  applied  if  the x-space   is mapped  into  a new space 
according  to  the   transformation 

U.   =*1oF.   (X.) (11) 

in which F.   is the  distribution of X. The variables  U.   are 

independent   and follow  standard Gaussian  distributions-     Figure 
4,   from reference  fl]  shows exact  values  of P-  and  asymptotic 

approximations  of  the probability of  a safe  domain  defined by the 

n oNn where the variables X. are independent condition J X. 

identically distributed exponential random variables with unit 
mean.     The  asymptotic approximation  is  also satisfactory  in this 
case- 

Techniques  are  also available to map vectors of  dependent 
non-Gaussian variables  into Gaussian vectors with  independent 
components.     Following such transformations one can directly 
apply  any  of the methods  developed for  Gaussian vectors. 
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by 
III.TIME DEPENDENT PROBLEMS.  Consider a process X(t) defined 

r1 X(t) =   h(t-T)g(Y(T))dT 
Jo 

(12) 

in which Y(t) is a stationary Gaussian vector process in R  with 
independent components.  The process X(t) can be thought of as 
the response of a linear system with unit impulse response 
function h to the input ßO[(t)). On the other hand, if h in Eq. 
(12) is & (the Dirac delta function), then X(t) = g(Y(t)) is a 
memoryless transformation of the Gaussian process Y(t).  As in 
the time-invariant case, the safety condition requires that X(t) 
be smaller that an allowable threshold during a time period T. 
The reliability Pq(T) can be approximated by 

PS(T) P|X(0) <; 0| exp|-T v(0)i (13 ) 

in which u(x)   is  the  mean rate   at  which X(t)   crosses  a  level  x 
from below.     Note  that  the reliability P^d")   depends  only  on the 
mean upcrossing rate  v(x)   and the  marginal   distribution  of  X(t). 

Three  special  cases  in which h =  6   are  now considered. 
First,   let  Y(t)  be   a univariate  Gaussian process  and g be  the 
identity  function.     Then X(t)   coincides with  Y(t)   and,   according 
to the  Rice  formula  [6], 

v(x)   =  [ärx/2nCTx]exp|-[(x-mx)/ax]  /2| (14) 

2 2 in which m.. and a.,  are the mean and variance of X(t) and d„ is 

the variance of X(t). 

Second, let Y(t) be a univariate Gaussian process with zero 
mean and unit variance and g = Fx 

0*, where P.. is any continuous 

distribution.  The process X(t) in this case is called a 
translation process, and the marginal distribution of X(t) at any 
time t is F...  If Y(t) is stationary and differentiable, so is 

X(t).  The standard deviations of the derivatives of these 
processes are related by dY = q*Y/aY, in which 

i\  = |ECg,(Y(t)) ]|  .  The constant r| is generally close to unity 
[3].  The mean upcrossing rate of X(t) can be obtained from Eq. 
(14) and is 

147 



-1    2 
v(x) = [äY/2nJexp|-[fi  (x)J /2| 

- [n*x/2nax]exp|-[g  (x)J /2| (15) 

In this case t»Cx)   depends only on Fy and d,,. 

Consider  any process that  can be partially specified by its 
marginal  distribution  and covariance function.     Such a process 
can be  approximated by a translation process having the correct 
marginal  distribution and covariance function.     The mean 
upcrossing rate  of  this process can be  approximated by Eq.   (15). 
In many cases the  translation  approximation  is conservative, 
meaning  that   it   overestimates the   actual   value of  t>(x). 

A  third type  of memoryless  transformation of  Y(t)   is 

X(t)   = Y(t)T  a  Y(t)   + bT  Y(t)   + c (16) 

Two  special  cases  of  this quadratic  form  are  examined.   Consider 
first   the  time-dependent  form of  the  von  Mises criterion that 
requires X(t)  = Yj(t) + Y^t)  - Y1(t)Y2(t)  be  smaller  that   a 
limit   value  x,   where  Y(t)  =   (Y1(t),Y2(t))     is  a bivariate 
Gaussian process with  independent  components having mean zero and 
unit  variance.     The mean upcrossing rate  of X(t)   is  [2j 

v(x)  -  [ä/K3/2](2x/3)1/2 e  2x   f  (2 + cos u)^  exp|x cos uf  du 
Jo ( 

From the  density  of  X(t)   a translation  approximation may be 
obtained.      Table   3 compares mean  upcrossing  rates 

17) 

v^  for   the 
translation   approximation with the  exact   mean  upcrossing  rate   in 
Eq.   (17).     The  translation  approximation   is  seen to be 
conservative  f  r  moderate to   large  thresholds.     As  another n 2 " 
example,   let  X(t)   = ^  Y.(t)     be  a chi-square process with n 

j=l J 

degrees of freedom  in which Y(t)  =  (Y  (t),..-,Y (t))   is  a 
Gaussian vector whose components  sire  independent  identical 
univariate  Gaussian processes with zero mean  and unit  variance. 
The mean upcrossing rate  is 

/. ^(x) = cx i:x/2jTn:r f(x) 

where  f(x)   =   (x/2)n/2"1e~x/2/2r(n/2) 
to the  mean  upcrossing  rate  i 

(18) 

Table 4 gives ratios of v 
based on the translation 
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approximation. The translation approximation is conservative for 
large thresholds,and this observation is correct asymptotically 
as X"*» [2]. 

In addition to the translation approximation, one can 
develop approximations analogous to the asymptotic approximations 
given in section II.  These will not be pursued here, and the 
interested reader is refered to the relevant literature [1,5]. 

Now consider the more general case in Eq, (12) in which h is 
a function which vanishes for t<0.  Since g is nonlinear, g(Y(t)) 
is non-Gaussian and so is X(t).  Direct determination of the 
probability law of X(t) from Eq. (12) is usually impractical.  An 
approximation is preferred to estimate mean crossing rates of 
X(t).  The approximation can be based on the simplified 
representation m+s(t)2 of l(t) in which Z is a vector of 
independent standard normal random variables, m is a mean vector, 
and 

s(t) = 

s/t) 

3n(t) 

(19) 

where s .(t), j = l. ,n are vectors of sines and cosines with 

appropriate coefficients.  In the special case in which g(y) ■ y 
the process X(t) is the following quadratic form 

X(t) = Z Ta(t) Z + bT(t) Z + c(t) (20) 

In contrast  to the  form  in Eq.   (16),   the  coefficients of this 
quadratic   form  depend on time  and they  operate  on the random 
vector  7,   while   in Eq.   (16)  the  coefficients  are  constant   and 
operate  on the  random vector process Y(t).     One can derive  the 

characteristic  functions of X(t)   and  (X(t),X(t)),  which can be 
used to find the marginal  density  and mean upcrossing rate  of 
X(t)  [2]. 

The  representation  in Eq.   (20)   can be  applied to estimate 
the response  of  a structure to wind  loads that   a^e proportional 
to the  square  of  the  wind speed Y(t).     It   is  assumed that  the 
structure   is modeled by   a simple  oscillator with response 

function h(s) 2 X exp|-.su  s|sin(u .s)/u       s;>0,   where u. = (o0[l-<;  ] 

As a numerical  example,   Y(t)   is taken to have mean 6.57  and 
discrete 'um given   in table  5.     The  system parameters  are 
C  = O.Or 6.28.     The marginal  density of  the response  X(t) 
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is illustrated  in figure 5.     Mean upcrossing rates are found by 
the translation  approximation and by the joint characteristic 
function method.     A comparison of these  in  in table 6.     As  in the 
other  cases considered,   it  is seen that  the translation 
approximation  is conservative with respect  to the exact  mean 
upcrossing rate. 

IV.CONCLUSIONS,     Approximate methods have been examined for 
the reliability  analysis of time-independent  and time-dependent 
problems.     Probability bounds  and asymptotic  approximations have 
been developed for  the estimation of the reliability of time- 
invariant  structural problems.     On the  other hand,   the 
reliability estimates for the time-dependent problems have been 
based on mean crossing rates out  of  a domain of safety  and on 
translation  approximations of these crossing rates.     The 
translation  approximations have been found to be conservative  in 
the cases examined. 
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Table 1.  Exact end Estimated Values of Pp in Eq. (9) 

Vfo PP 
Pp 

Sample 1 Sample 2 

1 5.75  ID-1 5.81 x ID-1 5.68 x 10"1 

2 1.37 x lO-1 1.41 x lO-1 1.34 x lO-1 

3 1.83 x 10_2 1.85 x 10~2 1.77 x 10~2 

4 1.37 x 10~3 134 x 10"3 1.30 x lO-3 

Table 2 Exact and Estimated Values of Pp in Eq. (10) 

4571 pp 

PP 
Sample 1 j  Sample 2 

0.0 1-61 x 10 5 1.61 x 10~5 1.61 x 10"° 

0.4 3.57 x 10~3 7.02 x 10~3 6.84 x 10"3 

0.8 2.19 x lO-1 2.92 x lO-1 2.64 x lO-1 

1.0 5.80 x 10~:i 6.21 x lO-1 5.89 x lO-1 

Table 3. Exact and Approximate Mean Crossing Rates 
for the von Mises Criterion 

X V u/vT 

1 2.49 x lO-1 1.25 

4 1.07 x 10-1 0.96 

9 1.98 x 10"2 0.87 

16 1.90 x 10~3 0.83 

25 9.42 x 10~5 0.81 
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Table 4.  Exact and Approximate Values of Mean Crossing Rates 
for the Chi Square Process 

n = 1 n = 2 n = 5 
X V v/vT i> v/vT V V/Vy 

0 9.65xl0~2 1.08 7.34xl0~2 1.05 4.87xl0~2 1.03 

3 i.iexio-2 0.87 7.31xl0~3 0.88 3.56xl0"3 0.89 

6 1.39xl0~3 0.84 4.81xl0~4 0.84 8.49xl0~5 0.84 

9 1.66xl0~4 0.83 2.86xl0~4 0.81 1.46xl0~6 0.83 

Table 5.  Power Spectral Density of Wind Speed 

"i 0.25 0.75 1.25 1.75 2.25 3.25 4.75 6.25 7.75 9.25 

ai 1.26 0.34 0.20 0.13 0.11 0.14 0.09 0.07 0.05 0.05 

Table 6.  Exact a-.d Approximate Values of Mean Crossing Rates 
for a Structure Subject to Wind Load 

X V v/v 

0 

2 

4 

6 

8 

6.15 x lO-1 

1.12 x lO-1 

7.47 x 10~3 

3.18 x 10~4 

1.02 x 10-5 

1.00 

0.81 

0.74 

0.70 

0.65 
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Figure   1.     Bounds  on Reliability. 
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Figure 2.  Ratio of Upper to Lower Bounds on Reliability. 
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Figure  3.     Ratios  of Asymptotic  to Exact Values 
of  the Probability of Failure  for 
Elliptical Safe Domains. 
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Figure 5.  Marginal Density of the Response of a 
Linear System to Wind Load. 
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THE THEDRY OR RANDOM WAVE OPERATORS 

Marc A.  Bergen 
Carnegie Mellon University 

Pittsburg, Pennsylvania 

the   operator 

f(x) h /^f(C(z;x))p(z,t)d2, (2) 

where p is the Gauss kernel p(z,t) ■ l/Zlrrt exp(-2 /2t) .  On 

the right-hand side we would have the send-group operator 

12 12 exp(» tX ) ,   generated by *• X .  In fact with this interpre- 

tation (1) does remain valid when x is replaced with X. 
159 

51.  Introduction and Overview;  An Operational I to Calculus 

In order to describe the method of random characteristics 

we begin by considering cases which lead to the classical 

second order Ito-theory.  Let o: TRm   ■*  3Rm be of class 

C, , and let X = Xa denote the vector field X := o • V.  As 

usual exp   denotes the mapping f(x) i*  fU(l;x)) where 

C(T;X) satisfies d^/dx = o(C), ^(0) = x.  The Banach space 

on which exp{X) acts is C(IR^) with the supremum norm, m™ 

being the one point compactification of IR1" .  It is clear 

that exp(tX) , t e IR , is the group generated by X.  Observe 

that we are allowing time, t, to run backward and forward. 

Let e(t) be standard one-dimensional Brownian motion. 

The mgf of e(t) is given by 

1  2 
]Eexe(t) m %* i       x c 1R, t > 0. (1) 

We can ask about the validity of (1) if x were to be replaced 

by X above.  Let us examine what each side of (1) would then 
X 6 (t) mean.  On the left-hand side e     would represent the random 

wave operator f(x) h  f (U 6 (t) ;x)) , and so Ee^^ would be 



The easiest way to see this is to use the fact that p is the 

12   2 
fundamental solution of 9u/St - j 5 u/Sz .  Thus, upon inte- 

grating by parts, one sees that 

u(x,t) - /^ (ezXf) (x)p(z,t)dz (3) 

1  2 
satisfies the evolution equation du/dt ■ i X u, u(0) ■ f. 

It is interesting to interpret this representation (2) 

for the semi-group geometrically, in terms of the charac- 

teristics 4.  The domain of influence of a region D c 3Rm , 

at any time t > 0, is that region spanned by the charac- 

teristic curves which pass through D at time zero.  (Recall 

that "time" along the characteristics runs both backward 

and forward.) 

Next let a   :   lRm   + mm ,   1  s k  s  i,  be  i  such maps of 

class C. and correspondingly let X. ■ X ■ o. 7.     If 

e(t)   ■   (6.(t),...,6,(t))   is standard  J-dimensional Brownian 

motion then 

Eexp(^x,e(t)>)   ■  exp(j t  Ix^) ;       x  e   1R£ ,   t   >   0 (4) 

How we can ask about replacing x ■ (Xw...,x ) with X ■ 

(X.,...,X.) in (4).  At this point we already know what 

interpretation both sides of (4] would have.  Here the random 

wave operator under consideration would be exp(<X,6(t)>), 

and the semi-group under consideration would be the one 

1  2 generated by j ZX. .  This time the answer is YES (the replace- 

ment x ♦ X in (4) is valid) if the X, commute, but NO in 
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general. 

9 3 Example I:  X. = x_ ■*-—  ,   X- = TT-
2
—  ■    1   2 Sx, '  2   3x2 

3E exp(<X,e(t)>) : 

f(x) k / 2 f(x1 + z1x2+^ z1z2/ x2 + z2)p(z1,t)p{z2,t) dz 
JR 

exp(i t(xj + X2)): 

f(x) H- E f(x1+ x2e;L(t) +/J e2(s)d91(s), x2 + e2(t)). 

What is in fact true, however, is that for small t,, 

1    2 
E exp(<X,e(t) >) is very close to exp^ t ^X^) , in the sense 

that 

1    2 n Eexp(<X,e(du)>) = exp(i t ZX^) 
0 <    K 

(5) 

If T(t) denotes the operator Eexp(<X,6(t)>) then the product 

integral here indicates a Riemann-type strong limit 

H T(du) = st - lim H T(A. ) , (6) 
0 n i   in 

where  0  ■  t.     <t-     <...<t     „=t  forms  a partition of On In v  n r 

n 
[0,t], A.  = t.  - t. ,  and lim max L.     =0.  We shall see in   in   i-m     „   •  in n  i 
that (6) follows from a version of Chernoff's product 

formula [8] which allows for variable step.size.  (See Pierre 

and Rihani [18].} 

Actually for the case at hand where 6 is Brownian motion, 

one can interchange the expectation and product integral 

in (5) , 
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t t 
I Eexp(<X,e(du) >) = E 11 exp{<X,de(u) >) ,       (7) 
0 0 

thereby unveiling sample path behavior.  At this point to 

arrive at (7) we are exploiting the stationary independent 

increment property of Brownian motion.  The product integral 

on the right in (7) is now a sample path limit, indicated by 

t 
n exp(<X,de(u) >) ■ st - lim n exp(<X,A. e>) ,     (8) 
0 n i        in 

where the partitions 0 = t-.< t,  <...<t   =t are as On   in        v n n 
above, and A. 6 = e(t. ) - e(t. , ).  This resembles McKean's m     in      i-m 

injection set-up for Lie groups [13, §4.8].  In fact if 

the vector fields X, , 1 s k i i,  belong to a finite dimen- 

sional Lie algebra (e.g., 0
k(x) ■ M.x for m x m matrices M, ) / 

then this fits precisely into McKean's set-up.  The st-lim 

in (8) indicates a strong limit in the bounded linear opera- 

tor sense, but we also need to specify the probabilistic mode 

of convergence.  In what sense is the sequence of random 

variables 

t 
||n exp(<X,A. e>)f - n exp(<X,d0{u) >) f || 
i       in      0 

converging to zero, for each f e C(]R^)? 

There is a nice concise way of describing the operator 

11 exp{<X,A. 6>) , appearing on the right-hand side of (8). 

Let ^   denote the piecewise-constant function i>       (i)   = 

Aine/Ain, ti_ln < T < tin; and let C  (T;X) denote the solu- 

tion of dC(n)/dT ■ i:^n) (t-T)okU(n)), C(n)(0) = x.  By a 

simple time scale one sees that 
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n exp(<X,A. e>) : f(x) k f{C(n) (t;x)) . 
i        in 

Observe that applying the operators in the order 

(9) 

exp{<X,Av ne>)...exp(<X,A2n6>)exp(<X,Alne>) 
n 

(application proceeds from right to left) leads to the time 

reversed evolution 

f(x) K f(C1(AlnK2(A2n;,,*(^v (Av n'
,x) ) • • •) ^ ) ) ' 

n  n 

starting from ^  and working back to £,, where ^.(T;X) 
n 

denotes the solution of d^./di = ZA. 6,/^- * 0. {£;)» *1'       la k  in  k ^ ' 

C.(0) ■ x.  The time reversal here can be straightened out, 

though, by reversing time in the Brownian motion instead. 

Thus, if e(T) = e(t) - e(t-T) then ^(n)(t-T) = ^ine/Äin, 

t. ,  < T < t. , and Ä refers to the reversed partition i-ln       in r 

t.  = t-t    .  Under the additional assumption that the m      v^-in n 
first partial derivatives of a are uniformly Lipschitz con- 

tinuous, Stroock and Varadhan [21] have shown that for the 

sequence of dyadic partitions v  =[2t]+l, t.= i/2 , 

0 :£ i s [2nt], t   = t one has the convergence in distri- 
n 

bution C M .> r where E,  is the solution of the Stratonovich 

stochastic differential equation 

dc = J:okm • dek,  C(0) = x. (10) 

(This is one of the advantages of using the vector field form 

t IX.2, rather than the form ZZa. . 92/9x. 9x. + lb.   3/Dx., 2  k' 13  '  1 ]    1  '  1 

for the generator. Namely, the Ito stochastic differential 
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equation for its underlying diffusion corresponds simply to 

the above Stratonovich equation.  On the other hand the 

vector field form is restrictive — not every generator has 

this form, even if we allow an additional first order term 

X- as done below.)  One should identify C   appearing in 

(9) as the solution of the equation obtained from (10) by 

replacing Ü with its piecewise linear interpolant passing 

through the interpolation points (t. ,5(t. )), 0 < i < v . 

(Cf. Wong and Zakai [23].)  Thus we discover the form that 

our limiting operator in (8) ought to have: 

t 
n exp(<X,d9(u)>) : f(x) l-> f(Ut;x)), (11) 
0 

where   £  is   the solution of   (10) .     It is  this   type  of operator 

we  refer  to  as  a  "random wave  operator."    When considered 
t 

in terms of two parameters U,   these operators   form a random 
s 

two parameter semi-group   (with  stationary  independent 

increments,   much like Brownian motion on  a Lie group). 

The  representation   (11)   ought properly  to be  understood 

as   "the  fundamental  theorem of calculus"   for  the product 

integrals of  this  form.     It shows  that the product  integral 

obeys  a  certain differential  equation   (namely   (10)),   when 

considered as  a  function of its  upper  limit,   and thus 

obviates   the necessity of resort  to partitions  0  =  t_     < -^ ^ On 

t. <   ' • •   <  ^yj n ~ t  ^or ■'■ts evaluatior"  In fact, it relates 

the calculus of these product integrals to the technically 

rich and easily mastered second order, or Ito calculus. 
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The product formula (5) has implications concerning 

12 J, the support properties of exp(»- tZX. ) .  For z c IR  let us 

denote by C(T;X,Z) the solution of dC/dx = ZZjO^U) » 

C(0) = x.  Observe then that T(A. ) from (6) can be expressed 
in 

as 

T(Ain): f(x) K / £ f(C(l;x,z))p(z/Ain)dz, (12) 

where we have introduced the notation p{z,t) = np(z, ,t). 

Thus in order that x e supp T(A. )f there must exist a set in 

C c JR  of positive Lebesgue measure, for which ^(l;x,z) e 

supp f, V z e C.  We refer to C as a control set, through 

which ( can be controlled to go from x (at time zero) into 

supp f (at time one).  By a simple time scale we see that 

£(l;x,z) = ^(A. ;x, z/A. ), and we can use C/A.  to control 

5 so as to enter supp f at time A.  (rather than time one). 

Extending this argument we can represent 

H T(A. ): 
i   in 

f(x) K / .futtfx,;— 
JR     x. . ,xJR v n 

n 

z^     (i) —.—))np(z^i;,A. )dz 
üin i 

(13) 

(i) 

tl)      (vn^ Z where C(T;X,Z   ,...,Z   ) = j;(t;x,ii; ) denotes the solution 

of dC/dx = C#![(t)Ok(C)i UO) = x, and ^(T) = zU) ,   ti_ln ^ 

). T < t. .  Here we use the notation Z for (z  ,...,z n 

(1)      ^n1    i Thus for each choice z  ,...,z    e ]R  we associate the 

2 (i) piecewise  constant  function  ^    which  takes  the value   z 

over  the  interval   [t-   ,„,£•)   obtained   from the given i-in     in ■ 
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partition.  (Recall that t.  = t - t  _j_n-)  The controls, 

then, here are functions \p:   [0,t) -»■ IR ^ which are piecewise 

constant over the fixed partition intervals [t. n ,t.   ). 

Each such function can be uniquely associated with some 
op 2 

Z € IR x ... * IR , and we use the notation iji to denot« this 

correspondence.  The action of the control $  is given by the 

differential equation d^/dr = Zik (T) o. U) •  It follows from 

(13) then that x e supp n T(A. )f only if there exists a set 

i £       1 C c IR  x . . . x iR  of positive Lebesgue measure, for which 

Z ? C(t;x,^ ) e supp f, V Z e C.  That is, we need to use y ' 

to  control the process f; so as to go from x (at time zero) 

into supp f (at time t).  Furthermore, if f > 0 then this 

control criterion is also a sufficient condition for 

x e supp I T(A. )f. 

Letting n -* <*> in   (6) effectively picks up all piecewise 

constant, or step functions \p.      (Especially if our techniques 

allow us to use arbitrary partitions.  Otherwise we may be 

restricted, say, to dyadic step functions -- with dyadic 

step intervals.)  The product formula (7) then implies that 

1    2 x c supp exp (j t ZX. )f only if there exist step function con- 

trols ft   through which ( can be controlled so as to go from 

x (at time zero) into supp f (at time t).  It is clear from 

the equation dC/dt ■ lu (T)CJ. (C) that this property is in 

fact independent of t > 0.  We see from a time scale that 

if £ can be controlled to get to supp f at time t, then it 

can be controlled to get to supp f at any other time t'. 
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However,   we   leave  the   "time  t"   requirement  in the above 

support-control  condition,   since  it will  be  important when 

we add on a  first order vector  field X-,   and describe 

1       3 supp exp{t{y Zxr  + X0)).     There the  support-control condi- 

tion will not be  independent of t. 

Using the representation   (10),    (11)   we  see that this 

support-control  condition above  in   fact  amounts precisely 

to the  Stroock-Varadhan characterization  for the support of 

a diffusion   [21].     Their result establishes  that the  support 

of the diffusion  £  satisfying   (10)   is precisely the, closure 

of the  set of  n  e   C ([0,™),IRm )   for which  there exists   a  step 

function  ^:[0,")   ♦  IR     such that dn/dr  =  Ztk {T)O, (n) » 

n(0) x. 

ExamPle   II;      Xi  =  2X2  ä^ +  Xl  älj '    X2    "    X3  1^ ' 

The propagation  is  confined to hyperbolic  cylinders.     If 

supp f  lies  in one or both parts of   the wedge 

2     2 a ^ x, - 2x2 s b on one side (above/below) of the x,x2- 

12   2 plane, then so does supp exp(y t(X, + X^Hf. 

Our next interest is in extending (7) to a product 

integral representation for the general linear evolution 

equation 

|| = [| rx*(t) + X0(t)]u + a(x,t)u + b(x,t). (14) 

where the vector fields X. (t) = X  (t) = o • V now come from 
K O. K 

time dependent mappings 0. {x,t)   from IR    * (O,00)  -»■ IR   , 
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0 z  k i  I.     To begin with we need to identify exp(X + a(x))/ 

where X = o • V is a vector field, and a: IR ■+ m   is a 

bounded measurable mapping.  Since we want exp(t(X + a(x))) 

to be the group generated by X + a(x) we define 

exp(X+a(x)): f(x) H- f (Ul;x) )exp {/Ja U (T ;x) )dT ) (15) 

where,  as above,   C(T;X)   is the solution  of d^/di  = o(C), 

^(0)   ■ x.     Consider now the product 

I exp{<x(ti.ln),Aine> ♦ [x0(t._ln) ♦•C«.t1.1||)UiJ|)l 

involving the Jl-tuple of time dependent vector fields X(t) ■ 

(X.(t),...,X (t)) along with X0(t) and the mapping a(x,t). 

A careful "keeping track of things" reveals that this is 

the random wave operator 

f{x) k f(C(n)(t;x))exp(;Q a(n)(C(n)
(T;x)/t-T)dT), 

where   c'n)(t;x)   is  the solution of dC(n)/dT  = 

Z^n)(t-T)a}[
n)(C(n),t-T)   * vfUi™ ,t-X),   C(n)(0)   = x and 

for Vta  ^  T   <   tin 
, x A.  e 

^(n)(T)     =       ^ A.      ' m 

„(n) /T\   _  - (n) ,     . v 
0k     (T)   "  0k      U'ti-ln)' 

a(n) (X,T)   =  a(xlt.   ,   ) . i-ln 

By reversing time  it  is easy to see  that   ^       (T;X)   =  X       (t-T;x) 

^ 7(n) j..        .Tin) /j v   (n) /   ,    (n) ,Tfn)     , 
where   f, satisfies  d^     '/di  =  -1^:     (T)0^     CC       .T)   - 

a(n)^(n)^T)^   ^n) (t)   A x.     Thus one  expects  the product 

integral   B  exp(■X(u)»du(u)-   +   [X0(u)   +  a(x,u)]du)   to he the 
s 
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random wave operator 

f(x) - f Ü{s;x))exp(/^aÜ(T;x) ,T)dT), 

where S('wx) satisfies the backward Stratonovich differential 

equation 

dC = -tOk(C#tJ odek(T) - o0(C,T)dT,   lit]   = x.   (16) 

Thus, using the technique of variation of parameters for pro- 

duct integrals (Dollard and Friedman [9]), we see that the 

solution of (14) with initial condition u(x,0) = f(x) is 

given by 

u(x,t) = f (Us;x))exp(/^aÜ(T;x),T)dT) 

+ /^bÜ(r;x) ,r)exp (/^a (UT ;x) /T)dT)dr. 

(17) 
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§2.  Extension to Higher Order Equations 

In order to extend these ideas to higher order equations 

we need to introduce the fundamental solution p (ztt)   for n 

the equation 8u/3t • (-1) ^^ "-Vn! 3nu/3zn, n even.  This 

function has the scale property p (Z/t) = t~ /np (t~ /nz,l), 

and p (z,l) is given by 

, ,n 
pn(z,l) • f /J cos \z  exp(- ^T)dX. (1) 

Associated with p is a generalized Brownian motion 6, . n (n) 

with transition densities p (x,t) and infinitesimal-genera- 

tor (-1)(n/2)"1/n! 9n/9xn.  This process 6  > has been 

studied by several people ([10], [12], [14], [16]), and is 

not a genuine diffusion since its transition densities 

P«(x,t) are signed.  In fact it does not even arise from a 
n 

signed probability on path space, since such a measure would 

necessarily be of infinite total variation.  Nevertheless 

if we are willing to work in a finitely additive setting 

it can be shown that 9 , , generates an n  order analogue to (n) 

Ito's stochastic calculus.  In particular if 0. ,(t) = r (n) v ' 

(6, .. (t),...,6 , . „(t)) is £-dimensional generalized Brownian 
(n; 1        (n) i 

motion then 
n - i 
2" 

IEexp(<x,6, . {t)>) = expC-^^l  t ZxJ) ;   x e IR^ , t > 0. 
(HI n.        K, i o \ 

This  parallels (1.4)   and we  can  again  ask about  replacing 

x =   (x.,...^.)   with X =   (X,,...^.)   for  vector  fields 

X,   =o.   «V,   l<k<)l.     Can we expect 
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|-1 t 
exp((-l)2       /n!   tzxj)   = n  IEexp(<X/e,   .(du)>) 

K   0 (n) 

(3) 
t 

■ S I exp(<X,de, .(u)>), 
o Kn' 

t 
where n exp(<X,de/ v (u)>) is to be interpreted as a random 

0 ^   ' 
wave operator f(x) h- f(C(t;x)) and C is the solution of the 

generalized Stratonovich differential equation 

dC = Eak(C) 
0de(n)k,   UO) ■ x? (4) 

The use of the name Stratonovich here simply indicates that 

the generator of  ^  is to have the invariant  form 

(_1) (n/2)-l/n!   lxn^      {cf>   [2Qf   g4j   j     The  | again indicates 

_ 
a  time reversal   e(T)   =   6(t)   -  e(t-T),   0   < T   < t.     The  left 

equality  in   (3)   can be  understood without  the need of setting 

up a generalized stochastic calculus.     The  operator T(t)   = 

IE exp (<X, 6 ,   . (t) >)   is  given by 

f (x)  h  f    . f (Ul;x,z))p   (z,t)dz, 
a* n 

where  % satisfies dC/dx  =  Zz.a. (C)»   HO)   =  x  and p   (z,t)   = 

Up   (z. ,t).     Thus the analogue of   (1.13)   holds here, with p 

replaced by p  .     In particular establishment of the first 

part of   (3)   would  lead to the analogous  support property for 

(-l)(n/2)_1/n!   ixj\ 

The right equality in (3) comes in only as a handy cal- 

culational tool for the product integral.  It shows that the 
t 

calculus of these product integrals n exp(<X/d9 . . (u)>) is 
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fell 
essentially an n       order analogue of the Ito calculus.     This 

is that same  "fundamental theorem of calculus" described 

above. 

In order to allow for lower order terms in the generator 

we introduce the generalized Appell polynomials   (see Bell 

II])   ILJ  IR11'1   * IR   defined by 

V^l W  ■ KT TTPT «*<*****>'**-       {5) 
3t 

th Let 9.   .   be a  one-dimensional n       order Brownian motion, 

and set e(
(jj(t)   = /* ^"(n) '   i *  1   - n"1-      (See   [10]>   tMUJ 

Then 

lEexpCZy^^j (t))   = exp((-l)2       t^^,^,»^^). (6) 

This leads us then to expect the following generalization of 

(3).  Let X.. = a.. • V, 1 s j < n-1, 1 < k < £, and 3k   jk        J 

Xrt = ort • V be  smooth vector fields.     Let  9,   x   = 0 0 (n; 

(9.   .,,...,9,   .„)   be  £-dimensional.     Then (n) 1 (n;x 
n - 1 

exp(t(-l)J      ^n(Xlk Xn_lk)   +X0)) 

= I  IEexp(Z  Z Xjke(n)k(du)   + X0du) 

t 4 
=  Bl  exp{Z   Z Xjkd9Jn)k(u)   + X0du), 

and 11 exp(Z  Z X.,d9-;   .. (u)   ♦ Xndu)   is  to be  interpreted as a 
0 j  k     ^        {   ' u 

random wave operator  f(x) \* fU(t;x)),  where  C(T;X)   is the 

solution of the generalized Stratonovich differential equation 
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d£(T) = £ Z OjkU) odeD(n)k
('rJ + a0U)dT,   5(0) = x.   (8) 

D ■ 

Again the use of the name Stratonovich here simply indicates 

that the generator of ^ is to have the invariant form 

j^jWH-l j| (x .,...,X _ . ) + X .  We must explain here, 

though, what is meant by d) (Xn/...,X  ,) for vector fields n l     n-i 

X, ,,..,X    ..     Our convention is that all monomials are i     n-i 
evaluated as symmetric products,  '•or example if 

»(y^yj) = y1y2  and b(y1,y2) = y^ then 

a(X1,X2) = j (X1X2 + X2X1) 

b(X1,X2) = -j (X^* + ^2X1X2  + X2X1)- 

The operator T(A) = JEexpd  Z  X-jfcÖ'Ljfc (A) + XQA) is given by 
3  * 

f(x)   ♦/       f U(A;x,z: A))pn(z,t)dz, 
»* n 

where  ^ satisfies  d^/di =11  z\/L a.. (C)   +  ön(£;)/   UO)   ■ x. j k  JC    jx       u 

Another approach to allow for lower order terms, based 

on the Cameron-Martin formula, is that of Motoo [14] and 

Nishioka [16],  These authors consider what amounts here to 

product integrals 

t -i 
n exp(<X,de(n) (u)> ♦ I J ajk(x)d6(n)k(u) + a0(x)du), 
U j JC 

where X = (X.,...,X.) are vector fields X. =a. -V, Isk^Jl, 

the maps o. : 3R  -»■ IR  are C.   and the maps a., : ^   ■♦ IR » 

1 s j ^ n-1, 1 < k < Jl, and a.: IR111 •♦ IR are C^.  Following 

our earlier steps one can see that this product integral ought 
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r 
to be the random wave operator 

f(x) H- f(C(t;x)) 

(9) 
• exp{/J I I a^Ud.-x)) »de^^d) + CIQ (C(T;X) )dT} 

3 ■ 

where C is the solution of the generalized Stratonovich dif- 

ferential equation (4), and the stochastic integrals in (9) 

are generalized Stratonovich integrals.  This means that 

<.     ^        A.      (A. e)i 
;!ct(T) o de-M-r) = lim S/ in  a(T) —jp-  dr. 

n    i-ln        in 

The operator 

T(A)   =  Eexp(<X/e(n) m> 

(10) 
+  Z  I  ajk(x,e(n)k(A)   +  a0(x)A) 

is given by 

f(x)  K  /       f(C(A;x,  f)) 

•   exp{/A[Z   I  a.-di^x,  f))zj/A (11) 
u  j  k    ■' A      K 

♦  a0U(T;x,   |))]dT}pn(z,A)dz, 

where  (f«M^Sj   satisfies  d^/dx  ■ Iz  ok(^),   5(0)   = x.     The 

analogue to   (7)   is then 
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--1 
exp(t(-l)2 Z*n(Xk +  alk,a2k an_lk)   +  dtf) 

t i 
=  n  IEexp(<X,e(n) (du)>  +  Z  I  "jke(n)k(du)   +  a0du)      (12) 

U j    K 

t 
=  En exp(<X/de(nj (u)>  +   l  ZaikdQ:\n)k(u)   +  a0du) , 

U J K ^ 

where a., represents the operator which multiplies a function 

by a.k(x).  The rule here for evaluating 4) (X + a, ,a2,. .. ,a ,) , 

where X is a vector field and ot. : IR  ->■ IR are smooth func- 

tions, is exactly as above in (7): the monomials in 4) are 

evaluated symmetrically.  This representation (12) is 

analogous to what Simon [19, §15] calls the Feynman-Kac-Ito 

formula. 

Actually the form of (9) appearing in Motoo [14] and 

Nishioka [16] is the non-symmetric form, involving generalized 

Ito rather than Stratonovich integrals.  If one replaces the 

Stratonovich integrals in (9) with their Ito counterparts, 

then the operator T(A), representing the short time average, 

would have to be given by 

f (x) H1 / ^f U(A;x, |n 
* (13) 

. expU t   a.k(x)zjj + a0(x) A}pn(z,A)dz, 
j k  3 

rather than (11).  The counterpart to the left equality of 

(12) is 

exp(t(-l)2   Z(Dn(Xk + a^a^ an_lk) + a0)) 

t    
K (14) 

■ n T(du) 
0 

175 



but now 4 (X + a, ,a-,... ,01  ,) has to be evaluated in its non- n     i  *     n-i 

Symmetrie form, where all monomials involving X are evaluated 

by applying X first (i.e., on the right).  In this case the 

coefficients a.,   need not be smooth, since none of their 

derivatives arise in the generator.  The different genera- 

tors corresponding to (11) and (13) reflect the difference 

in the stochastic calculus stemming from the Stratonovich 

and Ito integrals, respectively.  For the special case 

C(t;x) = x + e(n)
(tJ in (9) (i-e-/ ak = 1' 1 ^ k s £), which 

is the case studied by Motoo and Nishioka, the conversion is 

simply based on 

/* a(x+e(T) odej(T) 

(15) 

■ ^L ^-nrnna(k,<x+e^nde:i+km 
iC~ u 

for 6 one-dimensional.  The advantage of the symmetric form 

(11) over the non-symmetric form (13) is that the former 

arises as a wave operator (namely (10)), whereas the latter 

does not.  In general wave operators obtained through 

stochastic product integrals involve symmetric, or 

Stratonovich, stochastic integrals and stochastic differen- 

tial equations, and correspondingly the generators take 

a symmetric form. 

To prove the left equality of (12) we use a special 

case of the version of Chernoff's product formula appearing 

in Pierre and Rihani [18]. 
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Theorem I; Let A be the generator of a linear contraction 

C0 semi-group> and let {T{t): t > 0} be a family of linear 

contractions satisfying 

lim —(t[f"f = Af,   f e D(A). (16) 
t+0 

Then the strong product integral n T(du) exists and equals 
0 

exp(tA). 

We can extend this Theorem so as to allow A to be the 

generator of certain non-contractive C0 semi-groups.  The 

operators T{t) can be bounded linear operators satisfying 

(16), provided there exists a constant w > 0 such that 

T(t) ut ^ e , t > 0. (17) 

One simply replaces T(t) with e ^ T(t) and A with A-w, and 

then Theorem I applies. 
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Characteristic Functions of a Class of Probability Distributions 

Siegfried H. Lehnigk, Huntsville. Alabama 
Research Directorate 

Research, Development, and Engineering Center 
U. 5. Army Missile Command 

Redstone Arsenal. Alabama 3 J393-5248 

Summary.   The characteristic function of a class of continuous one-sided 
probability distributions is being considered. The distribution class 
contains three independent parameters; one 3f them represents scale, the 
other two determine initial and terminal shape of the associated 
probability density function. The analytical properties of U;e 
characteristic function depend heavily on the terminal shape parameter X 
which may vary in the interval (- «. 1).   If 0 < X < 1. the characteristic 
function is many-valued with branch points at zero and infinity,  its 
principal branch is holomorphic and bounded upon analytic continuation 
(into the complex plane cut along the nonnegative real axis) from the 
primary element which is holomorphic in the open left-hand plane. 
If X = 0, the primary element of the characteristic function is 
holomorphic in the half-plane left of the vertical line through the point 
(b   , 0). b being the scale parameter. Upon continuation it becomes 
either a rational function (if the initial shape parameter is a nonpositive 
integer) with a pole at the point (b'^.O) or a many-valued function with 
branch points at (b'^.O) and infinity whose principal branch is 
holomorphic in the plane cut along the real axis from b'1 to infinity.  If 
X < 0. the characteristic function is an entire function of order greater 
than unity.   It has no real zeros but an infinity of conjugate complex 
pairs of zeros even if the order is an even integer. 

(To appear in Complex Variable: Theory and Application) 
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roluon and Utrme Value Limit nworans for Mtrkov R-ndoo Fltlda' 

Slaeon M. Bennan 
Courant Instltutt of Mathematical Sciences 

New York University 
251 Mercer Street 

New York. NY    10üU 

ABSOtACT 
Let t* be the integer lattice la RB, and let Zt. t «XB

t 

tt • MnrkoT rnadaa field. Let ^ be • rectangular boi in 2* 
«itb comer polnte baTlng coordinates of the fon ♦ n. De- 
fine MJJ ■ aazC^t ttl^). The «ztrene ralue limit proble» is 
as follsws: Viad conditions under which there exist a nonde- 
generate distribution function 0(s) and real sequences (aB) and 
(bn), with aB>0, such that ths conditional probabUlty 

p(*h"1<Vbn) * x I 0lTen V ■ € boundarT of 1^ 

converges, for n ♦ oo, to 0(z) at all points of continuity, and 
for all possible values of Za on ths boundary. 

Hsrs the eztreae value Halt probloa is solved for a gene- 
ral class of Markov randoa fields. Ths conditions on ths 
field are stated in tens of the sjstta of near eat neighbor 
conditional distributions. These distributions are assuasd to 
be invariant under translations in Z* (hoaogeneity). Dobrusin's 
condition for regularity and aizing is also assuaed to hold, 
so that there exists a unique stationary aeasure P. 

In addition to these general conditions,the following acre 
special conditions are also assuaed: 

1. lor fixed t, the narginal distribution of It under the 
stationary aeasure belongs to the doaain of attraction of an 
extreae value Halting distribution function G(x) with nor- 
aaliging sequences (an) and (bn). This is equivalent to 

2. Por all possible values of Ia for points s which are 
neighbors of 0, 

PU0 > u I ZS. S a neighbor of 0) - o(P(X0>u)), for u •» oo . 

This papsr has been accepted for publication in Advances 
in Applied probability. 

^Ttila paper represents results obtained at the Courant Institute of 
Mathematical Sciences, New York University, under the sponsorship of 
the U.S. Army Research Office, Grant nunber DAAG-29-85-K-01»l6. 
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A BOUND ON THE VARIATION BETWEEN TWO PROBABILITY MEASURES 

IN TERMS OF THE INTENSITIES OF ^ DISCRETE POINT PROCESS 

RELATIVE TO THESE PROBABILITIES. 

G. R. Andersen 

U.S. Army Ballistic Research Laboratory (DRL) 

1. Introduction: In an application of discrete parameter point processes to a 
communication network problem at the BRL there was a need to measure the 
robustness of a point process intensity That is, we wanted to know if small changes in 
the intensity of a point process implied small changes in the distribution of the point 
process. H. Rost proved such a result for continuous parameter point processes having 
absolutely continuous compensators, in the 1984 University of Strasbourg Seminar in 
Probability. If Rost had considered the case where the compensator was absolutely 
continuous with respect to an increasing process (instead of just Lebesgue measure), it 
would have been directly applicable to the discrete point process model. Rather than 
extend his result in this direction here, it was decided to see what would be required to 
prove an analogous result totally within the framework of discrete point processes. 
These processes are sequences of Bernoulli random variables (with no distributional 
assumptions or assumptions concerning independence) and so are of fundamental 
importance to probability theory. 

To derive a discrete parameter analogue of Rost's result, we will require a sequence of 
four Lemmas. These Lemmas are known from the general theory (Jacod [1079], Itmi 
[1980], Bremaud [1081]) where they are proved in the case of continuous parameter 
marked point processes. Bremaud also treats in detail the case where the point process 
has an absolutely continuous compensator. The latter case does not apply to discrete 
point processes, but the form of the statements and the essential mechanics of the 
proofs for the discrete case can be inferred from Bremaud's presentation. The 
relationship of discrete point processes to the general marked point process of Jacod 
[1975] is given in Andersen [1986, Chapter 4]. The mathematical setting considered by 
Jacod is general enough to allow one to obtain the correct statements of the Lemmas for 
a discrete point process by the simple device of embedding such a process (and 
filtration) in a continuous parameter process (and filtration) which is constant between 
integer times. 

In the case of discrete point processes, however, it is extremely easy and informative to 
derive these Lemmas directly from first principles and this is what we will do. The 
discrete analogue of Rost's Theorem simply does not follow from his result and so it is 
derived in Section 5. For a discussion on discrete point processes and their use in 
approximating continuous parameter point processes one can refer to Brown [1983]. 

Readers not already familiar with the relatively new martingale techniques might find 
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that the discrete form of stochastic calculus provides easy access to this area. These 
techniques have wide applicability to engineering, physics and statistics; for a small 
sample of applications to queuing, control, statistics, reliability and design of 
experiments see Bremaud [1981J, Jacobsen [1082], Gill [1980] 

2. Notation and Preliminaries: Let Z+ be the set of non-negative integers. (Q, F^, 
(Fn), P) is called a filtered probability space if F^ is a «r-algebra of subsets of n and 
P is a probability measure on F^ with Fn a sub «r-algebra of F^, for each ncZ+ and the 
sequence n-+Fn is increasing (Fn is contained in Fn+j, for all nfZ+). X = (Xn, n«Z+)is 
said to be a stochastic process if each Xn is a random variable on (Q, F^). Let 
AXk:=Xk-Xk,1 and define the process X_ by setting (X )n := X,,,, with X_,:=0 for all 
neZ+. As always, the conditional expectation of a P-integrable random variable Z given 
the tr-algebra F^ is written E(Z | Fk). In what follows, a constantly (and silently) used 
property of conditional expectation is that if g is a bounded F^measurable process, then 
E(gZ | Fk) = gE(Z | l'\), a.s.P; the abbreviation "a.s.P" means "almost surely relative 
to the probability P". Its use with the last equation indicates that (he random variables 
defined on either side of this equation are only equal on an event whose probability is 
one. 

Let X = (XJ and V = (VJ be processes on (tyFpJ. Then the transform of X by V, 
demoted V.X = ( (V.X)n ), is the process defined by setting 

( V.X )n(w) :=   V Vk(w) AXk(w) , 

for all w in Q. If X is a square integrable processes relative to P, then the variance 
process of X is denoted by <X,X> and is defined by 

<X,X>n  :=   £ E( (AXk 

k-0 
ki ), 

a.s.P. 

X = (XJ is said to be adapted to the filtration F=(Fn) iff Xn is Fn - measurable for 
each n, while V = (VJ is said to be previsible relative to the filtration F iff Vn is 
Fn_i-adapted.  If X is F-adapted, then X_ is F-previsible. 

If M is a discrete parameter process on the filtered probability space (tyF^F^P), then 
M = (Mn, FJ is an (F,P)-martingaIe iff 

(1)    M is adapted to F, 

(ii)   M has finite expectation 

(iii) E( Mn | i^, ) m M^ (a.s.P) 

for all mZ+ 
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2.0.1.   Remark.   The following cxamplos are immediaio corisequciic«^ of tlie dclinitions. 
(1°) If M is an (F,P)-martingalp and V is F-previsihle.  Then V.M is an (l^l'l-martingale, 
if V.M is P-integrable. 

(2°)  If M is a square-integrable martingale, then M2    <M)M> is a martingale. 

(3°) If X, V and V.X are square integrable processes, and V is previsible, then 
<V.X,V.X>n = V2.<X,X>n, a.s.P. and E((V.X)2) = l':(V2.<X,X>), if X is a mar- 
tingale. 

Additional notation used includes writing the "indicator function" of a set A as lA. 

3. Discrete Point Processes on a Measure Space; Let (n,l'\X)) be a measurable 
space. Suppose that (Tn,n(Z+) is a strictly increasing sequence of Z+:=Z+ll{oc} 
valued random variables relative to (tyF^). The statement that the sequence is 
"strictly increasing" means that for all nfZ+, 

Tn < Tn+1    on    [Tn < oo] := (wcOtT» < oo}. 

Thus defined, the sequence (Tn.nfZ+) is called a discrete point process (Dpp). 

Given a discrete point process (Tn,nfZ+), it is customary to introduce the process, 
N = (Nt,t > 0). corresponding to (TJ by setting 

IV- Eip^ti (i) 
m>l 

for t > 0. Nt(w) counts the number of times that members of the sequence 
(Tm(w), m>l) fall in the interval (0,t]. 

In the case treated here the "times" Tn take their values in Z+; they are "integer- 
valued".  It follows then that 

'tl 
N. -   E ln.s.l (2) 

m-1 

(This is because, while finite, the Tm are strictly increasing and integer-valued functions, 
so at most [t) of them can occur before time t.) Note that [t] represents the greatest 
integer less than or equal to t. There should be no confusion between this use of brack- 
ets and their use in specifying sets, as in [Tm<t|:={w:Tm(w)<t}. 

For each kfZ+, set 
k 

XkH :=  E Inv-klH, (3) 
m-l 

and X0(w) = 0, for all wtfi.  Then it is easy to see that 

Xki     t   >   0. (4) 
k-0 k-( 

(Just insert the right side of (3) for Xk in (4) and interchange order of summation.) It is 
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n>l and X0 = 0 on Q. Then the process X is said to be the (F,P)-intensity of the 
underlying (F,P) discrete point process. 

When there is no ambiguity about which filtration or probability measure is being used 
we will sometimes drop one or both of the qualifiers F, P and just refer to the "inten- 
sity". On the other hand, when we must keep in mind that these processes depend on F 
and P we will write, for example, X = (Xn,Fn,P) or just X = (Xn,Fn). It will be under- 
stood that the index n is in Z+.  The following properties are immediate: 

(a) X  =  (Xn,Fn,P) is F-previsible and 0  <   Xn  <   1 a.s.P. 

n 
(b) N  =  (Nn,Fn,P) is F-adaptcd with compensator An  =   J] Xk.  That is, 

1E^ 

sufficient for our purposes then to consider the counting process in (4) as just the sto- 
chastic sequence N  =  (Nn,nfZ+). 

Starting with the discrete point process (Tn) we have defined the sequence (Xn,mZ+) of 
Bernoulli 0,1-vah/ed random variables on (tyF^). Each of the processes N = (Nn) and 
X = (XJ are equivalent representations of the discrete point process (Tn). For exam- 
ple, if we are given a Bernoulli sequence X = (Xn,n(Z+) relative to (Ö.FQJ we can 
define the sequence (Tn) by setting T0 := 0 and 

Tm  =  inf{kfZ+: k> Tm „ Xk = l} (G) 

for m > 1, when { ■ ■ ■ } ^ </> and equal to oo otherwise. The sequence N = (Nn) is 
defined by 

ANn  =  IV-IV,   =  Xn (7) 

N ,   =0, for mZ., so that 

Nn =  E^k- (8) 
o 

4. Discrete Processes on a Filtered Probability Space: We begin with the filtered 
probability space (n.F^FJjP), a P-complete filtration (F0 contains all P-null sets) and 

Fc   -   ^(UFn)- 
n>0 

Under this set-up an F-adapted {O,l}-Bernoulli process on (H.F^) with X0 = 0 on f] is 
said to be an (F,P)-discrete point process (Dpp). 

The process N defined as in (8) is then an F-adapted process also and the sequence 
(Tn,nfZ+) defined by (6) is a sequence of F-stopping times. For the reasons noted earlier 
all three sequences are called  (F,P)- discrete point processes. 

For each neZ+, define the stochastic sequence X  =  (Xn,nfZ+) by 

\n: = E(X„ | ?„_,), (0) 



mn = N-An (10) 

is an (F,P)-martingale. 

4.0.1. Remark: As noted in the introduction, the following four Lemmas are known 
from the general theory (Jacod (1979], Bremaud [1981]) where they are proved in the 
case of continuous parameter marked point processes They are proved here totally 
within the framework of discrete point processes for the purpose of exposition and in the 
belief that Bornoulli variates are at the heart of most things probabilistic. 

4.1.   Lemma: 
Suppose thai N = (Nn Fn) is a Dpp with F-intensity X = (Xn,Fn) Ijet /i = (/tipFk) be a 
strictly positive F-previsible process and V,k:=: 1 + ^k(/(k ~ !)• Then Vk > 0 for all 
kfZ+ and 

k-o Pk 

forneZ+ defines a positive F-martingale, L  = (Ln,Fn,P). 

(II) 

4.1.1.   Remark:  L«  =   1 on Q. 

4.1.2. Remark: That V'k is positive for all k follows from (a) by treating the three cases 
Xk = 0, Xk = 1, and 0 < Xk < 1. To show that L = (Ln,Fn) is a martingale 
just realize that, since the X's take values in {0,1}, 

X. 
/'kk = /'kXk + (l -xk). 

Then, by the F-previsibility of /i and the definition of X 

Etoil F,,.,) =  l + XJ^- 1) 

Since V'k 's F-previsible, it follows from (12) that 

Hence for n>l, since Ln  =  Ln_i—— and Ln_i is Fn_i -measurable. 

Vv (12) 

0. 

Vn 
E(Ln | F^,) =  Ln..^^- | F,,,,)  =  1^,. 

That is, L is an F-martingale and L is clearly positive. 

4.1.3.     Remark:     Notice   that   since   L   is   a   martingale   and    L0  =  I   on   Ü, 
ELn =  ELQ =  1 for all n>0. 
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4.3.1.   Remark:   From (17), notice that 0<ak = //^/(l    X^ + /i^k) <1. a.s.P, as it 
should. 
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4.1.4. Remark: It is sometimes useful to write /ik '' = 1 + (//k-l)Xk in the definition of 
Ln. This is about all that is needed to prove the following discrete analogue of a result 
due to C. Doleans-Dade. 

4.2.  Lemma: (p, V'. and X as in Lemma 4.1. ) 
Set 

Kk = (/*k-l)Mc. (13) 

If 
xk 

n   /^k 

then 

Ln  =  1 +(gL..m)n (15) 

and conversely. 

4.2.1. Remark:  Just observe that from (13) and (14) with n>l, 

Ln Ln-i = Ln.,(l+(A/n - l)Xn - V'n)/0n = Ln ^„Anv 

where m is defined in (b) as m=N    A, so that Amn = Xn    \n.  Summing both sides of 
the first equation gives 

n 
Ln    L0  =   X]Lk iKk^mk =  (L g.m)n, 

k = l 

since Amg = XQ - X0 = 0.   Because LQ = I we have (15). The converse follows by rev- 
ersing the argument. 

4.2.2. Remark:   We continue  with  X = (Xn,Fn,P)  as  the (F,P)-intensity of a Dpp 
X m (Xn)Fn,P). 

4.3.  Lemma: _ 
Let L, /i and ip be defined as in Lemma 41-  Define a probability measure P on (tyF^) 
by setting 

P(A) = /Lv(w)P(dw)) (16) I 
A 

for all AcF^.   Then X = (Xn,Fn,P) is a Dpp with (F,P)-intensity a, where 
ak =  VkM, as-P. (17) 

k=l,2,-,v. 



•1.3.2. Kcniark: Following Lemma 4.1, we noticed that the positive martingale of that 
Lemma had the property that E(Ln) = 1. It follows that the measure P defined above 
is a probability measure. If we let EQY denote the expectation of Y relative to the pro- 
bability measure Q, then Bucy's Lemma (Bremaud [1981, pl71]) allows us to write 

EplXJF^Ep^ !?„_,) = Ep(LnXn | Fn ,). 

Hence, writing E for Ep, 

an = Ep(Xn | ?„_,) =  Vn'E^*" 1 ?„_,), 

since 

E(Ln|Fnl) = L^EI/i^lF,,,), 

WÄ|Fnl)  -  k-iKl^ I Fn ,) =  LnlV'n, 

and Ln j   >   0.   The conclusion of the Lemma then follows by recalling that // is F- 

prcvisible and noting that /in 
nXn   =  /inXn, (Xn takes only the values 0 and I). 

4.3.3. Remark: It follows immediately that Q = 1 iff X = 1 and a = 0 iff X =0, 
which is useful in attempting to solve (17) for /i in Section 5. 

4.3.4. Remark: In the last Lemma we used the positive martingale L to define a proba- 
bility measure P which was absolutely continuous relative to P. In the next Lemma we 
give a "converse" of that result. For this purpose we take F^ = Fk

N: = ^(Nj, • • • ,1^), 
where N is a Dpp with (FN,P) intensity X. 

4.4.   Lemma: 
Let P and P be a probability measures on (n.F^), F^, = fflllF^), and suppose that P is 

k 
absolutely continuous with respect to I\ 

P   «   P. 

Let Pn anrf Pn be the restrictions ofV andP, respectively, to Fn
N, and define 

K   =   ÜT, (IS) 

the Radon-Nikodym derivative o/P relative to P. Then there exists a positive, F^ prev- 
isible process (//k) such that 

n A*k 
K = n^. m 

where, as before, i\ =  1 + Xk(^k-1), and so N is an (FN,P) Dpp with (FN,P) intensity 

«k =  \VJA, (20) 

for all k(Z+. 
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4.4.1. Remark: The general idea of the proof of this Lemma is to note that L, as 
defined in (18), is an (KN

)P) - martingale relative to the filtration generated by the 
discrete point process. This fact can be used to write L in the form of equation (15) in 
such a way that g in this equation is previsible. Lemma 4,2, with n defined through (13) 
and g, then applies and L ha* the required product representation (19). The form of the 
new point process intensity then follows from Lemma 4.3. 

5. Host's Theorem for Discrete Point Processes: Let F be the filtration used in 
the last Lemma, Fn

N = ^(Njpk^n). 

Let P and P satisfy the assumptions of Lemma 4.4 and define L = (Ln,Fn
N,P) as in 

equation (18). Then this Lemma together with Lemma 12 says that L satisfies the fol- 
lowing transform ("iiitegral") equation 

K m i+(L.a, (2i) 
where ^n = (gm)n is nn (Fn

N,P) martingale by 1° of Section 2, since m — N A as 
defined in equation (10) is such a martingale and g given by (I.'J) is FN previsible. 

The variation of the two probability measures P and P is connected to the process L 
through 

PV(A)    PV(A) = /(l-Lv)dP, 
A 

(22) 

N for all AfFv , where v is some fixed positive integer.  Since Pv and Pv are the restrictions 
of P to FV

N and FV
N C F^ we can drop the subscripts on the left side of (22). 

Roussas [1972] shows that the total variation, Varv(P,P) := Var(Pv,Pv), between Pv 

and Pv (or between P and P on FV
N) defined by 

Varv(P,P)  ■-  sup{ | P(A)    P(A) | : AfFv
N } 

satisfies 

Varv(P,P)  =  Eft]     LJl,,^,,), (2.3) 

where the expectation on the right is with respect to the probability P. 

Now we follow along the lines of Post's proof to obtain a bound on Varv(P,P). The 
form of his bound is of course different from the one that will be obtained here since his 
compensator is absolutely continuous relative to Lebesgue measure. 

To obtain a bound on the left member of equation (23), we will decompose the right 
member into two parts in such a way that one part is small and the other is small only 
when the (FN,P)-intensity a and the (FN,P)-intensity X are, in some sense, close. 

Since L0 = 1 and Lv>0 on Ü, we decompose the event [LV<1| into the union of two 
disjoint events: [1 - t<Lv<lJ and [0<LV<1 - i]. On the first event, 1 - Lv is between 
0 and f and on the second it is between e and 1.  It follows from (23) that 

Varv(P,P)   <   e + P(€<l    LV<1). (24) 
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Let 

S m  mf{luZ+ : k<v and  | I    Lk | > f }, {f&\ 

if { • •• } 5^ 0 and equal v otherwise. Then 

P(£<1-LV<1)  <  P( maxk<v | 1 - Lk | > e) < P(e <  | 1 - Ls | ) 

<   -LE((1 - Ls)2)  m   ±E((L.Oi), (26) 

the last equality being due to (21).  Using (3°) of Section 2, we have 

E((L_.Os2) - E(L_2.<e,e>s). (27) 
where 

A<^>k = A<g.m,g.m>k =  gk
2A<m)ni>k  = gk

2Xk(l - Xk). (28) 

In order to obtain the last equality from A<m,m>k refer to Section 2.  Then 

E((Xk - Xk)2 | Fk ,) = E(Xk
2 | Pn) -2XkE(Xk | F,,,) + Xk

2 

=Xk(l    Xk), 

since Xk
2  =  Xk.   From equations (25) through (28), wc find that 

P((<i-Lv<i) < \^hlx^y^-\) 
f2    i 

(29) <   (li-L)EVgk
2Xk(l-Xk)) 

where we have used the definition of the stopping time S which provides Lk_i(w)<l-f£, 
for k going from 1 to S(w). Using Remark 4.3.3. and equations (13) and (17), one can 
show that 

2 0 , on (Xk = 0 or Xk = 1] 

gkXk(l    Xk)=     K    xk)2/Xk(l-Xk)   ,onlO<Xk<l] W 

Therefore, since P(S < v) = 1 and the quantities in (30) are non-negative, v e can 
replace S in the expectation on the right of (29) by v to obtain 

5.1. JTheorem: 
Ltt P and P 6e probability measures on the measure space (tyF^) with P«P. Let i be 
any real number such that 0<€<1. //N is a discrete point process with an Y -intensity 
ot relative to P and an T**-intensity X relative to P, then 

( \2   v 
VaMP.P)  <   c + (i±l j E£gk

2Xk(l - Xk), (31) 

where the summands on the right satisfy (SO). 
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5.1.1. Remark:  Recall that the expectation, 

Cv  :=  EEKk
2Xk(l-Xk), 

1 

on the right of (31) does not depend on i and that there are no constraints on t other 
than it is in the open interval (0,1). So, if the non-negative quantity Cv is less than 1, 
we can choose f.  =  C,,1'3. Then 

f + (-^)cv  = C^-KH-C,1/3)2^»/3  <  5C,1/3. (32) 

Therefore, (31) and (32) yield the following 

5.2.  Theorem: 
f Wer the assumptions of Theorem 5.1, 

Varv(P,P)   <   SC;/3. (33) 

5.2.l._ Remark: Notice that since (23) holds and Lv > 0, a.s.P, we always havo 
Varv(P,P) < I.    Hence, (33) is trivial when Cv is not less than I. 

5.2.2. Remark:   Only the form of Cv differs from Rost's result. 

5.2.3. Remark: The bound in (31) or (33) differs considerably from the usual Lpbound 
discussed in Kabanov, Liptser and Shiryaev [1083] and Serfling [1078], Lemma 6.1. 

5.2.4. Remark: The following example is due to Rost. It illustrates the use of (31) or 
(33).        Suppose     that     ak = o^y),     l<k<v,     Xlt = X,     a     constant,     and 
|ak-X|   =  O(v^) where 1>«>.5.  Then 

O^EEgk^kU - M   <   C(l/v2*,)-0, 

as r-*O0 and so Varv(P,P)->0. 

By contrast, under those assumptions an Lj-bound on the total variation would be 
unbounded. This doesn't mean that either type of bound is better or worse than the 
other, just different. 
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ABSTRACT. We survey some estimation problems in the area of life 
history analysis. The problems we describe involve estimating an arbitrary 
life-distribution and the transition probabilities of a Markov chain.  In our 
discussion we emphasize the role of the observation scheme, for example 
survival testing versus renewal testing, and the role of the product-limit 
estimator.  In this connection we demonstrate the need for the family "of 
Poisson type counting processes in developing a unified methodology for'> 
solving these problems. 

1.  INTRODUCTION. Many areas of science such as demography, medicine, 
industrial reliability and epidemiology give rise to phenomena involving life 
histories whose description characterize a family of stochastic processes. 
Our interest lies, in particular, in problems where individual life histories 
are viewed as realizations of a stochastic process moving among states in a 
discrete state space (pure jump processes). For such processes the states 
denote the status of an individual (insurance policy, technical component, 
etc.) and transitions between states denote events of interest. 

To fix ideas consider a problem in epidemiology where one studies the 
relationship between a particular exposure and the incidence of any disease 
that may develop.  For example, healthy individuals may be initially 
classified with regard to cigarette exposure and followed forward in time to 
determine which of heart disease or lung cancer develops. Thus "health," 
"heart disease" and "lung cancer" are three states in an individual's life 
history and an event occurs when the individual moves from a healthy state to 
one of the diseased states. This is the subject of cohort analysis where the 
object of interest is the effect of exposure on rate of disease incidence 
(see Breslow (1985)). 

The example above highlights a salient feature of problems in the area 
of life history analysis. That is, individual life histories are influenced 
by the presence of auxiliary processes, such as cigarette exposure, which are 
seen to effect the rate at which events occur.  A similar motivation lies 

Key words: Life-testing, Markov chains, censoring, product-limit estimator, 
martingale, Poisson type counting process. 
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behind some random shock and wear models of system reliability where, in 
addition to system age, the hazard rate of time to failure depends on 
environmental stresses. In recent years statistical analysis for such 
dynamical phenomena have relied on counting processes and their 
compensators. A germinal paper in this regard is Aalen (1978) who first 
introduced the multiplicative intensity model to various life history 
problems such as survival analysis. Since then a great deal of activity in 
this area has taken place and an excellent exposition of the role of counting 
processes in life history analysis is to be found in Andersen and Borgan 
(1985). 

Counting process models based on intensities generalize the Poisson 
process as a model for random events in time. These models assume the 
natural time parameter to be continuous. However, some phenomena such as 
consumer loan repayment behavior naturally occur in discrete-time. Moreover, 
longitudinal data sets in sociology often arise from panel designs which 
generate observed stochastic processes with discrete-time parameter.  In our 
work we have found it useful to consider a family of counting processes 
which, in the terminology of Liptser and Shiryaev (1978), we call Poisson 
type counting processes. These counting processes are characterized in 
sections by their compensators whose pathwise Radon-Nikodym derivative 
relative to a fixed Borel measure is an observable predictable process. The 
model generalizes the multiplicative intensity and allows for a unified 
treatment of mixed discrete and continuous-time problems. We describe 
several examples including survival analysis with arbitrary distribution 
measure and Markov chains.  In statistical applications each example gives 
rise to an estimation problem which we reduce to that of estimating the Borel 
measure mentioned above. In sections 3 and 4 we survey some recent results 
in this area which rely on the martingale dynamics over point processes as 
discussed, for example, by Liptser and Shiryaev (1978), Jacod (1975) and Boel 
et al. (1975). 

2. POISSON TYPE COUNTING PROCESSES.  We define the family of Poisson 
type counting processes and give a number of worked examples. Let (ß,3,P) 
denote a probability space and F ■ l^^.t Z 0$    a given family of sub-o- 

algebras of 3    where F is nondecreasing. right-continuous and complete 
relative to P.  All of the standard terminology used below, such as adapted, 
predictahic and compensator, are defined in, for example, Metevier (1982), 
and Liptsc: and Shiryaev (1978). 

Let N = |N.,7 ,t ^ 0^ denote a counting process defined on (fi,3,P) 

so that the sample paths of N are right continuous step functions with 
jumps of size +1, N0 = 0 and N.  is a 3.-measurable random variable.  Let 

B denote a fixed Borel measure over the Borel sets in R = [0,») and let 

Y = |Y. ,3 ,t ;> 0^ denote a nonnegative predictable process. 

Definition 2.1.  If N has compensator A = jAt,^,t ^ 0| relative to F 

given by 

At -  J  YaB*ds*. 
(O.tJ 
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then we say    N    is a Poisson type counting process.1 

By definition the process    M = JN.   - A. ,3. ,t ;> 0^     is a local square 

integrable martingale and,  in the terminology of Jacod (1975). the kernel 
A$dtl    ia the dual predictable projection to    N    and is unique to within 
stochastic equivalence.    If   Y.   = X > 0    is constant for all    t ^ 0    and   B 

denotes Lebesgue measure,  then    A.   = Xt    and    N    is a simple Poisson point 

process.    More generally,   if    B    is absolutely continuous relative to 
Lebesque measure    \Lt    then definition 2.1 gives rise to the multiplicative 
intensity model where the intensity is given by    YdB/d[i. 

In life history analysis problems involving an event of a single type 
N.     denotes the number of occurrences of this event over    (0,t]    and   A. 

denotes the cumulative conditional rate of event occurrence over    (0,t].    The 
actual composition of the conditional rate depends explicitly on the 
underlying filtration   F,    often called a history,  so that specification of 
the relative richness of    F    is important.    In applications    Y   plays the 
role of auxiliary process which may be some measure of environmental exposure 
or censoring.    For example,  in epidemiology    Y    might denote a measure of 
cigarette exposure. 

Consider the following examples of Poisson type counting processes. 

Example 2.1.    Survival analysis with censored data.    For each    n ;> 1 
let    X.    and    U.,     i = l,...,n    denote    2n    independent positive random 

variables defined on a probability space    (n,7,P)    with   X.    or    U.    almost 

surely finite for each    i.    X.    has distribution measure    G    and   U.    has 
i ^i 

distribution measure H. The observable random variables X. and &.  are 

given by X. = min(X.,U.) and &. = 1(X. ^ U.). where 1(A) is the 

indicator function of event A.  In applications X. denotes the swrvival 

time and U. denotes a censoring time so that this is a model for random 

right censorship. 
A history F = 53t.t ;> 0^ will have to record the progress in the 

lifetimes of the individuals or components under test.  In this case the 
natural history is given by 

3t = 30 V a"^i ^ S'V^i ^ t)' s ^ t'i = • n) 

where    7_    contains the P-null sets of    3    and their subsets. 

In the counting process formulation of this model for each    i = 1 n 
we define   N(i) = |l<f. <, t,6.  = 1), t ^ 0|    and    Y(i) = \l(%.. ä t,t ^ 0)1 

and let    B    denote the Borel measure generated by the function 
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B(t) =  J 
(O.t] 

(1-G(8-)) 1Gjds| , t ^ 0 

where G(8-) = lim  G(s). Clearly the process N(i) is a counting process 

equal to zero until the ith survival time elapses and has not been censored 
while Y(i) is called a risk process and is equal to one as long as the ith 
unit remains alive or at risk to failure. 

According to theorem 3.1.1, Gill (1980) N(i) has compensator 
A(i) = ^A.(i),t ^ 0^ relative to F given by 

At(i) = J 1(X. ^ s)BjdsJ. 

Since   Y(i)    is a left-continuous process it  is predictable (see for example 
Bremaud (1981))  so that    A(i)    satisfies definition 2.1 and   N(i)    is a 
Poisson type counting process.    To prove that    A(i)    is the compensator to 
N(i)    one can verify the martingale property directly using properties of 
conditional distributionf  I 

In the example above the function   B(t),  t ^ 0   may be interpreted as 
the cumulative age-specific mortality rate for an average or baseline 
individual.    If the sampling population is homogeneous with respect to 
mortality, this is a reasonable model of failure rate.    On the other hand, 
for heterogeneous sampling populations it  is preferable to model failure rate 
as a function of an auxiliary random variable. 

Example 2.2.    Failure rate as a function of a random variable.    Let 
(fi,3,P)    denote a probability space on which two positive random variables 
X    and   Z    are defined.    The random variable    X   models survival time 
whereas   Z    denotes a measure of a characteristic of the unit of observation 
from a heterogeneous population or some environmental exposure.    The effect 
o''    Z    on failure rate  is modeled as follows.    Let    G(';Z)    denote the 
c:!r Jitional distribution of   X   given   Z   so that 

G(t;Z) = P(X ^ t|Z) = 1 - exp|-ZB(t)?    ,    t ^ 0 

where B is a continuous function and denotes the cumulative age-specif?c 
mortality rate for a baseline individual (i.e. Z = 1).  If B admits a 
density h relative to Lebesgue measure, then given the event JX ^ t^ and 
Z the conditional failure rate at time t is given by 

h(t:Z) = G'^ZVO - G(t;Z)) = Zh(t)  ,  t ;> 0. 

The reader will recognize the conditional rate above as the landmark 
proportional hazards model introduced to incorporate heterogeneity in life- 
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testing problems by Cox (1972). The function h is the baseline hazard and 
Z is called a covariate. 

Let N ■ |1(X ^ t),t ^ 0| denote the survival tine counting process 
and F = J^t.t 2 Ol    be the history defined by 

3t = a(Z) v a(X ^ s.s ^ t). 

Then according to the model above    N   has compensator    A = JA. ,t ^ 0£ 
relative to   F    given by 

At =  [ Z1(X 2 s^dsl 
0 

We identify Y = Z1(X ^ s) in 2.1 and obtain that N is a Poisson type 
9 

counting process. 
Let G denote the unconditional distribution measure of the random 

variable X so that 

?j(t) = P(X ^ t) = 1 - exp^-S(t)J  , t ^ 0 

where B is some nonnegative continuous function which uniquely determines 
G. We exploit the martingale approach to survival analysis to determine G 
by using the innovation theorem (see for example Aalen (1978)) to determine 
B„ by a„change of history. The problem may be reformulated as follows. Let 
F = J^T.t ^ 0\    denote the internal history to N given by 

^ = a(X ^ s.s ^ t). 

Note that for each t ^ 9 77 C ?.  and consider the problem of determining 

the compensator Ä = JÄ. ,t ^ Ol    to N relative the F . By theorem 18.3, 

Liptser and Shiryaev (1978) the compensator Ä is given by 

t 

[ z(s)l(X Ät = | 2(s)l(X * s)Bjd8j 

where z(s) = E(Z|X > s) so that 5 is given by JzdB^ We identify 
Y ■ 1(X ^ s) and B with B in 2.1 to obtain that A is of the Poisson 
s 
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type. Note that the chance of history from P to F  leaves N in the 
family of Poisson type counting processes, this is a general result. 

In some models of heterogeneity the conditional expectation z is easy 
to calculate. For example suppose Y, is a Gaussian random variable with 
mean \i    and variance a . If Z = Y , then a direct argument using Bayes 
rule given in Yashin (1985) shows that the conditional density of Y given 
the event \X >Al    is a2Gauasian density with mean and variance parameter 
ji[2a h(t) + 1]   and a^Sa h(t)2+ 1] , respectively. From this fact z 
is easily calculated to be cr[2<rh(t) + l] 1 + ^[Sa^hCt) + 1] .■ 

Problems in survival analysis generate a counting process which counts a 
single event: transition from an initial state to the state "failure." In 
general, a univariate counting process, such as a renewal counting process, 
counts the repeated occurrences of a single event over time- Often problems 
in life history analysis involve multiple types of events occurring over time 
so that univariate counting processes are not sufficiently general for their 
study. For example, Markov chains are widely used in demography (e.g. Hoem 
(1971)), econometrics (e.g. Singer (1981)), and illness-death models (e.g. 
Mau (1986)) of broad appeal in insurance and medicine.  The transitions among 
the states of a Markov chain may be viewed as events of different types; 
their being one event associated with each possible pairwise transition among 
states of the chain. This demands a multivariate counting process which is 
essentially a collection of univariate counting process where each member of 
the collection is associated with a particular pairwise interstate 
transition. 

Example 2.3. Non-homogeneous Markov chains. We give a unified 
treatment to discrete and continuous-time Markov chains. Let 
X ■ JX.,t ^ Ol    denote a Markov chain with finite state space E, defined on 

a probability space (fl,7,P). Assume that the sample paths of X are right- 
contir.uous with left-hand limits. If X is a discrete-time chain, then X 
is derived from a Markov chain |Y ,n ^ Ol,    say, by putting X. = Y  for 

Y Y t        n 
n ^ t < n + 1.    Let    F    = J^.t ^ 0^    denote the internal history of    X 

given by 

^ = 30 v a(X8.s <; t) 

where 3Q   contains the P-null set of 3 and their subsets. Observe that in 

the discrete-time case Tr = ^n. where [t] denotes largest integer in 

If X is a continuous-time Markov chain, then we assume that X admits 
the Q-matrix or intensity Q(t) = (qi.(t),i,j E E) such that for all t ^ 0 

and i * j E E 

qij(t) > 0, q. .(t) < 0. Z q.^t) = 0 and J q.j(s)d8 < o. 

J n 
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In this case the transition probabilities P(s,t) are given by the product 
integral 

P(s.t) =  TT  (I + Q(u)nJduO 0 ^ s ^ t < », 

where \i    denotes Lebesque measure; see e.g. Aalen and Johansen (1978). 
Alternatively, if X is a discrete-time Markov chain, then we assume 

that for each integer n ^ 0 X admits the transition probability matrix 
P = (Pj-Cn)") such that for i.j 6 E 

PijCn) = P(Xn+1 = j|xn = i). 

Using the same notation we define the discrete analog of the Q-matrix as 
follows. For each n ^ 0 and i ^ j E E let q..(t) = p. .(n) if 

n ^ t < n + 1, q.-Ct)  = -Z^.q.jCt)    and    Q(t) = (qij(t),i,j 6 E).    Then  it 

is easy to verify that the transition probabilities    P(8,t)    for the discrete- 
time chain are given by 

P(s,t) =      n      (I + Q(n)) =     TT     (I + Q(u)|i|duO    0 ^ s ^ t < a 
s<n^t s<u^t 

where \i    denotes counting measure with support ^0,1,2,...|.  If the product 
is empty it is defined to be I. 

Fix i ^ j G E and define N(i,j) = jN.(i,j),t ^ 0^ to be a random 

process which counts the number of direct transition from i into j for 
the Markov chain X. Thus for t ^ 0 

N (i.j) =  Z  Itt = j.X  = i) 
'      (Xs^t   8     s 

where X _ = lim  X . Our object is to show that N(i,j)  is a Poisson type 
8 UTS U mr 

counting process with compensator A(i,j) = jAt(i,j),t ^ 0^ relative to F 

given by 

At(i,j) =  [  1(X8_ = i)q.j(s)^d8^ 

(0,t] 

where \i    is Lebesque measure for continuous-time chains and counting measure 
for discrete-time chains. 

By virtue of the L6vy formula (see e.g. Br&naud (1981)) it follows that 
for any 0 ^ s ^ t 
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E(Nt(i.j) - N8(i,j)|7j) -I E  1(X = j.Xu_ = i)|a(X8) 
s<u^t 

t 

= E J l(Xu_ = i)qij(u)ji|duna(X8) 

,9 

= E(At(i.j) - A8(i.j)|^) 

fron which the martingale property for N(i,j) - A(i,j) easily follows. 
Note that by the Markov property conditioning with respect to Xg is 

equivalent to conditioning with respect to ^r.    Thus if we identify 

Y = 1(X _ = i) and BjduJ = q^.-UMdu^ in 2.1, then N(i,j) is a Poisson 

type counting process. The proof of this without using the l€yy  formula may 
be made directly in the discrete-time case, and Aalen and Johansen (1978) 
give an alternative proof for the continuous-time case.I 

Consider a life-testing situation in which at time zero a component is 
put on test and upon failure is immediately replaced with an identical 
component and so on. The lifetimes generated by this test procedure may be 
modeled as an ordinary renewal process and applications can be found in 
industrial life-testing and animal experimentation. 

Example 2.4. Renewal testing. Let S = \S ,n  £ Oj denote a renewal 

process induced by the arbitrary distribution measure G. Define the renewal 
counting process n ■ Jf^.t ^ 0^ given by 

nt - I l(Sn < t) 
n=l 

Define the history F = J3 ,t ^ 0$    as follows. For t ^ 0 
• 

7t = o(Sn ^ s.s ^ t, n s 1) 

and consider the problem of finding the compensator   A^ JA.,t ^ 0£    to   n 
relative to F. 

For each n ^ 1 let Xn = Sn - ■ j (S0 = 0) so that X = jXn,n ^ 1? 

is a sequence of independent random variables each with distribution G. 
Thus the conditional distribution of S„ given 3C    (see Bremaud (1981) 

for a definition) is given by G  where 
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Gn(t) = P(Sn <; t|:7s  ) = G(t - s^p , t ^ s^. 
n-l 

Hence according to proposition 3.1, Jacod (1975) the compensator A is given 

t n        n        L(t) 

t ^ 0 

where L(t) = t - S, is a left-continuous version of the backwards renewal 
t- 

time. Therefore because of the presence of the L-process with its well known 
saw toothed sample paths n    is not in general a Poisson type counting 
process. 

The regenerative structure of the compensator A suggests that the 
family of counting processes generated by the interrenewal times \X  ,n ^ 1^ 

are of the Poisson type. For each n ^ 1 define a counting process 
N(n) = U(X <,  t).t ^ 01    and the history H = ]H.,t  £ 0* by 

II \r 

»t  = c(Xn ^ s.s <, t.n ^ 1) 

Then by virtue of the independence of the X  it is possible to show directly 

that N(n) has compensator A(n) = JA. (n),t ^ Ol    relative to H given by 

At(n) 1 '«.»'' iSglj 

which is clearly of the Poisson type.    This may be proved either by an appeal 
to proposition 3.1, Jacod (1975), by virtue of example 2.1,  or by directly 
verifying the martingale property.    This representation  is called the sojourn- 
time approach by Phelan (1986b) who applies an extension of it to problems of 
inference from Markov renewal processes.! 

Thus far only example 2.1  involved censoring.    In practice censored 
processes or incomplete observations are the rule rather than the exception. 
Therefore one yardstick of the utility of a given probability model at 
analyzing life history data is its ability to incorporate general patterns of 
censoring.    Poisson type counting processes meet this demand as is 
illustrated below. 
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Example 3.5. Censored processea» Let N = |N. ,3. ,t ^ 0^ denote a 

Poisson type counting process with compensator A = |A. ,3 t ^ 0^ where 

F = J7t,t Z Oi    is a given history. Let C = JC.,7 ,t £ 0$ be a ^0,1^-valued 

predictable process used to model the censoring. Thus the counting process 
N is observable only on the set $t:  C.= 1| otherwise we say the process is 

censored. This implies that the observable counting process N = ^flf. ,t 1 0l 

is given by the pathwise Stieltjes integral 

t 

C AN = a  a 
0<s^t 

Sf. =  Z  C AN = f C dN 
t   rt^_ „i.  S  3   j  S  S 

0 

which  is often called the censored counting process.    Since    C    is bounded 
and predictable, by the theory of stochastic integration with respect to 
counting process martingales (see e.g. Liptser and Shiryaer  (1978)) the 
process defined by the pathwise Stieltjes integral 

2t = | Cs(dNs ' ^    '    t ^ 0 

is a 7.-(local) martingale.    Hence    Rf   has compensator    A = |A. ,t ^ 0^ 
relative to   F    given by 

*t = J Cs^s = 1 CsYsB^ 

where Y = JY. ,t ^ 0$    and 3 are defined by 2.1. From this expression it is 

evident that N is a Poisson type counting with auxiliary process 
^C.Y. ,t ;> D| and Borel measure B which it inherits from N.i 

An example of a left-continuous (hence predictable) censoring process 
JC. = 1(U. ^ t)l    was given in example 2.1. Censoring of Markov chains is 

considered by Aalen and Johansen (1978) and Phelan (1986c) for models in 
continuous and discrete-time, respectively, and for the renewal process of 
example 2.4 by Phelan (1986a). A general discussion of censoring is found in 
Gill (1980), and in the context of nonparametric tests for comparison of 
counting processes in Andersen et «1. (1982). 

One can construct numerous other examples of Poisson type counting 
processes. For example, Bremaud (1981) constructs a G/M/l Queue using 
Poisson counting processes. His departure process (see page 37) gives an 

206 



■■■HV 

example of a censored homogeneous Poisson process and is therefore of the 
Poisson type.    Although we have not done so it would be of  interest to survey 
stochastic models of natural phenomena which generate Poisson type counting 
processes.    Some examples that we are aware of include models for the mating 
behavior of fruit flies (Aalen (1978)),  labor-force dynamics (Andersen 
(1985))  and screening carcinogenic chemicals in animal experiments (Mau 
(1986)). 

In practical problems the measure    B    is unknown and requires 
estimation.    The estimation of    B    is usually based on observations of the 
bivariate process    (N,Y)    over a period of time.    A general  solution to this 
problem involves an empirical process called the martingale estimator of   B. 
This estimation procedure is presented next and is applied  in section 4 to 
solve some estimation problems drawn from the models developed above. 

3.    ESTIMATION FROM POISSON TYPE COUNTING PROCESSES.     Let    N = 
JN. ,3 ,t ^ Ol    denote a Poisson type counting process with compensator 

A = jAt.^t,t ^ Ol,    auxiliary process    Y = JY. ,3. ,t ^ 0^    and measure    B. 

Definition 2.1  is extended in the following way.    Let    J = \t: AB(t)  > 0^, 
where    AB(t) = B(t) - B(t-),    be the countable set to which    B    assigns 
positive mass.    If   J    is nonempty, then for each    t E J    we allow 
AN(t)  > 1    with positive probability.    This extension is used below where the 
superposition of Poisson type counting processes has this property.     If the 
process    (N,Y)    is observable over a period of time and   B    is unknown, then 
a statistical problem is to estimate    B    from    (N,Y). 

Define the predictable process    Y    = JY.,t ^ Ol    given by 

(3.1) Yt= (Vll(Yt > 0) (0/0 = 0 by convention) 

and the empirical process B = JB. ,t ;> 0^ given by the Stieltjes integral 

(3.2) 'fK dN 

The process    B    is the proposed estimator of   B    and is called the martingale 
estimator by virtue of the observation that the process 

Mt = J Ys(dN
8 - ^ = 5t ' St    '    t ^ (, 

is a (local) martingale where B. ■ /nUY > 0)Bjd8j. This follows, for 

example, by an appeal to theorem 18.7, Liptser and Shiryaev (1978). 
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The statistical theory of the martingale estimator  is based on 
asymptotics.    Suppose we are given a sequence    JN ,Y ,n ^ 1^    of Poisson type 
counting processes and their associated auxiliary processes.    For each    n 
define    B    = jßj.t ^ 0$    from    (Nn,Y )    according to (3.2).    We consider the 

asymptotic (i.e.  as    n -♦ »)    properties of the sequence of estimators 
\B  ,n ;> lj.    Suppose    £a ,n ^ l£     is a sequence of positive numbers tending 

_    p 
to infinity as    n    tends to  infinity.     If    Y /a      converges uniformly to a 

function    y    in probability as    n -» •,    where    y    is bounded from zero on 
[0,a],     say,  and    (N ,Y )     is derived as the sum of  independent Poisson type 
counting processes,  then the following properties will typiclly hold: 

a. Consistency.    ^Pn^*^    P«.  " B(t) |  -♦ 0    in probability  as    n -► «; 

b. Weak Convergence.    For    n ^ 1    define    Yn = ^a (ß" - B(t)),t £ 0^, 
n B then    Y      converges weakly to a Gaussian process    Y      of  independent 

increments as    n •* a.    Weak convergence takes place  in the space    D([0,a]) 
endowed with the Skorohod topology  (see Billingsley  (1968)). 

To prove these results one employs two fundamental tools:     an inequality 
due to Lenglart  (1977)  and functional central  limit theorems for 
semimartingales as developed  in Jacod et al.   (1982).    To see why observe that 
for each    n ^ 1    and    t ;> 0 

Bj - B(t) = Bj- Bj + Bj-B(t). 

It has already been noted that  M = JB. - B. ,t ;> 0^  is a (local) 

martingale, and X = JB. - B(t),t ;> 01,    being the difference between two 

monotone processes, is a process of local bounded variation.  Hence Y  is a 
semimartingale (see Shiryaev (1981)).  The conditions above may be used to 
show directly that a X  converges to zero in probability as n -» <».  In 

this case the Lenglart inequality is applied to M  to prove (a). Then 
martingale functional central limit theorems are applied to a M  to prove 

(b).  We omit the details but note that in our work we have found it 
convenient to appeal to alternative criteria for tightness found in Jacod and 
Memin (1980). 

4.  SURVEY OF ESTIMATION PROBLEMS . We give a survey of estimation 
problems and results in the areas of life-testing and,Markov chain analysis. 
We begin with the problem of estimating an arbitrary life-distribution G in 
life-testing models and then consider the problem of estimating transition 
probabilities of a Markov chain.  In our discuss on we emphasize the 
importance of the observation scheme, for example survival testing versus 
renewal testing, and the role of product-limit estimators. 

4.1 Estimating the life-distribution. Let G denote an arbitrary life- 
distribution and for t ^ 0 define B(t) = jj(l - G(8-)) G^ds^. For the 

problem of estimating G we distinguish among three observation schemes. 
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i)  Survival testing. For each n ^ 1 we observe n pairs 
(5L,6.),i = 1 n of independent censored lifetimes x.  and their 

associated censoring indicator 1 - &..  In the notation of example 2.1, 

define the aggregate processes N = JN. ,t ^ 0^ and Y = JY. ,t ^ 0^ by 
Nt = ^t^1^ and Yt = ^^i * t), respectively. The statistic (Nn,Yn) 
is used below to construct the estimator of G.I 

b) Renewal testing. A single renewal process S ■ JS .n ^ 0l    is 
observed over an expanding time horizon [O.T]- T > Q. In the notation of 
example 2.4. define the aggregate processes N ■ $N. ,t ;> 0^ and 

YT = jY^.t ^ 0^ by 

K(T) 
Nt=Z  Nt(n) and 

n(T) 
Yt = ■ 1  1 

i(xn ;> t). 

T T respectively. Here (N ,Y ) is the relevant statistic for estimating G.I 

c) Renewal testing with finite horizon and repetitions. Fix T > 0. 
For each n ^ 1 we observe n independent renewal processes over [0,T]. 
In the notation of example 2.4, let n(i) and JX. (i),k ;> ll    denote the 
renewal counting process and lifetimes, respectively, for theith renewal 
process,  i = l,...,n. Then define the aggregate processes N = ^Nt,t ^ 0^ 

and Yn = J7j,t ^ 0? by 

Nn - Nt " 

n 
£ 
i=l A=l 

K(i;T) 
E ^n l(XA(i) <,  t) and T{ = 

n 
£ 
i=l £=0 

n(i;T-t) 
E     1(X A+l (i) ^ t). 

respectively. IheTstatistic (N ,Yn), which is almost equivalent to 
aggregating (N ,Y ) over n independent realizations, is used to estimate 
G.I 

For each observation scheme we define the empirical proofv3 
Bn = JßJ.t ^ ll, B1 = Jlj.t ^ 0\    and 5j,t ^ 0^ by 

(4.0) sj. j ay*** 

with BT and 5n defined analogoualy from (NT,YT) and (NnJn), 
respectively. The processes B . B  and 5  are the proposed estimators of 
the measure B for observation scheme (a), (b) and (c), respectively, and 

209 



are used to construct 
i^n = ^'.t ;> of. G 

r^ct prip duct-limit estimators of    G. 
= jGj.t ^ OJ and    G sTin = jG^.t ;> 0 

Define the processes 
by 

(4.1) K = '- 0<s^t 
(1 AB*) =  1 - 

n<s^t 

• 
ANn' 

1 8 

Yn 
» s 

with G1 and 
Gn. 

—n ÄT 
GT    defined analogously from    B 
G      and    G      are the proposed product-limit estimators of 

and Bn. respectively. The 
processes    u , u      ana   u     are tne proposea proauct-nmn estimators oi    G 
from the observation schemes (a),   (b)   and (c),  respectively.    The estimator 
G     was first  formally  introduced to the statistical  literature by Kaplan and 
Meier  (1958),   although  its historical  origins appear to date earlier  (see 
Gill  (1980)), whereas    G      and    G      are natural extensions of    G  . 

For each    t    such    G(t) < 1,     lemma 18.8,  Liptser and Shiryaev (1978) 
implies that 

(4.2) Gn - G(t) 
1 " G(t) 1 

Gn 

s- 1 - 

1 " G(8-) 
f(AB(s))(dBn - dB(s)) 

where f(AB(s)) = (1 - AB(s)) l(AB(s) <«!). Of course it is possible to 
write analogous expressions involving G  and G .  It turns out that these 
expressions are the key to proving the asymptotic properties of the product- 
limit estimators since they either define a martingale or can be well 
approximated by a martingale in probability. 

The estimators G , G  and G  are consistent and the normalized 
differences converge weakly to a Gaussian process of independent increments 
as n, T and n tend to infinity, respectively. Essentially« these _ 
estimators inherit these properties from the estimators B , B  and B  as 
may be proved by the methods of section 3.  A detailed study of G  is given 
by Gill (1980, 1983) although his proof of weak convergence relies on an 
elaborate construction in theorem 4.2.2, Gill (1980). An alternative proof 
of weak convergence for G  is given by Phelan (1986a) which is based on the 
methods outline in section 3 and does not rely on any special constructions. 
The problem of consistency and weak convergence for the renewal testing 
estimator G  is considered by Phelan (i986a). His model includes right 
censoring of the interrenewal times and his method is to show that the 
equivalent expression to (4.2) for G  is well approximated by a martingale 
in probability for large T. Then the asymptotic (i.e. T f «) properties 
of G  are established in  a manner consistent with that used for Gn. 
Finally, the estimator G  is considered by Gill (1981) when G is 
restricted to being either purely discrete or continuous. He does not employ 
martingale techniques although we believe the approximation methods of Phelan 
(1986a) can bemodified for this purpose. „This would unify the asymptotic 
treatment of G  with that of G  and G . 

In closing this subsection we recall the model of example 2.2 for life- 
testing in heterogeneous populations or random environments.  In the 
proportional hazards model the random variable Z depends on an unknown 
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parameter    9,     say, where  inference for    6    is also of  interest.    This  is  a 
problem in the general theory of partial-likelihood (see Wong (1986)).     In 
life history analysis this problem has been considered from the modern point 
of view using counting processes by Andersen and Gill (1982) (see also 
Prentice and Self (1983)).    These authors, of course, generalize the problem 
to allow    Z    to be a time-dependent stochastic process depending on    8. 

4.2.    Estimating Markov transition probabilities.    For fixed    T > 0 
let    P = (P(s,t),0 ^ t ^ T)    denote the transition probabilities for a 
nonhomogeneous Markov chain.    Consider the problem of estimating    P    under 
the following observation scheme.   .For each    n ^ 1    we observe    n 
independent Markov chains    X   = JX.   0 ^ t ^ T|,   i = 1 n   each with finite 

state space    E,    transition probabilities    P    and arbitrary initial 
distribution. 

Let    [i    denote either counting measure or Lebesque measure and suppose 
P    admits a Q-matrix (cf.  example 2.3)) relative to    \i.    For each    i,j 6 E 
and   t ^ 0    define    B. .(t) = jjq..(s)^ids^    and let    B(t) = (B..(t),i,j 6 E). 

We begin by estimating the matrix function   B ■ (B(t),t ;> 0).    For t K J S I 
define    Nn(i,j) = jNj(i.j).t ;> 0\. Yn(i) = nj(i).t ^ 0^    and   Bn(i,j) = 

5Bj(i,j),t * 01    by 

Nj(i,j)  =    Z        Z      irf = j,X^_ =  i),  Y"(i) =    Z    1(1*    =  i)     and 
1 k=l (Xs^t        s s ^ k=l        t 

Bj(iJ) = J (Y;(i))+dN^(i,j) 

and put    B(i,i) = -2.^.B(i,j).    The matrix valued process   Bn = 

(B (i>j)»i.j  E E)     is the martingale estimator of the cumulative rate matrix 
B    and is used to construct a product-limit estimator of   P.    For 
0 ^ s ^ t ^ T    define the product-limit estimator    P    by 

P(s,t) =      TT      (I + ABn). 
s<u^t u 

If the product is empty,  then define    P(s,t) = I,    the identity matrix.    The 
estimator    P    is an empirical transition probability matrix which satisfies 
the Chapman-Kolmogorov equation and is the proposed estimator for discrete 
and continuous-time Markov chains. 

For    i ^ j E E    define   I (i,j) = jS"(i.j),0 ^ t ^ Tl   by 

^(i.j) ■ J Kl^l)  > 0)qij(s)^ds^ B1 

'      "       J        - 
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and   Bn(i,i) = -S. ..Bn(i.j).    Let    Bn = (B*(i,j),0 <, t <, T.i.j E E)    and 
J     *     n * 

define the process    P      by the product  integral 

P(8.t) =      TT     (I + C(«Müi)    ,    0 <: s ^ t <; T. 
s<u^t djl 

According to theorem 3.1, Aalen and Johanstr (1978) the following integral 
equation is valid 

MJ = (pco.t^'^o.t) - I) -1 PCo.s-XdB^ - dS^p^co.s)   .   o <; t <; T i 
.n      < „n where    M    = jMt.O ^ t ^ Tj    is a matrix-valued process whose ijth element  is 

the sum of terms of the form 

i 

1 ^n. &*{*, -.^S^1J, P^CO.s-XdB'^k.m) - dB1
a

l(k.m)Pu,J(0.8) 

It turns out that    M      is a martingale and this fact  is key to proving the 
asymptotic properties of    P    (cf. equation (4.2)  for    G ). 

The estimator    P    is uniformly consistent over  [0,T]    and the normalized 
difference    n      (P - P)    converges weakly to a matrix-valued Gaussian process 
of independent  increments as    n ■* ».    This is proved by Aalen and Johansen 
(1978)  and Phelan (1986b)  in the continuous and discrete-time setting, 
respectively.    Their treatment is general enough to allow for general patterns 
of censoring. 

In closing this subsection we pose the problem of estimating the 
sojourn-time distribution    G.    for each    i E E.    This is a problem of 

estimating a family of life-distributions.    In fact  a product-limit estimator 
of   G.    can be constructed from   B (i,i)    (see Aalen and Johansen (1978))  and 

may be studied according to the methods of section 4.1. 

5.    DISCUSSxON.     In this paper we have surveyed some Estimation problems 
in life-testing and Markov chain analysis involving Pbisson type counting 
processes.    Our discussion underscores the importance of martingale theory 
and the product-limit estimator in providing for a unified theory and 
methodology. 

Other  inference problems, such as setting confidence bands, hypothesis 
testing and comparison of sub-populations,  are covered by some of the 
reierences cited herein. 
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A HIERARCHICAL MULTISCALE PROCESSING OF IMAGES (*) 
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ABSTRACT 

We describe a new method for Digital Image Processing. It is based on a 

combination of Renormalization Group ideas and the Markov Random FieKI modeling 

of images. It provides a unifying procedure for performing a hierarchical, 

multiscale, coarse-to-fine analysis of image processing tasks such as restoration, 

texture classification, coding, motion analysis, etc. The method has been tested by a 

number of computer experiments.    Wc report here two restoration experiments. 

I. The Method. 

Image processing problems (restoration, segmentation, texture classification, 

compression and coding, motion analysis, photomosaics, etc.), and Robotics Vision 

(automatic object recognition), deal with cooperative features that exist and interact 

on a large number of length scales - from the microscopic features of texture 

consisting of elementary "grains" to the macroscopic features characterizing large scale 

objects. Such multiscale. interdependent features appear in all situations of practical 

interest:      Images obtained from aircrafts, various types of satellite data, thermal 

( )    To appear in  Proceedings of the Fourth Army Conference on Applied 
Mathematics   and   Computing,   May   27-30,   1986,   Cornell   University,  Ithaca,   NY. 

(**) Partially supported by ARO DAAG-29-83-K.-0116 and NSF Grant DMS 
85-16230. 
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images, robot vision fields, photon emission tomography and scans from nuclear 

magnetic resources, etc. 

Our method [3] processes images in a multiscalc. coarsc-to-fine. hierarchical 

fashion. It is based on a probabilistic modeling of images (u Bayesian approach 

using Gibbs distributions [2]), and Rcnortnalization Group ideas from Statistical 

Physics and Quantum Field Theory 16]. The method is highly parallel and efficiently 

implcmentablc on parallel architectures. The procedure generates a (vertical) cascade 

of images from a given image. The top level of the cascade is the original image, 

while the bottom level of the cascade contains only the largest scale features of the 

original image. Each intermediate level represents fcatuies of length scale larger 

than the length scale of levels below it, and smaller length scale than the levels 

above it. 

The method consists of two major stages, the Rcnormalzintion stage and the 

Processing stage. The general formulation of the method with a number of computer 

experiments can be found in [3]. Here we present a simple form of the procedure 

Cand two restoration experiments). Wc describe first the Renormalization stage: 

Given a 2Nx2N image iJ™ (to be, for example, restored, segmented, or coded), we 

construct a sequence of M^N images L^k' of size 2^'J*2N''<, k » 1 ,..., M (see Figure 

1; here the cascade appears horizontal  rather than vertical).    The original image L^ 
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Figure 1; Cascade levels 
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has the finest grid (of lattice spacing, say, 1). Each lower image L^k\ k = 1 ,..., M, 

has a coarse grid of lattice spacing 2 . Each level L^k' is obtained from the 

previous level L^'^ by dividing L^'1^ into 2x2 disjoint cells and identifying each 

cell by its center. The set of these centers constitute the pixels of the level lA*'. In 

Figure 1, the dotted squares of L^™ are centered at crosses which become the pixels 

of l/1'.    The dotted squares of 1^*' are centered at circles which become the pixels 

of l/2',  and so on.    One should  think  of each L(k ?    k  -   I     M.  as  being the 

original image viewed from larger and larger distances. 

Each image L^ k\ k = 0 ,..., M, is associated with a Gibbs distribution P^. 

P^0' is the prior or posterior distrbution of L^0', depending on whether L'
ü
' is 

undergraded or degraded. The distribution p'^ is estimated from the given data 

(and the degradation characteristics, if the data arc degraded). The distribution P^ 

is obtained from P^ via a Rcnormalization Group transformation R. Similarly, ?^2' 

is obtained from P^ via R, and so on. At each level k ■ 1 ,..., M, the image L^> 

together with the rcnormalization group transformation R preserve nil the information 

contained in the original image L^. 

The renormalziation group transformation R is specified in terms of certain 

conditional probabilities Q as follows: Consider the i -cell of level k-1 (see Figure 

2).    Let  x( ■',  x\2\ \[3\  \\4\  be  the  gray  levels at  the  four  pixels  of  the ith-cell 

- 
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Figure 2;  The I -cell of (k-l)-level 
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of L'^"1^   (if the original image is degraded, the xj's arc  unknown).    The center of 

:th th the iin-ccll (denoted by a cross in Figure 2), will become the iin pixel o( the k-levcl. 

The gray level xj of this pixel in L^' is chosen randomly from a conditional 

probability Qfaj IxJ1' ,..., xj4').    An example of such a conditional probability is 

CKxi'.xO) ...., xj4)) 
cxp^xM1 ) +...+ xj4))] 

(1) 

where p is an arbitrary parameter. If the gray levels are binary, i.e., xj = ±1, then 

taking p-M-» in (1), we obtain the "majority rule": If the majority of the xj^'s is ±1, 

then xj is ±1, respectively. If there is tie among the xj^'s, then xj is chosen +1 

with probability Ji Let x = (xj : i € L^'1)) and x* = {x/ : i € L^), be the 

gray level configurations of lJk"'^ and L^k\ respectively. Then the Rcnormalization 

Group transformation R is defined by 

P ^(x') = RPk_ 1  =   *   R(x,|x)P^k',)(x) 
(x) 

(2) 

where 

R(x,/x)-    "     CKMx^  x^)) (3) 

If the gray levels    xj    are continuous, the sums in (1) and (2) should be replaced by 

integrals. 

In general, there is [3] a freedom in choosing the cells and tl e conditional 

probabilities Q (i.e., the cells need not be squares, and Q need not be taken of the 

form   (1)).     Any   a   priori    knowledge   about   L™)   can   be   accommodated   in   the 

218 



modeling   of     L^\   as   well   as   in   the   choice   of   the   cells   and   the   conditional 

probabilities    Q. 

The above stage of constructing the rcnormalizcd Gibbs distributions P^ ', 

k « 1 ,..., M, from p'"', is the Rcnormalization staee of our procedure (in this stage 

wc start from the top level L^' of the cascade and proceed towards the bottom level 

L(M) of the cascade). Next comes the Processing stage of our procedure. In imaging 

tasks such as restoration, texture classification, coding, etc., we start our processing 

from the bottom of the cascade. That is, we first process the coarsest-grid image 

L'M' (which contains large scale features only, and has very few degrees of freedom). 

Then wc go upwards. Wc transmit the processed information from level M to level 

M-l, and process the new (smaller scale) features which appear in L^"1^ but not in 

L(M). ^C continue the process until we reach L**', and thus process all the fine 

details of 1^°). 

During the k1" step of the processing stage (i.e., in going from l/k' to level 

L^'1^) the number of possible ii}icns>tv images a^ thq fk-l)-leve1 constrained bv the 

processed information at the Mcvcl is much smaller than the number of ail intensity 

images at (k-l)-lcvcl without any constraint. This reduces drastcally the number of 

computational steps needed to determine the (k-l)-levc!. This multiscale, coarse-to-finc 

processing of images, results to a rapid convergence and reduction of the 

computational cost. 

The   present   approach   to   image   processing   problems   is   rcminescent   to   the 

pyramid   structures   [I]   and    to   the   multi-grid   method    in   partial   differential 

equations   [4,5].     However,   our   procedure   is   fundamentally   different   from   these 

schemes, as are its most important properties. 

In restoration problems, wc often combine the above procedure with the 

annealing    algorithm:      The    posterior    distribution    P^    of    L^'    depends   on    the 
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temperature T, i.e., P^ » Hr * Here the T-depeftdencc enters through 2_ rf, whefc 

H is the underlying energy function. The T-dcpcndencc of the subsequent 

(renormalized) distributions P^rk^ is more complicated. The bottom level M of the 

cascade (which has very few degrees of freedom) can be restored by applying the 

annealing algorithm to P>r ' (quite often, however, this level can be restored by a 

simple determination of the lowest energy). Having restored a level k 

(k = M, M-l ..... 1), we restore the (k-l)-levcl, by applying the annealing algorithm to 

the conditional probability 

PT(x(k-I)|x(k)) s R(xW|x(k-l)) P^   Z,      ) (4) 
rj 

■.•■■• 

where    x^ k'    denotes the gray intensities of the k-level (already restored), and 

x(k-l)    thc gray intensities of the (k-l)-lcvel (to be restored). 

AM each  level of the restoration stage (i.e., in going from L^ t0 L^"1^).    we 

choose an annealing schedale of thc form 

T0 
T(t) =  , t « 1,2  (5) 

■  1 +.log t . . 

Thc initial temperature TQ need not be the same at all cascade levels. In fact, 

choosing TQ to increase as wc move from thc bottom of the cascasc (coarse grid) 

toward the top of the cascade (fine grid), the algorithm is somewhat faster. In our 

experiments (Section II), wc chose TQ to be the same at all cascade levels. 

However, this TQ is ift general smaller than the TQ needed for a direct anir«aling 

of thc fine grid level l/0' only. There is a theoretical justification of this fact: 

thc rcnormalization group "trajectories" [6J move towards the trivial zero-temperature 

"fixed point" as    T(t) -•0.    Also, thc overall convergence of thc present procedure is 
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(in general) faster than the convergence of annealing applied directly to the fine grid 

distribution    P^Pt) • 

IT. Experiments 

The   Image   processing   method   outlined    in   Section   I,   has   been   tested   by   a 

number    of    computer   experiments   [3].      Figures   3   and    4    show    two    restoration 

experiments. 

Figure 3 

The original signal (a) is a binary, "handrawn" signal with 1025 pixels. The 

degraded data (b) were obtained by adding a Gaussian noise of mean zero and 

veriance o2 = 1. (C7 - CQ) represent eight restoration levels. Notice that the small 

pieces at the center and end of the original signal, do not appear until level (C3). 

These pieces have a length scale smaller than the length scale of the "features" 

contained in (C7) - (C4). 

In  this example, equation (2) can  be solved exactly.    The  resulting algorithm is 

deterministic   (i.e.,   no   annealing   or   stochastic   relaxation   is   needed),   and   extremely 

efficient. 

Figure 4 

The original image (a) is a 64 x 64 binary image. It was generated by the 

"spin-flip" algorithm. The degraded data (b) was generated by adding a Gaussian 

noise of mean zero and variance o2 ■ 5. (C2) - (CQ) represent three restoration 

levels: (C2) 16 x 16 , (C|) 32 x 32 , and (CQ) 64 x 64 . At each cascade level we 

used the annealing algorithm (applied to (4)) with an initial temperature TQ ■ 1.5, 

and performed |"ivc sweeps per level. For comparison, we restored the degraded 

image (b) by applying the annealing algorithm directly at the 10p level (64 x 64). 

With an initial temperature TQ = 3 and 100 sweeps, the result of the annealing was 

not as good as the result of our procedure. 
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The final restoration (eg) of the present procedure although satisfactory, 

contains some noise at the boundaries of the various regions. This noise could be 

eliminated by using (CQ) as the initial configuration of a deterministic descent 

algorithm. Since (CQ) is very near to the true "global minimum", any deterministic 

descent algorithm starting (CQ) would reach the true global minimum in a small 

number of iterations. 
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Figure   3 (continued) 
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Figure   4(Continued) 
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A Maximum Entropy Method for Expert System Construction 

ALAN LIPPMAN 
Division of Applied Mathematics 

Brown University 
Providence, R.I. U.S.A. 02912 

Abstract We consider the maximum entropy method of expert system construc- 
tion. We show that the construction of the expert system is equivalent to the minimization 
of a convex function in as many dimensions as there were pieces of knowledge supplied 
the system. We show that in the case where the knowledge presented the system is self- 
contradictory, the minimization of this function creates an expert system for a set of con- 
straints that is consistent and 'close' to the original inconsistent constraints. Monte Carlo 
methods for minimizing the function are discussed, and illustrated by computer experi- 
ment. One of the examples given suggests an approach to the problem of invariant optical 
character recognition. 

Introduction An expert system is designed to answer questions. We consider prob- 
abilistic expert systems — if the system is given an event, it should be able to calculate 
its probability. Such an expert system is actually a distribution on the set of all events 
we wish to consider. Typically the knowledge the system is based on will be insufficient to 
answer all questions. In many cases we wish to consider, the sheer size of the state space 
precludes such knowledge. A medical expert system could be askod for the probability of 
a disease given some combination of symptoms, yet the set of all possible combinations of 
symptoms is huge, and the knowledge base can not be expected to contain all the different 
probabilities. We desire our system to answer questions even in such cases, and to do so 
in a reasonable manner, much like a human expert would. For this purp'>se we consider 
'the principle of maximum entropy'. Of all the distributions which satisfy the knowledge 
supplied the system, we will pick the one with maximum entropy to be our expert system. 
The entropy // of a distribution p is defined as 

Hip) =        -^Pi^loSPi") 
u>€Q 

where w is an event, fl is the set of all events, and p{uj) is the probability of the event 
w. Entropy has an information-theoretic meaning; the distribution v ith maximum entropy 
can be viewed as the one containing the least knowledge. By maxinazing the entropy over 
all distributions that agree with the knowledge base, we are picking as our expert system 
the distribution that makes the fewest unnecessary 'assumptions'. For more information 
regarding the justification of the principle of maximum entropy, we refer the reader to [ij. 

1. Knowledge The construction of a probabilistic expert system begins with knowl- 
edge. We classify as knowledge anything that answers probabilistic questions; we think of 
a probabilistic question as a function of probabilities and we considiT an answer to be the 
value we say the function will take on. (This brings up a more general way to view knowl- 
edge: we could view an answer as specifying that the function, that defines the question, 
has a value in a certain range. We will not be using this type of answer.) Using these ideas. 
we see that the knowledge supplied the system can be broken up into distinct pieces' of 
knowledge, each of which corresponds to a distinct probabilistic question and its answer. 
Each piece of knowledge is a constraint that must be satisfied by tlu* expert system; if the 
answer to the question we ask the system is included in the knowledge base, then the expert 
system's answer is constrained to duplicate it. We can write a constraint in its most general 
form as 

B{p)        = 

111 

w* 



We consider a restriction of the above to the case where 5 is a linear function of p, our 
constraint can thus be written as 

52 M^H 
wen 

The above constraint is the same as specifying that the expected value of 6 is c. Since 
c = c5Zwgn P^)' we consider the function o, where tt(u;) = b{u) - cp{u), and we re-write 
the above constrain t as 

52 a{u;)p(u) = 0 
wen 

It may seem that this form is very restricted, but it is sufficient for several important types 
of constraints ([3j, 4 ). It is capable of representing any piece of knowledge that can be put 
in terms of the expected value of a function; it can thus represent knowledge about marginal, 
joint and conditional probabilities.  To illustrate this consider the following example: 

p{u € S\\u> € S2) ■ .5 

Using Bayes's rule, we can re-write the above as 

p{ueSinS2) 
• .0 

This can be written as 

which is the same as 

p(ue S2) 

p{ut € 5i n 53) - .bp{u € Sj) = 0 

52 ( XSlnS2 H " •&* (W) ) P^ = 0 ' 
wen 

where JT^ denotes the indicator function on the set of events in S; when a» € 5 we will have 
Xs{u) ■ 1, when u. € 5 we will have Xs{u) = 0. 

1. Lagrange Multipliers Recall our goal. We wish to find a distribution that satisfies 
a set of constrain ts. and has higher entropy than any other such distribution. Using the 
form for knowledge that we introduced in the previous section, we can state the problem 
as follows: 

maxf-5Ip(w)logP(w)) 
v   wen ' 

over all p satisfying (1) 

^ ot(w)p(u;) = 0 t=l, ...m 
wen 

wen 
p{u) > 0        wen 

With suitable care, we can use Lagrange multipliers to reduce the above, constrained, 
problem to an unconstrained problem. In order to apply the theory of Lagrange multipliers 
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we must add some assumptions.   For the complete details, we refer the reader to [2]; here 
we will note that the required assumptions are that 

{(>,'(•)}        are linearly independent vectors- 

3p(w)    suchthat     ^ o,(w)p(u;) = OV t    and    p(w)>0Vci;en (2) 
wen 

The Lagrangian is 

^pHlogpH     +     X^.fe tt.Hp(u;))      +     6f^p(w)-lj 
wen •=i      wen wen 

We know from Lagrange multiplier theory that there exist Ä ■ {Äi,...,Äm} and 6 such 
that the derivative of the Lagrangian (with respect to A,, 6 and p(u.')) at X.S is zero, and 
that such Ä, 6 define local extrema. Performing some algebraic manipulations, we arrive at 
the following equations 

p(w)     =     expf - J^Ä.o.^H / X] exp( _ ]C ***&) 

— Texpl-Y^X^iw) 

Vwe n 

wen i=i 

wen       v    «=i 

=    0       it = 1, ....m 

(3) 

The function Ylu&n exP(~ H" i ^IOI(W)) will be denoted Z{X), where A = {Ai,..., Am}. The 
function Z is sometimes called the partition function. 

Notice that Z is a convex function.  Hence there is at most one A, corresponding to 
the global minimum of Z, at which Z has an extremal point (i.e., 3xZ(A)|A_    = OVi). 

Under the assumptions (2) we know that such a Ä must exist, hence the maximum entropy 
distribution exists and is unique. A interesting property of Z is that when the assumptions 
(2) do not hold, Z has no extremal point (see [2] for the details). Hence, if we try to minimize 
Z and succeed, we have found the maximum entropy distribution (since the maximum 
entropy distribution is defined, through (3), by the Ä at which the minimum occurs). Our 
computational goal (section 4) will thus be to minimize Z. We note that there have been 
many ideas and methods for the computation of the maximum entropy distribution, some 
involving Lagrange multipliers, others not; some examples are [li,[5i-[7]. The method we 
use is based on work by GemanlS; and Gemankl. 

S. Contradictions Let us consider the case where the assumptions (2) do not hold. 
We will still assume that the o, are linearly independent, o, will usually be a simple function 
of w (for example a, is often a combination of indicator functions), in such cases indepen- 
dence is relatively easy to verify. If the constraints are dependent, some can be removed so 
as to provide independence. Hence, the restriction that the o, be independent is often easy 
to satisfy. 

More hazardous is the assumption that 

3p(a;)    such that      2J M^liW = W *    ant'    Piw) > 0Vw€ f) 
wen 

This assumption can fail in two fundamentally different ways. The first occurs when there 
exists distributions p that satisfy the constraints (so Yluen ai{u>)p(^) ■ 0)' but all such 
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distributions assign probability zero to some events. The other way this assumption can 
fail is when there exists no p that satisfies the constraints. This is the case when the 
constraints are self-contradictory. In both the above situations we can show that trying 
to minimize the partition function (if., driving the gradient of Z close to zero) and using 
the form for the probabilities found by the use of Lagrange multipliers (3), does something 
useful. 

The original constrain ts we supplied the system with were 
  

2_, a^wMw) = 0        i=l,...,m (4) 
wen 

Consider the system of constraints 

^2 ai{u)p{u) = (i       i=l, ...,m (5) 
wen 

i 
When ||e|| = (cf + ... e^,)^ is small enough, we would expect the two systems of constraints 
to be interchangeable.  Now, let px be defined as follows 

where Z is defined with respect to the constraints (4). If Z has an extrema at Ä then p'X is 
the maximum entropy distribution for the constraints (4). For any A, we can show (see [2]) 
that px is the maximum entropy distribution for the system of constrain ts 

£ a.(uOp(u;) = Yi a.(u;)expf-5;A1a.(u;)j /Z(A) = -V^iX)/Z{X) 
wen wen *   tmt ' * ' 

where V, is the «th component of the gradient. So, if, for a given A, ||VZ(A)/Z(A)|| is small 
(corresponding to {{c|| being small in (5)), then p\ is the maximum entropy distribution for 
a system of constraints that is close to the original system of constraints. 

Hence, our desire is to find a A such that ||VZ(A)/Z(A)|| is small. In light of this, let 
us examine the cases where the assumptions (2) do not hold. When a system of constrain ts 
has as its only solutions distributions p that assign probability zero to some events, we 
can show (see [2]) that Z(A) is bounded below by 1. Hence, all we need to do is make 
the gradient of Z arbitrarily small, and we will have found a A that defines a maximum 
entropy distribution which satisfies constraints arbitrarily close to those originally supplied. 
When the constraints are contradictory, we can show (see [2]) that when VZ goes to zero, Z 
will also. But, we can also show (see [2]) that using a continuous gradient descent method 
(define X{t) by the O.D.E. d/dtXiit) = -V1Z(A(0)/||VZ(A(0)||, with the initial condition 
A,(0) = OVt) to minimize Z yields a path X(t) such that ||VZ(A(0)/Z(A(t))|| decreases as 
t increases. In this sense, we get a maximum entropy distribution for a consistent set of 
constraints that approximates the MV ißsistent set. 

• 

4. Minimising the Partition Function In this section we consider the computational 
side of finding a maximum entropy distribution. Recall that finding the maximum entropy 
distribution is equivalent to minimizing a convex function, the partition function Z(A), as we 
showed in section 2. Recall also that Z(A) and VZ(A) are defined by sums over all elements 
in H. When Cl has a small number of elements, computation is simple. The gradient of Z 
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can be calculated exactly, and Z minimized by gradient descent. However, even in a small 
letter recognition problem, for example, we may have our letters described by ten features, 
each feature being able to take on thirty different values. This yields a state space with 
3010 elements, and a sum of 3010 terms (each of which involves the exponential of a sum of 
m terms), as would be necessary to explicitly compute VZ, is beyond the practical limits 
of computation. This difficulty can be overcome by estimating the direction ofVZ, instead 
of calculating it exactly. Before we delve too deeply (for more details see [2]), let us first 
outline the general idea. The crucial observation is that we can find a distribution f\, such 
that VZ(A)/Z(A) is just an expected value (with respect to the distribution f\) of some 
simple function. Notice that V£(A)/Z(A) supplies us with both the direction of the gradient 
(so we can minimize Z by gradient-descent type methods) and also tells us how close we 
are to satisfying our constraints (see section 3). Since by using Monte Carlo type methods 
we can simulate such a distribution p*, and since the sample mean from a simulation is 
close to the real expected value, we can actually approximate VZ(A)/Z(A) without doing 
a size of H number of calculations. The idea of using sampling to find the direction of the 
gradient of Z, was first proposed by Geman [3]. 

Consider a distribution fx on the space fi where the probability of the event w, /)>((*;) 
is defined, as before, as 

*  » exp(- gf» a.HA,) 
)     E.ene*P(-Er=i«.HA.) 

The expected value of the function /(w) with respect to the distribution PA is 

EW6n/(^W(-E",^)A.) 
wen 

and for the function - o,(w) we have 

t£k ^u-en exPr 1M=I a.(w)Al) 

Fi-   \      - Ewen a.(^)exp(- gg. 0.(0;)A,)      V,Z(A) 

Since all a gradient descent method needs is the direction of the gradient, we can use the 
above. Also note that a measure of how close we are, at a certain A, to satisfying the original 
constraints is just ||^(tti)!I :=\\'^Z{X)/Z{\)\\ (see section 3). 

Now that we have VZ/Z in terms of an expected value we come to the problem of 
simulation. The goal is to find an ergodic sequence w' with marginal distribution p>. In 
this way the sample expected value of/(ui) using S samples is 

Vt.lV) (6) 

and for 5 large this should be close to the true value of Ex (/). 

The method we use to find an ergodic sequence requires that H have some sort of 
neighborhood structure, we will thus revise our view of the state space f). For the sake 
of clarity we will consider each event in H as the state of a 1-dimensional lattice with A'i 
elements.  An element w in H will thus be of the form ui = {u/j,... ,0;^,}.   Furthermore, 

each component of w, w* will be restricted to JVj different values (Q will thus have Flfcii ^2 
elements). We note that with a lattice structure f] can get very large, without much effort. 
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Our ergodic sequence will start at a random point u,'1 in Cl. We will then pick w'+1 

given (A)
1
 as follows: we will fix most of the components of u;/+1 to be the same as the value 

for a;'. The values we don't fix will allow u)l+l to be any element in some subset of fi, call 
it T, containing r elements, {tj, ..., tf}. We will then randomly pick an element from T, 
according to the probabilities p^ {<,), to be a>'+1. This is done as follows: we first calculate 
Z{X)- px{t,) for every <, in T, then we randomly (according to a uniform distribution) pick 
a number between 0 and Z{A)- X^=i PA('<)- This randomly chosen number will be between 
Z(A) • PA(^) and Z{X}- px{tj+i) for some /; in T. and we will let a./+1 = tt. Note that 
Z(A) • px{t,) equals exp V^j (-av^jA,), which just requires an order of m operations to 
calculate. Since we usually have m less than several hundred, we are in good computational 
shape. Of course, one has to be carefull when picking T at each step / (i.e., decide which 
components of w* to fix) in order to avoid creating numerical artifacts. This is not too 
difficult; one approach is to fix components in a random order and with ec'ial likelihood. 
This method of finding an ergodic sequence is known as Stochastic Relaxation [3j and is 
closely related to the Metropolis Algorithm [8]. 

Now let us say a word about the minimization of Z, given that we have estimates 
for the gradient. We note that finding the gradient is still a computationally difficult task, 
and hence wc desire to use a method that requires the direction of the gradient at as few a 
number of points as possible. A discrete analog of the continuous gradient descent scheme, 
suggested in section 3 for handling contradictions, would prove too costly; we will therefore 
assume that the constraints are not self-contradictory, so any method that drives VZ to 
zero will be acceptable. 

We implement a modification of the standard gradient descent method. Typically, 
gradient descent refers to constant small steps in the direction opposite to the gradient. 
Instead, to minimize the number of times we need to compute the gradient, we employ a 
slight modification We will still move in the direction opposite to the gradient, but the 
size of the step we take will not be constant. When we begin we will pick a value for our 
step-size S (positive). We will always start at A0 = 0, since this corresponds to the uniform 
distribution on H, a logical starting point. At the point A' we will find a A'"'"1 such that 

A'^ ■ A'- 5V-^(A,)/-^(A,) where 6 is picked as follows. Since ^A*'- 5V^(A')//{A0) IS a 
convex function of 6 its derivative (with respect to 6} can only be zero for at most one f, 
which we shall call S. US does not exist, then Z{\'- SVZ{X')/Z{X'}) is a decreasing function 
of 6, and since Z{X) is bounded below by zero, we would have V/(A1— SVZ{X')/Z{X')) going 
to zero; so for S large enough A'- SVZ{X''/ZlX') would define an adequate solution (section 
3). When 6 does exist, we see that the derivative of ^A'- SVZ{X')/Z{X')) (with respect 

to 6) is negative for all S greater than zero and less than S. Hence, picking 6 between 0 

and 6 would yield Z{X'+1) less than Z{X'). However, the closer ^ is to ^ the smaller Z{X'+1) 

will be. We will pick 6 between 0 and B/t (f around 2) by doing a binary search: if the dot 

product V^A') • Vi^A' - IVÜfA')/^*)) (remember that Z is positive, so the sign of this 

term is computable even without normalizing) is negative we try 6 = 6/e, if positive we try 

$mit. When VZ{X'}- V^A' - .5V^A')/^')) switches sign from the last 6 to the current 

6, we will have completed our search in the direction VZfA'); we will define A,+1 using the 

6 (choosing from either the current or the last) for which the sign was positive. In this 
manner we will be sure that Z(A,+ 1) < Z{X'). Making e smaller (close to, but above, one) 
yields higher accuracy, but since our gradients are not exact, and since we would need to 
find many more gradients, a computationally expensive task, it is not worth it. We save the 

value of 6 that we used last, for the next step, since it is usually of the correct magnitude. 

A useful feature of the above method is that it provides a means to test our sampling 
method. As we increase 8, the dot product V^A')- VZfA' - ^VZ(A,)/if(A,)) should be a 
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decreasing function. Likewise as we decrease 6 il should be an increasing function (keeping 
6 positive). If this is true for the sampled values of the dot product, we can have more 
confidence in the sampling method. If it is not, we know that our estimate of the gradient is 
wrong, in which case we can take appropriate action. We can increase the number of samples 
we are averaging over (5 in (6)), we can start at multiple begining points (u;1,^1,...) and 
then average over the different trials ({w1, . jw',^1,.. .,0',...}), we can discard the first 
n elements of the series to get rid of the effects of the random starting point, etc... There 
are many things that can, at the expense of increased computation, be done to improve the 
accuracy of the sampling method. 

The next< section is composed of two examples. The first is a test of our simulation 
methods. We construct a distribution and extract statistics. We then find the maximum 
entropy distribution. We then calculate V Z/Z exactly, and see that the simulation was 
successful (since the values for VZ/Z are quite small). The state space for this example is 
of size 234, so the exact calculation of V 7 was quite lengthy. 

The second example we consider is the problem of letter recognition. Sample letters 
were presented and features extracted from them. Statistics of the features conditioned on 
the letter served as our knowledge. The maximum entropy distribution was found and used 
to identify the sample letters. Considering the primitiveness of the features the results are 
encouraging. 

5. Results 

Example 1: A test of our method 

In this section we conduct a test of our simulation methods. We will consider a 
distribution on a large state space and use the statistics generated by the distribution to 
form constraints. We use sampling methods to conduct the gradient descent (section 4), and 
find a point Ä that will serve as our guess for the extremal point of the partition function. 
We then compute VZ(Ä)/Z(Ä) exactly. This will serve to tell us how the statistics generated 
by the distribution generated by Ä differ from the statistics of the original distribution. We 
will present (on the following pages) the statistics of the original distribution, the estimated 
value of VZ(Ä)/Z(Ä) and the true value ofVZ(X)/Z{\). 

We will have as our state space, n, the set of all strings of length 24 composed of I's 
and -I's, so Q has 224 elements. We picked this state space so that the exact calculation 
of VZ and Z is possible, although quite lengthy. The distribution p we use to generate 
statistics is 

14,1.    exp(- gg.ElL^wji,kU - g* r(.>t) 
E^i exp{- ES EESw «K - EE mSi 

Where W{i,j) was picked randomly to be either +c or - c, and r(i) was picked randomly 
to be either +d or - d. The values of d and c were chosen so that the distribution p is 
neither too fiat nor too sharp. We used c = 1/5 and d = 1/2. Our constraints are the 
expected values of w, and Ufjjj with respect to p. Our constraii-ts are thus 

E{u>i) - Y^ w»p(w) = 0   for all i 
wen 

E{u.'iUj) - yj (jJiUJjp{u)) ■ 0   for all i,j witht > j 
Mtfl 

where Ä(w,) and E{u),\jjj), the expected values with respect to p, were computed exactly. 
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We can write the partition function, Z{X) (where A = {Ai,.. .Asoo}) as 

24     24 24 

^(A) = H exp^J^ A(,_1).(25-(</2))+*-,+i (wi-^t - Eiuvic)) + 2j Azre+.fw, - ^(w,))) 
wen       t=i k=i i=i 

On the computational siH'- ol things we used 20 starting points in the sampling. Each 
sample involved 80 steps, {u/lf .. .,u;80}, the last 50 being kept to form the expected value. 
Each step was composed of randomly dividing the 24 components of the string into six 
groups (four in each). We then chose a group and, holding the other groups fixed, picked 
a value for it according to the distribution px (sec section 4). We repeated this procedure 
until each of the six groups had been allowed to vary once. 

We note that the computational tune taken to conduct all the steps of the gradient 
descent (involving the estimation of VZ/Z several hundred times) was less that that needed 
to do one exact computation of VZ/Z. 

Recalling that A was our estimate, we have (see section 3 and 4) 

E-X{uj,ujk) - E{u>,wk)- V(l_1).(26_(,/2))+jt_1+1Z(A)/Z(A) 

^K)^^.)-V27^,Z(A)/Z(A) 

E^ being the expected value under the distribution generated by X.  The percent error in 

the true value of V.Z/Z 
the value of the associated statistic in the original system 

E-x is 

One measure of the "fit" of the maximum entropy distribution generated by A is the median 
value of the percent error, which was, for the A we found, .07. So, compared to the original 
statistics, the errors in the statistics for the maximum entropy distribution generated by A 
were typically small. 

The results on the following pages contain more detailed information about the be- 
havior of the maximum entropy distribution generated by Ä. They are the statistics of the 
original distribution, the estimated value ofVZ{X)/Z(X) and the true value ofVZ(Ä)/Z(Ä). 
The results are presented in ten row, thirty column tables.  (On the first row we will have 
{Vi Z/Z, ..., VJOZ Z}, on the second {Vn Z/Z V20Z/Z}, etc.) They are presented in 
such a way that the statistics in the first table have the same position in their table as the 
gradient associated with that statistic has in its own table. The statistics concerning the 
Efauj) are thus on the top of the table. 
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0.0806 0.4255 -0.5389 0.4194 -0.0658 0.1038 -0.2769 -0.1695 -0.0471 -0.4299 
-0.J67B 0.1587 -0.4326 -0.1210 -0.0087 -0.5435 -0.2733 -0.1378 0.0675 -0.2034 
-0.1561 0.1139 -0.2435 0.1101 -0.3267 0.0143 •0.1123 -0.1405 -0.0727 0.0058 
0.3384 -0.1810 0.1395 0.1596 -0.0861 -0.3118 -0.1079 -0.2927 -0.1603 -0.0798 
0.1153 -0.2382 0.0820 0.0935 0.0309 -0.3710 0.1078 -0.0310 0.0678 -0.2163 

-0.2566 -0.0483 -0.3900 0.0760 -0.0324 -0.1739 -0.1397 0.1580 -0.6601 -0.3170 
-0.0611 0.1214 -0.3010 0.1066 0.2089 -0.3999 -0.4133 -0.0192 -0.2100 0.2303 
-0.0626 0.0139 0.3400 0.2606 -0.3386 0.6548 0.3437 -0.1447 0.4944 0.2766 
0.1199 0.1702 0.4366 0.1741 -0.0355 0.1152 -0.1655 0.0974 -0.0307 0.1474 

-0.0506 -0.1471 -0.3767 0.1875 -0.4381 -0.2993 -0.1397 -0.2946 -0.0289 -0.1637 
0.0578 -0.1158 -0.2955 0.1512 -0.1849 0.3361 0.3909 -0.0898 0.1631 0.0670 
0.0747 0.2564 -0.0816 -0.1574 -0.0171 0.2316 0.3813 0.0894 -0.2684 -0.1118 
0.1283 -0.3382 0.2184 0.1454 0.0056 0.0848 0.1345 ■0.1346 0.2802 -0.1257 

-0.1996 0.1433 0.0238 -0.0056 0.0272 -0.3076 -0.1960 -0.U32 -0.2609 0.1727 
0.1411 0.0855 0.1670 -0.1307 -0.0344 0.0115 -0.0492 ■0.1137 0.3927 0.4310 

-0.1274 -0.1325 0.1253 0.0540 -0.3286 0.0894 -0.1906 0.2345 -0.1451 0.1649 
-0.1359 ■0.1806 0.1306 0.2210 -0.0150 0.0971 -0.3461 -0.0668 -0.1536 -0.0483 
-0.0332 0.0306 0.1210 0.1267 -0.0879 -0.0762 ■0.3189 -0.0902 0.1518 -0.1577 
0.1225 -0.1729 -0.0798 0.0621 0.1784 0.1587 0.0687 0.2628 0.0247 0.0028 
0.4491 0.1652 0.0265 -0.1744 0.0841 0.0775 ■0.3494 0,1086 -0.0153 0.3228 
0.0290 0.1046 0.0138 -0.0861 0.2085 0.1336 -0.0243 0.2994 0.1015 -0.0400 

-0.3274 -0.3316 0.1087 -0.0558 0.0223 0.1356 -0.3317 -0.1941 0.0738 -0.1794 
0.0815 0.3093 -0.1086 0.3438 0.0098 0.1848 0.1888 0.3935 0.1908 0.0734 
0.1954 0.1346 0.1088 -0.0214 -0.0820 0.0429 0.2873 0.1646 -0.1003 -0.0602 

-0.0993 -0.1701 -0.0309 -0.2G73 -0.2077 0.1756 ■0.2132 -0.1913 0.3897 0.1054 
-0.1602 0.3540 -0.0165 -0.2966 0.3280 -0.1534 0.0292 0.0823 0.0419 -0.2960 
0.0808 -0.1662 0.1384 0.214G 0.1215 -0.0250 0.1721 -0 1384 0.3438 -0.0841 
0.0553 0.0776 0.1831 -0.1699 -0.1746 -0.0239 -0.6172 -0.3503 -0.5228 0.C238 

-0.4085 0.1994 0.0478 0.3981 0.1448 -0.0911 0.487C 0.1390 -0.2291 0.4606 
0.2816 0.0204 0.7344 0.3949 -0.0182 -0.0226 0.3911 Ü0O47 -0.31G3 0.3157 

Table of £(*,*,), £(«,) 

0.0181 0.0044 0.0103 -0.0576 0.0205 0.0128 0.0354 -0.0573 -0.0112 ■0.0207 
0.0526 -0.0433 00646 0.0483 -0.0115 0.0238 0.0O49 -0.0582 0.0352 0.0076 
0.0469 -0.1033 -0.0199 0.0230 -0.0314 ■0.0270 -0.0332 0.0172 0.0277 0.0107 
0.0089 -0.0006 0.0140 0.0496 -0.0075 0.0112 0.0152 -0.0301 -0.0083 ■0.0053 

-0.0019 -0.0347 0.0754 -0.0593 -0.0005 ■0.0170 -0.0432 -0.0054 -0.0303 -0.0052 
-0.0027 0.0156 0.0104 0.0496 -0.0028 0.0264 0 0278 0.0160 -0.0186 -0.0580 
-0.0189 0.0001 -0.0323 0.0506 -0.0181 -0.0392 ü.o497 -0.0578 -0.0270 -0.0151 
0.0076 -0.0114 0.0145 -0.0614 -0.0072 -0.0147 0,0072 -0.0130 -0.0220 -0,0437 
0.0466 0.0200 0.0033 -0.0422 0.0862 -0.0520 0.0346 0.0025 0.0689 0,0136 
0.0134 0.0287 0.0575 -0.0071 0.0232 0.0174 -0.021 ^ 0.0441 0.0726 -0 0476 
0.0137 0.0614 0.0371 ■0.0227 0.0176 0.0547 -0.0170 0.0389 -0.0030 00127 
0.0183 0.0545 -0.0850 -0.0454 0.0182 0.0142 0.0230 0.0347 -0.0603 -0,0647 

-0.0331 0.0112 0.0113 0.0776 -0.0295 0.0342 0.0191 -0.0370 0.0079 0,0057 
-0.0248 0.0096 0.0523 0.0355 -0.0403 -0.0448 -0.0213 -0.0560 -0.0749 0.0524 
0.0834 -0.0371 0.0368 ■0.0412 0.0673 -0.0717 -0.0453 0.0335 -0.0058 -0.0162 
0.0240 -0.0730 -0.0221 -0.0160 0.0146 0.0747 0.0260 0.0130 -0.0213 -0.0192 

-0.0263 -0.0442 -0.0489 0.0198 0.0603 -0.0337 0.0176 -0.0156 -0.0457 0.0396 
0.0624 -0.0090 -0.0063 0.0133 ■0.0652 -0.0188 ■0.0057 -0.0195 0.0259 0.0063 
0.0252 ■0.0466 -0.0233 0.0099 -0.0020 ■0.0233 0.0006 -0.0170 -0.0228 -0.0263 
0.0516 0.0211 -0.0190 -0.0321 -0.0085 -0.0110 0.0063 0.0075 0.0340 -0.0543 

-0.0406 -0.0124 -0.0615 -0.0315 0.0615 0.0441 -0.0648 -0.0273 0.0446 -0.1162 
0.0178 ■0.0483 -0.0144 0.0403 0.1209 -0.0200 -0.0304 0.0106 0.0494 -0.0770 
0.0250 0.0564 0.0125 -0.0317 -0.0714 0.0483 0.0162 0.0110 -0.0118 0.0310 

-0.0513 ■0.0110 ■0.0483 -0.1200 0.0366 0.0231 0.0208 -0.0155 0.0306 0.0119 
0.0016 0.0281 -0.0513 0.0288 -0.0188 -0.0227 -0.0221 0.0133 -0.0107 00304 

-0.0363 -0.0077 -0.0792 0.0160 0.0388 0.0365 -0.0204 -0.0463 ■0.0299 0.0240 
0.0323 0.0200 -0.0552 0.0275 0.0142 -0.0724 0.0058 -0.0108 -0.0077 -0.0415 

-0.0188 0.0411 0.0186 0.0623 -0.0883 -0.0424 0.0195 -0.0346 ■0.0599 -0.0191 
0.0643 0.0026 0.0519 0.0366 0.0610 ■0.0524 0.0213 -0.0836 0.0023 -0.0123 

•0. 108 0.0230 0.0034 -0.0136 -0.0389 0.0168 0.0367 -0.1384 0.0327 0.0607 

Table of estimated VZ(\)/Z{X) 
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0.0233 0.0004 0.0116 -0.0173 0.0168 0.0138 -0.0268 -0.0143 -0.0304 -0.0050 
0.008« 0.0030 0.0304 0.0477 0.0017 0.0005 -0.0260 0.0077 0.0056 0.0386 
0.0042 •0.0317 -0.0117 -0.0152 -0.0060 -0.0288 -0.0116 -0.0147 0.0001 . 0.0114 
0.0040 -0.0140 0.0130 0.0087 0.0282 -0.0004 -0.0071 -0.0014 -0.0171 0.0035 
0.0081 •0.0036 0.0216 -0.0188 0.0214 -0.0027 -0.0297 0.0244 0.0249 0.0135 
0.0136 -0.0106 -0.0130 0.0241 -0.0123 0.0262 0.0044 0.0198 0.0040 -0.0208 
0.0026 •0.0010 0.0016 0.0301 -0.0010 -0.0112 0.0188 -0.0105 -0.0145 0.0258 
0.0120 0.0250 0.0067 •0.0064 0.0000 -0.0185 -0.0125 -0.0276 •0.0139 0.0189 
0.0020 0.0281 -0.0028 -0.0001 0.0279 -0.0267 -0.0197 0.0059 0.0068 0.0244 
0.0388 0.0301 0.0062 0.0022 0.0205 0.0003 0.0014 0.0183 0.0120 -0.0009 
0.0000 0.0401 0.0010 0.0006 -0.0004 0.0058 -0.0060 0.0031 0.0023 -0.0132 
0.0213 0.0045 -0.0235 -0.0115 0.0045 0.0065 -0.0008 0.0162 -0.0188 -0.0328 
0.0065 •0.0001 -0.0046 0.0057 -0.0070 0.0034 0.0077 -0.0069 0.0025 0.0225 
0.0036 0.024S -0.0186 -0.0180 0.0083 -0.0144 ■0.0173 -0.0136 -0.0128 o.ooiy 
0.0324 •0.0004 -0.0030 -0.0065 -0.0238 -0.0071 -0.0106 0.0030 0.0184 00057 
0.0006 •0.0169 0.0160 0.0132 -0.0046 -0.0230 -0.0011 0.0057 -0.0166 0.0074 
0.0266 •0.0285 -0.0130 0.0238 0.0146 -0.0065 0.0043 -0.0159 •0.0240 0.01.29 
0.0070 0.0203 0.0315 0.0142 0.0012 0.0S06 0.0129 -0.0136 •0.0041 0.0124 
0.0007 -0.0131 0.0050 0.0218 0.0008 0.0016 0.0128 0.0009 -0.0316 -0.0288 
0.0036 0.0049 -0.0363 -0.0014 -0.0258 -0.0010 -0.0069 -0.0120 0.0307 -0.0157 
0.0202 0.0070 ■0.0260 -0.0080 -0.0022 0.0180 •0.0253 -0.0034 0.0195 -0 0] 4? 
0.0053 -0.0039 0.0180 0.0210 0.0176 0.0004 -0.0033 0.0144 0.0152 -0.0099 
0.0133 -0.0107 -0.0375 -0.0175 -0.0173 -0.0007 0.0311 0.0001 0.0005 0.Ü259 
0.0120 0.0049 -0.0465 -0.0200 -0.0104 -0.0037 •0.0021 o.ooir -0.0100 -0.0199 
0.0240 -0.0005 -0.0344 0.0008 -0.0130 0.0004 •0.0170 -0.0019 0.0167 -0.0035 
0.0038 •0.0087 -0.0272 0.0035 0.0050 -0.0045 0.0021 -0.0245 0.0099 -0.0006 
0.0143 0.0111 0.0005 0.0045 0.0213 -0.0234 0.0275 -0.0046 0.0039 -0.0108 
0.0041 0.0229 0.0031 0.0017 -0.0148 0.0223 -0.0016 ■0.0240 •0.0092 -0.0002 
0.0066 0.0200 0.0274 0.0393 0.0226 -0.0146 0.0206 0.0019 -0.019Ä -0.0030 
0.0054 0.0204 0.0006 0.03O8 -0.0525 0.0347 0.0002 •0.0478 •0.0175 Ü.0187 

Table of true r/(i)/7(ji) 
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Example 2: Letter recognition 

Let us consider the problem of invariant letter recognition. We will be presented with 
a picture of a letter of unknown size, orientation and font, and we wish to find out which 
letter it is. For the sake of simplicity we will use simple images with just two grey levels 
(black and white), and we will just consider the capital letters A,...,G. 

There are many wa>s to approach this problem, the one we will consider is based on 
feature extraction. We will deal with the in variance of the problem by extracting features 
(scalars) that are independent of the orientation or size of the letter. Our expert system 
will be a distribution on the space of features and labels, where the latter identify the 
letter. This distribution will be used to find the probabilities of the labels conditioned on 
the observed features [e.g., P{ 'the letter is an A' | featurei = 5, feature2 = 6) = .3) 

Choosing the features is a crucial task, and should be given as much consideration as 
the construction of the expert system that uses them. Features can be roughly separated 
into two groups, local and global. Global features deal with the whole picture and are what 
we used in the results presented in the following pages. Local features deal with the local 
behavior of the picture elements. Hence, local features are ideal for occluded pictures. Local 
features seem more powerful and, it is our belief, will be essential for a true solution to the 
invariant character recognition problem. 

The features we used in our example were non-standard. They were picked because 
they seemed reasonable and not too difficult to compute. They mostly deal with holes 
and indentations. A hole being a white (non-letter) region completely surrounded by the 
letter (typically A has a hole, C does not), and an indentation being a white region that 
is connected, is in the convex hull (the convex bull of the set S is the smallest convex set 

> containing 5) of the letter, and yet not a hole. Some thought will show that this is exactly 
what we mean by an indentation (typically O has no indentations, T has two). Below are 
listed twelve of the features we use. 

1 The size of the largest hole / The size of the convex hull of the letter 
2 The size of the second largest hole / The size of the convex hull of the leitet 
3 The size of the third largest hole / The size of the convex hull of the letter 
4 The size of the largest indentation / The size of the convex hull of the letter 
5 The size of the second largest indentation / The size of the convex bull of the letter 
6 The size of the third largest indentation / The size of the convex bull of the letter 
7 The ratio of longest to shortest axis of the largest hole 
8 The ratio of longest to shortest axis of the largest indentation 
9 The ratio of longest to shortest axis of the second largest indentation 
10 The ratio of longest to shortest axis of the third largest indentation 
11 The total area of the indentations in the largest hole / The size of the letter 
12 The total area of the indentations in the largest indentation / The size of the letter 

We also have several other features that deal with the points that span the convex 
hull. We construct these features as follows. Let our original set of points be the smallest 
set that spans the convex hull of the letter. At every step remove one point from our set of 
points, picked to maximize the area spanned by the remaining points. Continue doing this 
until no points are left. Our final features shall be 

13 The number of points that span the convex hull of the letter 
14 The area spanned by six remaining points     / The area of the convex hull 
15 The area spanned by five remaining points    / The area of the convex hull 
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16 The area spanned by four remaining points   / The area of the convex hull 
17 The area spanned by three remaining points / The area of the convex hull 

These features are useful since they tell us how curved the letter is. For example the 
letter 'E' is square so the area left after removing all but four points should be large, but 
when only three points remain the number should be much smaller. 

The knowledge we used to form our expert system deals with the expected values of 
the features, the features squared, and the products of selected features, all conditioned on 
the letter (eg. ^(feature!! the letter is an J4) = Cj, ^((feature!)2| the letter is an ^4) = C2, 
^(feature] • feature2I the letter is a,n A) = C3). We also give our system the very important 
piece of knowledge that the letters are of equal probability (each of probability 1/7). It 
would be nice to use all the products of features as constraints, but with seven letters and 
17 features we would have sev'ral thousand constraints and this is computationally difficult. 
In the experiment that yielded the results on the following pages we used the conditional 
probabilities of only fifteen different products. The total number of constraints was thus 
350. 

On the computational side we use several techniques to improve the behavior of the 
gradient descent. The first technique deals with the constraints themselves. In general 
a constraint is of the form E{G,) — C,, where G, is some function and C, is a constant. 
Typically we find C, by taking a test sample, and using the sample mean of 6',. However 
this does have problems. Since our gradient descent is not exact we typically end up with 
V,Z/Z small for all j and typically of the same order of magnitude, but not exactly zero. 
Thus if we have as a constraint ^(lOO- Gj) — 100- C, for some j, then E[Gj) ~ C; will 
come much closer to being true in the resulting maximum entropy distribution than if we 
had E{G:) — C; as the constraint. Also, there is a problem caused by wanting our expert 
system to recognize things not in the sample that formed our constraints. In the following 
results we trained our system with 5 samples of each letter. Now, what will happen if we 
try to recognize a letter that was not in the population we used to train the system? We 
would like it to be recognized, especially if it is similar to the original population. This 
does not always happen. One particular case of this problem is caused by boundry effects. 
If a feature has range 0 to 1. and all the sample letter C's had value 0 for this feature, 
then the only way to satisfy the constraint £,(featUTe j letter is a C) = sample mean — 0, 
is to have ^(feature — 0 j letter is a C) = 1. If we present a C which has valae .001 for 
this feature, it will not be recognized. While this problem could be cured by having a large 
sample (and should be), it and the previous problem can both be dealt with by scaling and 
slightly modifying the constraint functions. For the full details we refer the reader to [2]. 

Now let us consider the sampling method itself. In this problem the constraints have 
a rather odd form, almost all of them are conditioned on tiie letter. This can lead to 
difficulties in the sampling method. When the letter is an A, for example, the features 
tend to have certain values, as the constraints specify. At every step in the sampling we go 
through the feature vector, holding most of the features fixed and then picking those that 
are not fixed according to a distribution. However when the label is 'A', the features tend 
to stay within a certain range. When it comes time to fix the features and vary the label, 
the distribution that we use to pick a label, being generated by features that correspond to 
an A, will emphasize the label 'A'. This is to be expected, since we can think of the label 
'A' as corresponding to some region in the state space, and forming a sort of 'well' in the 
energy landscape (a region of very likely events, corresponding to 'A's, surrounded by a 
region of low probability that corresponds to feature values not associated with any letter). 
Once such a 'well' is entered it can be difficult to get out of. So, if the label 'A' is turned on 
it tends to stay on, and our sample will quite possibly over-emphasize one particular letter 
at the expense of the rest. 

Since all the constraints involving the features are conditional, we can use the following 
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change in the sampling method to cure the problem mentioned above. We will first fix label 
at 'A'. We will then conduct gradient descent on Z until the values of V^Z/Z are small for 
all the t's corresponding to constraints conditioned on the label being 'A'. Then we fix the 
label 'B' and continue. After we have gone through all the letters (in our case A,.. .,G) we 
start sampling normally (letting the label vary). Since the values of V,Z/Z are small for 
all t's corresponding to conditional constraints, we need only conduct gradient descent until 
the constraint that all letters be equally likely is (close to being) satisfied. 

Now let us present the results. The letters we wished to identify are on the following 
pages. Th>*y are the same letters that were used to find the sample means in the constraints. 
The probabilities of the labels conditioned on the observed features, given by the maximum 
entropy expert system, is provided underneath the letters. Only the top three probabilities 
are listed for each letter, in the interest of saving space. The energies are also listed, where 
the energy is ^J^j - 0,(0;)^, (where w is the element of f) corresponding to the fep' are vector 
plus the hypothesized label, and Ä is the result of our minimization of Z). The energies are 
given to provide some comparison between different letters ("this E looks more like an E 
than that E"). 
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Al 
Al 

it is an A 
it is an E 
it is an F 
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0.3277985 

3.8487754 
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4.5665264 

A2 
A2 
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it is an E 
it is an F 
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it is an F 

0.9920666 
0.0000050 
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it is an A 
it is an E 
it is an F 

0.9974482 
0.0001584 
0.0023898 
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11.5205803 
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Bl it is an B 1.0000000 I.7S03293 
Bl it is an C 0.0000000 '..'6.1249256 
Bl it is an D 0.0000000 26.0998402 

B2 it is an B 1.0000000 6.2038503 
B2 it is an C 0.0000000 26.3224182 
B2 it is an E 0.0000000 26.6758900 

B3 it is an A 0.0000000 29.8165340 
B3 it is an B 1.0000000 9.1290588 
B3 it is an E 0.0000000 30.7371597 

B4 it is an B 0.9999986 5.9010286 
B4 it is an E 0.0000006 20.2056236 
B4 it is an F 0.0000003 20.8549023 

B5 it is an B 0.999999Ö 5.5978689 
B5 it is an E 0.0000000 23.7445774 
B5 it is an F 0.0000004 20.2729683 
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Cl ii i;- an C 0.6604182 -1.9814487 
Cl n is an E 0.0184070 1.5986940 
Cl it is an G 0.3191914 -1.2543660 

C2 it is an C 0.6313014 -1.3120894 
C2 n is an E 0.1306149 0.2634406 
C2 H is an G 0.2368994 -0.3319414 

C3 it is an C 0.5955555 -1.6064481 
C3 it is an E 0.0437944 1.0035404 
C3 it is an G 0.3588811 -1.0999445 

C4 it is an C 0.6606517 •0.5129181 
C4 it is an E 0.0676684 1.7656897 
C4 it is an G 0.2695387 0.3835969 

C5 it is an C 0.6386604 -1.4192295 
C5 it is an E 0.0491251 1.1457740 
C5 it is an G 0.3097548 -0.6956378 

242 



tfl MI U M H 
i r • ■ ■ • i—■ ■ ■ i ■ ■ ■ ■ t • ■ ■ • i ■ 

tt.... 1 .... I. 1... .14 

111 MI u n u 
T,-,-, .-,.», „.,.. „ ..T..-r,^r, 

. I ■ . . . 1 . . , , I , , 

III Ml U M II 
-r--   .-^",   I 

I     ■ Xk. wa_ 

2 

Ml M 

1 . , ■ ■ I  I 

icture Hypothesis Probability of Hypothesis Encrsy of Hypothesis 

Dl it is an A O.OOOOCM 19.0304546 
Dl it is an B 0.0011396 13.6119480 
Dl n is an D 0.9988480 6.8360224 

D2 it is an B 0.0003877 12.2251072 
D2 it is an D 0.9994236 4.3704495 
D2 it is an G 0.0000976 13.6045828 

D3 il is an B 0.0000000 89.0601807 
D3 it is an D 1.0000000 -12.7670460 
D3 il is an F 0.0000000 82.0110168 

D4 it is an B 0.0005200 12.7396383 
D4 it is an D 0.9994300 5.1784315 
D4 it is an G 0.0000154 16.2575455 

D5 it is an A 0.0000039 17.1760368 
D5 it is an B 0.0003292 12.7477312 
D5 it is an D 0.9996585 4.7292614 

243 



■ 

r i T 

- •« 

■ * ■'■■*■ J j ■■'' * ■■■'■■■ ."^ *" 

til Mt U m     «. •1 Ml U f« V ■ 
t '■  ' '   I   '  '   '   '   I   '   '   '   '   I   '   '   '       I   '   ' 

^     ■    i - ■ ■ ■ i ' L 
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El 
El 
El 

it is an A 
it is an E 
it is an F 

0.0000728 
0.9531993 
0.0467241 

7.38686] S 
-2.0928898 
0.9226741 

E2 
E2 
E2 
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it is an C 
it is an E 
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0.7478167 

E4 
E4 
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it is an A 
it is an E 
it is an F 

0.0003749 
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0.0655886 
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E5 
E5 
E5 

it is an A 
it is an E 
it is an F 
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0.0380000 
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-2.4899280 
0.7413796 
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F3 it is an E 0.0016594 6.2422500 
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F4 it is an E 0.8462385 -0.0166720 
F4 it is an F 0.1515211 1.7034043 
F4 it is an G 0.0020051 6.0284510 

F5 it is an A 0.0003445 8.3701258 
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F5 it is an F 0.1895521 2.0598819 
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G2 
G2 
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G3 
G3 
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it 
it 
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0.3128236 
0.0234408 
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0.1166506 
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-0.6280884 
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it 
it 

is an C 
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ABSTRACT. Methodologies for treating random field problems by finite 
elements are described. The methods are based on second-moment analysis 
procedures, but they are remarkably robust and are able to deal with 
substantial nonlinearities.  Both static and dynamic problems have been 
considered.  Some applications to linear and elastic-plastic structures are 
described along with potential applications to fracture which are now being 
considered. 

I.  INTRODUCTION. The probabilistic analysis of engineering problems by 
finite element methods is currently a dynamic area of research. The most 
widespread statistical approach for analyzing probabilistic systems is by 
simulation, the direct Monte Carlo Simulation [1-3] being the most frequently 
us 3d.  Since the accuracy of the statistical results is dependent on the 
number of samples, the analysis can be prohibitively expensive for large 
systems.  Although simulation techniques can be applied to linear and 
nonlinear systems, they are in general quite inefficient.  Thus, there is 
considerable interest in non-statistical approaches, such as second-moment 
analysis and Probabilistic Finite Element Methods (PFEM).  For linear systems, 
second-moment analysis techniques [3,A] have proven to be effective in 
structural mechanics. But, the extension of second-moment analysis to 
nonlinear structural dynamics is not currently feasible.  Consequently, recent 
developments in the statistical analysis of linear and nonlinear structural 
dynamics have been advanced with PFEM. 

Although the development of PFEM is a relatively new area of research, 
the amount of literature is quite broad [5-13]. The authors' research has 
encompassed both static and dynamic linear PFEM as well as recent advances in 
nonlinear PFEM.  The development of PFEM for static linear analysis with 
material randomness is discussed in Ref. [9].  In the application of PFEM for 
linear dynamics, secular terms arise in the statistical distributions causing 
erroneous results [8,11,13].  In Refs. [8,9], the PFEM is extended to static 
and dynamic nonlinear analysis with material and geometric nonlinearities. 
Extensive research has been done in the application of PFEM for elastic/ 
plastic materials [9,10].  Recently, the PFEM has been developed using a 
potential energy variatlonal principle [11].  In this manner, problems with 
random materials, shapes, body forces, and boundary conditions can be easily 
incorporated into the PFEM.  In Ref. [12], the probabilistic potential energy 

The support of NASA Lewis Grant No. NAG3-535 for this research and the 
encouragement of Dr. Christos Chamis are gratefully acknowledged. 
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variational principle is extended to a three-field Hu-Washizu variational 
principle. The PFEM has proved to be a very efficient means of non- 
statistical analysis for linear and nonlinear continuum in statics and 
dynamics. Currently, the majority of the research in PFEM is directed toward 
improved nonlinear analysis. 

It has been observed [8] that the secular terms arise in nonlinear 
transient analysis as well.  Elimination of these secular terms is not as 
straightforward as in linear transient analysis, and is a current topic of 
research. The nonlinear probabilistic analysis herein, is, therefore, 
restricted to statics. 

In the next section, the linear transient PFEM equations and the scheme 
for eliminating secularities are outlined.  In Section III, the PFEM equations 
for nonlinear statics are derived.  In Section IV, the effectiveness of PFEM 
and the scheme for eliminating secularities are demonstrated.  In Section V, 
the conclusions and potential applications to fracture are discussed. 

II.  PFEM FOR TRANSIENT ANALYSIS.  As a consequence of applying PFEM for 
transient analysis, secular terms arise in the higher order equations and 
hence, all statistical results [8]. Many theoretical methods have been 
developed for eliminating secularities and the literature is quite extensive. 
Secular terms erroneously result from the perturbation process causing the 
higher order equations to increase indefinitely with time or until damped 
away. Thus, secularities cause all statistical results such as the 
expectation and variance of displacement to be unbounded for long times. The 
characteristics of secularities and a method for their removal have been 
developed for a single degree-of-freedom random oscillator [13], but to the 
authors' knowledge no methods have been developed for PFEM.  Consequently, 
there is a considerable need to develop means for eliminating secular terms in 
PFEM. 

Initially, consider a structural dynamic system governed by the following 
linear system of equations which are developed from a finite element 
discretlztlon: 

Md+Cd+Kd-F (2.1) 

where M, C, and K are the mass, damping and stiffness matrices, respectively; 

F is the external force vector; d is the displacement vector; and a 

superscript dot represents time differentiation. The mass is assumed to be 
deterministic whereas the stiffness and damping are assumed to be functions of 

a generalized variance vector Var(b) where b(x) is a random field. The basic 

Idea in applying second-moment analysis to develop PFLM involves expanding all 
random functions about the mean value of the random field b(x), denoted 

by b(x). That is, for a small parameter e, the random function d(b,t) is 

expanded about b(x) via a second-order perturbation at a given x and the 

random field is discretized along with the random functions as follows: 

250 



q      i 2  q 

d » dn + e  E d. Ab. + -7 e   Z      d. . Ab.Ab, (2.2) ■  ~0    ^  ^ 1  2   l4M  -b^j  i j 

where d., d. , and d, .  represent the mean, the first order variation 
~ü ~b      ~b. b 

about b. and the second order variation about b of the displacement; Ab, 

represents the first order variation of b. about b ; and q Is the number of 

random variables.  Complete details of this procedure can be found In Refs. 
[7,8].  Similar expansions are done for F, K, and C. Substitution of 

these expansions for d, F, K, and C into Eq. (2.1) yields the following three 
*V     »N* 

equations for d., d, , and d„: 
~ü ~b.     ~2 

Zeroth Order Equation 

M *dn + C^ + Kndn - F. (2.3) 

First Order Equation 

M d.     +  Cnd,     + K.d.     -  F..        ,     1 -  1,   ....  q (2.A) ~ ~o.      ~ü~b.       ~0~b,       ~Ib. 

where 

«i^- hi - ^o+ \io}    •  ' - 1 q (2-5) 

Second Order Equation 

M d- + C^d» + Knd0 - F. (^.6) 

where 

~2       J i 2 ~b b   2 ~b b ~0   2 ~b. b.~0  ~b,~b, 
ial    i l     il       l i     ii 

- K. d. }Var(b,) 
~D.—b.'    1 

and 

Um\ * ^b b Var(bi) • (2-8) 
z
  * 1-1  11 

The solution of Eqs. (2.3) and (2.6) yields d- and d„, respectively, whereas 
~0 ~2 

the  solution of Eqs.   (2.4)   requires q solutions to obtain d,    .     In Eqs.   (2.4) 

through (2.8)  it has been assumed  that h^ and b. are ur ,d for 1 j* j, 
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thereby enabling Che full covarlance matrix Cov(b^,bj) to be expressed as a 

diagonal variance matrix Var(b.) for i - j and zero for i f4 J.  It is noted 

that in order to reduce the computations further, a transformed random 
variable can be introduced [9].  After the zeroth order equation is solved 
for dnt   the q first order forcing functions given by Eq. (2.5) can be 

evaluated.  Since the first order forcing function is a function of the zeroth 
order solution, part of its effect will be resonant causing secularities in 
the first order solution [11,13].  The second order forcing function is a 
function of the first order solution in addition to the second order solution, 
thus secularities also result in the second order solution.  When damping is 
present in the system, the effect of secularities is present until it is 
damped away for long durations.  The secular terms in the first and second 
order solutions erroneously result from the perturbation process. 
Therefore, the method presented in this paper for removal of secularities in 
PFEM involves removing the resonant part from the first and second order 
forcing functions. 

The mean and variance of displacement are defined by 

E[d] = /  d f(b)db (2.9) 

and 

Var(d) - /  (d - dn) f(b)db (2.10) 

respectively, where f(b) is the probability density function.  Once Eqs. 

(2.3), (2.4), and (2.6) are solved for d., d. , and d0, respectively, ~ü ~b,     ~2 

substitution of the expansion for d given by Eq. (2.2) into Eqs. (2.9) and 

(2.10) yields the second order accurate expectation and first order accurate 
variance of displacement given by 

E[d] - dn + d. (2.11) 

and 

Var(d) - E  (d. ) Var(b.) 
i-l   i 

(2.12) 



respectively.  Since d. in Eq. (2.11) has secular terms present, the 

expectation of displacement will increase indefinitely with time.  Similarly, 
Che variance of displacement will also increase indefinitely with time due to 
secularities in d. . Similar expressions to Eqs. (2.11) and (2.12) can be 

~b1 

developed for strain and stress.  The statistical results for strain and 
stress will also be invalid for long times. Thus, there Is a considerable, 
need to develop methods to eliminate secularities in PFEM so all statistical 
results are bounded. 

There is a vast amount of literature available dealing with the 
analytical removal of secularities but no methods have been developed for the 
nunierical elimination of secularities in PFEM.  The method presented herein 
tor numerical elimination of secular ^erms involves using Fourier Analysis t< 
separat« the resonant and non-resonant parts from the first and second order 
forcing functions.  By performing Fourier Analysis on the time series 
for !•'  (d.) and F0(dri,d1_ ) with a Fast Fourier Transform (FFT), the time 

^Ib. "0     ~2 ~U ~D, 
i 1 

■series   can be separated as  follows 

^ib/V 
1 

•lb. 
+ F 

NR 
lb. 

(2.13) 

and 

F9(dn,  d.   )   = 
~£   ~n'   ~b. 

T,R      „NR F9 + F, (2,14) 

where the superscripts R and NR represent the resonant and no ! resonant parts, 
respectively.  Once the forcing functions are separated, only the non-resonant 
narts of F,,  and F„ are evaluated in the first and second order equations 

~Ib.    ~z \ 
^»iven by Eqs. (2.A) and (2.6) yielding solutions which are devoid of 
secularities.  In order to remove the resonant part of the forcing functions, 
ehe frequency spectra of the system must be known.  To aid in this part of the 
analysis, a highly eficient eigenvalue routine using Lanczos coordinates is 
incorporated to obtain a reduced system tridiagonal eigenproblem 114].  The 
resonant part is then removed by weighting all coefficients in the Fourier 
series which fall within a designated range of the system natural frequencies 
[13]. Thrt is, coefficients which are very close to the natural frequencies 
are almost entirely eliminated whereas coefficients which are separated from 
the natural frequencies are unaffected.  Applicable frequency weighting 
windows include cosine and (cosine)2. This procedure provides an effective 
und efficient procedure for eliminating secularities from PFEM so all 
statistical results are bounded. Another advantage to using a Lanczos 
coordinate reduced basis is the solution of a reduced system of equations 
115]. 

III.  PFEM FOR NONLINEAR STATICS.  The PFEM equations for nonlinear 
statics of a continuum, incorporating material nonllnearitiee. can be derived 
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using the approach followed In Section II. The dlscretlzed equilibrium 
equations governing the nonlinear statics are: 

f(d, b) - F(b) (3.1) 

where  f,  F and d are  the Internal   force,  external  force and displacement 

vectors  respectively and b Is  the dlscretlzed  random vector of  size q,   [9]. 

The  randomness  could  arise from loading and/or material properties.    The 
zeroth,   first and second-order equations corresponding to Eq.   (3.1) are: 

Zeroth Order Equation 

T-F (3.2) 

First-Order Equation 

l\ " -1+2 1 - 1, ..., 

and 

~i+2 \ - \ 1 - 1,  •••! 

where K" is the tangent stiff ness matrix. 

Second-Order Equation 

K d. - 
~ 0.2 ~F2 

where 

d,-4 
q 
E  dL L Cov( b..b ) 

and 

(3.3a) 

(3.3b) 

(3.4*) 

(3.4b) 

~2" i.j-i{2 ^"j  * Vj" V^100^1*15^ * (3'4c) 

The computational effort In solving Eqs. (3.3) through (3.4) can be 
reduced significantly by transforming the full covariance matrix, Cov(bi,b1), 

to a diagonal variance matrix, Varvcj) [9J. usually, only n (n<q) highest 

values of Var(c.) are necessary [9,10]. Using the random vector c, the first 



and second order equations are simplified to: 

First Order Equations 

K d      - F 1-1 q 
M ~c.      ~i+Z 

(3.5a) 

where 

F.   o " F      " 7 

~l+2      '-c.       ^c. 
1 -  1,   ...,   q 

and 

?      = /   BT 7 du     . 
i   d=d 

(3.5b) 

(3.5c) 

Second-Order Equations 

K d    - F 

whc-P 

(3.ba) 

1 - 
Fo -    l (TL. -    " t f. .    - K. d.  }Var(c.) 

i-i z    icj i j        i   i 
(3.6b) 

~ci   i - ~Tcr 
and 

(3.6c) 

£clCj       . 
/ BT7- 

icj 
da 

d-d 
(3.6d) 

Once a. d  and d,. are obtained, the mean and autocovariancu matrices of the 
cl 

diKplacemenc cun  be computed from: 
_ 

E(dJ - d + d,, (3.7a) 

and 

■v     i^J 

Cov(d1,dJ) - { L d  d J Var(c )} 1  ,  c  c       r J 

r»l  r  r 
(3.7b) 
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Next, Che mean and autocovariance matrices of the stress can be similar] y 
computed. At any point (usually an Integration point) In the domain n, a Is 
computed from Eq. (3.2) and: 

[7]      - o" I   + "5, B "cT 
'■Z'c        ~c I  —  ~T ~ ~c cl   cl d-d        1 

(3.8a) 

[a ] - o I        + "EL      B 1     + ÜL  B "3 
cicl        clci d-d cl        cl clcj 

(3.8b) 

where [  ] denotes total derivative and C  represents the tangent constitutive 
matrix.  Thus, ~ 

E[a] - a + a- (3.9a) 

where 

22 -2 ^  ^'c c f*'<Cl) 
1-1   Ci 1 

(3.9b) 

and 

Cowia1,^)  - { Z k1!  (^1^ Var(c^)}  . 1  ,    c    c     r ' 
r-1     r    r 

(3.9c) 

Evaluation of Internal Force/Stress Derivatives 

It is seen that, in all the first and second-order equations derived in 
Eqs. (3.5a) and (3.6b), the derivatives of the internal force and stress are 
required. Direct evaluation of these derivatives are not possible, clearly, 
as the Internal force and stress are Implicit functions of the random vector 
e<  Usually in such cases, these derivatives are replaced by their finite- 

difference counterparts [16,17]. Employing central-difference approximations. 

a 
~c. .—  2Ac. d-d     1 

1  ,- +  - -v 
(a  - a ) 

d-d 
(3.10a) 

and 

'clci d-d  AciAcl ~ 
(7+ - 20 ♦1*>1 

d-d 
(3.10b) 
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where 

7+-a^ + AO (3.10c) 

ä " - a(c - AcJ (3.10d) 

and Ac.   are defined as 
~i 

ac1 - (0,   ...,  0,  Ac^  0 0)T    . (3.10e) 

The first and second-order derivatives of the Internal force can then be 
obtained from Eqs. (3.5c) and (3.6c), respectively. The derivatives of the 
tangent constitutive matrix, In Eqs. (3.6c) and (3.8b), can also be 
approximated similarly. 

IV. NUMERICAL EXAMPLES. The method presented In Section II for the 
elimination of secularlties In transient PFEM Is demonstrated by application 
to a multiple degree-of-freedom transmission tower. The effectiveness of the 
method for ret'oving secularlties from PFEM (NOB), Is compared to the standard 
PFEM solution with secularlties (SEC), and a Monte Carlo Simulation (MCS) with 
400 samples. The random material properties are Incorporated into the system 
by choosing Young's Modulus for elements 1-4 and 6-9 as uncorrelated normal 
random variables with a coefficient of variation of 5%. Rayleigh stiffness 
proportional damping is added to the system enabling the model to Incorporate 
random stiffness and random damping.  The performance of the method is 
presented in Figs. 1 and 2 for sinusoidal excitation. 

The problem statement is presented in Fig. 1 for a 13 node/32 bar 
transmission tower with 26 degrees-of-freedom. The system has a first mode 
natural frequency of 8.7 cps and Rayleigh stiffness proportional damping with 
damping ratio equivalent to 0,1%  of first mode.  The expectation and variance 
of the x-displacement of node 2 are shown in Figs. 2a and 2b for a (cosine) 
weighting window, respectively.  Since the second order solution is negligible 
compared to the zeroth order solution, secularlties are only slightly evident 
in the expectation.  In Fig. 2b, the variance of displacement exhibits 
secularlties in the SEC which die out after 6 sees, due to damping. Initially 
all three methods are in agreement but the SEC begins to deviate from the MCS 
due to secularlties until they are damped away.  The method presented in this 
paper (NOS) removes the secularlties from the SEC bringing It into agreement 
with the MCS.  Initially, the NOS removes too much from SEC which is probably 
due to the solution being heavily dominated by the transient part. The method 
presented is valid for coefficients of variation up to 20% as in the PFEM. 

In the next application, the PFEM procedure for nonlinear statics is 
demonstrated. The problem analyzed is an elastic-plastic plate with a 
circular hole and subjected to uniform, compresslve loading (Fig. 3). The 
load is assumed to be random with a coefficient of variation of 10% and a 
correlation length (X) of 3L (Fig. 3). The response statistics viz., mean and 
variance with respect to incremental loading and the spatial correlation of 
the response are studied. The mean and variance of the displacement, at Node 
400, are plotted in Figs. 4a and 4b. These results show good agreement with 
those obtained by Monte Carlo Simulation (MCS) [4,10] of 400 realizations. 
The maximum coefficient of variation of the displacement Is found to be ~10%. 
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The mean and variance of the compressive stress. In Element 15, are 
plotted In Figs. 4c and 4d.  The mean stress is in good agreement with the 
simulation results, whereas the variance of stress shows some disagreement, 
particularly at larger loads.  As the load is increased, the variance of 
stress increases and, after a certain load, starts to decrease.  Since the 
material is assumed to be elastic-plastic, with a ratio of elastic modulus to 
plastic modulus as 100, it is nearly perfectly plastic for large strains. 
Therefore, once the material starts yielding at a point, the stress is nearly 
bounded above by the yield-stress.  This causes the variance of stress to fall 
to a near-zero level, with increasing loading (Fig. 4d).  The maximum 
coefficient of variation of the stress is also found to be ~102. 

The displacement correlation (w.r.t. Node 400) along the y-axis and the 
stress correlation (w.r.t. Element 7) along the x-axis are plotted in Figs. 5a 
and 5b.  The displacement shows almost complete co-relation (i.e., 1.0), 
However, while the stress shows complete correlation near Element 7, it drops 
drastically to very low correlations near the ends.  The elements near the 
circular hole are in a plastic state and the stresses in these elements are 
near the yield stress.  At the same time the elements far from the hole are 
elastic and the stresses vary appreciably with changes in lr yd.    The 
correlation between the elastic stress and the plastic stress, which changes 
very little with load , is very low and this explains the low stress 
correlation near the hole.  The low stress correlation near the far end of the 
x-axis (Fig. 5b) seems due to the low variance of stress there. The mean 
stress and the variance of stress along the x-axis are plotted in Figs. 5c and 
5d, respectively, for a particular load.  The stress variance is low at both 
ends and in between, near the hole, it peaks.  The stress in this region is in 
the transition state from elastic to plastic and so the stress variance is 
high. 

V. CONCLUSIONS.  The validity of PFEM, for uncertainties as large as 10% 
(i.e., coefficient of variation is 10%) and under substantial material 
nonlinearity, has been demonstrated in the previous section. Also, the 
effectiveness of the scheme in removing secular!ties from the transient 
statistics is brought out.  Based on this scheme, extension can be made to 
remove secularities from nonlinear transient statistics as well. Also, the 
PFEM can be extended to handle geometric randomness.  Efforts are being made 
to achieve these two goals. 

The PFEM and related procedures [5-13] have been applied in the past to 
study the effect of randomness in structural dynamics, linear and nonlinear 
response of continua, and buckling and collapse analysi . While such wide 
applications of PFEM in structural mechanics have been achieved, from the 
point of view of reliability and failure analysis "he statistical aspects of 
fracture mechanic:- ^ssume importance. Numerical methods, such as PFEM, for 
studying these aspects are very scarce. The fracture related quantities such 
as fracture toughness, initial and ultimate yield streps, the number, size and 

orientation of the cracks, voids and inclusions are usually hard to determine 
exactly. These and other quantities, which govern the crack growth, rate of 
crack growth, the direction of crack propagation and the eventual failure of 
the structure, can be modelled as random material or geometric quantities. 
Fracture studies, incorporating such randomness in PFEM, could give an insight 
on the fracture statistics.  Based on the experience obtained so far, such 
studies using PFEM, seems promising. 
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Fig.   1 Problem Statement   1:     Transmission Tower  with  15   NodeB/32   Bars. 
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Fig.   3 Problem Statement  2:     Elastic-Plate with a Circular Hole. 

Elastic Plastic Plate with a Hole 

* 
1 1 1 1 1 1 

.Lr A V 
! ! I I   1   1 

E =30.X106 

ET «30.X104 

CTY    «25000.0 
(Isotropie Hardening) 
i/      «0.3 
L      =6.0, R      =3.0 

4 Node 2D Cont. Element 
(Plane Stress) 

400 Nodes, 360 Elements 
Node 400       Point A 
Element 15    Point B 
Element    7    Point C 

Random Load Characteristics 

Size of Random Load Vector (q)= 12 
Coefficient of Variation« 0.10 
Load Steps 0001 0002 0003 0004 0005 0006 0007 0008 
Mean Load 2000 4000 4100 4200 4300 4400 4500 4600 

tö) 

Spatial Correlation of Random Load 

R(x1.xj)«     exp(-ABS(xl-xJ)/X) 
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LIMIT THEOREMS FOR THE SIZE EFFECT 
IN THE LIFETIME DISTRIBUTION 

OF A FIBROUS COMPOSITE 

S. Leigh Phoenix and Chia-Chyuan Kuo* 
Sibley School of Mechanical and Aerospace Engineering 

Cornell  University 
Ithaca, New York 14853 

ABSTRACT. A composite material is a parallel arrangement of 
stiff brittle fibers in a flexible matrix. Under load fibers fail, and 
the loads of failed fibers are locally redistributed onto nearby 
survivors through the matrix. In this paper we develop a new 
technique for computing the probability of failure under a previously 
studied model of the failure process. In this model, known as the 
chain-of-bundles model, failure occurs when all fibers fail in at 
least one bundle. A recursion and limit theorem are obtained which 
apply separately to static strength and fatigue lifetime depending on 
the composite loading and the probability model for the failure of 
individual fibers under their own loads. The limit theorem yields an 
approximation for the distribution function for composite lifetime 
which is of the form 1 - [1 - W(t)]mn where W(t) is a characteristic 
distribution function and mn is the composite volume, reflecting a 
size effect. A similar result holds also for static strength, in both 
cases such a result was conjectured several years ago. This limit 
theorem is obtained from the recursion upon applying a key theorem 
in the theory of the renewal equation. In the proofs three technical 
conditions arise which must be verified in specific applications. In 
the case of static strength these conditions are quite easy to verify, 
but in the case of fatigue lifetime the verification is generally 
difficult, and entails considerable numerical computation. 

" Present Address: Kendall Company, 95 West St., Walpole, MA 02081 
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I. INTRODUCTION. In this paper we present a new recursive 
technique and a limit theorem for an earlier, idealized model of the 
failure process in a fibrous composite material. For previous werk 
on static strength see Harlow and Phoenix (1978, 1981, 1982), 
Harlow (1985), and Smith (1980, 1982. 1983), and in the case of 
time dependent fatigue see Tierney (1982) and Phoenix and Tierney 
(1983). The present paper is an abbreviated version of a 
forthcoming paper by Kuo and Phoenix (1987). 

To review the model, we consider a simple composite which is 
an arrangement of n parallel filaments along a line to form a planar 
tape, or in a circle to form a tube. The loading, which is a specified 
function of time, is simple tension in the fiber direction. The actual 
failure process to be modeled begins when fibers fail randomly in 
both time and position, and locally their original loads are 
transferred to adjacent fibers which then become overloaded. In 
time some of these overloaded fibers fail too, and clusters of 
several contiguous breaks appear. Eventually one of these clusters 
grows to an unstable size, turns into a catastrophic crack and fails 
the composite. 

To model this failure process the composite is partitioned into 
a series of m short sections called bundles, each containing n fibers 
elements of length 5, the effective load transfer length. The failure 
process is localized within the bundles, and the composite is treated 
as a weakest-link arrangement of its m bundles, each carrying the 
externally applied load. The mn fiber elements are treated as 
statistically independent entities under an identical prescribed load 
history on each (though their failure times within a bundle will be 
dependent because of the load transfer process which will cause the 
individual fiber load histories to differ); thus the bundles are 
statistically Independent. Throughout we speak of load on a 'force- 
per-fiber' basis; that is, the load is the total external force on the 
composite divided by n. Henceforth our modeling will be in terms of 
the fiber elements, and for brevity in the notation we refer to these 
as the 'fibers'. 

Load-sharing rule for fibers. If the bundle load is C, a surviving 
fiber carries load KrC where Kr is called a load concentratiim factor, 
and r is the number of consecutive failed fibers immediately 
adjacent to this survivor (counting on both sides).   Also set K0 - 1. 
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As in most previous analyses, the first load-sharing rule we 
consider is 

(1.1) Kr-1 +r/2.    r = 0,1,2  

wherein the load of a failed fiber is redistributed in equal portions 
onto its two nearest surviving neighbors, one on each side. In linear 
bundles which may have fibers failed at the bundle edge, this rule 
has a slight deficiency since there are no exterior fibers to carry 
some of the shifted load. To avoid these difficulties we will also 
consider circular bundles which have no such edges. Here we need to 
take care in the situation where only one last fiber remains since 
one would expect that fiber to carry the total load nt, whereas K^ I 
= (n+1)t/2.   Thus we will consider instead K*n.i   = n. 

An alternate rule is based on elastic calculations in a planar 
lattice   by   Gotlib,   El'yashevich   and   Svetlov   (1973),  namely   Kr = 
(1+r)1/2 ,    r ■ 0,1,2    This rule more accurately models the fiber 
loads once r becomes large and reflects results from fracture 
mechanics where the stresses at the crack tip grow as the square 
root of the crack length. 

An important feature exploited in our later analysis is that 
none of the load of a failed fiber is redistributed beyond the two 
flanking nearest survivors. The mechanical analysis of Hedgepeth 
(1961) shows this assumption to be somewhat oversimplified (as ii 
would be for the alternate rule), but the results of Pitt and Phoenix 
(1983) suggest that this shortcoming is minor, provided that most 
of the redistributed load appears on the nearest survivors. 

Load histories. We let C(t), t ^ 0 be the load history which we 
apply to the composite. In general C(t) can be any positive function 
of t ^ 0. However, in the setting of static strength we work with 
the linear load C(t) - t, since in this case the failure time and the 
load at failure will be identical. In fatigue lifetime the simplest 
model is C(t) ■ i, t > 0. Note that the actual fiber load histories will 
differ from   t(t) as neighboring fibers fail. 

Distribution functions for lifetime. We let Hmin(t;C) be the 
distribution function for the failure time of the composite under 
load C(t),   t ^ 0.   Also let Gn(t;C)  be the distribution function for the 
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failure time of a single bundle. Since the individual fibers, and thus 
the bundles, will be statistically independent entities we have the 
simple connection 

(1.2) Hmin(t:C)-1 - [1 - Gn(t:C)]m .   t^O. 

The main task is thus to calculate Gn(t;t). 

Model for the failure of fibers. We let F(t;A,), t ^ 0 be the 
distribution function for the failure time of a single fiber under its 
load history X(t), t > 0. To model fiber failure it is convenient to 
use the concept of a standard representative fiber as introduced by 
Tierney (1982). First associate with the fiber a random variable Z 
which follows the unit exponential distribution 

(1.3) F(2) = 1 - exp{-2},   z :> 0 . 

Then given the load history X{t), t ^ 0 on the fiber, let 0{t;X) be the 
cumulative hazard function (CHF) for failure, and assume it to be a 
non-anticipating functional of A.. Also we assume ©(t;A,) is 
increasing and right-continuous in t > 0 for fixed X, and w(t;X) is 
monotone in X; that is, if X^s) ^ ^(s) for all 0 ^ s ^ t then «(t;^) > 
0(t;X.2)- Then under X, the failure time T of the fiber is the smallest 
value of T ^ 0 for which 

(1.4) e(T;X)^Z. 

By t'iis construction we have 

(1.5) F{U) - 1 - exp{- 0(U)} ,   t ;> 0 . 

Under a common fiber load history X the lifetimes of the 
individual fibers are assumed to be statistically independent; that 
is, the Z's are independent from fiber to fiber. However, in a bundle 
the individual fiber load histories will begin to differ as neighboring 
fibers fail, and the fiber lifetimes will become dependent. This is 
where the main complication arises. 

In the setting of static strength, a fiber has random strength X 
which  is independent of both  its load history, and the strength of 

270 



other fibers.    We assume X has distribution function  F0(x),   x > 0, 
which we write as 

(1.6) Fo(x) - 1 - exp{- 0o(x)},    x ^ 0 

for some suitable increasing function 0o(x),  x > 0; of course, F0(x) is 
common to all fibers.   Then in this case the CHF becomes 

(1.7) e{t;X) -    sup    ©o (Ms)) . 
0<s^t 

Some specific cases of this model are as follows: The first 
and simplest case is known as the 'pure flaw' model which has been 
considered by Harlow (1985). In this case a fiber is assumed to have 
zero strength with probability $ and unit strength with probability 
1-<|)- Thus 

r 
0 , x < 0 , 

(1.8) 0o(x) ■   < -  ln(1-(t))      , 0^x< 1 . 
1 <;x 

A second case is where fibers follow a Weibull distribution for 
strength: 

(1.9) F0(x) = 1 -exp(-x7),    x^O 

where y > 0 is a constant. This is the model studied by Harlow and 
Phoenix (1978, 1981, 1982) and Smith (1980, 1982, 1983) among 
others. Then 0o(x) . xy< x ^ 0- 'n both these cases the lifetime T 
and the strength X are identical under X,(t) = t, and the same will be 
true for the composite. 

In the case of time dependent fatigue we may consider the CHF 
of the form 

t 

(1.10) 0(U) = (j\(s)pds)ß .    t>0 , 
o 

where ß > 0 and p > 0 are constants. Various versions of this model 
have been studied by Tierney (1982) and Kuo (1983). 
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Failure   process  in  a  bundle.     For a bundle, we assign the 
independent   random   variables   Z^ Zn, one to each fiber, and 
assume these also follow (1.3). Then given particular realizations 
of the Zj's, the bundle load history t, and the load-sharing K/s we can 
solve explicitly for the fiber failure times denoted T(1), ..., T(n) and 
for the bundle failure time Tn = max{T(1) T(n)}.   (See Phoenix and 
Tierney (1983) for example.) Note that while the bundle load history 
is [(t), t> 0, the individual fiber load histories ^(t), ...,Xn{t) may 
involve some Krt(t) as neighbors fail, and these must be used in the 
analysis. 

Outline of the paper. The key quantity to consider is Qn(t) ■ 1 - 
Gn(t), t ^ 0, the probability a bundle survives to time t. (Henceforth 
we generally suppress C(t) in the notation unless germane.) In 
Section 2 we develop a recursion formula (Theorem 1) for Qn(t) for 
both planar and circular bundles. In Section 3 we obtain the main 
limit theorem, Theorem 2. In Section 4 we recast this theorem into 
a key approximation for Gn(t) and Hm n(t) which involves two 
functions: a characteristic distribution function W(t) and a boundary 
function 7c(t). The form of the approximation is thus Hm)n(t) = 1 - [1 
- Wft)]"1" 7t(t)m. Also 7c(t) = 1 for circular bundles, and typically 
deviates negligibly from one for planar bundles. This theorem and 
resulting approximation essentially confirm a conjecture first posed 
by Harlow and Phoenix(1978) in the static case and Tierney (1982) 
In the time dependent case. Harlow (1985) first confirmed the 
conjecture in the simplest case, the pure flaw model. 

To use Theorem 2 in specific applications, three technical 
conditions, (3.3), (3.4) and (3.5) must be verified. Roughly speaking, 
these conditions involve showing that at time t the probability of 
having a lone survivor in a bundle of n fibers divided by the survival 
probability [1 - W(t)]n is small compared to one, and furthermore 
diminishes very rapidly as n -> »o, in Section 5 we verify these 
conditions for the static cases, giving ranges for the model 
parameters under which the results hold. However, generally we 
cannot give justification in the time dependent model without 
introducing additional conditions which are physically justifiable, 
but seem to be irrelevant from numerical calculations. 
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II. RECURSION ANALYSIS. For the most part the dependence of 
all quantities on time t will be suppressed in the notation. We 
consider only values of t for which F(t;t) < 1 since otherwise the 
problem is trivial. 

Linear bundles. We first consider linear bundles wherein the 
fibers are arranged along a line from left to right. For a given fiber 
we let the symbols 'X' and 'O' denote failure and survival, 
respectively. A bundle of n fibers clearly has 2n configurations of 
failed and surviving fibers. For example, for n = 6 a possible 
configuration is OXXOXO. Failure is defined as the configuration 
XXX... X and we let An be the set of all 2n - 1 remaining survival 
configurations, that is, all configurations of n fibers with at least 
one 'O'.  Thus we formally define Gn » Pr{XXX...X} and Qn m Pr{An} - 1 - 

Next we let E, be the configuration of i fibers which has all 'X's 
except for an 'O' at the very left, that is, E, » {O}, E2 - {OX}, E3 = 
{OXX}, and so on.   In the analysis to follow we decompose An into the 
disjoint subsets Ani, Ani2 An>n where Anii contains all elements 
of An whose right-most i fibers are in the configuration E|.   Thus 

and defining Qn j ■ Pr{Anj} we have 
n 

(2-2) Q^IXi.   n^- 
i.i 

For two sets of survival configurations A and B we define the 
new   set   A*B    through   the    operation    •*'  as  the  set  of   all 
configurations generated by attaching a configuration from B to the 
right end of one from A. By inspection, we have the general 
recursive  relationships 

(2.3) An+1>1 =AnMO}.   n>1 

and 

(2.4) An+1ii  -An.MMX},   2^i^n+1 , 
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starting with A^j « A, - {O}. We will also use the operation '*' to 
join two configurations, rather than sets. 

Decomposable configurations     for     linear    bundles.    A 
configuration Y in An is said to be decomposable if there exist two 
adjacent survivors or 'O's in Y. For example, Y ■ {OXOOX} is 
decomposable whereas Y' - {OXOX} is not. If Y is decomposable then 
clearly Y » YT * Y2 for some Y1 in Ar and Y2 in An.r where 1 < r < n-1 
and where Y^ has a survivor at its right end while Y2 has a survivor 
at its left end. The importance of this concept is that Pr{Y} ■ PrfY,} 
Pr{Y2}. (To see this one must use the concept of standard 
representative fibers as described in Section 1.) In other words, the 
probability of a decomposable configuration occurring at time t is 
the product of the probabilities for the component configurations 
viewed as smaller distinct bundles. 

For certain configurations which cannot be decomposed, we 
will later need bounding probabilities written in terms of 
probabilities for smaller configurations, as in the following lemma. 

Lemma 1. Let Y, e An and Y2 € Am such that either V, has an 'O' at its 
right end, or Y2 has an 'O' at its left end. Then for Y - YT * Y2 e An+m 

we have 

(2.5) Pr{Y} < Pr^} Pr^}. 

Proof:     To   prove   this  lemma  think   in   terms  of  the   standard 
representative fibers of Section 1 where Z^ Zn and Zn+1 Zn+m 

are associated with the fibers which may yield the respective 
configurations  Y1 and Y2, and altogether the configuration Y.   First, if 
Zii ...,Zn+m have values such that Y € An+m results at time t where 
fiber n is surviving while fiber n+1 is failed, then these same values 
will automatically produce Y1 € An and Y2 e Am. The reverse, 
however, is not true in that some survival configuration other than Y 
may result for the bundle of size m+n. Hence Pr{Y} < PrjY^ Pr{Y2}, 
proving the lemma. 

Special non-decomposable    configurations.    Two sets are 
crucial to the analysis: The first is Fnii which is the subset of An>j 
whose elements have an 'O' on the left and are nsl decomposable. 
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The second is Rn j which is the subset of An>j whose elements have an 
'X' on the left and are also nal decomposable. Define fnii ■ Pr{Fn J and 
rnjs Pr{Rni} and also set r0i1 p 1, rnin s 0 and otherwise Ty s fjj = 0 
for all j < i. 

By inspection we see that 

where   the   symbol   "<-"  above  a  set   means  that  each   of   its 
configurations has its entries written   down    in   reverse   order.     For 
example, if B = {XO.XOXXO} thenlj = {OX.OXXOX}. (We also apply "♦-■ to 
a single configuration  with the same  meaning.)     Furthermore,  by 
studying survival configurations for small n we see the structure 

(2.7) F2, = {0) 
n-1 t- 

Fn 1  =       ^      Fn i 1      E i ■        n ^ 3 
n,1        ■   o      "-'.'        I 

where we assume 0 * Y « Y * 0 » 0 for any Y in An.   It is also true 
that 

(2-8) Fn+1>1 ={0}* Rni1 

and 

(2-9) R«,., = ("uR„.iu(XX...X})-(0}. 

We now obtain some key recursions. 

Lemma 2. For linear bundles we have the recursion 
n 

(2.10) Qn.; = X Qn-i.1  ^.i + ^.i •      ^^ 

starting with Q0ii si and QQJ s 0 for i ^ 2. 
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Proof: It suffices to prove the case I ■ 1, If n = 1 the result is obvious. Next take 
n > 2, anci suppose Y e An! but Y is not decomposable. Then either Y e. ?n^ or 
Y € Rn L accounting for j = n In the sum. On the other hand, if Y e Ani1 - (Fn, u 
Rnj), then Y is decomposable and there exists some j such that Y € An.j,1 * Fj^ 
and 1 £j£ n-1. The sum follows from disjointedness of the various 
cor.l!qurations. 

Circular bundles. In the case of circular bundles, the previous analysis 
must be modified. Again we label the fibers consecutively from 1 to n starting 
arbitrarily, but fibers 1 and n are now adjacent. We still write out a configuration 
in a linear fashion, though with this adjacency of the first and last fibers 
understood. This latter aspect forces a modification of the earlier concept of a 
decomposable configuration. To be decomposable a configuration Y for a 
circular bundle must now have either three adjacent survivors, or, two or more 
pairs of adjacent survivors. 

We define An and Qn as before but for n > 2 let An 0 be the subset of An 

whose elements have two or more adjacent survivors. Furthermore, for n ^ 3 
we partition An 0 into two subsets An 01 and An>02 where Anioi contains exactly 
those elements of An 0 which are decomposable, and An 02 contains the rest. 
Lastly we let Q1i0 = Pr{0}. C^.o = PrjOO} and Qnio = Pr{kn,o}> n ^ 3. 

Lemma 3. For circular bundles we have the recursion 
n 

i -1 
where Q0 0 ■ 0 and fn t is as defined for linear bundles. 

Proof: See Kuo and Phoenix (1987). 

Theorem 1. For both linear and circular bundles we have the recursion 
n 

(2.12) Qn = XQnAi+|;n.   nil. 

starting with QQ s 1, where for linear bundles 
n n n       n 

(2-13) %n = X   rn-m.1 rm.1 + Z ^.j " Z Z fn-m.1 '. 
m-0 . •   - 

and for circular bundles 

ni.j 
m-0 |-2 m-1 j-2 
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(«•")   i.-«Vi*C-ZCi\i 
where rn 1 is analogous to rn 1 for linear bundles (and must include all unique 

rotations).   The proof of this theorem is long and will appear in Kuo and 
Phoenix (1987). 

III. BEHAVIOR OF Qn AS n GROWS LARGE. We show here that for both 
linear and circular bundles Qn has the structure Qn = x'n(7c + on) for suitable 
functions x.« and on where on -» 0 as n -> <». Also, i is the same for both 
bundles, and n, which apparently reflects edge effects, is identically one 
in the circular case. We begin with some key lemmas, definitions and 
assumptions. 

Lemma 4.   For linear bundles 

(3.1) £fni1Sl. 
n-0 

Proof: Recall (2.20) and take i - 1. Since r0i1 =1 we have R^s) > 1 
whence F^s) < 1. In view of (2.19) Abel's lemma (Karlin and Taylor 
(1975)) gives us (3.1). 

Next let x be the solution to 

(3-2) £ fni1 x" = 1 
n-1 

and note that x ^ 1 by Lemma 1, since fo.i - 0. 

Technical conditions. We now make some technical assumptions 
needed later. For a linear bundle of n fibers we recall En was the 
configuration {OXX ... X}. Let en 3 Pr{En} and assume two conditions are 
satisfied, namely 

(3-3) L  en * < 1 
n-2 

and 
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(3.4)        £ nenx
n<oo. 

We also let hn be the probability that only one fiber survives in a linear 
bundle of n fibers, and assume 

n-1 

(By the principle of monotone convergence these sums will indeed 
converge.) Lastly we assume t is such that % is finite. This is guaranteed 
if F(t;C) < 1. 

We now give several lemmas whose proofs appear in Kuo and Phoenix 
(1987). 

Lemma 5.   For linear bundles 

O-6) £"'n,,x"<-. 
n» 1 

Lemma 6.   For linear bundles 

(3.7) R, (X) < - • 

Lemma 7.   For linear bundles 

(3.8) R (x) < - • 

Lemma 8.   For circular bundles 

(3.9) Ri0,(x)<~. 
Lemma 9 .   For both circular and linear bundles the sequence 

{Qr/}n"o is bounded. 

Lemmß 10-   For both linear and circular hunrtlAs 

(3.10) £i5„xn<-. 
n-1 

Thus we may state the key result. 
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'heorem 2.   For both linear and circular bundles 

(3.11)       limQnx
n = 7c 

n —>oo 

where 

(3.12)      7c=- 

'A        2 
R1 (x) / 

1 
n-1 

for linear bundles , 

for circular bundles 

Proof:   From Theorem 1 we   may write the renewal equation 

(3.13) Q^-tQ^V^*" 
where ^n is given respectively by (2.13) and (2.14) for linear and 
circular bundles. To (3.13) we may apply a key theorem in the theory 
of the renewal equation as given in Karlin and Taylor (1975). The 
key conditions for this theorem are (3.2), Lemma 5, Lemma 9, Lemma 
10, and 

(3.14) gcd{n|fn1>0} = 1. 

which is obvious.   The theorem yields (3.11) where 

(3.15) 7c = £ ^Xn/£nfn1x
n. 

n-0 n-1 

In the linear case ^o = ro,i and (2-13) yields 

(3-16)        £ ^n JC" = R, (X)2 ♦ £ RjW - F, (x) £ ft ÖÖ - ^ (X)2 

n-0 1-1 J-2 

,(0) in view of (3.?). In the circular case ^0 = ^! - 1. and (2.14) similarly yields 

n-0 n-1 
■ 

Thus (3.12) follows from (3.15) to (3.17), proving the theorem. 

279 



IV BEHAVIOR OF H^ AS m AND n GROW LARGE. We now 
recast the results of Theorem 2 Into a more useful form from the 
point of view of applications.    Let 

(4.1) W(t) = 1 - 1/x(t) ,   t^O. 

Then since Gn(t) ■ 1 - Qn(t) we may recast Theorem 2 as 

(4.2) Gn(t) = 1 - [1 - W(t)]n M ♦ on(t)].   12 0. 

where on(t) -> 0 and n ^ «> for each t ^ 0. From (1.2) the distribution 
function for the failure time of the composite is 

(4-3) Hm.nW =1 -11 - W^l"1" Nt) ♦ on(t)]m ,    t ^ 0. 

Shortly we show that W(t) is typically a proper distribution 
function in t > 0. Also 7c(t), which is identically one for circular 
bundles (Theorem 2) is typically very close to one for linear bundles 
and usually 7c(0) »1. It appears that 7c(t) plays the role of a bundle 
edge term, and may be neglected for larger n. Thus when m and n are 
both large and of the same order, the resulting approximation is 

(4-4) Hmn(t)«1-[1-W(t)]mn.    U0. 

Of course, the accuracy of this approximation depends on the speed 
with which on(t) -» 0. Limited numerical studies show that once n 
reaches a moderate size, on(t) decreases by orders of magnitude 
with each unit increase in n, so that the convergence is extremely 
fast. 

Because of its importance we call W(t), t ^ 0 the 
characteristic distribution function for failure. To see that it is 
indeed a distribution .'unction we note that for circular bundles 

W(t) - 1 - [Cut)]"" [1 ♦ On(t)]-1/n . 

Since Qn(t) is nondecreasing in t and on(t) -> 0 as n -K» for each t ^ 
0, it is easy to argue that W(t) must be nondecreasing. We recall x(t) 
> 1 and from the definition (3.2) of x{t) we have fi.iWxO) ^ 1. Since 
f, ^t) - Pr{0} = 1 - F(t;C) we use (4.1) to obtain 

(4.5)       0 < W(t) < F{t;t),   t ^ 0 . 
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Now as t -> oo we have F(t;t) -> 1 but it is more difficult to argue 
that W(t) -> 1 since this requires x(t) -> •• and this is not easily 
seen from the definition (3.2) of x(t). However, a lower bound W*(t) 
on W(t) can be obtained in many cases which satisfies W*(t) -> "las t 
-> oo.   Multiplying (3.7) by xn and summing on n leads to 

(4.6) 1 
j-i 

e^l 

Unfortunately, simple expressions for ej(t) are not usually possible, 
but in applications one can usually show that 

(4.7) Mt^ABM,   tSO. 

where A is a positive constant and B(t) is some positive function satisfying B(t) 
-> 0 as t -> oo.  Then x*(t) which solves 

(4.8) 1 (X*(t) B(t))' = 1 

will be a lower bound on x(t). Since x*(t)B(t) must be a constant in 
(4.8) we will have x*(t) -> <» and W(t) -* 1 as t -> oo. Loosely speaking 
condition (4.8) will tend to be satisfied when the survival 
probability for a single fiber diminishes sharply to zero with 
increasing Kj. (Recall |j - Pr{OXX...X}.) This will depend on both the 
upper tail behavior of F(t;X) and how fast Kr grows in r. 

Numerical Calculation of W(t). The exact calculaticn of W 
requires the calculation of x using (3.2). We let fi^ be the r x r 
matrix 

(4.9) fir 

0 1 
0 0 1 

0 0 0 1 

fr.1 fr-1 1 ... '2.1 fl.1 

where we recall 

%\ Pr{0} 
T2.1 

fa.i = Pr{OXO} 



(4.10) f4i1 = Pr{OXXO} 
fg! = PrfOXOXO. OXXXO} 
f^ = PrjOXXXXO, OXXOXO. OXOXXO} 

these being dependent on t.   Then 1 - W » 1/x is the spectral radius 
of the  infinite matrix 

(4.11)       fi =lim  B . 
oo 

To calculate 1/x numerically, first calculate in succession 1/xi , 
1/X2 . •••   as the largest eigenvalues of the respective matrices Q.u 

B.2     ^is requires being able to calculate probabilities for the 
configurations in (4.10), and this is usually possible for 
configurations up to length 12 or so. Since Xr-* X as r -» oo choose Xr 
where r is large enough for the convergence to be essentially 
complete. In this regard note that Hm n(t) - mnW(t) according to 
(4.4), where mn is typically very large (say 109). Thus "essentially 
complete" means that changes in mn(xr-1)/Xr must be small 
compared to one. In any case Xr ^ X so that Wr s 1 - l/xr will be an 
upper bound on W. In applications, r of the order of 10 often 
suffices. 

Behavior of nit). As mentioned, 7t(t) appears to play the role of 
a boundary or edge term, and is identically one for circular bundles. 
For linear bundles it may be shown that n(0) - 1 when t(0) ■ 0 even 
when F(0;t) » 0 > 0 as in the pure flaw model. This is shown In Kuo 
and Phoenix (1987). 

Y^ APPLICATIONS   AND   VERIFICATION   OF   TECHNICAL 
ASSUMPTIONS. To apply the previous results in specific cases, we 
must verify the key technical assumptions (3.3) to (3.5). Here we do 
this for the 'pure flaw' model for fibers to illustrate some useful 
procedures and difficulties. 

'Pure flaw' model for fibers. We recall the simple model (1.8) 
where a fiber has unit strength with probability 1-(]> or has zero 
strength  with probability  <|).   The composite loading we recall Is t(t) 
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« t, t ^ 0. Before beginning, we mention that Harlow (1985) used a 
very different recursive approach to study the planar case of the 
model. He arrived at essentially the same structure (4.3) for Hmin(t) 
though it is difficult to demonstrate that all his quantities are 
equivalent to ours. 

Considering t - 0 first, we are able to evaluate all the major 
quantities. First we show W(0) - 0 even though F(0,C) »<t> > 0. When t 
■ 0, it may be shown that (4.6) is 

(5-1) i^-l.     (t = 0)- 
i-i 

Since ej - Pr{Ej} = <|)J-1(1-(t>) we may evaluate the sum in (5.1) to 
obtain 

(5.2) (1-(t>)(t>x/(<l>(1-<t)X))-1 • 

This yields x « 1 so that W(0) « 0. At the end of Section 4 we 
pointed out that 7t(0) - 1 for both circular and linear bundles. 
Turning to the three conditions (3.3) to (3.5) we first note that hn = 
nen so that the third is equivalent to the second. Since en ■ <i)n-1(1-<t)) 
and x =5 1 we have 

X enXn = <t><1 and  2l,nQnx
n = V{H)<00- 

n-2 n-1 

Finally, it is easy to see that Gn(0) ■ $n so from (4.2) the residue 
term is on(0) = - (|)n. 

Next we consider t such that 0 < t < 1, and we choose k such 
that Kk.it < 1 < Kkt. The interpretation of k is that under the 
composite load t an intact fiber will fail once it develops k failed 
neighbors (counting on both sides). To verify the three conditions 
(3.3) to (3.5) it is easiest to use a simple upper bound on x(t), 
namely 1/(1-F(t;t)) = 1/(1-<1>). Also en » ^"^(l-^) for 1 ^ n < k and is 
zero otherwise.   Thus for the first condition (3.3), 

k-1 

n-2 n-1 
(5-3)      £ enxn^ S <t>n^-<t)){1-<^)■(n+1, f ¥^m 
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which is less than one provided <|> < 1/3.   For the second and third 
conditions (again hn - nen) 

(5.4) £nen x
n **? £ 

♦     n-1 
n[(|>/(1-<D)]n = (1^)2/(1-2<t))2. 

n-1 

which is finite for $ < 1/2. Thus all conditions are met Inde- 
pendently of t for 0 < 1/3.   The case t - 1 is trivial since Gn(1) - 1. 

Turning to the calculation of W(t)I the simplest situation is 
when 1/Kt a! t < 1. Studying (4.10) we get t%j - (1-(|>) and fni1 »0 for 
n > 2. Thus (3.2) yields % - 1/(1-<» so W(t) - <]). The next simplest 
situation is when I/K2 < t < 1/K1 so that (4.10) yields fu ■ (1-4>), 
f2.i = 0. f3,i ■ <l>(1-4))2 and fni1 - 0 for n ^ 4.   Thus (3.2) yields 

(5.5) (1-<D)x + <|)(1-<t02X3-1 • 

While we could solve for % explicitly, we are usually interested in 
small values of <> in applications. We find x ■ 1/(1-2(t)2) + 0(<J)3) 
whence W(t) = 202 + O(03). The next easiest case is I/Kg ^ t < I/K2. 
Studying (4.10) we find the new fni1 's are f4(1 - 02(1-<j))2 but 
otherwise fni1 - 0 for n even and fni1 - 0(n-i)/2(i_(j>)(n+i)/2 for n odd. 
The series (3.2) may be evaluated to yield 

(5.6) (1 -(»x + 0(1 -0)x2 + <1>2(1 -<I>)2X4 - <l>3(1 -<l>)3 X6 - 1 . 

where in the process we find x < [<t>(1-<l>)]"1/2- ■ Then x »s the real 
solution to (5.6), and must be determined numerically. For small 0 
we find x • 1/(1 - 303) + O(04) whence W(t) - 303 + O(04). 

For smaller t and k the fni1 in (4.10) become more complicated. 
However, it appears to be generally true that 

(5.7) W(t) = k0k + O(0k+1) ,    1/Kk ^ t < l/K«.., 

for k = 1,2    Thus we see that W(0) » 0 and W(t) increases in steps 
at the time points tk ■ 1/Kk , k - 1,2,... where the number of steps 
becomes infinite as t i 0. The above results agree with those of 
Harlow (1985), who points out that W(t) ^ k^ at least for 1 ^ k ^ 5. 
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Turning to 7c(t) for the case of linear bundles, we find from 
(3.12) that 7c(t) - 1 for t/Ki ^ t < 1 and 7i(t) - 1 + 3(t)2 + 0{^) for I/K2 
< t <1/ K^   In general it appears that 

(5.8)    7c(t) - 1 + (k-1)(k+1)<t>k + 0(<t)k+1) ,    1/Kk^ t < 1/Kfc.t . 

Lastly we note that Harlow (1985) numerically calculated the 
maximum deviation 

(5-9)        ■^"SB '^M1-!1 W(t)]mn} | 

for linear bundles and various combinations of m, n and <) in order to 
study the error in the approximation (4.4). First his results suggest 
that (5.7) is an extremely accurate approximation for W(t) for (^ < 0.1 
and k up to 12, which is as far as his results go. Second, almost all 
the deviation he observed in (5.9) can to be accounted for by using 
the approximation (5.8) for n{\) instead of putting 7i(t) ■ t. In other 
words, the boundary effects in the planar composites, though small, 
seem to dominate the residue on(t). 

For fibers with Weibull strength (see (1.9)), the calculation of 
W(t) and 7c(t) must be done numerically and will not be considered 
here. Insight into their behavior can be obtained from Harlow and 
Phoenix (1981, 1982) where a different recursive approach was used 
to study the first occurrence of k adjacent breaks. In fact, the 
results here essentially verify a conjecture which arose there. 

For the time-dependent fatigue model (1.10),verification of 
conditions (3.3) to (3.5) has proven to be elusive except for p = ß= 1. 

A practical solution is to restrict the load on a fiber to Cm 

max- 

ax - 
In that is, to take F(t;C) ■ 1 as soon as t(t) on a fiber exceeds I 

practice Cmax would be the theoretical atomic bond strength for the 
material. With this limitation, if k is chosen such that Kk.1L<Cmax^ 
KkL then the sums in conditions (3.3) to (3.5) need only be considered 
for n up to k. Numerical calculations can be carried out for k up to 
about 10, and for Kk - 1 + k/2 this means for L > Cmax/6. This happens 
to be sufficient for many applications. Numerical results suggest 
that the conditions hold for ßp > 3, and in fact, tmax, if sufficiently 
large, seems to have little to do with the convergence. 
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PHASE SPACE METHODS AND PATH  iNTEGRAriON: 

A MICROSCOPIC APPROACH TO DIRECT AND INVERSE WAVE PRÜFAbAHÜN 
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ABSTRACT.    This project focuses on the development of new, multldlmen- 
slonal algorithms for direct acoustic propagation and generalized acoust.lr 
tomography at the level of the scalar Helmholtz equation.   The general aim 
Is the continued detailed development of the Ideas originally outlined sev- 
eral years ago.    Phase space, or "microscopic," methods and path (function- 
al) Integral representations provide the appropriate framework to extend 
homogeneous Fourier methods to Inhomogeneous environments.   The path 
Integrals furnish the principal representation of the Helmholtz propagator 
and, subsequently, through direct computation, the basis for the direct 
numerical algorithms.    There are two complementary approaches to the 
analysis and computation of the n-dimensional Helmholtz propagator.    The 
first Is essentially a factorlzatlon/parabollc-based (one-way) phase spac1 

path Integration/Invariant Imbedding approach.    This results In a marchlnr 
algorithm which generalizes the Tappert/Hardln split-step FFT algorithm for 
one-way wave propagation, a nonperturbatlve Incorporation of backscatter 
effects which generalizes Kennett's algorithm In reflection seismology for 
two-way wave propagation, and the basis for the formulation and solution 
corresponding arbitrary-dimensional nonlinear Inverse problems.   The 
numerical algorithms based on these modern, "microscopic" methods directly 
compute pseudo-differential and Fourier Integral operators, incorporate 
phase space filtering, and are Ideally suited for computers which provide 
either a vector or a parallel pipe type of operation.    Extensive testing 
has, so far, been very promising.   While the first approach starts from a 
transversely Inhomogeneous formulation and, subsequently, builds in 
backscatter effects, the second approach constructs elliptic-based 
(two-way) path Integral representations of the propagator for gener/i 
range-dependent environments from the outset.   A particular ipproxiMtt 
path Integral construction (Feynman/Garrod) results In a true path 
functional, suggesting the underlying stochastic foundations of the 
Helmholtz equation.    It appears to be a viable computational approximation 
for a useful range of propagation experiments and can be numerical ly 
evaluated by standard Monte Carlo (statistical) methods.    A more detailed 
examination and approximate construction of the underlying stochastic 
process would provide for both more accurate and widely applicable path 
Integral representations and direct numerical simulation techniques. 

I.    INTRODUCTION.    Direct wave propagation modeling plays a 
significant role in such fields as underwater communication, radio 
transmission through the atmosphere, laser propagation, and earthquake 
prediction.   Likewise, the corresponding Inverse problems are at the heart 
of such areas as submarine detection, CAT scan technology, soft-tissue 
diffraction tomography, the mapping of the Interior earth, and oil 
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exploration.    In all of these and many other examples, relatively fast and 
accurate numerical algorithms are necessary. 

The analysis and fast, accurate numerical computation of the wave 
equations of classical physics are often quite difficult for rapidly 
changing, multidimensional environments extending over mar\y wavelengths. 
For the most part, classical, "macroscopic" methods have resulted In direct 
wave field approximations (perturbation theory, ray-theory asymptotlcs, 
modal analysis, hybrid r^y-mode methods), derivations of approximate wave 
equations (scaling analysis, field splitting techniques, formal operator 
expansions), and discrete numerical approximations (finite differences, 
finite elements, spectral methods).    In the last several decades, however, 
mathematicians studying linear partial differential equations have 
developed. In the language of physicists, a sophisticated, "microscopic" 
phase space analysis.    In conjunction with the global functional Integral 
techniques pioneered by Wiener (Brownlan motion) and Feynman (quantum 
mechanics), and so successfully applied today In quantum field theory and 
statistical physics, the n-dlmenslonal classical physics propagators can be 
both represented explicitly and computed directly.    The phase space, or 
"microscopic," methods and path (functional) Integral representations 
provide the appropriate framework to extend homogeneous Fourier methods to 
Inhomogeneous environments. In addition to suggesting the basis for the 
formulation and solution of corresponding arbitrary-dimensional nonlinear 
Inverse problems.   Moreover, It Is In phase space, rather than In 
configuration space, that, from a mathematical perspective, the Interesting 
geometry takes place. 

II.    PHASE SPACE AMD PATH INTEGRAL CONSTRUCTIONS.    For the 
n-dlmensionai scalar Heimnoitz equation, tnere are two complementary ap- 
proaches to this analysis and computation, as Illustrated In Figure 1.    The 
first Is essentially a factorization/path Integration/Invariant Imbedding 
approach.   For transversely Inhomogeneous environments. Implying medium 
homogeneity with respect to a single distinguished direction, the n- 
dlmenslonal Helmholtz equation can be exactly factored Into separate, 
physical forward and backward, one-way wave equations, following from 
spectral analysis [1-5].    The forward evolution (one-way) equation 

(1/lc)3x *
+(x,xt) + (K2(xt) + (l/lc2)7t

2)1/2^+(x,xt) - 0 , (1) 

where K(x) Is the refractive Index field and E Is a reference wave number, 
is the formally exact wave equation for propagation In a transversely In- 
homogeneous half-spact supplemented with appropriate outgoing wave radiation 
and Initial-value conditions.   While functions of a finite set of commuting 
self-adjoint operators can be defined through spectral theory, functions of 
noncommutlng operators are represented by pseudo-differential operators 
[2,5].   The formal wave equation (1) Is now written explicitly as a Weyl 
pseudo-differential equation In the form 

(1/lc)3x0
+(x,xt) + Oc/Zw)"-1   / dx^d£t 

J R2""2 

' VJ>f<*t + *t)/2) exp(1*£t.(xt - ÄHf^msy - 0. (2) 

290 



UJ 

II 

XI 

a 

D 
O 
LU 
Z 
UJ 
3 
o 

-e- 2 
^ O 
^-> x 

z 
k > 
N _ 
IJ^ -J1 

+ < 

> 
UJ 

v—/ UJ 

• 
Ü 

z w 
o D 

1- 
< 
D 
O 

LU 

UJ 

LU 
O 

N 2 
H o 
_J 
o zl 
X 
2 >- 
_l _JI 
UJ LL 
X W 

, n. 
2 u 

< 

i 
00 
2 
UJ o 
< 
a 
to 
UJ 
CO 
< 
I 
a. 

E o < 
CD 

o   o 
(0 

UJ 

< 
I 
Q. 

>- 
< 
t 

UJ 

< 
Ü 
UJ 

< 
a 
UJ 
O 
< 
a. 
CO 

z 
c 
o 
CC ' 
H 
co 
z 
O 
O 

z 2 
O 
—      UJ 

K      < 
O     J 
< 
^      UJ 

z 
o 

a 
o 
K 
< 
cc 
UJ 
Ü- 

O 

I 

->  Z o 
< o 2 i 2 5 >- < 

Z 2 
< ^ 
5 Q 
Z < 
► (X 
UJ LL 
U. 

T 
UJ O 
P _j 
z oc 
o < 
2 O 

A ifi 
5 X 

■*   2 S < o 
-I 

IIJ < 
z > 
o < 

*-» 

u 
cc 
< 

< 
I 

UJ 

5 
I 

CC 
O 
Ü 

2 
I 

CC 
O 
Ü 

> 
< 

I 
O 

i- 

-r 

o CO 

H CO 

o 
CC 

> 
_J 
< 
z 

co < 
z UJ o o o < 
CC 

a 
en 

Ü 
H UJ 
< CO 
or < 
UJ I 
Q. a 
O 

o 
o 

t 

D 
Z 
UJ 

(9 
z 

a. Q 
Ul n o UJ 

UJ 
Ü 

CD 
5 

7 
< 
OC 

(- 
z 
< 

U. 
O oc 

'< 
z > 
o z 
CO 
D 
-J 
Ü 
r 

z 
o 
< 
a 
ü 
UJ 

o 
o 
o 
CC 
a 

rc) 
n3 
O 
in 

C 
o 

I 
c 

c 
o 

ro 
4-i 
3 
Q. 
E 
o 
u 

■D 
C 

ig c 
o 

d) 
x: 

in 
a' 
.c 
u 
rg 
o 
C 
Q. 
Q. 
m • 

B 
>> o 
L -r- 
n +-> 

+-> ro 
C 3 
QJ CT 
E O) ■ 

i— M 
CL4-> 
E r- 
O O 
O -C 

E o .— 
S OJ 
I- i: 

•r" 
U. 

291 



In Eq.(2), the symbol flB(£.q) associated with the square root Helmholtz oper- 
ator B = (K2(5) + (l/l(2)7 M1/2 satisfies the Weyl composition equation 

QB2(£.5) = K2(a) - £2 ri/tj 2n-2 dtdxt^dz flB(t+£, x+$) 

An-A 

•OgC^, 2+3) exp(2llc(x.^ - t«2)) (3) 

with fV:{p,q) the symbol associated with the square of B, B   ■ 
(K (3) + d/K )V   ) [2,3,5].    The generalized Fourier construction procedure 

for the square root Helmholtz operator can be summarized pictorially by the 
following correspondence diagram 

B2  «==!>   ßB2 

T       I 
B    4=>  flB 

where the arrows symbolize the one- and two-way mappings between the appro- 
priate quantities. 

Exact solutions of the Weyl composition equation (3) can be constructed 
In several cases [6].   For example, the symbol flB(p,q) for the two-dlmen- 

2 2        2 2 
slonal (n = 2) quadratic medium, K (q) = K0 + w q , Is given by [6] 

nB(p.q) -(exp(1ir/4)£1/2/ir1/2) 
Jo 

dt exp(1(Yt + Xtanht)) 

t"1/2 (lYsecht + 1Xsech3t (secht)(tanht)) (4) 

with X = (l/e)(w2q2 - p2), Y K0/£, and t « w/C.    Consistent with taking 

the square root of the Indefinite Helmholtz operator, the corresponding 
symbols, generally, have both real and Imaginary parts characterized by 
oscillatory behavior [4,6], as Illustrated In Figure 2.    Nonunlform and 
uniform perturbation solutions corresponding to definite physical limits 
(frequency, propagation angle, field strength, field gradient) recover 
several known approximate wave theories (ordinary parabolic, range- 
refraction parabolic, Grandvulllemln-extended parabolic, half-space Born, 
Thomson-Chapman, rational linear) and systematically lead to several new 
full-wave, wide-angle approximations [2-4,6]. 

The exact pseudo-differential evolution equation (2) and, In general, 
the wide-angle extended parabolic approximate equations derived from the 
analysis of the composition equation [2-4,6] are singular Integro- 
dlfferentlal wave equations.    Solution representations for such pseudo- 
differential equations can be directly expressed In terras of Infinite- 
dimensional functional, or path. Integrals [7,8], following from the Markov 
property of the propagator.    In an operator notation, then. 
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exp(iEBx) « lim TT expdRBAx.) 
N—>•     j-1 J 

(5) 

where Ax* ■ x/N, symbolically representing the propagator In terms of the 

Infinitesimal propagator.   As the operator symbol is not simply quadratic in 
£, the configuration space Feynman path integral formulation is not appro- 
priate, necessitating the more general phase space construction [4,7].    Thi 
results in a parabolic-based (one-way) Hamiltonian phase space path integ 
representation of the propagator In the form [3,7] 

s 
ral 

G+(x,xJ0,xI) ■ llm 
"*    "^       N—>- 

N-l N 
TT  dxit TT    (R/aiO""^, 
j»l   ~n j«l Jt 

R(n-1)(2N-1) 

•expdE ^ (Ejt-Ujt - Xj.^ ♦ (x/N) H^.x.^x^))) (6 

where 

ftySa, 

-10       -8        -6        -4        -2 0 2 4 

X 

Fig. 2.   The real ( ) and imaginary ( ) parts of the n « 2 
quadratic medium symbol as a function of X for Y = 1. 
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H(£.a",5') = (R/Zir)"-1    / dsdt F(£'-£",s) 

.2n-2 

•hB(£,((£"+a
,)/2) - t) expdKs.t). (7) 

In Eq.(7), F(u,v) and hB(£,^) are related to the operator symbol flB(£,5) by 

where fig and hg are the corresponding Fourier transforms [2,3,7]. 

The nonuniqueness of the lattice-approximation path integral represen- 
tation is readily understood in terms of different discretizations, or quad- 
ratures, of the symbolic functional Integral and corresponds to the repre- 
sentation of a given (fixed) operator by different operator-ordering, or 
pseudo-differential operator, schemes [2,3,7,8].    More fundamentally, in 
analogy with the Schrödinger equation for particle motion on a Riemannian 
space and the thermodynamic (Fokker-Planck) equation for particle diffusion, 
the algorithmic Helmholtz path integral construction reflects the stochastic 
..ature of the integration [4,9].    Further, both the macroscopic and micro- 
scopic (infinitesimal) half-space propagators can be-formally expressed as 
Fourier integral operators with complex phase [4].    The phase space path 
Integral, thus, represents the macroscopic Fourier integral operator in 
terms of the N-fold application of the microscopic, or Infinitesimal, 
Fourier Integral operator in a manner which can be related to the global 
geometrical-optics construction of the macroscopic operator [4,5]. 

The path Integral formulation interprets the wave theory in terms of an 
infinitesimal propagator summed over all phase space paths.    For the Helm- 
holtz theory, the exact Infinitesimal propagator is not, in general, given 
by the locally homogeneous medium propagator, as in the ordinary parabolic 
(Schrödinger) propagator construction [8].    The approximate extended para- 
bolic wave theories then correspond to approximate infinitesimal propagators 
summed over the complete phase space.    In retaining the "sum over all 
paths," diffraction, or full-wave, effects are incorporated. 

For weakly range-dependent environments, range variability can be, at 
first, accommodated at the level of range updating, as in the case of the 
parabolic path integral [1,8].    For reflection/transmission from a planar 
interface separating two (different) transversely inhomogeneous acoustic 
half-spaces, the concept of reflection and transmission amplitudes general- 
izes to reflection (r) and transmission (t) operators.    The reflection and 
transmission operators, which, when applied to the incident wave field at 
the interface, produce the initial values of the reflected and transmitted 
wave fields, are defined within the Weyl pseudo-differential operator 
framework and are explicitly determined by enforcing the well-known 
Interface continuity conditions.    The main result [10] is a composition 
equation of the form 

ßBL(P'5) " «WM) ' (*/»)2n-2   / dtdxd^dz (0BL(t+£. x+3) ♦ 
./n4n-4 
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flBR(t+p,  x+q)) Qr(y+£, z+q) exp(2iR(x-y t.z))       (9) 

for the reflection operator symbol flr{£,5) and an analogous equation for the 

transmission operator symbol ßt(£,(j).   The inclusion of a planar transition 

region of arbitrary length and inhomogeneity can be accomplished by factor- 
ization methods in conjunction with invariant imbedding [4,11].    Invariant 
imbedding constructs the initial-value system for the reflection and trans- 
mission operators associated with the transition region, transforming the 
Helmholtz boundary-value problem into an initial-value problem.    A dis- 
cretized formulation [11] provides the extension of Kennett's method [4,11] 
in reflection seismology.    The resultant forward and backward wave fields 
propagating in the transversely inhomogeneous half-spaces are represented by 
the one-way path Integrals, while, within the transition region, a formal 
path integral representation of the propagator can be expressed as a product 
integral [8].    This takes the form [4] 

G = exp(1l(H(s)ds)  = lim 
N— 

N 
FT 
j=i 

exp(lRH(s.)As.) 
—       J J 

(10) 

where s,. ■ a + {j-l/2)&Sy As. = (x-a)/N, a denotes the transition region 

boundary, H is the appropriate first-order Helmholtz equation matrix 

operator [2,4], and with the product of exponential  factors ordered from 
right (lower j) to left (higher j) reflecting the noncommutativlty of the 
matrix operator H at different x.    While product integration-based path 

Integral constructions have been applied to the problems of nonrelativistic 
electron spin and the Dirac equation, such Infinite products of matrices 
are, generally, only tractable in simple limiting cases [4,8]. 

Rather than starting from a transversely inhomogeneous formulation and, 
subsequently, building in backscatter effects, the generalization of Fourier 
methods to arbitrary inhomogeneous ervironments and the construction of a 
dynamical basis for the Helmholtz equation can proceed, in the second ap- 
proach, from the construction of truly global configuration space path inte- 
grals, which attempt to generalize, for example, the homogeneous half-space 
result [3,7] 

G (x,xJ0,xM = 11m 
-x    -t       N—>- 

N-l 
T 
j: 

.(n-DN/Z 
TT dx.+ (iTrxN 
j=l   -Jt 

„(n-lHN-l) 

fCk /2irÄ J(n-l)N+l)/2 H(l) .ft * n 
'^^^(n-DN+l' H((n-l)N+l)/2UK0o(n-l)N+l'' (11) 

where 
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(n-l)N+l 

.(1), 

- « g (xjt - xj.u)2 ♦ x2)1/2 (12) 

and Hv    U) Is the Hankel function.   These elliptic-based (tMO-way) con- 

structions, originating from the Fourier transform relationship between the 
Helmholtz and Schrödlnger (parabolic) propagators, result In the approximate 
Feynraan/Garrod path Integral [3,7] 

GUlx') ä (-l/2l(2) 11m 
N _       exp(1l(SN) 

TT dx^ TT (Ic/Zir)^ — ^   (13) 
j»l   -J j=l J 

N-l 
T 
j (1/2 - I) 

Rn(2N-l) 

where 

5N= ^Ej-tXj-Xj.r 

corresponds to an appropriate dlscretlzed action and 

(1/N) 
N 

^ W2 + V^ )) 

(14) 

(15) 

plays a role analogous to an average energy with the Identification V(x) 
p — 

(-1/2)(K(x) - 1).    For a transversely Inhomogeneous half-space, partial 
Integration of Eq.(13) In conjunction with the reflection principle (or 
method of Images) results In [3,7] 

G+(x,xJ0,x:)2i 11m -z     -x       H—>- 

N-l N _ , 
TT dxit TT (lc/2ir)n-1d£it 
j-1   ~JI j=l Jt 

R(n-1)(2N-1) 

(16) .exp(1lc(SN + 21/2x(l/2 - E)1/2)) 

with SN and £ taking on their appropriate forms In one-lower dimension. 

Formally reducing both the full- and transversely Inhomogeneous 
half-space phase space Feynman/Garrod path Integrals to configuration space 
path Integrals [7] establishes the path functional character of the 
representation.    Moreover, the approximate Feynman/Garrod path Integral Is 
exact In the homogeneous medium limit. Incorporates significant backscatter 
Information, and contains both the geometrical (ray) acoustic and ordinary 
parabolic approximations.   This configuration space formulation for the 
two-way problem, Initially based on a varlatlonal principle and phase space 
constructions, seeks to express the propagator In terms of a phase 
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functional evaluated over an appropriate path space, as symbolically 
expressed in the Feynman/DeWitt-Morette representation [3,7,9].    This takes 
the form 

GCxU') » (-l/2lc2)   /    DC?) exp(iRB(?)) (17) 

where 

lld?ll   (1 - 2V(?)) 1/2 (18) 

is the analog of the action associated with a "free particle" on a space 
with the metric 

dl2 - (1 - 2V(?))||d?||2 

and where E represents the space of paths from x' to x such that 

1/2 = U/t] l     dt ((1/2)11 d?(t)/dtll2 + V(|U))) 

(19) 

(20) 

with the constraints 

i(0) = x'  , 

?(r) = x . (21) 

The dynamical basis of the Helmholtz equation can, thus, be viewed in terms 
of a stochastic process embodying fixed "average energy" paths, or, 
alternatively, in terms of "free particle" motion [3,7,9]. 

III.    COMPUTATIONAL ALGORITHMS.    Direct integration of the one-way 
phase' space path integral provides the computational basis tor the pseudo- 
differential wave equation (2).    Choosing the standard ordering, F(ji,v) ■ 
exp(-iEu-v/2), in Eqs.  (6), (7), and (8) results in a numerically more 
efficient post-point marching algorithm in the form 

^+(x+Ax,xt)^     / d£t exp(ilc£t»xt)  (exp(ilcAxhB(£t,xt))J
+(x,£t))        (22) 

.n-1 

where ^    is the Fourier-transformed wave field and 

hB(£t.xt) • df/*)"-1   / dsdt OgCs.t) exp(-2iK(xt " ^'{h ' 1^«     (23) 

^-2 
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This marching algorithm provides the generalization of the Tappert/Hardln 
split-step FFT algorithm [1] to the full one-way (factored Helmholtz) wave 
equation.   For a two-dimensional model ocean/bottom propagation environment 
with a perfectly reflecting ocean surface, the Fourier transform of the wave 
field In Eq.(22) Is replaced by a discrete fast sine transform and the In- 
verse transform Is evaluated by a rectangular rule Integration, enabling the 
propagated wave field to be expressed In the matrix form 

>*<»•*«.«,>■    £^IV^ (24) 

for each depth point z .    In Eq.(24), ^    and ^    are column vectors and the 

matrix A Is defined by Its matrix elements 
— 

Anm -n^tVp + Hä'VV* exp(1lcAxhg(pm,zn)) (25) 

where hg and hg are the even and odd parts with respect to p of hB(p,z) In 

Eq.(23) and») Is an appropriate transform normalization constant [1,4,12]. 

The principal Idea underlying the practical Implementation of the phase 
space marching algorithm Is the construction of a small number of approxi- 
mate operator symbols, which, when taken together, allow for wave field 
computations over a very wide range of model environments and propagation 
parameters.    In conjunction with a study of exactly soluble cases of the 
Weyl composition equation [6], high-frequency, real Weyl high-frequency, 
uniform high-frequency, and low-frequency approximate symbols have been con- 
structed [2-4,6].    Of particular significance Is the fact that the manner of 
marching the radiation field Is Independent of the medium and ar\y approxi- 
mation to the square root Helmholtz operator, resulting In a modular code 
architecture and highly versatile propagation program.   Moreover, the propa- 
gation models constructed and computed through the code correspond to sing- 
ular Integro-dlfferentlal equation as well as partial differential equation 
approximations to the one-way wave equation.    Indeed, this numerical algo- 
rithm represents one of the very few attempts to compute directly with 
pseudo-differential and Fourier Integral operators.   For the two-dimensional 
case, the range-Incrementing procedure Is Just a sequence of matrix multi- 
plications, and, thus. Ideally suited for computers which provide either a 
vector or a parallel pipe type of operation.    Phase space filtering reduces 
both the size of the matrix multiplication and the number of matrix elements 
initially computed, in particular, reducing the total range-Incrementing 
computational time by almost an order of magnitude for typical model calcu- 
lations [4]. 

Numerical results of transmission loss (dB re 1 m) as a function of 
range (km) for a number of model ocean/bottom propagation experiments 
demonstrate the computational viability of the factorization-Zpath Integra- 
tion-based phase space marching algorithm [4,12].    Several propagation 
experiments are summarized in Figures 3, 5, and 7, with the corresponding 
transmission loss curves compared with a reference Fast Field Program (FFP) 
algorithm [4,12] in Figures 4, 6, and 8. 
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Fig. 3. Model environment 1 and propagation experiment. 
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Fig. 4. Transmission loss (dB re 1 m) versus range (km) for model 
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For 400 Hz propagation in the exaggerated double-well model of Figure 
3, a wtde-angle capability well beyond the ordinary parabolic approximation 
is required.    Figure 4 illustrates the excellent agreement between the high- 
frequency and FFP algorithms over ranges on the order of 500 wavelengths. 
Figure 6 illustrates the cumulative growth of a phase shift error at long 
range which characterizes the breakdown of the high-frequency algorithm in 
the 250 Hz propagation in the rapidly changing shallow-water model of Figure 
5.    Combining Fourier component, or wave number, filtering with the high- 
frequency algorithm leads, not only to a more efficient and, thus, faster 
algorithm, but also, to a more widely applicable numerical scheme.    The 
filtering, in addition to removing Fourier components which, in principle, 
make no significant contribution to the computed wave field, eliminates 
those unnecessary regions of phase space where the small error in the high- 
frequency symbol approximation can lead, in i cumulative manner, to serious 
discrepancies at sufficiently long ranges.    Tnis is particularly well 
illustrated in the 60 degree filtered calculation on model environment 2 at 
250 Hz which results in the complete elimination of the cumulative pnase 
shift error (Figure 6), greatly extending the effective computational  range. 
Sufficiently decreasing the propagation frequency and increasing the jump 
discontinuity in the sound speed, as illustrated in the 25 Hz propagation in 
the shallow-water model of Figure 7, demonstrate the violation of energy 
conservation inherent in the high-frequency wave theory and the now-rapid 
decay with increasing range of the corresponding numerical algorithm.    This 
growth in the wave field, illustrated in Figure 8, is eliminated by the real 
Weyl high-frequency algorithm [4], which effectively restores energy 
conservation, as is also illustrated in Figure 8.    A more detailed 
discussion of these and other points is presented elsewhere [1,4,12]. 

The speed and modest storage requirements of the filtered one-way 
algorithm indicate that range-dependent calculations over extended 
environments should be feasible with current supercomputer technology.    Both 
range-updating and the numerical calculation of the reflected and 
transmitted fields from an interface should be possible over distances on 

4 
the order of 10   wavelengths.    Preliminary computations with range-dependent 
Munk-profile deep ocean environments, including propagation through extended 
shadow regions, compare well with adiabatic normal-mode calculations. 

Both the range-dependent and range-independent Feynman/Garrod path 
integral representations can be computed by standard Monte Carlo (statisti- 
cal sampling) methods for the numerical evaluation of multiple integrals 
[4].    While numerically calculating Helmholtz wave fields as high (in 
principle, infinite)-dimensional  integrals is quite distinct from the more 
traditional  finite-difference and finite-element approaches, the Monte Carlo 
evaluation of functional integrals has been successfully applied in quantum 
mechanical, statistical mechanical, and quantum field theoretical 
calculations [4].    For the phase space representations of Eqs. (13) and (16) 
in two dimensions (n = 2), the modeling of realistic propagation experiments 
can involve the computation of thousand-dimensional oscillatory integrals. 
Correlated-sampling variance reduction techniques can dramatically improve 
the speed and accuracy of the algorithm [4].    Generally speaking, a large 
parallel process ng capability should have a very favorable impact on the 
numerical computation of path integrals [4]. 

IV.    INVERSE FORMULATION.    The phase space-based construction of the 
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Square root Helmholtz operator provides the basis for a formulation of the 
inverse algorithms mentioned In the Introduction.    Mathematically, the 
refractive index field (or its square) Is reconstructed from the full-space 
Helmholtz Green's function G through the relationship 

B(xt,x;) = {21/R) 11m     (3?G(x,xJ0.x;)). (26) -t -x x__>0     x      -x    -z 

The symbol 0B(£»q) is then constructed through an inverse Fourier transform 

of the kernel  function B(xt,xi) and subsequently yields the refractive index 

field upon a direct application of the Weyl composition equation (3) forlp|= 
0.    In the homogeneous medium limit, the direct evaluation of the composite 

2 
symbol reduces to the square of the symbol, OgZfjMi) ■ 0g(£.5)' 

The inverse algorithm proceeds around the correspondence diagram (pictorial 
summary) in a counterclockwise fashion.   The direct propagation algorithm 
requires the inversion of Eq.(3) while the Inverse propagation algorithm 
only requires a direct computation of Eq.(3).    Thus the direct propagation 
problem has been transformed into an "inverse" problem while the wave field 
inversion problem has been reformulated. In an appropriate sense, as a 
direct calculation. 

The factorization algorithm exactly inverts the Inherently nonlinear 
relationship between the wave field data and the refractive index field as 
reflected in the Lippmann-Schwinger equation for the propagator [3].    Most 
importdntly, it is a multidimensional formulation.    For the "physical 
experiment," a point source is introduced Into the medium defining the 
^nltial-value (x ■ 0) plane.   The second derivative with respect to the 
range of the wave field Is then determined as a function of the point source 
and receiver positions.    Collecting the data on the Initial-value plane 
would most probably limit the application of the algorithm to specific types 
of bore-hole experiments.   Moreover, mathematically, the inversion requires 
the evaluation of singular Integrals (generalized functions).   Collecting 
data on a downfield plane (x > 0) leads to a transmission experiment similar 
to the oceanic sound speed profile inversion method of DeSanto [3].    Th3 
downfield wave field provides for an appropriate analytic continuation in 
ehe factorization algorithm and connects the analysis with the inverse 
diffraction problem [3]. 

The transmission, or propagation, formulation is analogous to 
tomography.    The reference wave number In the factorization analysis 
corresponds to 2ir/(Planck,s constant) as opposed to Its square playing the 
role of an energy.    The source generation and data collection over parallel 
planes then naturally correspond to the multidirectional insonifying plane 
waves and subsequent angular data collection of fixed-energy (frequency) 
diffraction tomography [3].    For range-dependent environments, the inclusion 
of backscatter effects, even in an approximate manner, would then provide 
the basis for a generalized acoustic tomography, extending the diffraction 
algorithms based on the Born, Rytov, or distorted-wave Born approximations 
[3].   The nonlinear factorization and subsequent weak-backscatter 
perturbation theory would extend the linearized weak-scattering treatments 
into the nonlinear regime.   This can be attempted In two ways.   Formal field 
splitting analysis provides the basis for a weak-backscatter perturbation 
theory within the framework of invariant imbedding [2-4].    The arbitrary- 
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dimensional nature of the factorization analysis In conjunction with 
mathematical Imbedding concepts provides the basis for a spatial-dimensional 
perturbation theory [2-4].   This essentially Involves treating the spatial 
dimension of both the Helmholtz operator. In general, and the refractive 
Index field. In particular, as a variable and subsequently studying the 
structure of the resulting family of systems Indexed In this manner.    For 
the case of two (different) transversely Inhomogeneous half-spaces 
separated by a planar Interface, an Inverse algorithm can be Initially based 
on the composition equation (9). 

For a transversely Inhomogeneous environment, the factorization 
Inversion model Invites comparison with "effective one-dimensional" 
stratified environmental models such as that of Stickler and Delft [4].    In 
both models, the location of the field source (finite) and the data measure- 
ments Is within the scattering region.   Most Importantly, the factorization 
method Is a direct Inversion of an arbitrary-dimensional propagation 
equation which requires less symmetry than those models (I.e., 
Stickler-Delft) reducible to the standard one-dimensional formulation of 
Delft-Trubowltz [4] or Gelfand-Levltan [4].    Thus for example. In a general 
n-dlmenslonal Cartesian formulation, the refractive Index field can be a 
function of as many as (n-1) coordinates In the factorization model, while a 
function of only one coordinate In an "effective one-dimensional" model. 
The experiment envisioned and the distinguished direction differ in the two 
models.    In the transversely Inhomogeneous environment, the direction In 
which there Is medium homogeneity is distinguished, while In the "effective 
one-dimensional" model, the one direction In which there ft medium Inhomo- 
genelty is. In effect, distinguished. Data, In both cases, Is collected 
perpendicular to the distinguished direction.    The Stickler-Delft model Is 
essentially a one-dimensional scattering experiment with the surface data. 
In effect, reflection coefficient data.    Thus unlike the transmission 
experiment, which extensively samples the region of Inhomogenelty, In the 
factorization model, the Stickler-Delft analysis does not account for the 
presence of "trapped modes" [4].   The formal Inclusion of a specific 
pressure-release surface within the pseudo-differential operator framework 
would allow for a stratified environmental model and the subsequent 
quantitative comparison with the Stickler-Delft model. 

For applied Inverse problems, approximate Inversions may prove 
adequate.   Approximate Inversion algorithms follow readily from the pertur- 

2 
bati've treatments of the Weyl composition equation.    K (jg) Is related to 
Qg(0,ij) In a quadratic fashion and through a linear Integral relationship, 

respectively. In the high-frequency (E—>•) and weak-Inhomogenelty (Born) 
limits.    In particular, the high-frequency algorithm Is based upon choosing. 
In practice, a ipi such that the symbol approaches Its asymptotic form, 

2 2 1/2 
*V£'^~ (K (5) - £ )     .   The approach to the asymptotic regime In phase 
space Is governed both by the magnitude of K (4) - p   (large) and the 
variation of the refractive Index field on the wavelength scale (small). 
Figure 9 Illustrates the high-frequency Inversion for the case of a 
quadratic medium.   Applying the full composition equation for the Inversion 
would result In a linear function In X for the real part and an Imaginary 
part which Is Identically zero.   Finally, weighted Hllbert space methods for 
Incorporating prior estimates appear to be applicable to the Fourier-based 
factorization approach [4]. 
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SCALE INVARIANT EQUATIONS FOR RELATIVISTIC WAVES 

Richard A. Weiss 
Environmental Laboratory 
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Vicksburg, Mississippi 39180 

ABSTRACT.  The basic trace equation of relatlvistlc thermodynamics is 
decoupled into two Callan-Symanzlk type renormalization group equations that 
connect the matter fields with the thermodynamic gauge parameters. These 
equations determine two characteristic curves along which the solution to 
the trace equation assumes a simple form. The differential equation describ- 
ing the variation of the GrUneisen parameter with pressure is derived.  A 
perturbation procedure is applied to the potential form of the renormaliza- 
tion group equations in order to develop the corresponding potential form of 
the renormallzation equations for waves in a relatlvistlc medium. A method 
tor calculating the Debye temperature for the excited states of solids and 
quantum liquids is developed. The amplitude and spectrum of waves in ther- 
modynamic media are calculated. A simple equation is derived that scales 
the wave amplitudes for different material densities (pressures). The re- 
sults of this paper will have applications to nuclear blast loadings, the 
Interaction of directed energy beams with matter, and to various high den- 
sity geophysical and astrophysical phenomena. 

1.  INTRODUCTION.  The renormallzation group was originally developed 
for problems in quantum field theory.1»2 But over the years it has become 
an important technique in many areas of physics including, phase transi- 
tions, critical phenomena, hydrodynamics, and statistical mechanics.3-5 

The renormallzation group consists of a set of continuous transformations 
that establish a correspondence between sets of parameters that define phys- 
ically different states. In particular, the renormallzation group gives 
a correspondence between systems having different correlation lengths. The 
correlation length of a physical system is the distance over which local 
particle densities are correlated. Ordinarily the correlation length is 
approximately equal to the range of interaction between two component par- 
ticles, however, near the critical point of a fluid the correlation length 
is much greater than the range of pair interactions.6 The renormallzation 
group is commonly described by a set of differential equations for the 
physical state parameters.3 

A set of renormallzation group equations in potential form has been 
developed for the ground state parameters of a relatlvistlc thermodynamic 
system.7 In this case the correspondence between sets of parameters refers 
to a change of the local scale (gauge), and this change of scale is equi- 
valent to a change in the correlation length. The potential form of the 
renormallzation group equations consists of a set of differential equations 
for the two gauge parameters of relatlvistlc thermodynamics.7 These equa- 
tions are obtained by requiring the basic trace equation of relatlvistlc 
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thermodynamics Co be Invariant under a local scale transformation that corre- 
sponds to a change in the correlation length of the system. 

The trace equation of relativistic thermodynamics is written as8 

" + ^)pv - - **>, - * + T(^) 
P^ 

(D 

where U - relativistic internal energy, P - relativistic pressure, T • abso- 
lute temperature, V « volume of substance, and Ua and Pa - corresponding non- 
relativistic internal energy and pressure. Throughout this paper the index 
"a" will refer to nonrelativistic calculations. The trace equation (1) can 
be rewritten as7 

(l-l> + I^-bV^)E-3(l + Y + vi-YT^)p (2) 

-(l-b'.Ti-b'vJLlE. 

where E - relativistic energy density ■ Ü/V, E* - nonrelativistic energy 
density, and where7 

b - 

CV\3T/V 

TOP/3T)v 

(P - 1^) 

(3) 

(4) 

a      TOPa/3T)v 
(5) 

(P" - 1C) 

where Y ■ GrUneisen parameter, C ■ heat capacity at constant volume, and 

"r ■ -"(§1 (6, 

4 - -#), (7) 



are the relativistic and nonrelativistic values of the bulk modulus respect- 
ively.  The parameters b and y are the gauge parameters of relativistic 
thermodynamics. 

For a solid or low temperature quantum system the nonrelativistic state 
equation of the ground state is assumed to have the following form8'9 

Ea- Ea+E^ ♦ ... (8) 

Pa - Pa + P^ + .. • 
o   j 

(9) 

where E and P ■ nonrelativistic energy density and pressure respectively, 
nonrelativistic zero-temperature values of the energy density and Eg and P« 

pressure respectively, Ef and Pf - nonrelativistic thermal coefficients for 
the energy density and pressure respectively, T ■ absolute temperature of the 
system (0K), and J ■ numerical index havlag vjlue«- characteristic of the type 
of physical system. Typical examples of systems that are described by equa- 
tions (8) and (9) are8 

j ■ 1 high temperature solid 
j ■ 2 low temperature Fermi gas 
j - 5/2 low temperature molecular Bose gas 
j - 4 low temperature solid 

A commonly used descriptor of the thermal state equations given by equa- 
tions (8) and (9) is the nonrelativistic zero-temperature value of the 
GrUneisen parameter that is defined by8'9 

Y
a - J. - _J L jL(vEa) Yo  Ea  (j-1)  Ea dV

vvcj; 

J        J 

(10) 

except for j ■ 1. Here YQ " nonrelativistic zero-temperature value of the 
GrUneisen parameter, and V ■ volume of the material system. When j » 1 , 
Y* ■ 2/3 . The zero temperature value of the nonrelativistic bulk modulus 
is given by K* - ndP*/dn , where n - N/V - number of moles per unit volume, 
and N ■ number of moles of a substance. 

8 9 The corresponding relativistic state equations will be written as  ' 

E - E   + E.TJ 

o       j 
(11) 
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P = P    + P,!0  +  •• 
0 j 

(12) 

1    d 
spwij*0^ (13) 

except  for j - 1  , when y    ■ 2/3  ,  and where E0 and P    - relativistlc zero- 
temperature energy density and pressure respectively,  Ej and ?* - relativis- 
tlc thermal coefficients for the energy density and pressure respectively, 
and YQ " relativistlc zero-temperature Grtlnesien parameter.    The relativistlc 
value of  the zero temperature bulk modulus is given by KQ - ndP0/dn  .    Combin- 
ing equation (2) with  the state equations  (8)  through  (13)  yields the follow- 
ing ground state equations8 

E    - 3[(1 + Y )P    - o o7  o u (M) 

'•( 
1 + j + 

JY  P J  o o 
P    - K 

+ 3n (15) 

The potential forms of the ground state renormalization group equations 
for the gauge parameters b and Y are determined from the requirement of local 
scale invariance of equation (2).7 A form of the renormal izat ion group equa- 
tions that Is commonly used in quantum field theory and the theory of critical 
phenomena are the Callan-Symanzik equations.1-3  In this paper the Callan- 
Symanzlk form of rhe renormallzatlon group equations for the relativistlc 
ground state of thermal media will be obtained directly from equation (2). 

Two forms of the renormallzatlon group equations for radiation in matter 
are obtained in this paper. The potential form of these equations is obtained 
by a perturbation procedure that is applied to the potential form of the re- 
normallzatlon group equations for the ground state. The Callan-Symanzik form 
of the renormallzatlon group equations for radiation will be obtained by a 
perturbation procedure applied directly to equation (2). 

An Important task of modern physics is the determination of the effects 
of gauge (scale) invariance on the ground state and excitations of matter. 
These effects have been treated for the ground state of a thermodynamlc 
system.8 An approximate treatment has been developed for waves in solids and 
quantum liquids by assuming that the diffuse radiation factor and the radia- 
tion Grtlneisen parameter arr equal.7 This paper presouts a completely general 
procedure for calculating t'e relativistlc amplitude and spectrum of elastic 
waves in solids and quantum liquids. A set of coupled second order radiation 
equations is developed that determines the relativistlc energy density and 
Grtlneisen parameter for radiation in solids and Fermi and Bose liquids. 
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2.  RENORMALIZATION GROUP EQUATIONS FOR THE GROUND STATE.  The ground 
state of a relatlvlstlc thermodynamic medium Is described by equation (2) 
where y  and b are gauge parameters.7 Equation (2) can be decoupled Into two 
Independent equations by noting that E and P are related by the Glbbs- 
Helnholtz relation as follows 

(f i ■ *+'(fi ■ mi - (16) 

With the Introduction of a Langrange undetermined multiplier n   ,  equation (16) 
can be rewritten as 

n(1 + vJL)E + n(l-TJL)p-o (17) 

Combining equations  (2)  and   (17)  yields  the following decoupled equations 

[T -^ + (n-b)V 1^ + n + i - b]E   -   (T ^ - baV ^ + l - ba)Ea        (18) 

tv w - ^ - I)T W " I + Y + i:iP" 0 (19) 

The undetermined multiplier n Is In general a function of V and T.     From 
equation  (19)  It follows that 

V «£ -vT— + (Y -f DP 

3 " „      , 3P P - T — 3T 

(20) 

except when the denominator Is zero (as in the case of an Ideal gas for 
which P - nRT). For T ■ 0 , equations (18) through (20) become 

(VW^o-^o-^ 
(21) 

(vW-T+Yo + 1>po-0 (22) 

'o   V dV   *. 
T-p-dv- + Yo + 1 o 

(23) 
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where n0 " the Lagrange undetermined multiplier for T - 0 . It Is easy to 
show that combining equation (21) through (23) by eliminating the Lagrange 
multiplier and using the T » 0 form of equation (16) which is 

dE 
P - -V — - E r2M o     dV    o u^ 

gives the T - 0 ground state equation (14). 

Equations (18) and (19) can be rewritten as 

(TW+f^+M)E-*a (25) 

(T W + h Ä + N)p " 0 (26) 

where 

V - ev (27) 

f - n - b (28) 

h " TTTTT (29) 

M - f + 1 (30) 

N - h - 1 (31) 

f* - (T^- ba^+ 1 - ba)Ea (32) 

Equations (25) and (26) are immediately recognized to be similar in form to 
the Callan-Symanzik equations that describe the renormalizatlon group.1*3 

The physical meaning of equations (25) and (26) is that T and V can be con- 
sidered to be arbitrary parameters and that the trace equation of relativistic 
thermodynamics is form invariant for any choices of values for T and V, i.e.« 
arbitrary values of temperature and volume are acceptable In equation (2). 
Equations (25) and (26) connect the matter fields E and P to the gauge fields 
Y and b.  Using equations (25) and (26) allows f and h to be written as 
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f - ^1 (33) 

P -T^ 
3T 

P - K„ 
(34) 

which for the case 1*0 become 

E - Ea 
,    o   o 
fo--^P  

(35) 

O  P - K o   o 
(36) 

The functions f and h are the thermodynamic analogs of the Gell-Mann-Low 
functions.1 

In analogy to equation (27) the Introduction of 

T - e* (37) 

allows equations (25) and (26) to be rewritten in simpler form by evaluating 
the derivatives along two characteristic curves as follows 

^+ME - * (38) 

dP 
dt 

+ NP - 0 

The two characteristic curves are defined by 

(39) 

f(V,T) -«•*fi 

h(V.T) --TT-^Tr 

dv 
dt 

. T dv 

" V dT 

dv 
dt 

T dV 
' V dT 

(40) 

(41) 
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The characteristic equations (38) and (39) can be solved formally as 

E - Ce-/Mdt ♦ e-W V/Mdt dt 

P - De-/Ndt 

(42) 

where C and D are constants.  Therefore, along the characteristic curves 
the solutions to equations (25) and (26) assume a simple form. 

The requirement of local scale (gauge) invariance demands that equation 
(2) be invariant under transformations of the form ?->?'= Pe-^ and 
£->•£'= Ee"^ where $  and f are functions of V and T.7 These transformations 
describe a correspondence between physical states having different correlation 
lengths.  The scale invariance condition is taken to be analogous to the con- 
dition of local gauge invariance, and yields the following differential equa- 
tions for the gauge parameters using the e-^ and e"^ transformations7 

(*)• 

T _3^  V 3^ 
Y ,{) 3T ~ (|i 3V 

p _ T I? + pT ii 
3T  ri 8T 

(44) 

(f) 
lii   k vit 
4> .'T "  4< 3V 

(45) 
E + V JV 9V 

These are the potential forms of the renormalization group equations for the 
relativistlc ground state of a thermodynamic jystem; they correspond to scale 
transformations with negative signs in front of the potential functions $  and IJJ. 

From equations (44) and (45) it is clear that the denominators of these 
equations are not symmetrical under $-*■-$  and ij; -»■ -ip .  In fact, the require- 
ment of scale invariance for equation (2) under the transformations 
P -► P' - Pe"*"* and E -> E' » Ee"^ yields the following result 

dp; 

Y 4> 3T " (|i 3V 

P _ T il . pT ü 
3T     3T 

(46) 
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/db\ . Lg-I Mv (47) 
VdF/   E + v Ü + EV Ü 

However, the physical derivatives of the gauge parameters must be Independent 
of the signs of the potential functions that appear In the scale transforma- 
tions» and the simplest way to accomplish this Is to assume that the physical 
derivatives are given by the following symmetric forms 

f - \ [(§)' * (tf ] 
Equations (48) and (49) can be rewritten as 

il - \r 9TMY » 3T       »  3V/ (50) 

(i .TiI + pTliWp .TiP .pTü\ 
\r 3T       ri  3T/\ 1   3T 3T/ 

db \ :V/\^ 3T i);  3V/  ,5n 

\c ^ v   3V 3V/ ^ ^ v   3V v   3V/ 

Equations  (50)  and  (51)  can be rewritten as 

ft . i giilla      Lffi (50a) 

db. ^mtmj LtiK (51.) 
(E + v|i)

2^(v||)2 

Equation (50) has the obvious property that for an Ideal gas dy/dP - 0 because 
In this case P - nRT, and this agrees with the fact that the GrUnelsen para- 
meter for an Ideal gas Is given by y " 2/3 .  Equations (50) and (51) are the 
potential forms of the renormalizatIon group equations for the relatlvlstlc 
thermodynamlc ground state. 
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The potential  function i  is related f-n  ^hÄ n w 
temperatures  (T >  8D)  by * - en/T      and for  i ^ te»Pe"ture eD for high 
* " T/eD   .     For high

D te^ratuJes/th^u e^o  7 IZTTT**  St* V   ^ or  9      eD/T In equation  (50)  gives 

Ar 
d? (if-pjU     TÜD\ + X< 

/(VH> 

where 

S-» —^(x-f^) 

(52) 

(53) 

BH-T||-P-P M1   %*rj (54) 

Equation   (52)  can be  rewritten as 

dP 

(^-'r-^K-**) (52a) 

l^.ll.VJf"1  the £',11°-'1"8 condition, hold temperature 

*$>' 

for ordinary materials at high 

(55) 

0D av **•&] 
(56) 

It follows from equation (52) that In general dy/dP < 0 . The slow varying 
Grtlnelsen parameter condition (dy/dP "v- 0) In equation /S^ «<«i»«»? 0) in equation (52) ylelds: 

9D } 3V K 
eD I 3T 'v 

(57) 
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which is a standard equation of high pressure physics.7 If eD does not depend 
appreciably on temperature it follows from equation (57) that 

Y as - JLÜE 
(58) 

For low temperatures the use of 4 - T/eD In equation (50) yields 

n 
dP ('-^H-t^H^/'w (59) 

where 

- P - T^+P 3T eD I  " eD 3T / 
(60) 

BL - P - T 3T
   

6
D\  S' ' 

(61) 

Equation (59) can be rewritten as 

dP 
Mg)[i^»K 3V 
('-»MtfHW 

(59a) 

The slow varying GrUneisen parameter condition (dy/dP «w 0) for equation (59) 
also yields the result in equation (57). For the case T - 0 , equation (59) 
becomes 

dpo \ 0  e? 3V I c (62) 

where 6^ - the T - 0 value of the Debye temperature. The slow varying GrUneisen 
parameter approximation applied to equation (62) yields 

Y «  
» 39S 
6 o 3V 

(63) 
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3. LOCAL GAUGE INVARIANCE FOR PHASE ROTATIONS. The sign of the zero tem- 
perature derivative dY0/dP0 that appears in equation (62) is not obtained from 
the previous analysis. An indication of what this sign is can be obtained by 
introducing complex local gauge transformations for the pressure, energy den- 
sity, and the gauge parameters y  and b .  This corresponds to phase rotations 
of the pressure and energy density relative to the gauge parameters as follows. 

Pe ti4 and c * £e~  , and correspondingly y' - ±1S  .1 O ye        and b ~ ±iW be   , 

where P , E , y and b must now be taken as complex numbers whose magnitudes are 
respectively ?  ,  B ,  y  and b , and where S ■ S(<J>) and W ■ W(^) are the phase 
angles of the y and b gauge parameters respectively.  Thus whereas the real ex- 
ponentials e^ and ei^ correspond to changes in the pressure and energy density, 
the complex exponentials correspond to phase rotations where the magnitudes P , 
E , y  ,  and b are held fixed. 

The phase angles S((Ji) and W(^) are determined from the condition of local 
gauge invariance on the fundamental trace equation (2).  It is first noted that 
for ? ,  E  ,  y  ,  and b held fixed it follows that 

dy „ Y dS 
dp " P d4> 

db _ b dW 
dE " t ^ 

(63a) 

Then it follows that the local gauge invariance conditions and the symmetriza- 
tion equations (48) and (49) yield the following renormalization group equations 
for phase rotations in analogy to equations (50a) and (51a) 

X dS 
P d* 

\     3T/ \ r 4> 5T  <MV/ 

{,  - T f / + ^ ||)2 
(63b) 

b dW  \     8V/\ 'j; 9T    ^ 9V/ 
Id*'   /E + vü)2 + H

2(vÜ)2 
(63c) 

Note the positive sign in the denominators. 

For high temperatures, 4» - 9D/T and S - SD/T , where Sp - characteristic 
temperature of the GrUneisen parameter phase angle.  In this case equation 
(63b) becomes 

X dS 
P If 

V 3T    r;   yV     en aT /+ en av 

(^-f-I^K'-t-) 
(63d) 
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where 

3S S 

d*      39. 

\ SD 3T   / 

99« 9^ / ^   39« V 
(63e) 

A comparison of equations  (52)  and (63d)  shows that at high temperatures 
dy/dP < 0 and dS/d* < 0   . 

(63b) 
For low temperatures let $ - T/eD and S - T/SQ and get from equation 

X dS 
P s 

('-»)*W^^) 
(63f) 

where the derivative dS/d^ Is evaluated as follows 

dS 
d(|) 

/    T 3Sn\     T 3S
D 

\    " 9D 3T / dT " 8_ 3V 

dV 

(63g) 

Thus at low temperatures dS/d^ > 0 and from equations (59) and (63f) It 
follows that dy/dP > 0 at low temperatures.  In particular the T - 0 case 
of equation (63g) Is 

/dS\   ^D 
WL " eo 

o  S, 
(63h) 

where eD and SD are the T - 0 values of eD and S^ respectively. Therefore 
for T - 0, equation (63f) becomes 

la!? 
(631) 

Note that P < 0 for bound systems such as solids at standard pressure, 
o 
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A comparison of equation (62) and (631) then shows that 

P    dy o       0 s 
Y    dP co 
'o       0 SD 

(63j) 

and therefore It follows that If Op > 0 and Sp > 0 then dy0/dV0 >  0 
from equation (62) one concludes that 

and 

^o* „o 3V 
(63k) 

Since in general dy/dP  < 0 at high temperatures, while equation (63j) shows 
that dy/d?  > 0 at T » 0 , it follows that as the temperature of a solid or 
quantum liquid is lowered a value of the temperature is finally reached at 
which point the sign of dy/d?  changes from a negative to a positive value. 

It should be pointed out that a similar analysis is not possible for the 
angles ip and W (associated with E and b respectively) that appear in equation 
(63c) because the gauge parameter b -► 0 when T ->• 0 . This condition combined 
with equation (63c) suggests that ty  has the following low temperature form 

«KV.T) - A(V) exp (/G(V,T)dT) (63£) 

where G(V,T) - some polynomial function of T . 

4.  RENORMALIZATION GROUP EQUATIONS FOR EXCITATIONS.  When electromagnet- 
ic or mechanical waves of small amplitude are present in a thermodynamic medi- 
um, the renonnalization group equations for the excitations can be obtained 
either directly as a perturbation on the ground state equation (2) for the 
energy density, or as a perturbation on the potential forms of the ground 
state renonnalization group equations given by equations (44) through (49). 
When excitations are present the pressure, energy density, bulk modulus, and 
heat capacity become P + Pr , E + Er , Kj + ICj^ , and Cv + CVr respectively, 
where Pr - radiation pressure, Er - radiation energy density, and where 

radiation bulk modulus 

radiation heat capacity 
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The GrUneisen parameter for a thermodynamlc medium with excitations  Is 
obtained from equation  (3)  as  follows 

where 6r - change In the system GrUneisen parameter due to the presence of 
radiation. Expanding equation (64), subtracting equation (3), and keeping 
only first order terms gives 

•»•^H^tr-^-^^-Y) (65) 

where y    - GrUneisen parameter for the radiation field itself and is given by 

3P       / 9E 
Tr      3T   /    3T (66) 

The gauge parameter b for an excited thermodynamlc medium Is obtained from 
equation (A) to be 

9P 

\3T  ST / 
b * Br • P - K, . Pr -^ <"> 

where 3r ■ change in b parameter due to the presence of radiation in the 
system. Expanding equation (67). keeping only first order terms, and sub- 
tracting equation (4) gives 

8r-FTX-  "  '  ," <••) 
f 3I_ _ T 3T (Pr " KTr) 

^     (P - 19 

. ^-^r  T W <Pr - KTr> 

where br - radiation gauge parameter given by 
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3P 

r  Pr  ^r 

The parameters Yr and br are the two radiation gauge parameters of the thermal 
medium. 

The renormallzatlon group equations for radiation can be put into a 
Callan-Symanzlk form by first combining equation (2) with equations (64) and 
(67) as follows 

[l - (b f ßr) + T ^ - (b + ßr)V ±] (E ♦ Er) (69) 

-3[l + y + 6r + V^- (Y + 6r)T^](P + Pr) 

- [l - (ba + ßj) + T ^ - (ba + ^)f ^] (Ea + Ea) 

where ßr is given by the nonrelativistic analog of equation (68). Subtract« 
ing equation (2) from equation (69), and keeping only first order radiation 
terms yields the following radiation equation 

(»-»♦»*->•*)«,-•,(«#-,) (70) 

-5[(l + V + vi-YI^)pr-6r(T|£-p)] 

where the following standard thermodynamic relation was used 

iU-E + vü-T^-P (71) 9V       c r y 3V      1  3T K    ' 

Equation (70) is a first order radiation equation that can be applied to 
any thermodynamic system such as gases» solids, and quantum liquids. 
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Equation (70) can be separated Into two radiation equations each of 
which is similar in form to the Callan-Symanzik equation. This is done by 
using the Gibbs-Helmholtz equation (71), which for radiation becomes 

3U 3E     3P 
—I - P + v —* - T  - -  P 
3V   "r  V 3V   1 ax    r (72) 

Introducing a radiation Lagrange multiplier n    as follows 

r 3E 3P    , 
E    +7—^+?    -T ■—      - 0 

r L   r 3V r 3T    J 
(73) 

allows equation (70) to be separated as follows 

(T 3 +f f+M )E _ß(T|P.p\.^ \  3T   r 3v   r / r   rV 3T   /   r (74) 

(TW+hr^+Nr)Pr-Vr(Tl|-p)-0 (75) 

where v Is defined in equation (27), and where 

f - n - b r   r 

hr - (nr/3 - Y) 
-1 

(76) 

(77) 

M = f + 1 r   r 
(78) 

N - h - 1 r   r 
(79) 

•?■(«*-*•*♦»->•)•:-<('#-•') (80) 

Equations (72), (74), and (75) are coupled radiation equations that give £r , 
Pr , and nr . These equations simplify somewhat for solids and quantum 
liquids.7 
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The potential form of the renormallzatlon group equations for radiation 
will now be obtained by a perturbation procedure that Is applied to equations 
(44) through (49). When excitations are present the renormallzatlon group 
equations (44) through (47) become 

N-.    „   i **     HLi 

(1+^r)   'p + P .T(iI + ürV  (p + p)I(3i + !lr) 
\    dP /     ^ -r rr   

i \ 3T   3T /  ^r   r^ \ 3T T 9T / 

(82) 

(84) 

Expanding equations (81) through (84), keeping only first order terms, and 
subtracting equations (44) through (47) gives 

(£)"-(£)" -1 *  '  P  r
a. (85) dP P _ T 111 + pT ii 

9T     3T 

\dP;   \dp; dp   p .T ap. PTJ 
3T  ** 3T 

(86) 

aPr At 
dP   *  + .*  dT 
 r m    Tr  3T   dn 
dP " „ ^ 3P  dT 

^ + 3T n d^ 

(86a) 
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r      * 
Id it« 3*   \      I 

3T   /       I A ♦ •* T ♦ «Ti    I If (87) 

3Pr u H- 
P     - T Tr^ + P T 4± + PT rr=r- r 3T r    3T 3T (88) 

3P -. 3* 
Br - Pr " T InT " V H - PT ITT (89) 

and 

(d6r\"      /db\'dEr  ,    C, -(f)   D; 
Idr) •^■) dr + E + vk.Ev. 

3V 3V 

(90) 

db\+ ^+ 

[irj -IdF) dr+E + vl| + Ev. 
3V 

(91) 

9P        3E ._ 
dE         E+p-T~ + -r~n5I 
 r r        r 3T        3T dn 
dE E + P-T^ + ^n^ c T r       ^  3T      3T      dn 

r  # ft   f \p f »f   11-31/   iM  3V   Pr 3V / 

(9la) 

(92) 

D . £ + V r^ - E_f 41 - EV —^ 3V 'r 3V 3V 

3E      .      H 
D
+.E +v—^+EV^ +EV—^ 
r  cr ^ v 3V    r 3V T cv 3V 

(93) 

(94) 

where (dy/dP)' and (dy/dP) are given by equations (AA) and (A6), while 
(db/dE)~ and (db/dE)+ are given by equations (A5) and (A7). 

The symmetric equations that describe the variation of the radiation 
gauge parameters are then given by 
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dP   2[\ dP /   \ dP / J (95) 

dE " 2 ■ifef*»)! (96) 

Equations ((.'r./ and (96) are the potential forms of the renormallzatlon group 
equations for a thermodynamlc system that contains radiation.  These equations 
determine the radiation potentials <|ir and !//_. .  The potential function ^. is 
related to the radiative change in the Debye temperature 9pr by ij)r ■ ÖDr/T 
for high temperatures and by (J>r ■ T/epr for low temperatures.  The derivatives 
on the left side of equations (95) and (96) can be evaluated using equations 
(65) and (68) and the following simple relationships 

do 
 i 

dP 

36   35 
 r   r  dT 
3n   9T " dn 

3P  dT 
KT+ 3T n d^ 

(97) 

d6r 

ar 
n 

3ß   3ß r  __r  dT 
3n   3T n dn 

F  ,   p      _  d?  .IT    dT 
E+P - T  9T+ 3Tnd^ 

(98) 

5.  WAVES IN SOLIDS AND QUANTUM LIQUIDS. Excitations in relatlvlstic 
solids and quantum liquids have already been considered using some simplify- 
ing assumptions.7 A general procedure for calculating the amplitude and 
spectrum of relatlvlstic waves in solids and quantum liquids will be out- 
lined here.  The energy density and pressure for radiation in these systems 
is written as 

. E^ TJ + • • • 
or   jr 

Ea ♦ (99) 

Pa - Pa + P^ T^ + ••• 
r   or   jr 

(100) 

and 

E  + E TJ 
or   jr 

(101) 

P - P  + P 
r   or   jr 

TJ + (102) 
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where 

E  and P r " nonrelativistic zero-temperature radiation energy 
density and pressure respectively 

E.    and fT_ ■ nonrelativistic thermal coefficients for the 
radiation energy density and pressure respectively 

E  and P  - relativistic zero-temperature radiation energy 
density and pressure respectively 

E  and P. = relativistic thermal coefficients for the radiation 
energy density and pressure respectively 

The zero temperature value of the radiation Grtlneisen parameter is obtained 
from equations (66) and (99) through (102) to be 

Pa P 

The zero temperature values of the nonrelativistic and relativistic  radiation 
bulk modulus  is written as Ka    ■ ndPa  /dn and K      ■ ndP    /dn respectively. 

or     or        or     or 

The basic relativistic equations describing excitations in solids and 
quantum liquids are written as (equations 76 and 77 of Reference 7) 

E  -3[(1 + Y)P  -K]-3T^P(Y  -Y)-E
a (10A) 

or   lx   'o7 or   or     E.  ov'or  'o'   or 

JE,(CXK      -Iff    ) + E4  S,    - jE^/a^3    - eV   ] + E* 1* (105) J  jv    or or'        jr jr      J  j\       or or/        jr jr 

where 

JP Y dy 
S.     - 1 + j + «-£-2J-+ Snx-^ - 3(j-l)(Y      -Y) (106) jr J      P    - K dn J     'v'or      'o 

JPaYa 

T
a    - 1 + j +      0 or (107) 
jr J      pa . Ka 

o        o 
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and where 

Y P 'o 0 a     o o 
u ■        2 (pa - K«)2 

O    0 

•      Y°K° Da _   YoKo 
0          2 

<Po - Ko>2 o   o 

(108) 

(109) 

Equations (104) and (105) can be deduced directly from equation (70) by 
using equations (11) and (101). For example, the expression for 6r that 
appears in equation (65) can be evaluated for the zero temperature case of 
solids and quantum liquids to be 

Sor * I* «V - V (110) 

Using the following basic relationships 

Por - " dT1 - Eor ^ 

dP    , d2E 
K  .n^£-n

2-_o£ (112) 
dn        2 

allows equations (104) and (105) to be written as 

3n2 -JK . 30 * Yo)„ jJ« ♦ (3Yo ♦ 4)Eor + 3 J« P0(Y0 - roc) - E*r 
dn j 

(113) 

0 & dE E4 S4 
an2 -f-r - gn ^-21 + ßE , + JL£UL (U4) 

dn^ dn w or jE 

Ef r     o d2Ea /    dEa ."I       Ef T* 
EJL dn2 *    dn or/J JEJ 
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The quantities Sjr and T.r are functions of Yor and YJ- . while the ratios 

Ejr/Ej . ^j/^j . and fjr/Ej are functions of Yor , y^r ' Yo and Yo •' 

Equations (113) and (114) are simultaneous second order differential equations 
that determine Eor and Yor in terms of E^ , y^T  , and in terms of the para- 
meters of the ground state. 

Equations (113) and (114) must be solved simultaneously to obtain the 
relativistic wave amplitude and the relativistic wave number in terms of the 
corresponding nonrelativistic values.  However, in order to obtain an approx- 
imate value for the relativistic wave amplitude and wave number, only equation 
(113) will be used. The zero temperature values of the nonrelativistic and 
relativistic radiation energy densities are respectively written as10 

or 
1 
4 Kak2A2 o a a (115) 

or 
1    2 2 
4- K k A 4  o 

(116) 

where ka and Aa ■ nonrelativistic wave number and wave amplitude respectively, 
and k and A * relauivistic wave number and wave amplitude respectively. 
Placing equations (115) and (116) into equation (113) gives 

3 „ 2 d' (.2.2.      3 
4 V TT(k A )+4 dn 

dK 
2n -r-2- - (1 + Y )K dn        o7 o n^(kA ) (117) 

1 IA2 - — k A 
4 

'  d2K dK 
3nZ —«2 - 3(1 + Y )n -T"2- + OY + 4)K .  t o' dn     'o     o dn 

1 .2.2va 
0  4 a a o 

where 

g - 3 «IS, p (Y - Y ) 
£   o 'o  'or7 

(118) 

As a crude approximation take Yor • 1/3 , Ejr/Ej - ^ox^o  ' 
a0  - adiabatic index, and assume kA is not explicitly densi 

and P0 ^ n 
0 where 

ity dependent, and get 

-w 3E (a or o l)(Y0-t) (119) 

and 

2
A2 

K A 3n 2^o 

dn2 

dK 
3(1 + YJn T-2+ (3a Y o  dn     o o - o + 5) 

■•)■ 
k2A2Ka a a o (120) 
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Using K ^ n 0 in equation (120) gives 
o 

k2A2Ka/K 
kaA2 =   aao o (121) 

3o - 7o + 5 o    o 

A k A a a 

/3o2 - 3o (2 + Y ) + 3Y + A\ /  o o     o o I 

\      3o2 - 7a + 5 / x        o    o 

The relative values of kA and kaAa at low and high densities depend on 
the values of o0 and Y0 at these densities.  For a low density Fermi gas where 
o0 = 5/3 and Y0 

= 2/3 one has kA ■ 0.77 kaAa , for a solid where o0 'v 8 and 
Y0 ^ 3.83 the result is kA = 0.69 kaAa .  The high density limit of equation 
(121) is somewhat more delicate.  If the high density limit is associated with 
asymptotic freedom, then o0 = 4/3 and y0  ■ 1/3 and kA = kaAa . On the other 
hand, if at high densities the interactions increase without limit and o0 ■+ oo , 
but with YQ ■ constant, then kA = kaAa .  However, Y0 is probably a function of 
o0 and may be written as YQ " 

ao ~ ^/3.8 In this case equation (121) goes as 
o0/(3o2) as 0o -► ^ so that kA/(kaAa) -+ 0 .  This behaviour contrasts with the 
results of the first order radiation differential equation approximation of 
Reference 7, where kA/(kaAa) ■♦ 3o2/a0 and is large for Q0 + co with YQ m  con- 

stant while kA/(kaAa) ♦ cr0/a0 ■ 1 for a0 -* ^ with YQ " a0 " */3 • Finally for 
the case of asymptotic freedom with o0 ■ A/3 and Y0 = 1/3 the first order dif- 
ferential equation approximation gives kA = 0.65 kaAa . Thus the effect of 
relativistic thermodynamics on wave amplitudes is system and model dependent. 

6. RELATIVISTIC PHASE VELOCITY. A general procedure is given for 
determining the relativistic phase velocity for waves in solids and quantum 
liquids. The procedure will be first to determine EjL and Yor from the 
values of the nonrelativistic sound speed, then to solve for the relativistic 
quantities Eor and Yor using quations (113) and (114), and then finally work- 
ing backward to determine the relativistic sound speed from the relativistic 
energy density and GrUneisen parameter for the radiation. 

The nonrelativistic expression for the phase velocity of mechanical 
waves is given by8 

(?) 
KJ + Y T 3T 

Ia + YaQa 
(122) 

where 

,a  r-a . „a . „a      m 3P
a 

I - E" + PQ + K^ - T |~ (123) 
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where W - nonrelativistic sound speed, and c - light speed. The zero 
temperature limit of equation (122) is7»8 

?)■ 
K3 

(125) 
Ea + Pa + Ka 

where W ■ sound speed in a T - 0 solid or quantum liquid. 

The nonrelativistic diffuse radiation factor is defined to be 

rj - -! (126) 

For Isotropie radiation the diffuse radiation factor can be expressed as 
follows10 

r
a  l+JLdwl (127) 
r  3  „a dn 

w 

The phase velocity that appears in equation (122) through (124) can be 
expanded in powers of the temperature, so that the diffuse radiation factor 
can be written in the following general form 

ra » ra + ra TJ + ••• (128) 
r   or   jr 

Therefore the coefficients of the diffuse radiation are expressed, through 
the phase velocity Wa , in terms of the ground state functions E* , P* , Ef 
and P| . 

Using equations (99) and (100) to represent the radiation pressure and 
energy density that appear in the defining equation (126) for the diffuse 
radiation factor, expanding the denominator, and keeping only first order 
terms yields the following results 
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or 

a 
or 
a 
or 

(129) 

jr j-a   \   or   or/ (130) 

or 

where the left hand side of these equations are obtained from the sound speed. 

Equations (129) and (130) can be used to determine Ej*r , £§r , and y%v   . 
For instance, placing equation (111) into equation (129) gives 

dEe 

or 
n 

:a    dn 
"or 

or 
- 1 (131) 

which is a differential equation that can be solved for Egr , since rgr is 
known from the ground state parameters through equations (122) and (127).  In 
fact, the solution of equation (131) is 

or nD  exp 
or  K 

(/> dnj 
\*     or n / 

(132) 

where Där ■ constant.  The determination of Ef and ySr from equation (130) wucic   i-'or i-uiiouaiiu .        me   uci.ci.uixiiab.LUii   ui.    I-J 

goes as follows.     It is easily shown that7 or 

it nDjr exp [-"-»/"VT] (133) 

where Dfr - constant.  Placing equation (133) into equation (130) gives an 
integral equation which can be solved for Ygr •  ^n t^8 way t^e nonrelativ- 
istic radiation energy density and GrUneisen parameter, Ear and y^  respec- 
tively, can be determined from the phase velocity. 

The corresponding relativlstic values of the radiation energy density 
£or and GrUneisen parameter Yor are obtained by the solution of the simulta- 
neous equations (113) and (114). The relativistic thermal energy density co- 
efficient is then determined by7 
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Ejr.nDjrexp[- (J-DTY^^] (134) 

where D. ■ constant.  The relativistic diffuse radiation factor coefficients 
are then calculated >>y 

P       dE 
K    or   n   or  .. #*•«* r   = -9  ■ -y  -; 1 (135) 
or  E    E  dn 

or   or 

t 

r. - T11 (Y  - r ) (136) ir  E   'or   or J    or 

The relativistic diffuse radiation factor is then written as 

r (n,T) ■ T  + F^ T^ + ••• (137) 
rv  '   or   jr 

P 
r 

r 

Finally the relativistic phase velocity is obtained as a solution to the 
following equation 

r =i + S^ (138) 
r  3  W dn 

which can be written as 

[-K-^] a.txpl- J (Sr  ^)^| (139) 

If it is assumed that the diffuse radiation factor is Independent of 
temperature it follows from equations (136) and (137) that 

r - r - Y (140) r   or   or 
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In this case it follows that Por ■ YorEor , and the wave equations (104) and 
(105) reduce to a set of coupled first order differential equations instead 
of the second order differential equations that appear in equations (113) and 
(114).7 

7. SCALING THE WAVE AMPLITUDE. This section obtains a simple expression 
for the wave amplitude in a T - 0 system. Combining equation (135) with the 
T » 0 form of equation (138) yields 

dE    . dW 
__  or  ♦  _n o 
E  dn  "3 W dn 
or o 

n 
(141) 

where W0 » zero temperature value of the relativistic phase velocity.  An 
equation analogous to (141) holds for the corresponding nonrelativistic 
quantities.  The solution of equation (141) is easily obtained to be 

or G W n 
r o 

4/3 
(142) 

where Gr = constant independent of n. The relationship between wave number 
and phase velocity is W0 = cj/k. , where H ■ angular frequency.  Using this in 
equation (116) gives the following expression for the radiation energy density 

or 

2 2 
. co A K 

_1. o 
4  w2 

(143) 

Combining equation  (142)   and  (143)  gives the wave amplitude as 

4G WV/3 

r o 

ü)2K 

(144) 

Let n and n^ be two particle number densities, then it follows from equation 
(144) that 

A(n1)J 

rv">i3/n\4/3 w 
Ko(n) 

(145) 
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which is the scaling equation for wave amplitudes under a change in density 
in a T = 0 system.  Equation (145) is expected to be a good approximation 
for finite temperature systems if the corresponding finite temperature para- 
meters are used. 

8.  ELECTROMAGNETIC WAVES IN MATTER.  The relativistic calculation of 
the energy density and phase velocity of electromagnetic waves in matter pro- 
ceeds in a manner analogous to the case of mechanical waves.  The relativist ic 
and nonrelativistlc electromagnetic energy densities at zero temperature are 
given by 

or =i(eüE
2
+UoH

2) (146) 

or 4 (eV + uaH') 2 v o a   o a' 
(147) 

where E and H ■ relativistlc electric and magnetic radiation fields respect- 
ively; Ea and Ha ■ nonrelativistlc electric and magnetic radiation fields re- 
spectively; e0 , y0 and c* • ^o " zero temperature values of the relativistlc 
and nonrelativistlc permittivities and permeabilities respectively. The ther- 
mal part of the radiation energy density and pressure is written in the form 
of equations (101) through (103), and therefore the determination of Eor and 

or is necessary for a relativistlc description of electromagnetic waves in 
matter. The crude approximation Yor " ^ i8 v&te in this section, and the 
problem is to determine e0 , p_ , E, and H . 

It will be assumed that the nonrelativistlc values of the zero tempera- 
ture values of the permittivity and permeability can be represented by some 
theoretical expressions in terms of the density, pressure and Grllneisen para- 
meters as follows 

^ - x[n,P^(n),Y°(n)] (U«) 

/ - ![»,?•<•) ,Y!<«)] (149) 

Then the relativistlc values e0 and y0 are determined using the same func- 
tional relationships but now evaluated for the relativistlc values of the 
pressure and Grtlnelsen parameter as follows 

t    = x[n,P  (n),Y   (n)] 

Uo - Y[n,Po(n),Yo(n)] 

(150) 

(151) 

The relativistlc values of P0 and YQ "e obtained from the solution of the 
simultaneous equations (14) and (15). Thus the relativistlc values of e0 and 
y0 are obtained indirectly from the ground state solution of the relativistlc 
trace equation (1). 
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A complete relativlstlc thermodynamic description of electromagnetic 
waves In matter requires the determination of Eor and Yor by the simultaneous 
solution of equations (113) and (114). But for an approximate solution only 
equation (113) can be used with Yor " 1/3 .  Placing equation (146) and (147) 
into equation (113) gives the following differential equations for E and H 

an 
(152) 

d2e de 
+ | E2[3n2 -^ - 3(1 + Yo)n Ji ♦ (3Yo ♦ ^ + gE -} eV 

an 

an 
(153) 

+ i H2[3n2 -Jt - «1 ♦ y0)n ^ ♦ (3r0 ♦ 4),^ + «„ - ± w V 

where gE and gH are obtained from equations (118) and (119) to be given ap- 
proximately as 

•i * K«1«"«, -1><*. - $ (154) 

gH4uoH
2(ao-l)(Yo-j) (155) 

Combining equations (152) through (155) yields the following equations for 
the relativlstlc values of the electric and magnetic fields in matter as- 
suming that E and H are not explicitly density dependent 

9   9 d en deri 
Ez[3n —r^ - 3(1 + Y )n -r-2 + (3o Y - o + 5)e ] ,2        'o'  dn      o'o   o   ' oJ dn , o a 

(156) 

irCSn -^~ - 3(1 + Y )n x-2 + (3a Y - •« ♦ 5)y ] - yV L   ,2        'o  dn     o'o   o   /KoJ   o a dn 
(157) 
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Assuming e0 % n
Po , y0 ^ n 

0 , and P0 ^ n 
0 in equations (156) and (157) 

gives the following approximate equations 

7 Eaeo/eo 
E2 - -1 2_2_o  (158) 

^o " 6po " Oo + 3(0o " po)Yo + 5 

H2 - -1 ä^L_°  (159) 
3v - 6v - a + 3(a - v )Y +5 

o    o   o     o   o o 

where 

dP 
n       o 

0o      P    dn o 

K 
0 

Po 

de n       o 
o      c    dn o 

dy n       o 
o       y    dn o 

(160) 

(161) 

(162) 

The determination of the relativistic phase velocity for electromagnetic 
waves in matter proceeds in a manner similar to that for the case of mechan- 
ical waves that was treated in equations (122) through (139) except that the 
tsmperature dependent nonrelatlvistir phase velocity is given by 

(^) - uvr1 (163) 

a    a where e and u - nonrelativistic permittivity and permeability respectively. 
The zero temperature limit of equation (163) is written as 

2 

(?) W ("♦) 
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From the phase velocities given in equations (163) and (164) one can calculate 
the nonrelativistic radiation energy density and Grüneisen parameters, EQ_ 
and Yor respectively, by the procedure outlined in equations (126) through 
(133).  Then the solution of equations (113) and (114) yields the corresponding 
relativistlc radiation energy density and GrUneisen parameter, Eor and Yor re- 
spectively.  From Eor and Yor one obtains an estimate of the relativlstic dif- 
fuse radiation factor rr by the procedure outlined in equations (13^) through 
(138).  Finally the relativistlc phase velocity for elec:romagnetic waves in 
matter is given by 

W     f  r , 1  p s dn 1 -- exp[- / (j- rr) —J (165) 

If it is assumed that the diffuse radiation factor is independent of temper- 
ature the substitution rr ■ >or can be made in equation (165). 

9.  CONCLUSION. The trace equation of the relativistlc thermodynamic 
ground state is reduced to two Callan-Symanzik type renormalization group 
equations that connect the matter fields E and P with the thermodynamic gauge 
fields Y and b . The gauge parameters are necessary to insure that the trace 
equation is invariant under a local scale transformation.  The assumption of 
local scale invariance under changes of the correlation length of the system 
leads in a natural way to a set of differential equations for the gauge para- 
meters.  These are the potential forms of the renormalization group equations 
for the ground state. The renormalization group equations for radiation in 
matter can be written in terms of radiation potentials or in the form of 
radiative Callan-Symanzik equations. The radiation equations for a general 
thermodynamic system are applied to waves in solids and quantum liquids, and 
a set of coupled second order differential equations are developed that de- 
termine the relativistlc radiation energy density and GrUneisen parameter. 
Finally, a t. ^mple scaling relation is developed for the amplitude of waves 
propagating through materials of different density. 

No mass or energy scale occurs in the equations of relativistlc thermo- 
dynamics, but the temperature and volume scales that appear in these equa- 
tions is similar to the mass cutoff parameter that appears in the Callan- 
Symanzik equations of quantum field theory.1 Therefore in analogy to the 
dimensional transmutation of Coleman and Weinberg there may appear a mass 
associated with the gauge bosons that correspond with the gauge parameters 

and b. 12 On the other hand, the ground state of a relativistlc thermo- 
dynamic system may exhibit a broken symmetry in which case the gauge bosons 
can become massive by the Higgs mechanism.1 In either case massive thermal 
gauge bosons should exist that are associated with the thermodynamic gauge 
parameters Yr and br . The gauge boson associated with the GrUneisen para- 
meter should exist even for T ■ 0 solids or quantum liquids. Therefore new 
physical phenomena are expected to occur in bulk matter that is subjected to 
high pressures.  In addition, the results of this paper should have engineer- 
ing and geophysics applications. 
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RELATIVISTIC WAVE EQUATIONS FOR REAL GASES 

Richard A. Weiss 
Environmental Laboratory 

U. S. Army Engineer Waterways Experiment Station 
Vicksburg, Mississippi 39180 

ABSTRACT.  The relatlvlstic wave equation for a generalized thermo- 
dynamic system is developed.  The solution of this equation is obtained 
for the real gases whose pressure is described by a virial expansion.  A 
procedure is given for calculating the relativistic amplitude and phase 
velocity for mechanical waves propagating In real gases.  The relativistic 
T/ave amplitude is calculated by a virial expansion whose coefficients are 
determined from the wave equation.  The relativistic effects on wave propa- 
gation in gases manifest themselves only through the third virial coeffi- 
cient, and therefore these effects are expected to be observed only at high 
pressures such as found in atmospheric nuclear explosions, the interaction 
of directed energy beams with the atmosphere, stellar atmospheres, and in 
high-pressure-physics laboratory experiments. The effects of curvature 
waves in spacetime on the pressure of real gases are also considered, and 
applications to the detection of gravitational radiation are suggested. 

1.  INTRODUCTION. Local gauge (scale) invariance plays a fundamental 
role in the description of diverse physical phenomena.   The requirement 
of local scale invariance suggests that relativistic thermodynamics can be 
formulated on the basis of a relativistic trace equation that relates the 
pressure and internal energy fields to a set of gauge parameters.1*'5  The 
trace equation for a thermodynamlc system can be written as a partial dlf- 
lerential equation involving the energy density, pressure, and two gaugd 
parameters.   The scale transformations refer to changes In the correlation 
length of the system, and the scale invariance establishes a correspondence 
between different physical states of a relativistic the^-modynamic system. 
This correspondence is encompassed by the renormalization group differential 
equations that describe the variation of the gauge parameters with the 
magnitude of ambient matter fields such as pressure and energy density. 

For the case where the thermodynamlc system has a well defined zero 
temperature state, such as is the case for solids and quantum liquids, the 
trace equation leads to a set of coupled second order differential equations 
for the simultaneous determination of the zero temperature values of the 
pressure and Grüneisen parameter.1* For real gases whose pressure Is described 
by a virial expansion, the trace equation yields a relativistic expression 
for the third virial coefficient.1* This paper derives the relativistic 
equation for radiation in a generalized thermodynamlc system, and then de- 
rives the equations that are necessary to calculate the wave amplitudes 
and phase velocity for waves In real gases.  This is done by a perturbation 
procedure that is applied to the basic trace equation l-hiit describes the 
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ground state of a relativistic thermodynamic system. 

The trace equation of relativistic thermodynamics Is written «g 

• M»W-**K-"M#U (1) 

where U - relativistic Internal energy, P - relativistic pressure, T - ab- 
solute temperature, V > volume of substance, and Ua and Pa - corresponding 
nonrelativistic internal energy and pressure. Throughout this paper the 
index "a" will refer to nonrelativistic calculations. It is easy to show 
that equation (1) can be written as follows1* 

ff (TU) - bV i£_ 3vU(PV) - Y-l 3V  JVL3V K     J       T 3Vj (2) 

^(TU*) -b*v|f 

where 

ctT \ aT/T, 
(3) 

TOP/3T)v 

(p - Ep (4) 

T(>ffB/iT)v 
ba - 

(P3 - K^) 
(5) 

and where y  ■ relativistic Grüneisen parameter, Cv 
pacity at constant volume, and where 

■ relativistic heat ca- 

«T - - im. (6) 
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«; - <£l (7) 

are the relatlvistlc and nonrelatlvlstlc values of the bulk modulus respec- 
tively.    The nonrelatlvlstlc GrUnelsen parameter Is defined as follows 

JL /3pa\ 
^a \ 3T /, (8) 

where Cy  ■ nonrelatlvlstlc heat capacity and constant volume, 
can be rewritten in terms of the energy density as follows5 

(l - b + T Jf - bV i)E - 3(l + Y + V Jt - VT J^p 

-(!- ba + T 4. b^ 
3T 

_3_ 
3V 

Equation (2) 

(9) 

where £ - U/V - relatlvistlc energy density, and E - U /V - nonrelatlvlstlc 
energy density. The parameters y and b are the two gauge parameters of rel- 
atlvistlc thermodynamics.5 

Wave motion In relatlvistlc gases can be of two types. The first 
corresponds to mechanical vibrations of the gas which results In pressure 
changes In time and space. This type of wave motion Is described by a rel- 
atlvistlc wave equation for real gases.  Such an equation can be developed 
by first considering relatlvistlc waves in a completely general thermodynamic 
medium and then specializing to the case of real gases. It is required to 
find both the relatlvistlc amplitude and sound speed for waves in real gases. 
In order to do this the nonrelatlvlstlc wave amplitude and phase velocity 
must first be determined. The relatlvistlc effects appear only in the third 
and higher virial coefficients of the real gas state equation.  Therefore 
it is necessary to solve the relatlvistlc radiation equation for real gases 
to determine the relatlvistlc value of the third virial coefficient for radi- 
ation in the real gas system. The relatlvistlc diffuse radiation factor and 
the relatlvistlc sound speed in real gases are then determined from the 
values of the relatlvistlc third virial coefficient for radiation. These 
effects should be important only for real gases at high pressures where the 
third virial coefficient contributes significantly to the equation of state. 

A second kind of wave motion in gases can be induced by the coupling of 
the wave motions in spacetime with some characteristic parameter of real 
gases. The wave motions in spacetime are gravitational waves. The attempts 
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at detecting gravitational radiation over the past twenty years by various 
methods including the use of solid body resonance detectors have not been 

6-8 This may be due to the lack of adequate sensitivity of present successful 
day detectors because the cosmic sources of gravity waves are thought to be 
very weak. 9-11 On the other hand the lack of positive experimental results 
using solid body detectors may be due to a basic insensitivity of this type 
of detector, and it has been suggested that real gases and liquids may be 
better suited for a detector material because the third virial coefficient 
is expected to be sensitive to changes in the metric of spacetime. 12 This 
paper calculates the adiabatic changes in gas pressure that are expected to 
occur in a detector that is subjected to the tidal effects of gravity waves. 

The procedure followed in this paper is to: a) review the theory of the 
relativistic ground state of real gases, b) determine the equations that 
describe relativistic waves in a generalized thermodynamic medium, c) develop 
a simple nonrelativistic calculation of the amplitude of waves in real gases, 
d) determine the solution of the wave equation for real gases by performing 
a perturbation calculation on the relativistic ground state equation for real 
gases, e) determine the relativistic values of the wave amplitude and phase 
velocity, f) determine the adiabatic changes of pressure, volume, and temper- 
ature for a real gas that is interacting with gravitational radiation. 

2.  RELATIVISTIC GROUND STATE OF REAL GASES.  The form of the solution 
of the trace equation (1) depends on the type of physical system being con- 
sidered. For real gases the nonrelativistic and relativistic pressure, energy 
density, bulk modulus, and molar heat capacity (specific heat) are written in 
virial form respectively as13»11* 

2^ Pa - nRaT[l + nBa(T) + n Ca(T)  +  •••] (10) 

Ea-nRaT(|-nT|f -|n2T 3C 
3T 

—      • •  • (ID 

2^, K^ - nR,1T[l + 2nB"(T) + 3n (r(T)  + ••• ] (12) 

Ca 
CV 4| -n( T2 iV iBf 

3T2    +2T3T 

and 

3T   / '  '**J (13) 

P - nRT[l + nB(T)  + n2C(T) + •••] (14) 
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'••«[i-««-iA«--] (15) 

1^ - nRT[l + 2nB(T) + 3n2C(T) + •••] (16) 

s-4^2$ + ^)-MT2S^i)--]   ("> 
where 

n - N/V - 1/V (18) 

where N ■ number of moles, V - molar volume; Ra, B (T) and C (T) - nonrela- 
tlvlstlc values of the gas constant, second virlal coefficient, and third 
vlrial coefficient respectively; R, B(T), and C(T) - relativistic values of 
the gas constant, second virial coefficient, and third virial coefficient 
respectively; and C® and C« - nonrelativistic and relativistic values of the 
molar heat capacity (specific heat) respectively. The relationship between 
the extensive, intensive, and molar quantities that are used in this paper 
is as follows 

Nc: - m (19) 

NC. I 3TA (20) 

Ea - nÖa - Ua/V (21) 

E - nU - U/V (22) 

.-.a where U and U - nonrelativistic and relativistic internal energy per mole, 

The relationship between the relativistic and the nonrelativistic func- 
tions that appear in equations (10) through (17) are given by4 
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R - R0 

B(T) - Ba(T) 

C(T) - Ca(T) - 3[Ba(T)]2 In $ 

(23) 

(24) 

(25) 

where 

,a  T 

*1 

Ba(T) 

Ba(TR) 

2/3 

lCR 

Ba(T) 2/3 
(26) 

and where T^ ■ relativity temperature constant, and T^R ■ conjugate relativity 
temperature constant. The relationship between TJJ and T^ is shown in Figure 
1. Thus the relativistic effects enter the real gas state equation only 
through the third and higher virial coefficients; the ideal gas term and the 
second virial coefficient are unaffected. 

The relativity temperature TJJ and the conjugate relativity temperature 
TcR are related to the critical temperature of a real gas. The conditions 
for the critical point can be expressed in terms of the second and third 
virial coefficients as follows 

B(T  .J - - V(T ,) 
crit       crit 

3C(T ,J - V2(T ._) 
crit7     crit' 

(27) 

(28) 

or equivalently 

3C(T ,J - B (T .J 
crit7      crit7 (29) 

where Tcr:^t - critical temperature, 
critical point condition as16 

Ca - y [Ba] (1 + 9 in  ^a) 

Equations (2A), (25), and (29) give the 

(30) 
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and gives the relationship between Tcrit and TR (or T^R) that is shown In 
Figure 2. Figure 3 gives the dependence of the critical molar volume on 
the relativity temperature. 

The GrUneisen function can be evaluated for real gases using equation 
(14) which gives 

(||) - nR[l + nf^T) + n2f2(T) + ••• ] (31) 

where 

f^D-llf+B (32) 

f,(T) - T ^ + C (33) 
•2W  " 3T 

and equation (17) which gives 

~ - -^ [1 + ngjd) + n2g2(T) + •••   ] 
cv 

where 

+ I(^H+"II) 

(34) 

•»»•K«^*«*) (35) 

hwi^S*«*) (36) 

3T 

Then equations  (3),   (31), and  (34)  give the relatlvistic GrUneisen parameter 
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Y - I [1 + BV|<T) + n2Y2(T) + ••. ] (37) 

where 

tjCT) = f^T) + g^T) (38) 

Y2(T) - f2(T) + g2(T) + f^Dg^T) (39) 

Expressions analogous to equations (31) through (39) hold for the nonrel- 
ativistic Grtlneisen parameter. 

3. EXCITATIONS IN THERMODYNAMIC SYSTEMS.  This section considers mech- 
anical radiation in thermal media. Only small amplitude vibrations are con- 
sidered. When radiation is present in a thermal system the relativistic 
energy density, pressure, bulk modulus, and heat capacity are written as, 
E + Er , P + Pr , K-p + KTJ. , and Cy + Cy,- respectively, while the correspond- 

ing nonrelativistic quantities become Ea + E* , P + Pr , K-, + K-J-J. , and 

V  LVr Cf. + Cf:    respectively, where 

E and E = nonrelativistic and relativistic radiation energy density 
respectively 

a 
P and P = nonrelativistic and relativistic radiation pressure respectively 

s r" n(^r) relativistic bulk modulus of the radiation 

/8Pa\ 

* ■ -(4 nonrelativistic bulk modulus of the radiation 

relativistic heat capacity of radiation 

JVr 

/aEa\ 
nonrelativistic heat capacity of radiation 

The radiation terms are assumed to be much smaller than the ground state 
terms, i.e., E << E and P << P . r        r 
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The Grtlnelsen parameter y  and the gauge parameter b become Y + <5r and 
b + Br i where 6r and 6r " Incremental changes in the parameters Y and b 
when radiation Is present In the system. The Increment in the Grdnelsen 
parameter of the system due to the presence of small amplitude radiation Is 
obtained from the defining equation (3) by noting that 

Y + 5 .  1 L (p + p ) T   r  Cv + CVr 3T 
K        V 

V 

M-?) *
(p + V (AO) 

Expanding the denominator in equation (40), keeping only first order terms, 
and finally substracting equation (3) gives 

3E 
"^ ■ jrw* (Y.. - Y) r  Cv 3T 

(Al) 

V r  3rr 3Erl 
CZ LEr W   + (rr ' Y) 3T"J (42) 

where Yr " relativistic Grtlnelsen parameter of the radiation itself, and is 
defined as 

„ 3P   3P  /3t 
m   V   r   r /  r 

r " (L. 3T " 3T / 3T 
(43) 

and where rr - relativistlc diffuse radiation factor which is defined by 

P 

r 
(44) 

Note that a comparison of equations (41) and (42) shows that if rr Is inde- 
pendent of temperature» then TT 

m yT . ' 

Similarly, the increment In the gauge parameter b due to the presence 
of radiation in the medium is obtained from equation (4) by observing that 
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b + 3 
\ 3T  9T / 

^ ^ Pr " ^r   (p - ^j/l + 

3T  3T / 

«Tr 
(45) 

"^ 

Expanding the denominator In equation (45), keeping only first order terms, 
and subtracting equation (4) gives 

ßr- 

T 3T _ T 9T (Pr " ^r) 

3E 
Y T 

3E 
rJ 3T~  YT 3T (Pr ~ ^r) 

P - 

«T   (P " *tY 

WiVr) - 
3T 

S c-vr L r r    3V \ r r/J 

(46) 

Note that equation (46) can be rewritten as 

a? 

3    - b r        r 

Pr ' 'Srr      T 3T (Pr " ^r) 

P - «r   (p - sr 
(47) 

where b    » radiation gauge parameter given by 

3P  r 
3T 

P    - r ' ^r 
(48) 

The parameters Yr and br are the two gauge parameters for radiation In a 
thermal medium. 
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The corresponding nonrelativistlc values of the 6r and 3r are given by 

CV 

T   9P
a    T 3pa 

e! -  -     -^I- . .^„,0 Irrer + v^ irrrii (so) s 12 rraEa + v -^ (raEa]\ 
'X      pa _ ^ 3T   /pa _ Jjp L r r    3V ^ r r /J 

where Yr is given by the nonrelativistlc analog of equation (43), and rr is 
given by the nonrelativistlc analog of equation (44).  Note also that 6r and 
ßr are small quantities because Er is assumed to be small compared to E . 
But the radiation gauge parameters Yr and hr , and the diffuse radiation 
factor rr , are not small quantities since they are defined as the ratio of 
two small numbers. 

When radiation is present in a general thermodynamic system, equation 
(9) can be written as 

[l-(b + 6r) 
+ IW-(b + 6r)V^](E+Er) <51> 

Subtracting equation (9) from equation (51) and keeping only first order 
terms yields the following first order radiation equation 

(l-»*»*-w*K-«r(»f-») <52) 

.3[(l + 1, + vJL-TTi)pt-6r(l||-p)] 
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where the following standard thermodynamic relationship was used 

i£=E + V — =T — -P (53) 3V 3V 9T K    ' 

Equation (52) can also be written as 

a 3U        an 

3U 
. 3V f-L / VP ) - Y —^ - 6 IS 1 L9V \     rl       Y 3V    r 8V J 

™a 

ÄKI-^w'-'M«- 
,a   „rS where Ur - VEr ■ relativistic radiation internal energy, and Ur ■ VEr ■ no"-' 

relativistic radiation internal energy. Equation (52) or equation (54) can 
serve as the basic first order relativistic thermodynamic equation governing 
radiation in a thermal medium.  Equations (52) and (54) are completely general 
and can be used to derive the radiation equations for real gases.  To do this 
it is first necessary to develop a nonrelativistic theory of mechanical radi- 
ation in real gases so that the terms on the right hand side of equations (52) 
or (54) can be evaluated. 

4.  NONRELATIVISTIC THEORY OF WAVES IN REAL GASES.  A simple nonlinear 
nonrelativistic calculation of the radiation energy density and pressure for 
waves in real gases is presented that will allow the calculation of the non- 
relativistic amplitude of the waves.  The nonrelativistic radiation pressure 
and energy density are written in a virial form analogous to the ground 
state equations (10) and (11) as follows 

Pa - ra nRaT + n2RaTBa(T) + n3RaTCa(T) + ••• (55) rror       r rv/ 

3. A 

Ea - nRaT - n2RaT2 «C - j nW W^ - ••« (56) 
r    r ail di 

where rro - 1/3 ■ diffuse radiation factor for an Ideal gas, and where the 
nonrelativistic radiation coefficients R^ , B!1(T) , and C^CT) are to be de- 
termined from a simple model that describes the vibrations In a real gas. 
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The form of the energy density In equation (56) follows from equation (55) 
by the requirement that 

3Ua    3Pa 3Ea 

3V   1 3T ' r  c
r " 

n an (57^ 

A    A    A ft The functions 6r , ßr , Yr , and rr that appear In the right hand side of the 
wave equation (52) can be calculated In terms of the nonrelatlvlstlc radiation 
vlrlal coefficients from equations (55) and (56) by using equations (49) and 
(50) and the nonrelatlvlstlc analogs of equations (A3) and (44). 

The nonrelatlvlstlc vibrations In a mechanical medium have an energy 
density given by17 

Ea - 1 k2A2K! r  4 a a TC (58) 

where ka ■ nonrelatlvlstlc wave number, and Aa - nonrelatlvlstlc wave ampli- 
tude. The wave number and wave amplitude that appear In equation (58) are 
also expected to have a vlrlal expansion of the form 

kaAa-koAo[1 + na!(T)+n2ci5(T) + —1 (59) 

where aa and 02 are unknown functions of temperature that are to be deter- 
mined • and where k0 and A0 ■ known wave number and wave amplitude respective- 
ly associated with waves in an Ideal gas. Combining equat'ons (12), (58) and 
(59) gives 

E* - i k2A2nRaT[l + n(2Ba + a* ) + n2(3Ca + 2*^*  + aa) + -..] (60) 

Comparing equations (56) and (60) gives 

Ra - i k2A2Ra r  4 o 0 
(61) 

an 
(62) 
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-T 
DC 
 i 

3T I    o o\ 
(3Ca + 2atBa + •: (63) 

Equation (61) immediately determines the value of the radiation coefficient 
Rf , but further equations in addition to equations (62) and (63) are needed 
to determine the radiation virial coefficients B*J and CS . This is so be- 
cause the functions u. and u',' are also unknown and need to be determined. 

The additional equations needed in conjunction with equations (62) and 
(63) are those Involving the non'.-elativistic diffuse radiation factor Pi de- 
fined by 

Pa = raEa 
r   r r 

(64) 

Combining equations   (55),   (56) and   (64)   gives the following expression for r' 

ra - ra   + nraI + n'ra^ + •• 
r        ro rl r2 (65) 

where ar before T      ="1/3 and 
ro 

rri":i 

3B 
Ba + ra T ^ 
r   ro 3T 

a -i 

(66) 

• 

Dar . 3Ca 3Bal 

c2      DaL   ■• + 2    ro1  3T    +    rl1 3T   J (67) 

,a /„a 
where R /Rr is given by equation (61). But it is well known that the gen* 
eral expression for the diffuse radiation factor is17 

ra _ J^ + _n_ dW_ 

r  3  v^ dn 
(68) 

where W    - phase velocity of mechanical waves in a thermodynamic medium.    The 
phase velocity of waves in a general thermodynamic medium is given by1* 
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(£)-5 
Kf + vaT i^- 

r + yV 
(69) 

where 

Ea - Ea + Pa + K^ - T ||- (70) 

3T   A 3T (71) 

Thus in general Wa - Wa(n,T) and substitution of equation (69) into equation 
(68) and expanding in terms of the ground state virial coefficients automati- 
cally determines the expansion coefficients for the diffuse radiation factor 
given in equation (65). Therefore It will be assumed that r!^ ra rrl r2 
and so on, can be obtained from the sound speed and are known functions of 
temperature through the ground state virial expansion coefficients.  Then eq- 
uations (66) and (67) can be Integrated to obtain the nonrelativistlc radia- 
tion virial coefficients B£(T) and C*(T) . Finally equations (62) and (63) 

can be used to calculate a* and a* as follows 

a?(T) (71) 

(^(T) 
3c; 

C  - 3Ca 2a
aBa (73) 

Then kaAa can ^e determined from equation (59). It will be assumed that 
ka » k0 and therefore equation (59) gives the nonrelativistlc wave amplitude, 

5.  SOLUTION OF THE WAVE EQUATION FOR REAL GASES. The solution of the 
radiation equation (52) for the real gases can be most easily obtained from 
equations (14). (15) and (23) through (26) that describe the relativistic 
ground state solution of equation (1) for the real gases. The relativistic 
expressions for the radiation pressure and energy density are written in a 
form analogous to equations (55) and (56) ss follows 
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P    - r     nR T + n2RTB  (T)  + n3RTC   (T)  +  • • • r        ro    r i rv  ' (74) 

Er - nRrT - nV -^ - i n3RT2 ^ —      • • • (75) 

where the relativistic radiation parameters rro and Rr , and the relativistic 
radiation virial coefficients Br and Cr, are to be determined from the solution 
of the radiation equation (52). The functions 6r , 3r . Yr i and rr that 
appear in equation (52) can be calculated from equations (74) and (75) by 
using equations (42), (43), (44), and (46). 

The solution of the radiation equation (52) for the real gases can be 
immediately obtained from the ground state solution of equation (1), as given 
by equations (23) through (26) for the real gases, by a simple perturbation 
method applied to this solution. Thus when mechanical radiation is present 
in a real gas, equations (23) through (26) become 

R + R - Ra + R
a 

r 
■ 

(76) 

B(T) + B (T) - Ba(T) + Ba(T) (77) 

C(T) + Cr(T) -  Ca(T) + Ca(T) - 3[Ba(T) + Ba(T)j2 &l ( f* + ^a)  (78) 

Subtracting equations  (23)  through (25)   from equations  (76)  through  (78) 
respectively and  keeping only first order terms yields 

R r 
3 

*' 

B r = •; 

C r « c1 
r 

C r Ä ca 
r 

- 3[2BaBa ♦ (Ba)2] In *a - 3(Ba ♦ B^)2 «* (l ♦ ^J ) 

6BV IN *a - 3(Ba)2i|.a/t|*a 

(79) 

(80) 

(81) 

(81a) 

where the following first orde    approximation has been used 
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In (*a + #J) - in / + £n(l ♦4)« «« *a +4 (82) 

to obtain the result In equation (81a).  The snail radiation term ip* that 
occurs In equation  (81a)Is obtained from the defining equation (26) as  follows 

a        a _T_ Ba(T) + Ba(T) 

Ba(TR)  + Ba(TR) 

2/3 

(83) 

Expanding the denominator In equation  (83),  and subtracting equation  (26)» 
and finally dividing by \[ia yields the following first order approximation 

!l »|f!kJ2  B
*
(TR)

1 
I1        3lBa(T)       Ba(TR)J 

3 LBa(T)       Ba(Tr_)J 

(84) 

CR' 

Equations (79) through (81) give the relatlvlstlc radiation virlal coeffi- 
cients In terms of the corresponding nonrelatlvlstlc radiation virlal co- 
efficients and In terms of the second order ground state virlal coefficient 
B*(T) . Note that at the Boyle temperature TB , at which Ba(TB) - 0 , 

It follows from equation (81a) that Cr(TB) - C
a(TB) . Also note that at the 

relativity temperature TR (or at the conjugate relativity temperature TQR ) 
It follows from equation (26) that i|ia a 1 , and from equation (84) that 
i^ - 0 , so that Cr(TR) - C5(TR) and Cr(TCR) ■ Cf(TCR) . Therefore any ex- 
perimental test that Is conducted to determine the difference between Cr(T) 
and Ca(T) should exclude the temperature regions around TB , TR and TCR . 
A similar result is already known for the ground state third virlal coeffi- 
cient. ** 

6.  RELATIVISTIC WAVE AMPLITUDE AND PHASE VELOCITY. Relatlvlstlc 
effects on waves in real gases will manifest themselves in the amplitude and 
dispersive properties of the waves. Therefore it is Important to be able to 
calculate the relatlvlstlc amplitude and phase velocity of waves in real 
gases and to compare them with their corresponding nonrelatlvlstlc values. 
The relativistic energy density for mechanical waves in a real gas Is written 
in analogy to equation (58) as 
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«. ■ i AS (85) 

where k ■ relatlvistlc wave number, A - relativistic amplitude, and where 
Kx Is given bv equation (16).  In a form similar to that of equation (59), 
the product k^A^ is written as 

k2A2 - k2A2 [l + na.d) + n2a2(T) + ••• j o o 1 (86) 

where the relativistic functions 0^(1)  and 02(T) need to be determined.     Com- 
bining equations   (16),   (75),   (85),  and  (86)  gives 

12 2 
R    - 7- k A R r      4    o o (87) 

3Br       12 2 
-T 7^ - T k A^(2B + a,) 3T        4    o o I7 (88) 

-T 5 
3T 

4 k2A2(3C + 2a.B + a,) 2     o o I I (89) 

Because B(T)   - Ba(T)  and Br(T)  - Bj(T)   it  follows from equations  (62)   and 
(88)  that *| * 9f «     The value of o^ is obtained from equation  (89)   to be 

2  T ""TT 
^o^o 

3C 

^r -3C - 2otiBa (90) 

where Cr is given by equation (81) and C is given by equation (25). In this 
way the relativistic expression ) or k^A2 given by equation (86) can be cal- 
culated in terms of nonrelativistic quantities. Since <*! * af » it is clear 
that relativistic effects affect only the second order and higher terms in 
equation (86).  Essentially this is due to the fact that only the third and 
higher virial coefficients of the ground state are affected by relativity 
as shown in equations (24) and (25). 

The relativistic phase velocity can be obtained by first noting that 
the relativistic diffuse radiation factor is obtained from equations (44), 
(74), and (75) to be 
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r - r + nr . + n2r 0 + ••• (91) 
r   ro    rl    r2 v / 

where 

r ■ r* ■• 1/3 ("*# 
ro   ro 

P-i - I"!, (93) rl   rl 

R T    I     3Cr      3Brl 

where Cr Is given by equation (81). Therefore rr(n,T) can be evaluated in 
terms of nonrelativistic quantities. The relatlvistic sound speed can then 
be calculated by solving the following equation 

rr<n'T>-i + 5f c5' 
or 

^  n d 

where c - light speed. 

7. GRAVITATIONAL WAVES IN REAL GASES.  It has been suggested that 
real gases can possibly be used in a gravity wave detector.12 This is 
possible because the relativity temperature parameter TR that occurs In the 
state equation of relatlvistic real gases is a measure of the interaction of 
the real gases with the vacuum state, and gravity waves are oscillations of 
the vacuum« i.e.» waves of curvature in spacetime. Gravity waves are shear- 
like in nature and are not expected to directly change the volume, pressure, 
or temperature of a gas, liquid or solid. Thus in the case of the Weber bar 
design for a gravity wave detector, only the surface shear strain is 
attempted to be measured, but no success has been reported.6-11 

The Interactions of real gases are of dipole-dipole.dipole-quadrupole, 
and quadrupole-quadrupole types.13 These interactions depend on the sep- 
aration and shape of the molecules through their dipole, quadrupole, and 
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higher moments.13 The values of TR and Tcr^t depend on these multipole 
moments as both temperatures are species dependent.^ The tidal nature of 
gravity waves will alter the multipole moments across a volume of gas, and 
will produce a gradient of Tj^ across the volume of gas in a detector. Grav- 
ity wave detector calculations must be done in conjunction with the relativ- 
istic state equations of the materials used in a detector. Real gases and 
liquids exhibit a critical point, and the critical temperature is -elated 
to the relativity temperature by equation (30). Solids, on the other hand, 
do not have a parameter akin to T^ in their relativistic state equations.12 

Gases and liquids are expected to be sensitive to gravity waves while solids 
are not expected to show any response. 

The values of the relativity ."".mperature Tj^ and the critical temperature 
1t are expected to vary across cne volume of a gaseous gravitational wave 

i-atector due to the tidal effects of gravity waves. Heat exchange in the 
detector gas will tend to produce a uniform change in temperature, Thr tidal 
effects of gravitation can be described by the difference between the metric 
g„v for gravitational waves and the Minkowski metric g°<% ■ (1, 1, 1, - 1) 
which is written as18 •yv 

yv 
8wv - V - h (97) 

where the values of the small dimensionless number h give a measure of the 
strength of gravitational radiation at the detector. 

The gravitational potential that is associated with this weak gravita- 
tional field is x  ^  he  •  1° t^6 presence of a gravitational field the 
energy of a body is altered by the following quasi-static factor19 

(-M 1/2 (98) 

so that the effects of a gravitational wave on the relativity temperature is 
to give it the value 

RG 

1/2 
(1 + 2h)1/ T, R 

, 

(99) 

^ (1 + h)T 
R 
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where T^Q - value of relativity temperature in the presence of gravity waves. 
The change in the value of T_ due to ambient gravity waves is therefore12 

6TR - hTR (100) 

A similar analysis holds for the conjugate relativity temperature TCR . 
The order of magnitude change in the value of the relativity temperature 
depends on the value of h at the detector. 

Many studies have been done on the relative strengths of possible 
astronomical sources of gravity waves.9-11    These sources include pulsars 

0*7 0/ OO TO 01 

10~  < h < 10~  , Supernovae 10   < h < 10   , and binary stars h < 10" 
-16 

It is possible that the galactic center radiates gravity waves with h < 10 
O Q 1 A 

Taking TR %  100oK gives 10   < 6TR < 10   as a likely range for the change 
in the relativity temperature of a gas due to astronomical sources of gravity 
waves. The corresponding changes in pressure, temperature, and volume in a 
gaseous gravitational wave detector will now be calculated. 

8. GENERALIZED FORCE ASSOCIATED WITH RELATIVITY TEMPERATURE. The gen- 
eralized work done during a change of volume and a change of the relativity 
temperature of the system is given by 

dW - PdV + SRdTR (101) 

PN 
- - ^ dn + SRdTR 

where Sg - generalized force associated with TR .  Clearly SR has the dimen- 
sions of an entropy.  The generalized force associated with dV is clearly the 
system pressure P. The generalized forces can be calculated using the Gibbs- 
Helmholtz equation which states that if a generalized work is written as E dq 
where E ■ generalized force associated with a physical variable q , then2 

(«I., - Hit - ■ 
For Instance E might be an electric field and q an electric charge. The 
Gibbs-Helmholtz equations associated with the situation in equation (101) are 
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n 
(aWT.TR m) - p 

V,T 
(103) 

R 

K T,V        V 
(104) 

Equation (104) can be used to determine the function S^ . 

An expression for SR can easily be obtained from equation,(104) by making 
the substitution SR = TsR because then equation (104) becomes 

T,V 

(105) 
T  V 

Combining equation (15) and (18) with equation (105) gives 

i NRT
2n2  a C 

2 NRT n 3T3T: PI TR.V (106) 

which reduces immediately to 

SR - - i NRn2 m 
Finally SR - Ts gives 

SR - - 7 ■"•iiy 

(107) 

(108) 

which can be written per unit volume as < 

SR/V -Mk) (108 A) 
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or in molar quantities as 

§R- -±RTn2/|f-\ (108B) 
\    R I'T 

where C - relativistic third virial coefficient. This generalized force (en- 
tropy) will be used subsequently to calculate the changes in volume, tempera- 
ture» and pressure in a gas due to gravity waves. 

The derivative in equation (108) can be evaluated by using equations  (25) 
and (26) which give 

1i%'-<«,«>J1;|flj (10" 

and 

♦•"R   r 3B'(TD)"R  ' 

For reference it is noted also that 

T 3»* .   L 2      T  3Ba(T) .,,,, 

♦* 3T       3 Ba(T) " 

Combining equations (108B), (109), and (110) gives the final result as 

3Ba(T1,) 
Vn.T.TR) --fR^nVCT)]

2^!-^^^!      (112) 

The entropy §R is a purely relativistic quantity that is associated with the 
variation of TR and is related to the interaction of the vacuum state with 
the molecules of a real gas. Equations (23) through (26) and equation (112) 
represent a relativistic thermodynamic analog of the Casimir effect of quan- 
tum electrodynamics.21 
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9. ADIABATIC CHANGES OF TEMPERATURE, VOLUME. AND PRESSURE. The first 
law of thermodynamics for the relatlvistic real gas can be written as follows 

dU - dQ - PdV - SRdTR 

dQ + — dn - SRdTR 

(113) 

where dp • TdS ■ increment of heat associated with the absorption of gravity 
waves by a real gas, and dS ■ corresponding increase in entropy. Because the 
internal energy is a state function it has a perfect differential which can 
be written as 

dU (#),,,« * (f l,^+(%), dT, (114) 
R'V,T 

Using the Gibbs-Helmholtz equations (.103) and (104) bring i equation (114) Into 
the following form 

dU (C-H»L-']-H^L-H] -SR dTR (115) 

dQ (f)    -'(i)    -#)v. dT, (116) 

The condition for adiabatic processes is given by dQ = 0 or 

CvdT + T (»L • *« 
R 

\ 31 / 
dT« - 0 (117) 

where Cy is given by equations (17) and (20). It will be assumed that grav- 
ity wave interactions with the real gases are sufficiently rapid that they 
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Placing equation (115) into equation (113) gives the following expression for 
the heat increment 



can be described as adlabatlc processes. The general expression for the 
change of pressure In a gas due to the passage of a gravity wave will be 
written as 

d? W«H»LM%L-. 'V.TR      -T.^    ,  „,TiV 

Combining equations (14), (16), and (118) gives 

dP - nR[l + nf^T) + n2f2(T) + • • • ] dT (119) 

dn . „^3 3C + KTif + RTn it:^ 

where fj and ti  are given by equations (32) and (33) respectively. Several 
special cases will now be examined. 

Using equation (117) allows several interesting adlabatlc situations to 
be considered. 

Case a. Adlabatlc Change of Temperature at Constant Volume. 

For this case equation (117) gives 

Combining equations (108) and (120) gives 

"is.»-IT1''1» <m) 

where the dlmenslonless quantity J is given by 

T      TT  .2 
j ■ J* i£- 4. E 3 c (122) J   C 9T- + C aTBT. K      ' 

R R 
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The second derivative that occurs In equation (122) Is calculated using equa- 
tion (109) as follows 

TT  *2c    -      ARamT 9Ba TR W* TTR Hit " 6B (T)T aT "I ärT 
R ij/   R 

(123) 

The result in equation (121) can be rewritten using equation (34) as follows 

■ 

dT 
2 

CJn T 
S.V '  3TD 

1 + gj.n ♦ g2n + ••• ) dTR (124) 

where gj and g2 are given by equations (35) and (36) respectively.  The sign 
of the temperature change given by equation (124) depends on the sign of the 
product CJ which is temperature dependent and can be positive or negative ac- 
cording to the value of temperature being considered. 

Case b.  Adiabatic Change of Volume at Constant Temperature. 

By using the definition of the Grllneisen function given in equation (3) it 
follows from equations (117) and (120) that 

YC.. \ 3T /, rfl...--^*-/    «" 
(125) 

7TdT|S.V 

dn 
■> 

n" S.T 

Combining equations (34), (37), (121), and (125) gives 

dV 
S,T 

dn 
2 

S.T 

-180.41. 
2YCVTR  ■ 

(126) 

nCJ -^[l-f^^-f^-.-OdT, (127) 
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where f, and f» are given by equations (32) and (33) respectively. 

Case c. Adlabatlc Change In Pressure at Constant Volume. 

Placing equation (124) Into equation (119) with dn * 0 gives 

^Is.v-^^V^V +- ) dT, R 
(128) 

where 

3T 
J + 

R K 
C 3TT 

(129) 

Fl " V (130) 

F2 - Y2J (131) 

and where y^ and y? are defined in equation (38) and (39) respectively. An 
equivalent expression for dP can also be written in terms of the GrUnelsen 
parameter as follows 

dP 
RTCn 

S,V   T R L2  C 3TRJ 
dT R 

(132) 

Substituting the power series expansion for y  given by equation (37) into 
equation (132) yields the result given in equation (128). Thus dP ^ n3 for 
low densities. 

Case d. Adiabatic Change in Pressure at Constant Temperature. 

Combining equation (126) with equation (119) for dT - 0 yields 

dP 
RTCn" 

S,T U 3TR ' 2nYCvT I  R 
«I ] (133) 

Using equation« (1,6), (34), and (35) allows equation (133) to be rewritten 

as 
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dp a  RTCn' 
S,T '  2T (G + G.n + G0n

2 + •••) dT. 
o I Z t 

where < 

(13/0 

2 C 9TR 
(135) 

0, ■ J(tl   -  2B) (136) 

G2 - J(f2 f1 + ZfjB - 3C) (137) 

where J is given by equation (122) and fj and £2 are given by equations (32) 
and (33) respectively. Therefore at low densities dP ^ n3 . Because in gen- 
eral dP/P \ VL    for low densities, the efficiency of a gaseous gravitational 
wave detector can be improved by increasing the density of the gas in the 
detector. 

Consider now the case of a constant pressure system. From equation (118) 
it follows that the constant pressure condition is written as 

(f),TR-(f)v,TR-(%)v/[ 
(138) 

Two cases of the constant pressure system are of interest. 

Case e. Change in volume at Constant Pressure and Temperature. 

From equation (138) and equations (6), (14), and (23) through (26) it follows 
chat 

^•4ft)t/. (139) 

RTn" j)C_ . 
3TR  R S 

2äR 
^dTR 
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where SR is given by equation (108B). Equation (139) can be rewritten using 
equation (16) ^s follows 

dV|PiT - n[l - 2nB + n
Z(4B^ - 3C) - •••] ^ dTR (l40) 

R 

Case f. Change in Temperature at Constant Pressure and Volume. 

From equation (138) and equations (3), (14), and (23) through (26) it follows 
that 

RTn2 9C 
' Yev  3TR 

aiR 

Using equations (34) and (37) allows equation (141) to be rewritten as 

dT|P(V - - Tn
2[l - f^ + (f2 - f2)n

2 - •••] |f- dTR (142) 
K 

where fj and I2  are given by equations (32) and (33) respectively. 

101 COMCmSION. The description of relativistic wave motion in real 
ga«M oust Include the coupling of the matter and radiation fields with the 
thermodynamlc gauge parameters for matter and radiation. This means that the 
quantities P, Y» b and Pr » Yr » br are coupled as shown in equation (32). 
This is true for wave motion in any relativistic physical system. The form 
of the relativistic third virial coefficient of the ground state of a real 
gas Is affected by the ground state gauge parameters. When mechanical radi- 
ation is present in real gases, the third virial coefficient of the radiation 
itself is correspondingly affected by both the ground state and radiation 
gauge parameters. Because only the third and higher virial coefficients are 
affected by the gauge parameters, measurable relativistic effects should be 
observed only at high pressures such as can occur in nuclear explosions in 
the atmosphere, during the interaction of directed energy beams with the at- 
mosphere, or in high pressure laboratory experiments. The tidal effects of 
gravitational radiation are expected to appear in the third and higher virial 
coefficients of the real gases, and therefore these gases under high pressure 
can serve as suitable materials for a gravitational wave detector. 
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Figure 1. Relationship between the 
relativity temperature and the con- 
jugate relativity temperature. 

Figure 2.  Dependence of reduced 
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Tjrit < T* and B^^)  < 0 . 

Figure 3. Dependence of the reduced 
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relativity temperature. Note that 
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HAMILTONIAN DEFORMATIONS OF INTEGRABLE, 
NONLINEAR FIELD EQUATIONS 

(WITH APPLICATIONS TO OPTICAL FIBERS) 

C. R. Menyuk,*'* P. K. A. Wai,6 H. H. Chen,6 and Y. C. Lee6'c 

ABSTRACT. In integrable, nonlinear systems an arbitrarily shaped initial 
pulse is known to break up into a series of solitons and a dispersive wave com- 
ponent. It has been shown both analytically and numerically that this behavior 
persists when substantial Hamiltonian deformations, which destroy the system's 
integrability are present. By contrast, this behavior is usually destroyed by non- 
Hamiltonian deformations even when they are quite small. Hence, it is usually 
sufficient to know a deformation's character to immediately determine its effect on 
solitons. Application of this result to optical fiber communication is discussed. 

I. INTEGRABLE EQUATIONS. It may seem odd at first that anything 
which sounds as esoteric u Hamiltonian deformations could have something useful 
to tell us about optical fibers. We believe, however, that our results are a nice 
example of how a physical/mathematical principle when properly understood can 
lead to important insights into the operation of real-world devices. 

Many, if not most, physical systems exhibit turbulent or chaotic behavior in 
at least some regimes. Such systems are appropriately modeled by equations like 
the Navier-Stokes equation which has turbulent solutions at high Reynolds numbers 
and is used to study fluids. In many important cases, however, the physical systems 
exhibit nice, coherent behavior over a wide range of parameters. That is particularly 
the case in devices which are useful for something, as opposed to systems which are 
handed to us by nature, since one usually wants the device to behave in a nice, 
predictable manner. 

Nonlinear field equations which always exhibit coherent behavior include the 

* Science Applications International Corp., 1710 Goodridge Drive, McLean, VA 
22102 

* Dept. of Physics and Astronomy, Univ. of Maryland, College Park, MD 20742 
* Center for Nonlinear Studies, Los Alamos Scientific Laboratory, MS-258, Los 

Alamos, NM 87545 

373 



sine-Gordon equation 
uxt = sinu, (1) 

which haa been used to model self-induced transparency [l|, the Korteweg-de Vries 
equation 

ut - öuux + uzxx = 0, (2) 

which has been used to model water waves in shallow channels [2] and ion-acoustic 
waves in plasmas [3], and the nonlinear Schrödinger equation 

«ut + -u« + H2u = 0, (3) 

which has been used to model Langmuir waves in plasmas [4J and light pulses in 
optical fibers [5]. We will be discussing this last application in far more detail at a 
later point. 

These equations are often referred to as "integrable." That is to say, they have 
a number of special properties which the vast majority of field equations do not have. 
Among the most important of these properties is a spectral transformation which 
can be considered to be a nonlinear Fourier transform. The spectral transform 
can be used to solve these special equations just like the usual Fourier transform 
can be used to solve linear field equations. The transformation procedure is shown 
schematically in Fig. 1 for the nonlinear Schrödinger equation, assuming that the 
initial data u(x,t m 0) falls off sufficiently rapidly as x -* ±oo [6]. The spectral 
transformation yields (»"(^O),£,{()),Cy(0)). The quantity r(f,0) depends continu- 
ously on the variable ^ and is directly analogous to the usual Fourier transform, 
although it is not identical. Physically, it corresponds to a dispersive wave whose 
amplitude vanishes as t -* oo. In addition, the spectral transform yields a number 
N >0 of discrete pairs (?y,Cy) which have no analogy in the usual Fourier trans- 
form. These pairs correspond to solitons, nonlinear wave packets which propagate 
without dispersing. 

Knowing the solution at t = 0, it is possible to immediatelv write down the 
solution at t = r. It is [6] 

r(^) = rU,0)exp{2ieH 

ÖW = 6(0). (4) 
Cy(r) = Ci(0)exp(2.f/r). 

One can use the inverse spectral transform to determine u((, r). The significance of 
the spectral transform is that it allows us to determine u((,r) in three steps, shown 
as solid lines in Fig. 1, no matter what the size of r. If one were to use the direct 
route shown as a dashed line in Fig. 1, one would in general need to cut the time 

374 



u(x.t-O) 
•^ IrilO). ^(0). CjlO)] 

u(x,t-T) 
* Iril.T». ^(T), CJCT)! 

FlQURI 1. Schematic illustration of the way in which the spectral transform and 
its inverse can be used to solve the nonlinear Schrödinger equation. 

axis into a number of pieces proportional to r and determine the solution iteratively. 
Thus, there exists some time r beyond which the indirect approach always wins. 
While this indirect approach has not been used much to date, there are a number 
of problems where it would be useful. 

The issue that we are concerned with in this presentation is that there are 
many systems which behave integrably. That is to say, initial data breaks up into 
a dispersive wave component and a number of solitons (or, more precisely, solitary 
waves). It is natural to suppose that these systems can be well-modelled by one of 
the Integrable equations. If the actual system were to be perturbed away from, the 
integrable system by an amount of order e, then one might expect that the inte- 
grable behavior would only appear for a time of order e~l. On a longer time scale, 
solitons would be destroyed. This expectation is borne out in practice when the 
perturbations are dlssipative or have an explicit space or time dependence; however, 
when the perturbations are Hamiltonian and independent of space and time, that 
is no longer the case. Indeed, the systems appear to act integrably on arbitrarily 
long time scales. Moreover, they continue to act integrably when the Hamiltonian 
deviations are so large that they can no longer be referred to as perturbations, but 
must be considered substantial deformations. Why are systems so rugged under 
the Influence of Hamiltonian deformations, and what are the implications for prac- 
tical devices like optical fibers? We will be addressing these issues in the following 
sections. 

While this sort of behavior can be seen in a large number of real physical 
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FIGURE 2. Schematic illustration of shape renormalisation. Under the influence 
of a Hamiltonian perturbation, a soliton's shape will change from that shown as 
a solid line to that shown as a dashed line. 

systems, we mention here two numerical examples closely related to the nonlinear 
Schrddinger equation 

tut + jU«, + |tt|3u = -{1 - |u|2 -exp(-|u|2)}u, 

which hat been used to model Langmuir waves in plasmas [7] and 

(5) 

tu« + -Ux« + |tt(au = i/3ux„, (6) 

which has been used to study light pulses in optical fibers near the zero-dispersion 
point [8,9]. The deformations in both Eqs. (5) and (6) are Hamiltonian. We em- 
phasize numerical results because in simulated systems the effect of dissipation can 
be completely eliminated which can never be the case in real systems. In numerical 
solutions of Eq. (5), initial data are seen to break into a soiiton and dispersive waves 
when |u| is as large as 2, so that the term on the right is making a large contribution. 
Similar results are found when Eq. (6) is solved with ß arbitrarily large. Clearly, 
then, the right-hand side can be a large deformation indeed! It should be noted 
that while solitons continue to exist, their shapes and frequency shifts are observed 
to change from what is predicted by the nonlinear Schrddinger equation, as shown 
schematically in Fig. 2, something which must be explained theoretically. 

II. HAMILTONIAN SYSTEMS. In order to demonstrate that Eqs. (5) 
and (6) are Hamiltonian, it is sufficient to show that they can be derived from a 
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Hamiltonian functional. In the case of Eq. (6), this functional is 

»• -I/" * M - itti4+*MC -«..";)]. (7) 

Letting 9 = u and p = u*, one can show 

6H 6H 

as is appropriate for Hamiltonian systems, where the derivatives Sx/6y are func- 
tional derivatives. A similar result can be obtained for Eq. (5). Such systems are 
often referred to as infinite-dimensional Hamiltonian systems because each point in 
x can be considered a separate degree-of-freedom. When one states that a Hamil- 
tonian system is integrable, one generally means that a canonical transformation 
exists which yields a Hamiltonian independent of the new coordinates, depending 
only on the new momenta. This point of view seems different from that of the 
previous section where we said that the nonlinear Schrödinger equation could be 
Mthwd by making a spectral transformation; in fact, these two points of view are 
equivalent. The spectral transformation turns out to be a canonical transformation 
which yields a Hamiltonian only depending on the momenta. 

Before demonstrating this point explicitly, it is useful to turn to a simpler ex- 
ample to explain how these canonical transformations work. They are important 
because when integrable field equations with Hamiltonian perturbations are con- 
sidered, it is possible to find an infinite series of canonical transformations which 
eliminates order-by-order the dependence on the coordinates. This result explai 13 
qualitatively why integrable behavior is rugged under the influence of Hamiltonian 
deformations. (At least when the deformations are small!) 

The example we will consider is a simple, finite-dimensional system 

The canonical transformation (p«,?«) —> {PitQi), where 

Pi = (2F.)l/2cosg.-,        qt = (2P0l/i«inQ.. (10) 

reduces the Hamiltonian to the desired form 

# = £>.•*, (11) 
» 
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which depends only on the momenta. As a consequence, the momenta are constant 
in time, while the coordinates vary linearly. Writing the equations of motion, 

we obtain, 

A = 0,        Qi = w„ 

Pi = Pi,o,       Qi = Qi,o + **, 

(12) 

(13) 

where Pi,o and Q$io are constants of integration. In similar fashion, if we make the 
transformation u -»[PiO,Q{(),Pj,Qj\, where, in terms of the spectral data, 

P(0 = ^ln[l-h|r(e)|2].        QU) = *rgr{t), 
71 

Py=2tfy,        C?y = -lnC„ 

we find that the transformed Hamiltonian becomes [6] 

(14) 

H= T dtpepitü + i-zpf, 
J—oo 0 

(15) 

j- m- •• • 

which only depends on the rr.   aenta.   Hence, just as in the previous case, the 
momenta are constant in time while the coordinates vary linearly. 

Suppose now that we perturb the finite-dimensional system by adding cubic 
terms to the Hamiltonian, 

* = ET(rf + *.?) + ap? + 6p?<7i + (16) 

In the limit where p, and ?, are small, this perturbation only makes a small con- 
tribution to the Hamiltonian. As long as all the a;, are incommensurable, it is 
possible to find a canonical transformation, using the Lie transform method or the 
Poincar6-von Zeipel method, which eliminates the cubic terms at the expense of 
introducing fourth and higher order terms [10], i.e. there exists a transformation 
[p»>9«l ~* [P«i9i]t 8uch that our Hamiltonian becomes 

»-ET?U»+0+««+ (17) 

We can then eliminate the fourth order terms by making another, analogous trans- 
formation and continue in this fashion order-by-order. Physically, this series of 
transformations is possible because when qi and p, are sufficiently small, the effect 
of the cubic perturbations, for the vast majority of initial conditions, is to deform 
the orbit of the pair (p,, ft) without destroying its neutral stability. By contrast, a 
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FIGURE 3. Effect of Hamiltonian and non-Hamiltonian perturbations. A Hamil- 
tonlan perturbation slightly deforms the trajectory, but it remains neutrally sta- 
ble. A diasipative perturbation, no matter how small, leads to a spiral trajectory 
which ultimately falls into the origin. 

diasipative perturbation, no matter how small, will lead to a fundamental change 
In orbtt topology as shown qualitatively in Fig. 3. 

A similar series of transformations exists for Hamiltonian perturbations of inte- 
grable field equations. We recall that the original transformation u -»[P(0. Q(f)> 
Pit Qi] yield« quantities which evolve linearly in time when at is given by the non- 
linear Schroding^r equation. That is no longer the case once the equations are 
perturbed. However, at any given order, the canonical transformations yield a new 
set of quantities [i'(f)><3(0>A»<?i] which evolve linearly in time through the order 
to which we are working, i.e. 

Pj = Pi.o,      Qi = Qi,o + njt, 
{IS) 

where JPO(0> QO{(), Pj,o% Qj.Ot n((), and fly are all constant in time. Hence, just 
as in the integrable case, it is possible to integrate the equation in a fixed number 
of steps, aa shown schematically in Fig. 4, independent of the length of time r over 
which one wishes to determine the solution. Why then are these perturbed equa- 
tions not also considered integrable? The reason is that in general this series of 
transformations is only convergent for special choice* of the initial conditions; oth- 
erwise, the series is merely asymptotic, and only a finite number of transformations 
can be usefully made. 

At every order of the transformation, one finds that the topology of the solu- 
tion is unchanged; it still consists of a number of solitons which do not change in 
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iPllO), Q(|.0), Pß). öjWJJ 

u(x.t=T) 
[P(t.T). QltT), Pj(T), QjlT/J 

FIGURE 4. Schematic illustration of the integration procedure for the perturbed 
nonlinear Schrödinger equation when the perturbations are Hamiltonian. One 
first makes a spectral transformation followed by a series of canonical transfor- 
mations to arrive at variables which evolve linearly in time. Having calculated the i 
new variables at the time r, one reverses the original sequence of transformations 
to determine u. 

time when well-separated and a dispersive wave component [11,12]. Hamiltonian 
perturbations lead to no fundamental changes in the structure of the solution, in 
contrast to dissipative perturbations. 

It should be noted that the results just dereribed have only been demonstrated 
in detail when the undei lying, integrabl« system is the Korteweg-de Vries equation 
[11,12], although the nature oi the derivation makes it seem clear that similar results 
will hold when the underlying system is the nonlinear Schrödinger equation or any 
of a set of similar field equations. We are presently studying these systems. 

III. OPTICAL FIBERS. Optical fibers consist of a glass core surrounded 
by a glass cladding; the index of refraction in the core is slightly higher than in the 
cladding, implying that waves will propagate. Essentially, they are trapped by total 
internal reflection [13]. 

If the core is sufficiently small, a Sfim in diameter or less, then only a single 
mode, the HEn mode, propagates, eliminating intermodal dispersion. Nonetheless, 
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FIGURE 5. The effect of dispersion is illustrated schematically. As pulses prop- 
agate along the fiber, they broaden, eventually overlapping. 

single mode dispersion remains a serious problem limiting the (bit rate) x (prop- 
agation length) values which can be attained in modern-day systems. The way in 
which dispersion limits the bit rate is shown in Fig. 5. A train of pulses is launched 
in the fiber. When a pulse is present in a given time slot, it is counted as a 1-bit, 
and, when it is absent, it is counted as a 0-bit. As the pulses propagate along the 
fiber, the dispersion causes spreading; after a long length, it ia impossible for the 
detection system to tell whether there is a 1-bit or a 0-bit in any given slot. 

For any given length, there is an optimum pulse size which yield" the maximum 
bit rate possible. If the pulse is too narrow initially, then it has a large bandwidth 
and spreads very quickly due to the dispersion. If the pulse is too large initially, 
then it stays too large. It is conventional to measure pulse widths in units of time. If 
we write the initial pulse width as ro, then the final pulse width after going through 
a fiber of length L is 

A» 
r = ro + -rn 

d'n 
dA2 

ro 
(19) 

where A ia the light's wavelength, n is the index of refraction in the fiber, and 
e is the speed of light in a vacuum. The minimum fiber loss rate is 0.2 db/km 
when A m 1.55jim, from which we infer a 20 km propagation length before the 
signal loss becomes severe [5,13]. From Eq. (19), we then infer a maximum bit 
rate of 5 Gbit/sec. While this figure is quite large, the bit rates in communication 
systems have been rising roughly exponentially aa a function of time over the last 
two centuries, with a break to a faster rise after 1950, as shown in Fig. 6. Unless 
this curve magically bends over in the near future, it is clear that this bit rate will 
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soon be achieved. 

Some yean ago, Hasegawa and Tappert [14] suggested using the Ke^r non- 
linearity to compensate for the dispersion. They showed that in the wa^ .»length 
range A > 1.3/im, the so-called anomalous dispersion regime, light pulses are well- 
described by the nonlinear Schrödinger equation and that dispersionless propagation 
is therefore possible. This idea has since been tested experimentally and found to 
be feasible [15,16]. 

Significant deformations of the nonlinear Schrödinger equation, both Hamil- 
tonian and non-Hamiltonian, can exist in real fibers. Hamiltonian deformations 
include cubic dispersion, birefringence, and finite radial effects. Non-Hamiltonian 
deformations include attenuation and Raman or Brillouin scattering. From the re- 
sults of the previous sections, we may infer the following: Hamiltonian deformations, 
even large deformations, will have no adverse effect on the solitons; their shapes may 
be slightly different from what the nonlinear Schrödinger equation predicts, but they 
will still exist and propagate. By contrast, non-Hamiltonian deformations are very 
destructive and must be dealt with in some way. The power of this result is that it 
is not necessary to do any detailed analysis; it is only necessary to determine the 
nature of the deformation, and one immediately knows whether it'is likely to cause 
trouble. 

In order to verify these theoretical considerations and to determine the max- 
imum deformations which will still allow solitons to propagate in real fibers, our 
group has in the past year mounted a systematic numerical investigation of all the 
deformations which can play a major role in optical fibers. We have begun by 
examining the behavior of pulses which are injected at the zero dispersion point, 
A ot 1.3fim. At this point, the usual quadratic dispersion goes to zero, unveiling the 
effect of the cubic dispersion. Using appropriately normalized variables, one then 
finds   

»u, - iurrT + |u)3tt = 0, (20) 

where s represents the length along the fiber and r the time variation in the group 
velocity frame. Note that we have reversed the roles of space and time from the 
"standard" roles seen in Eqs. (1-3); we do so because the pulses in fibers are initially 
specified for all time at a given point in space, rather than the reverse. Wa can obtain 
Eq. (20) from Eq. (6) by letting « = <f r = x//?1/3, and by letting ß-* oo. 

It is of great practical interest to operate as close to the zero dispersion point 
as possible. Since the dispersion is minimal at this point, the power needed to 
generate a soliton is also minimal. Indeed, it may be possible to reduce the power 
requirement to the point where a single laser diode can generate the pulses—a very 
desirable result indeed!   Previous workers had assumed that pulses launched at 
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s-0.4 I 1 
FIGURE 7.   Evolution of an initially Gaussian pulse as it propagates along an 
optical fiber. 

the zero dispersion point would simply break apart rather than generate a soliton. 
Having noted however that Eq. (20) can be generated by a Hamiltonian deformation 
of the nonlinear Schrodinger equation, albeit infinite, and motivated by the results 
which have been presented in the previous two sections, we decided to examine this 
question more closely. Shown in Fig. 7 is the evolution of an initially Gaussian pulse 
injected at the zero dispersion point. At large distances, a soliton can clearly be 
seen emerging! To verify the existence of a soliton, we have looked for stationary 
solutions of the form 

u(«,r) = tt(r - a/v) exp(tns), (21) 

which converts Eq. (20) from a partial differential equation into an ordinary differ- 
ential equation. We have found these stationary solutions and checked that they 
satisfy the original partial differential equation. We have also found that the center 
frequency of the solitons is shifted down from the zero dispersion point into the 
anomalous dispersion regime. From a physical standpoint, we might say that the 
initial pulse has adjusted its frequency in order to minimize the effect of the defor- 
mation. Hamiltonian deformations are benign because of the ability which pulses 
have to adjust to them. 

IV. CONCLUSION. Solitons persist in the face of large Hamiltonian defor- 
mations while non-Hamiltonian deformations usually destroy them. This result has 
important technical implications for light propagation in optical fibers. By simply 
determining whether a deformation is Hamiltonian or non-Hamiltonian, we can im- 
mediately tell whether or not it is likely to cause trouble. Since this result is quite 
general, it is likely to be of importance not only in fibers, but in many other physical 
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systems as well. 
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The Effects of Boundary Conditions on 
Electromagnetic Pulses 

K. C. Heaton 
Defence Research Estahlishmenl Vülcartier 

Abstract 

As is well known, extremoly rncrgclir explosions are capable of generating 

intense electric and magnetic (ields. When those explosions occur near a good 
electrical conductor, such as the Karth, the behaviour of the electric and mag- 
netic fields is different to that obtained from isolated explosions. In particular, 
the continuity of the tangential components of the quasi-static electric field be- 
tween the air and the ground requires the vanishing of the electric field along 
the surface of the Earth. In previous studies, this boundary condition has been 
held to imply that only electric fields whose aiigulitr dependence is given by 
odd spherical harmonics contribute to the total lield above the ground. 

In this work, it is shown that solutions exist to Maxwell's equations which 
satisfy the boundary conditions at the Karlh's surface for the even spherical 
harmonics and which are not zero throughout all space. 

Maxwell's equations for the fields are solved numerically, and results pre- 
sented which indicate that the contribution of these fields to the total electric 

field may be significant at certain angles. 

1    Introduction 

It is well known that extremely energetic chemical explosions can produce electric 
and rnagnplic signals of appreciable magnitude at considerable distances from the 
location of tho explosion ((Ilasstone and Dolan 1977). These fields seem to be 
generated by two distinct mechanisms: the compression of magnetic, flux within the 
ionised gases at accelerating shock fronts (Wilhelm 1981, 1983) and by the dust 
cloud formed by the explosion (liacon and Oherin 1984). 

However, as one might have expected from the larger energies involved in nuclear 
explosions, the electromagnetic (ields produced in these cases are of proportionately 
greater magnitudes. These are generated by electric currents caused by Compton 
scattering of electrons by X- and 'y-rays from the nuclear explosion. The fields 
caused by nuclear explosions are generally known as electromagnetic pulses (EMP) 
(e. g. Longmire and Gilbert 1980, Longmire 1978). In the case of the nuclear explo- 
sions, the fields which are not generated by Compton scattering can be significant 
only at very late times. 
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For Uic case of chcrniral rxplosions, the (Just indurcd cloctrornagnetic noisr 
(OIEMN) is capable, at the least, of interfeririß signifirantly with radio and televi- 
sion broadcasts. In the ca.se of nuclear explosions, the fields generated can possess 
field strengths of several kV/rn over kilometre distance scales and time scales of 

milliseconds. In the Johnston Island test of 19(52, the fields created by a nuclear 
explosion seem to have caused current surges in electrical equipment of sullicient 
magnitude to have triggered fuses in the street lighting system in Honolulu some 
8ÜÜ miles distant (Classtone and Dolan 1977). Another effect of interest associated 

with nuclear explosions is the presence of liglitning flashes at times of up to 1 second 
after the explosion (Wyatt 1980, Uman et al 1972). These flashes are presumed to 
have been produced by the dielectric breakdown of the air by the electric fields 

generated by BMP. 
Kxlensive work has been done in the past few years on the theoretical calculation 

of KMP «'fleets al, various stages of the explosion. Particular interest has been paid 
to the KMP generated by an explosion close to the surface of the Earth, especially 

during the so-called quasi-static phase in which the rate of change with respect to 

time <>( the electric and magnetic fields is sufliciently slow that it may be neglected 
in Maxwell's equations. It is well known that an electric field must vanish within 

a perfect conductor. In the region over which the Earth can be considered to be 

a perfect conductor, the quasi-static EMP field at the surface of the Earth should 

be zero. This boundary condition is automatically satisfied by odd multipoles of 
the electric field. From this condition, it has generally been assumed that the 
quasi-static electric field produced by a near surface blast can consist only of odd 

multipoles of the field throughout all space, (e, g. Downey 1983. Crover 1980) 

In this paper, it is shown that the condition that the quasi-static electric field 
vanish along the surface of the Earth does not imply that the even multipoles of the 

field can not exist, and further, that these fields can be of appreciable magnitudes. 
At the surface of the Earth, these even multipole fields can induce a surface charge 
density which counteracts the radial field there and hence satisfy the boundary 
conditions. At locations other than the surface of the Earth, this cancellation is not 

complete, leaving a finite field composed of the sums of the original even multipole 
field and the fields produced by the surface charge induced at the Earth's surface. 

Sample calculations for estimates of typical field strengths are presented. 

2    Maxwell's Equations for the Quasi-static Phase 
of EMP 

The two relevant time dependent Maxwell equations are 

V x f, (1) 

(2) 
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where B is the magnetic intensity in webers/m2, E the electric field in volts; rn. ./ 
the current density in amps/m2, i the dielectric permittivity in faradays/rn, and // 
the magnetic permeability in henrys/m. Throughout the course of this paper, we 
shall be concerned only with the calculation of the fields in air, and hence ( and // 
will be assumed to take their free space values, to and no. 

Assuming that the fields are evaluated at times late enough that the fields are 
nearly constant in time, eqs. (1) and (2) become 

V x E - 0, (3) 

V x ß - ^J, (4) 

in air. 
Now, the current density J can be divided into two parts, the source current —• —• 

J, , and the conduction current Jc. The source current arises from the ionisation 
created by the explosion; its exact form depends on wh.iiever the dominant ioni- 
sation mechanism is at the time the fields are evaluated. Kor chemical explosions, 
this can be the ionisation created by the shock or collisions with dust particles. In 
nuclear explosions, J, is created primarily by Cornpton scattering of the electrons 
in the air by 7- and X-rays. Since to a good approximation Ohm's law is obeyed in 
air, one can write 

J ; J, + oE (5) 

where Jc - oE and the conductivity o is measured in l/(ohins-m). In air, o depends 
upon the value of E (e. g. Lee 1980, Longmire and Gilbert 1978). However, up to 
fields of strength •■ 100 kV/m, this dependence is small and can be neglected. 

After substituting eq. (5) into eq. (4) and taking the divergence, one obtains 

- V • [oE) s V • J,. (6) 

In order to satisfy eq. (3), the electric field must be derivable from a potential, 
thusly: 

£=-V4> (7) 

where 

♦ = E EcwsnM). (8) 
»n= - 00 n-0 

In eq, (8), JJ1 is the function containing the radial dependence of the poten- 
tial associated with each surface spherical harmonic, S™ . The surface spherical 
harmonics of angular order m and rank n are defined by 

5n
m(<U) -  P„m(cosö)e"^ 

where the associated Legendre functions, P^1, are given by 

P?{cose) = (-l)msinmfl- 
d(cos0)' 

(9) 

(10) 
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and the Legendre polynomials, Pn , by 

PJCOSO)  -   V—V  -77 rr-'. (11) K        '       2"n!    (/(cos0)n v    y 

r, Ö ,and <j> the standard spherical polar co-ordinates with the origin located at the 
site of the original explosion, as shown in Fig. 1. 

The substitution of eqs. (7) - (11) into eq. (6) yields, after considerable simpli- 
fication. 

v-> t E:(^ + (^ + ^)^-.(» + .)5cV<C^). in) 
m—- oo n   0 dr2 r       dr     dr 

It is assumed that the divergence of J, , the source current density, can be expressed 
by 

oo        oo 

^=    E    EFn{r)S-(0,<i>) (13) 
m- -oo n=0 

where F™ is the function containing the radial dependence of the divergence of the 
source current density associated with each surface spherical harmonic, S™ ; the 
conductivity, a , is assumed to be a function of r only. In fact, the conductivity 
exhibits a weak dependence on things like local field strength, angle, and water 
vapour content of the air. The assumption that the conductivity a is a function 
only of r seems to be adequate at late times, at least as a first approximation 
(G rover 1980). 

Multiplying eq. (12) by the spherical harmonic SJJ?  , and using 

{*'[ SZ{it4)SS%4)^^44^{-ir^^i^iTrft (14) 

one can separate the radial functions associated with each spherical harmonic, and 
obtain a 2nd order differential equation for Z™ , the radial dependence of the electric 
potential, thusly: 

o-^- + (7 + äfr)-rf7r  "   n(n+ 1)^   - ^n • (15) 

Grover (1980) and others (e. g. Hodgdon 1984). have derived similar equations, 
with the important difference that the summations in eqs. (12) - (13) were taken over 
only the odd values of n. This was done in order to satisfy the boundary condition 
that, the radial component, Kr , of the electric field must vanish identically over the 
surface of the Earth. However, as can be seen, if F" is not identically zero for all 
even n , this ignores those multipoles excited by those current densities with even 
values of n. Since, in fact, the even multipoles of J, are not all zero, another way 
of satisfying the boundary conditions must exist. 
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The boundary conditions on bhc fields at, the surface of lh« Earth, MMtiming it 
to be an infinite plane located at 6     90', are: 

nx(£2-£,)=0, (16) 

n • (D2 - Dx) ■ 0, (17) 

ä(A-A)«ü, (is) 

n x (#, -A) a K, (19) 

(Jackson 1962, Stratton 1941). In eqs. (16) - (19), the variables with subscript 1 
refer to the Earth, and those with with subscript 2 refer to the air. As before, 
E is the electric field, and B the magnetic induction. As well, D is the electric 
displacement, and H the magnetic field,   w is the surface charge density on the —* 
Earth, K the surface current density, and h the outward unit normal to the surface 
of the Earth. In this paper, we shall make use only of cqs. (16) - (17), but eqs. (18) - 
(19) are included for the sake of completeness. 

At this stage, it will be assumed that all physical processes involved in the 
explosion and the field are symmetrical with respect to the x - y plane and hence 
that the resulting fields are independent of the (f) co-ordinate. This implies that the 
angular order m of the surface spherical harmonics in eqs. (8) - (15) is always 0, 
and hence that one is left only with a summation over the rank n. 

If the Earth is assumed to be a perfect conductor, the electric fields must vanish 
within it. Hodgdon (1984) has pointed out that sufficiently close to an explosion, 
the conductivity of the air first approaches and then surpasses that of the Earth. 
Bearing in mind, then, that these boundary conditions can only be said to apply to 
that part of the Earth in which the conductivity is at least an order of magnitude 
greater than that in the air, eqs. (16) - (17) become: 

A x £1 = 0, (20) 

n ■ D2      a. (21) 

For simplicity, it will nonetheless be assumed that the boundary conditions, eqs. (20) - 
(21), apply on the whole surface of the Earth. In the numerical calculations, this 
simply means that one must confine oneself to region in which this applies. Inci- 
dentally, for explosions over sea water, the surface of the Earth can be considered 
to be a perfect conductor much closer to the explosion site than would be the case 
for an explosion over soil. 

The outward normal to the surface of the Earth is the unit vector along the z 
axis. Using this, and substituting eqs. (7) - (8) into eqs. (20) - (21), one obtains 

and 

E 
n-U 

E 
n-0 

d70 7° dP * 
■imÖ-^f/^cosfl) + cose^-~{cosd) 

dr 

f        dgo 
cosO—^PJcose) 

1 dr 

de 

7° dP s 

= 0 
^OO" 

#=90° 

C7 

€0 

(22) 

(23) 
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as boundary conditions.   The summations over the odd Legcndre polynomials Pn 

vanish, leaving only the summations over the even polynomials to be satisfied. 
The usual practice (Hodgdon 1984, Crover 1980) has been to satisfy the boundary 

dZ0 

condition by insisting -r-0  -   Z% ~ 0 throughout all space for the even spherical 
harmonics. As was indicated above, this seems unlikely if the current density de- 
pends to some degree upon the even spherical harmonics. What seems more likely 
is that a the non-zero field at the surface of the Earth draws charges there which 
arrange themselves in such a fashion so as to cancel the inducing field at the surface, 
but not necessarily throughout all space. 

Let the total potential. 4>r , Ihronghout all space be given by 

4> 4> + *i (24) 

where <P is the potential as given by eqs. (8) and (12), caused by the source and 
conduction currents, and 4>i is the potential induced by the surface charge density 
w to counteract 4> at the surface of the Earth. Substituting eq. (24) into eqs. (16) - 
(17), one obtains 

~dr 
i>   yd 

dr 
(=00° 

9*1 
99 

a* 
99 a  M 

(25) 

(26) 

Since eq. (25) is true over the w hole 0 
the surface of the Earth to obtain 

90 plane , one can integrate eq. (25) over 

#,{/») =     ♦(/>)   f  C (27) 

where $\{(>) is the potential along the Earth and C is a constant of integration. 
Since at great distances from the initial explosion, the potential caused by it must 
drop to 0, C ~ 0. 

Evidently, 

♦,(/»,*) = r f[k)e kzJn{kP)dk (28) 
Jo 

where $\{p,z) is now the potential throughout all space due to the surface charge 
induced on the Earth, as a function of the cylindrical co-ordinates p and z centred 
at r = 0, Jo(kp) is the 0th order BeMel function and f{k) is an unknown function 
to be determined from the boundary conditions (Jackson 1962). Multiplying both 
sides of eq. (28) by pj^k'p) and integrating with respect to p from 0 to oo , one 
obtains 

/    p<S>i{p,z)Mk'p)dp     /    f{k)   r8{k- k')dk 
Jo Jo k 

(29) 
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Setting 2 -   0 in cq (29), one can evaluate the right hand integral to obtain an 

expression for f{k): 
f{k)^ f^ kp'^(p')Mkp')dp'. (30) 

Substituting eq. (30) into eq. (28) one obtains finally that 

ti(M -- rr ke-l"Mkp)p'*l{p')Mkp')dP
,dk. (31) 

Jo Jo 

Since the potential $i{p) on the surface of the Earth is known from eq. (27), in 
principle, eq. (31) provides a means of calculating the potential resulting from the 
surface charge induced on the Earth to cancel the field there. Using the series 
expansion for the 0th order Bessel function, 

(32) 2/_»2' 

MW'Zi-if&wi + t)*' 

eq. (31) becomes 
*i(p,2) 

~h      ' 22ll\T(U\)Jo      ny'H Jo 

where F is the gamma function. From Gradshteyn and Ryzhik (1971), pg 711, 

(33) 

rx'i-1Mßx)e-azdx 
Jo 

= (a2 + /?2p''l> + M)/V-',i 
Q 

iT" 
(34) 

>2 + /^ 
a > 0, ^ > 0, Re{u -\- ß) > 0 

where J» is the t/th order Bessel function. As can be seen, eq. (33) may be evaluated 
by the use of eq. (34), with a - z, ß ^ p, ß - 21 + 2, u - 0. Hence, 

JEV'-MM.-"« = J^TJCTW 
+ 2)p- (j; 

By definition. 

2 > 0, p > 0. 

{z* + P2) 3 

(35) 

r^(22 + p2)^ 

COSÖ 
(^ + P2) V 

T{n + l) = n!, n € /, 
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and so 

where 

Jo 

(cos Ö) 
(37) 

(38) 

It should be noted that eq. (37) is not valid for z 0 (i. e. 6 = 90° ). However, the 
potential and radial field are known on that plane since they must exactly counteract 
those produced by the source and conduction currents. In principle, then, the fields 
caused by the surface charge density on the Earth are known. 

To sum up: in this section we have derived the equations governing the electric 
fields induced by electric currents in the atmosphere from explosions of various 
types. We have shown how the fields may be decomposed into multipole fields 
and that where the source and conduction currents arc dependent upon particular 
multipoles, electric fields which are depend on those multipoles are created. From 
this it follows that in general, both even and odd multipole fields exist as a result 
of an explosion. 

Where the conductivity of the Earth is sufficiently high that it may be consid- 
ered a perfect conductor with respect to the air, the boundary condition on the field 
requires that the component of the field along the ground must vanish. For the odd 
multipoles of the field, this condition is satisfied automatically. For the even mul- 
tipoles, it is satisfied by the appearance of a surface charge density which produces 
a field which counteracts the original field at the surface of the Earth. However, 
the field which results from the sum of these two fields need not be zero everywhere 
else, and hence even the multipole fields can contribute to the total field. 

3    Numerical Methods 

Before one attempts numerical solutions of the field equations, eq. (15), it is nec- 
essary to know the conductivity a , and the source currents Jf. Both of these 
depend upon the precise nature cf the ionisation process. Since the most inter- 
esting cases from a theoretical standpoint occur when the fields are produced by 
a nuclear explosion, it was decided to choose expressions for o and /, appropri- 
ate to a thermonuclear explosion. Hence, at this point, the further development of 
the field equations will be confined to the specific case of the fields generated by a 
thermonuclear explosion. 

The total atmospheric conductivity is composed of two parts: an ionic and an 
electronic conductivity. Each Compton recoil electron produces about about thirty 
thousand pairs of ion-electron pairs. At early times, the electronic conductivity 
dominates; at late times, the ionic dominates. The expression for the total conduc- 
tivity is hence 

a      ae + o, (39) 
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where ot , the electronic conductivity, is given by 

S 
Cße 

a. 
(40) 

and Oj , the ionic conductivity, is given by 

(41) 

(Downey 1983, Wyatt 1980, Grover 1980). In eqs. (40) and (41) e is the charge on 
the electron, fie the electron mobility, S the local Ionisation rate, ae the electron 
attachment rate, ^/ the ionic mobility, and 7/ the ion-ion recombination rate. The 
Ionisation rate S is assumed to have the form 

c     c cxP(~r/A) 
o  :- 'JO    ,  (42) 

where A is the effective mean free path of the gamma rays, 5o is a constant for 
a given time and yield, and r is, as above, the radial co-ordinate of a spherical 
co-ordinate system centred at the blast site. 

For convenience, we shall define 

F0(t) m -3.9 x 10~22ynJVa exp(-8.33 x 102t), 

Go{t) - 8.2 x lO-^Vo^Va exp(-8.33 x \02t), 

Ho(t) = -2.8 x 10'23yoiVaexp(-16.7<), 

Fo{t) 
F(r,/) = -~±1 [exp(-2.65 x 10 5por) - exp(-1.04 x lO'W)] • 

G (t) G(M) = -Jfiexp(-4.61 x 10'5por), 

exp(--2.20 x 10-5/)or) - exp(-4.78 < lO^W)] , 

(43) 

tfo(0 r H{r,t) 

X(r,0- F(r,0 + //(r,0, 

Y{r,t) = 16F(r,0+ 1.3//(r,0, 

U{r,i) = a{r,t), 

V{r,t)- -~G(r,t). 

In terms of the functions defined in eq. (43), the source current densities are 
given by 

Jr = /,(r,0(l + 16cosö), 

Je -G(r,<)(l -COS0), 

for ground capture sources, and 

JT - H(r,t){l + 1.3cosö), 

Ji - 0, 

(44) 

(45) 
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for air capture sources (Downey 1983). In eqs. (43) - (45), YQ is the total yield in 
kilotons, A'a is the number of neutrons/ kiloton, po is the air density in mg/cm3, r 
is the radial distance from the blast in metres, 0 is the polar angle, t the retarded 
time in seconds, Jr the radial current density in abamps/cm2 , and Je the polar 
a 'ent density in abamps/cm2. The total current density at any retarded time t 
must be the vector sum of eqs. (44) - (45) . Hence, the components of of the source 
current density are 

Jr = X{r,t) f Y(r,t)cose, (46) 

J» = U{r,t) h V(r,t)cos0. (47) 

Therefore, 

. 9    fax    x (dY       Y\       m     UcosO     Vcos2ö-sin2^       ,    , 
\ ar r / r sin w      r sm^ 

Then, the substitution of eq. (48) into eq. (13), along with the use of eq. (14), 
yields 

c)X 

dr 
dY 
dr 

0 _ (2n^ l)nV y^/   ,,* ]2n -lk)t{H - 2k + 2)(n~ 2k) 

P0 

Ff 

2~, 
r 
Y      3nU 

r        4   r 

for n even , n > 2 , 

r    h.  '    ^ 22"-2*Ä;!(n - A:)!(((n-l)/2-A:)!)2(n-2ib^  i) 
/;0 = (2ni 1)^   5;   (-1)* 

ftsd 

for n odd , n > 3 . 

1/2~ k+ \)\y 

{2n-2k)\ 

(49) 

By substituting eq. (49) back into eq. (15), it is possible to solve numerically for the 
radial part of the potential ami '.he field. It should, however, be noted that eq. (49) 
must be converted into amps/m' in order to be consistent with the expression for the 
conductivity. It is generally .ost convenient in numerical solutions of differential 
equations to use scaling foctcn to form dimensionless equations. By defining 

dr 

ML 
2/1 g^ I 

ML* 
y-2 

QT2 

r es r'L, 

t ^ fT, 

. TQ2 

o = o , 
ML3' 

(50) 

n=[K)' TL3' 

396 



where 

0 = I/T (*>„)), (si) 

and L , T , M, and Q are the scaling factors in MKS units for length, time, mass 
and electric charge, respectively, with ro being the smallest value of r that appears 
in the integration, one is allowed to specify any two of L , T , M and Q as free 
parameters. It was found to be most convenient to specify T = 16.7 sees, and L 
as twice the maximum value of r used in the integration. Using the dimensionless 
quantities defined above, the field equation, eq. (15) becomes 

+ n(n-+ 1)5  4   4V;-, (52) -f- =  —      + -r     yi + n(n -+ 1) -; -\   ^-^ 
dr'        a-  \ r'       dr ) ' r'2 a* 

dy2 
dr Vi- 

Equations (52) were solved using a four-point Runge-Kutta algorithm with au- 
tomatic error controls. It was necessary to find initial solutions to begin the integra- 
tion. Unfortunately, the field equations, eq. (52), the expression for the conductivity 
a , eq. (39), and for the excitation function F°, eq. (49), all possess the unfortunate 
property of singularity at the origin. This implies that the expressions used for 
<7 , J, , and F° cease to be applicable close to the blast site and others must be 
used. The derivation of these, however, presents considerable problems. Instead of 
attempting to determine initial values for the field and potential near the blast site, 
it was decided to use the fact that at very large distances from the blast, both field 
and potential must be zero. Hence, if one starts the integration at a sufficiently 
great distance from the blast site and integrates inwards to r - 0, the initial values 
of yi and yj can both be set to zero. In all of the cases examined in this work, it 
was found that the excitation function F° and the source current J, were negligible 
((1^)* < ICT10] at distances of r ~ 28 kilometres. Accordingly, the integration 
was begun at that point with yi = yj = 0 and stopped at r = .2 kilometres. At 
that point, the expressions for the current density and the conductivity, eqs. (40) 
and (41) will certainly cease to apply (Downey 1983, Wyatt 1980). In point of 
fact, r = .4 kilometres is probably the limit to which eqs. (40) and (41) are even 
approximately accurate, but the integration was carried out to r .2 kilometres 
simply for completeness, although the values obtained for yi and yi for r < .4 km. 
are of questionable accuracy. 

Two other numerical problems arose in the evaluation of eqs. (37) and (38) 
for the even multipole fields, both partially caused by the inapplicability of the 
conductivity model near the explosion site. At some point within a 4 km. radius 
around the explosion site, the conductivity will become very large both with respect 
to that of the Earth and absolutely.  Within that radius, the potential in the air 
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must be constant in the quasi-static approximation in order that the field fall to 
zero there. This implies that the potential 4>i(/>) will not be given by the negative of 
Q(p), where $(/>) is a solution to eqs. (52) with o' and (F®)' as given by eqs. (39) - 
(51). Therefore, the true value of $i{p) in eq. (38) is effectively unknown at values 
of r < .4 km. in the absence of a model for a and J, near the explosion site, although 
the continuity requirements on the fields and potential place limits on the magnitude 
of the error. The problem was addressed by halting the integration of eq. (38) at 
r = A km. At worst, the vanishing of the field and the continuity conditions on the 
potential imfv that the error could be no worse than that obtained by holding $j 
in eq. (38) constant at its value at po s .4 km. and integrating. That is, the error 
term for Ai , e/, resulting from the termination of the integration at p ~ .4 km. , 
should obey the condition 

I'/ < 
2/+ 2 

2/t2 

(53) 
*i 

Equation (53) was evaluated for values of 4> arising from the original fields for 
n — 2 and n — 0 in eqs. (52) and found to be at least 3 orders of magnitude smaller 
than At for each value of / . A more serious problem concerns the nature of the 
potential 4>i(/?) in eq. (38). It is evident that Ai will be finite as r —> ex? only if 
$i(p) decays exponentially as a function of p . Since $i(/3) was obtained from the 
numerical solution of the field equations, eq. (52), its error terms can propagate 
through the integral Ai , coming to dominate over the true value, especially at high 
values of p . A related problem concerns the series, eq. (37). Since it represents a 
physical quamity, the potential, it must converge everywhere. However, at values 
of r near the origin, it will diverge because the values of ./, and o are unbounded 
in that neighbourhood. For high values of r , the series will diverge because of the 
accumulation of numerical errors. 

In order to limit the influence of these types of errors, the following procedure 
was adopted- Instead of evaluating Ai for each value of /, the quantity 

*' r^^i'r)+ dp' (54) 

was evaluated for each r and / of interest, with the factor r (2'+,' effectively acting 
as an integrating factor. The ratio 

where 

H 
r" 

r'     (2/41
)
!
P    i     w 1     li7(/|jr/Wcos0)£, 

(55) 

(56) 

was computed at each value of r and 0 until R > I . Since numerical trials had 
demonstrated that if R > 1 were true nt I ~ IQ , it would also be true for all / > IQ, 

OJO 

- 



lo , the value of / at which R > \ , was taken to ho the point at which numerical 
errors were beginning to force the divergence of the series. The series was then 
truncated at the last value of / for which R < I. Since the true value of H'hl was 
assumed to be less than B] in order to prevent divergence, this implies that the 
value calculated for ^i could differ from the true value by no more than B'lirl . 
It should be noted that this procedure does not ensure convergence of the series 
eq. (37) ; it merely discards those series that are felt to be demonstrably divergent. 
Unfortunately, since at certain values of r and 9 , i? > 1 for the first two elements 
of the series, it is not possible even to estimate the magnitudes of the fields and 
potential there from eq (37). The calculation of the ßj was done with Simpson's 
second rule and a base point spacing of .025 km for the fields generated in reaction 
to the n = 2 component of the original field and a base point spacing of .05 km 
for those generated in reaction to the n = 0 component of the original field. The 
values of fl{ were checked against numerical error by halving the size of the base 
point spacings. 

4    Numerical Results and Analysis 

Figures 2-5 show the potential, total electric field, radial electric field and tangential 
field for the dipole electric field (i. e. for n -- 1 in eq. (15)) as a function of the radial 
co-ordinate r at various angles for a nuclear explosion of 10 megatons evaluated at 
a retarded time of 1 msec after the blast. Unless otherwise stated, it will henceforth 
be assumed that all of the fields discussed in this section are evaluated at the same 
retarded time of 1 msec, and that the source currents are those generated by a 10 
megaton thermonuclear explosion (i. e. Vn — 104 ) in eqs. (43)). One also needs 
to have values for So, po, A^a, ae, /x,, -y/, and n/. Following Grover (1980), So in 
eq. (42) was set to 1.1 x 1030 ion-pairs/m-sec, a value appropriate to a 10 megaton 
burst. The values assumed for the other quantities were also those chosen by Cirover 
(1980): 

Na s 2.0 < 1023neutron/kT, 

Po ~ 1.225 mg/cm3, 

Qe ^ 1.5 x lOSec'1, 

Me ■ .25 (m2/V-sec), 

-), s= 2.0 x 10 ,2m3/sec, 

M;   - 2.5 x lO-'^/V-sec). 

In reality, these values depend upon things like the field strength, air density and 
fraction of water vapour present. However, the average values will suffice as a first 
approximation. The gamma dose attenuation length A was set to 320 metres for all 
calculations. 



Table 1: Comparisons of Calculated EMP Electric Fields 

Radius     Total Field         Total Field Total Field            Total Field 
Ö - 0 6 - 0                n - M - 0 

(Wyatt 1980)    (Crover 1980) (Downey 1983) (Present Work) 
(m)           (kV/m)               (kV/m) (kV/rn)                  (kV/m) 

500 390 45 23 304 

900 164 21 19 128 

1300 114 15 13 62 

One test of any model of EMP is whether it is capable of producing fields of 
sufficient intensity, usually regarded as being in excess of 100 kV/m, to cause the 
lightning observed during several tests. As can be seen from Figs. 2-5, the total 
field reaches a maximum of ~ 300 kV/m at .5 km and falls to less than 1 kV/m 
at 3.5 km. It is well known (e.g. Hodgdon 1984, Longmire and Cilbert 1980) that 
the dominant field is dipolar because of the cosö dependence of the current density. 
Hence, the fields displayed in Figs. 2-5 should constitute the greater part of the 
total electric field. It is encouraging that the magnitudes calculated are in excess of 
those needed to produce nuclear lightning over much of the range in which they were 
observed (900 - 1400 m from the blast) at time scales of 1 msec (Wyatt 1980). The 
values shown for the fields in Figs 2-5 are of the same order of magnitude as those 
obtained for the same conditions by Wyatt (1980), using two separate conductivity 
models. Wyatt's values for the fields are listed in Table 1, and compared with the 
ones obtained here, as well as with Downey's (1983) and Crover's (1980) values for 
the total fields. These values are necessarily adequate only for order of magnitude 
comparisons, because of the angular dependence of some of the field values. As 
well, it should be emphasized that the values included from Figs. 2-5 of this paper 
are only the dipolar component of the total field. Nonetheless, it is evident that 
there is a significant difference among the results obtained in the four works cited. 
In Downey's and Graver*! cases, the results are likely attributable to the different 
conductivity models used. Downey (1983) used detailed fits to the expected form 
of the conductivity, taking into account the air chemistry, as opposed to Crover's 
more approximate model. Even so, Downey only found a variation of 10% - 30% 
between his values and Crover's. From this, it seems likely that the true form of 
the air conductivity would be quite important in any calculation of the of the fields. 

Figures 6-9 show the sextopole fields and potential (i. e. for n — 3 in eq. (15)). 
As can be seen, the fields are considerably smaller than for the dipolar field, but 
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Btill significant. 
Figures 10-17 show the fields and potential for the quadrapolar fields {i. e. n - 2 

in eq. (15)). Figures 10-12 show the fields and potentials obtained from the solution 
of eq. (15): that is, they show the fields and potentials generated by the source 
currents without the addition of the fields and potentials due to the charge density 
on the surface of the Earth. Figures 13-14 show the fields generated by the scrface 
charge density created by the n - 2 fields for various angles of interest. 

Three features are of special interest in these figures. The first is that the 
magnitudes of these fields are frequently of the same order of magnitude as the fields 
which induced the surface charge density. This implies that the whole complex 
of fields generated by the even multipoles of the source current can contribute 
significantly to the total fields, acting at some angles to increase the magnitude of 
the fields and at others to decrease them. 

The other two features of interest concern the two types of anomalous behaviour 
of the curves at low values of r . Examples of one type are the jumps exhibited near 
HOC metres and, less noticeably, near 1600 metres, in the graph of the langonlial 
field at 0 - 89° in Fig. 14. These arise from the accumulation of numerical errors in 
the calculation of the series coefficients ß;' , as discussed above. The jumps occur at 
values of r at which one is able to truncate the series, eq. (37) , at a higher value of 
/ than at the preceding value of r , and hence are a representation of the truncation 
error. Because the convergence of the series is most difficult to assure at low values 
of r , this error is most severe there. The second type of anomalous behaviour in 
the curves is the relatively abrupt change in the fields exhibited by the radial fields 
for 0 ss 0 and B -- 30° for r < 1500 metres in Fig. 13, and by the tangential field for 
0 = 60° in Fig. 14. These features do not occur at places where the number of terms 
in the series has been increased and so do not seem to be due to truncation errors. 
They may, however, be an artefact of the models chosen for a and J, . As discussed 
above, the expressions for the source current density and the conductivity become 
increasingly inaccurate near the site of the explosion, and the peculiar behaviour of 
the curves may be a reflection of that. 

Figures 15-17 display the effects of the potential and fields produced by the 
surface charge density on the ones produced by the source currents. As noted above, 
the effects of the surface charge are significant. Figure 17 is of special interest, since 
it displays the potential near the Earth's surface. Since the boundary conditions 
require that the total potential be zero at the surface, one would expect the two 
potentials to counteract each other to some degree near the Earth's surface is they 
in fact do. The cancellation would be expected to be complete only at the Earth's 
surface, where, of course, the expression for the field induced by the surface charges, 
eq. (37), is not valid. 

Figures 18-24 show the fields and potential obtained for the monopole portion 
of the fields(i. e. n = 0 in eq. (15)). This component of the field is of interest both 
because of its relatively large magnitude as well as for its peculiar structure. Since 
the potential generated by the source current density has no 6 dependence, the 
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only tangential field present is due entirely to the surface charge density. Figures 
18-1& show the radial field and potential due to the current density, and Figs. 20- 
21 the fields created by the surface charges. Again, many of the same curious 
features observed in the quadrapolar fields and potential are present here, and for 
the same reasons. It should also be remarked that the convergence of the series and 
integrals connected with eqs. (37) and (38) is much less satisfactory here than in 
the quadrapolar case. When the base point spacing in the numerical calculation of 
B| was halved for n 2 , the difference between the two calculations of the field, 
using the two values for each /?,' in eq. (37), was on the order of 1 volt/metre. When 
the same procedure was followed for the n - 0 case, the difference between the two 
calculations of the field could be as high as 60 volts/metre, although this lessened 
to 2-3 volts/metre at r -- 5 km. This probably reflects the difficulty of obtaining 
a fit for the 6 independent parts of the conductivity and source currents. Finally, 
Figs, 22-24 show the resulting fields and potentials when those due to the source 
currents and the surface charges are combined. 

5     Conclusions 

In this work, it has been demonstrated that the quasi-static electric fields produced 
by an explosion contain components that depend on both the odd and even surface 
spherical harmonics, and that this remains true even if the explosion occurs near 
a good conductor. In that event, the even multipole fields induce a surface charge 
density which cancels the radial field at the surface of the conductor, but which 
leaves a non-zero even multipole field elsewhere in space. 

Expressions for the excitation function for the EMP in terms of the surface 
spherical harmonics were obtained, and used, along with a simple model of ionic and 
electronic conductivity, to obtain values for the electric fields generated by a typical 
explosion. It was found that the dipole field dominated, but that the contribution 
of the other multipole fields to the total field was significant. In particular, the 
calculated values of the field were sufficient to produce the lightning which has 
been observed to accompany nuclear explosions. This result is in agreement with 
the calculations performed by Wyatt(1980) but contradicts those done by Downey 
(1983) and Crover (1980). The difference is probably attributable to a different 
set of initial conditions and atmospheric conductivity model. In passing, it should 
also be noted that the computational algorithm developed in this work does not 
require a knowledge of the initial conditions at the blast, but only of those at large 
distances from the explosion. 

Efforts are currently being made to extend this work by incorporating the effects 
of the induced magnetic fields and more accurate, self-consistent models for the 
conductivity and source currents. 
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Figure 1 

Relation of EMI» Fields to the Earth 
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ON FATIGUE LIFE PREDICTION IN THICK-WALLED CYLINDERS 

S. L. Pu and P. C. T. Chen 
U.S. Army Armament, Munitions, and Chemical Command 

Armament Research, Development, and Engineering Center 
Close Combat Armaments Center 

Benet Weapons Laboratory 
Watervliet, NY 12189-4050 

ABSTRACT. The large variation in stress intensity factors corresponding 
to various material models for a single, radial, straight-fronted crack in a 
pressurized, partially autofrettaged cylinder leads to a drastic difference in 
the fatigue life predictions. None of the predicted lives agree with experi- 
mental results. Possible explanations of the discrepancy are given and 
corresponding correction factors are introduced. The predicted lives based on 
the corrected stress intensity ranges are reasonably close to a set of well- 
documented experimental results of Throop and Fujczak. 

I. INTRODUCTION. Both finite element and modified mapping collocation 
methods have been used to obtain accurate stress intensity (K) solutions for 
pressurized autofrettaged thick cylinders with radial cracks [1,2]. The use 
of weight function has extended the two-dimensional K solutions to more 
refined material models including the reverse yielding caused by high 
Bauschinger effect [3]. Several papers have used the stress intensity factors 
to estimate fatigue lives of cannon tubes [4-6]. The calculations underesti- 
mate the measured lives for pressurized cylinders, while they overestimate the 
experimental results for pressurized and autofrettaged cylinders [5]. The 
disagreement between measured and calculated lives diminishes in [6] by intro- 
ducing a fraction of the negative portion of K values as a part of the K 
range. 

The shallow crack approximations for K solutions were used and a linear 
approximation for Bauschinger effect on residual hoop stress was assumed in 
[5] and [6]. The accurate two-dimensional K solutions affected by a signifi- 
cant Bauschinger effect using elastic-plastic analysis were used in [7] to 
indicate the drastic effect of reverse yielding on the life prediction. 
Neither shape factors nor a fraction of negative K were considered in [7]. 

In this paper the life prediction formula similar to that used in [7] is 
employed to check the calculated lives with experimental results of Throop [8] 
and Throop and Fujczak [9]. The stress intensity factors for surface cracks 
of elliptical shape are approximated by the two-dimensional stress intensity 
factors obtained in [3] multiplied by respective shape factors for pressure 
and for residual stress given in [5]. The fraction of negative K included in 
K range varies from one at the notch boundary to zero at a crack depth far 
away fro» the notch. The variation of this fraction is assumed to be 1/r* 
where r is the distance between the fatigue crack front and the notch front. 
Another modification is to use an initial crack depth much deeper than the 
notch depth. This is to avoid large cycles required in experiments to ini- 
tiate a single continuous crack front along the notch boundary (it is con- 
sidered likely [5] that multiple, small, semi-elliptical crack.» are initiated 
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along the notch boundary prior to their link together to for« a single crack). 
With these modifications the calculated lives agree reasonably well with 
experimental results for all three crack shapes: long curves, semi-elliptical, 
and semi-circular used in [8] and [9]. 

II. FATIGUE LIFE PREDICTION. The integration of Paris' formula 

cm)* (i) m 

for fatigue growth rate of a crack subjected to cyclic loading is usually used 
to determine the number of fatigue cycles required to grow a crack from an 
initial depth a, to a final depth af 

,af  da 
N • % • Nf • // - (2) 

ai C{4K)m 

where C and m are material constants and AK is the range of stress intensity 
defined by 

•« ■ «max - Kmin (3) 

Kmax an^ Kmin are maximum and minimum values of K in a loading cycle. Assume 
that a crack face is a geometric plane and there is no possibility of inter- 
penetration under compression. This leads to a conclusion that Kn{n cannot 
be a negative value. In the case of repeated firing of cannon tubes 

^min ■ 0 (4) 

is used for both autofrettaged and nonautofrettaged tubes. If Kp and Kp 
denote mode I K values corresponding to an internal pressure and a residual 
hoop stress respectively, then 

Kmax • Kp (5a) 

for nonautofrettaged cylinders, and 

Kmax * Kp + KR (5b) 

for autofrettaged cylinders.    Kp and Kp are usually expressed in a dimen- 
sion less form denoted by f^ and fgp, respectively, 

Kp Kp 
fKp ■ "" >     ^KR ■ —-" («) 

prira        a0Vna 

where a0  is the yield stress, p is the internal pressure applied to a tube, 
and p is related to a0  by a load factor fL ■ a0/p. By virtue of Eqs. (3), 
(4), and (Sb) 

fKp       _ 
AK - (-- ♦ fKp)a0l^ (7) 

fL 
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For a small crack growth from aj to aj+j, fKp and f^p are assumed to be 
constants which are taken as the mean values 

^Kp ■ ^Kp^j) • fKp(aj+l)) 

^KR ■ *(fKR(aj) + fKR(aj+l)) 

The integration of Eq. (2) becomes 

N   Nf - Ni 

(8) 

-I--2 3 I    2-ni(-!te + ? )-m(a.l-m/2 _ a  l-m/2) 
^o    j=l    ^L J       J 

(9) 

where 

co ■ CTÄ--2T i-|-r«,.)i-"/* HOI 

with t denoting the wall thickness and a = a/t. The fraction a is used since 
the crack depth is usually expressed as a fraction of wall thickness t. 

Substituting from calculated values of f^ and fyR [3] corresponding to 
various material models in Eqs. (8) and (9), we obtain the fatigue crack 
growth (a versus N/C0) graph shown in Figure 1 for a single, two-dimensional 
straight-fronted through crack in a cylinder of diameter ratio two.  In this 
figure, f is the Bauschinger effect factor. The dotted lines are for 
idealized material without Bauschinger effect (f ■ 1), while the dashed lines 
are for f = 0.38 (100 percent overstrain) and f » 0.44 (60 percent 
overstrain), respectively. The dashed lines with m' = 0 correspond to 
elastic-perfectly plastic behavior during reverse yielding. The dashed lines 
with m' ■ 0.3 indicate the difference in predicted cycles when strain- 
hardening is considered in reverse yielding. The graph shows the significant 
difference of autofrettage effect of various material models on fatigue 
cycles. Such a drastic difference is not supported by experimental results. 
Corrective parameters must be introduced to correlate the calculated fatigue 
cycles with observed ones in laboratory tests. 

III. SHAPE FACTORS. The ratio of stress intensity factor for a surface 
crack to that of a two-dimensional through crack is called the shape factor. 
The stress intensity factor varies along the crack front of a surface crack. 
It changes with crack shape and under different loadings.  If the variation of 
stress intensity along the crack front is important, the three-dimensional K 
solutions for the surface crack should be obtained. If an estimate of K at a 
point, say the deepest point of the surface crack, is needed, then a reaso- 
nable estimate of shape factor is useful. An extensive study of shape factors 
has been published by Newman and Raju [10] for semi-elliptical cracks in a 
flat plate under tension or bending. There is no comparable study for such a 
crack in a thick cylinder. Parker et al obtained estimates of shape factors 
for semi-elliptical cracks of various aspect ratios in a pressurized and auto- 
frettaged cylinder [5] from judicious use of results reported in [10]. More 
accurate three-dimensional K solutions should be obtained to check these esti- 
mates. Before more accurate and reliable shape factors become available, 
values close to these given by (a) and (c) of Figure 7 in [5] are used for fsp 



and fsR. respectively, in this study. Multiplying fKp and f^R with their 
shape factors, Eq. (7) becomes 

(11) 

The following mean values are used in Eq. (11) for a small crack growth from 
a.- to aj+j. 

fcnf SpfKp ■ '<[fsp(aj)fKp(aj) + fsp(aj + l)^Kp(aj+l)] 
(12) 

fmmf SRfKR ■ *^SR(aj)fKR(aj) + fSR(aj+l)^KR(aj+l)I 

IV. NEGATIVE K FACTOR FN, For a fatigue crack which is considered as a 
geometrical piane~with no tmckness, Kmfa =  0 is used in Eq. (3) to obtain K 
range. For a notch with finite thickness, the upper and lower planes of the 
notch may have normal displacement in both directions. The argument used to 
limit K^n = 0 is not valid at the notch front. In fact, the full negative K 
should be used for a crack starting at the notch. At some depth, the notch 
effect may become negligibly small, and K^jp = 0 may again be used in Eq. (3) 
for AK. Kendall has argued that a portion of the negative K must be included 
in calculating K range [6], He introduced a constant fraction which times the 
negative K (KR) coresponding to compressive residual stress due to autofret- 
tage to give the Kmin in AK.  From our hypothesis, the fraction varies with 
the depth of the fatigue crack. As a first approximation, the fraction f^ is 
taken as (1 + r/rn)'

2 where rn is the depth of the notch and r is the depth of 
the crack measured from the notch front. At the notch front r = 0 and ffj = 1, 
the full negative K is taken as Km^n. When r « rn the fatigue crack grows to 
a depth equal to the notch depth; this approximation gives fy « \-    It is also 
assumed that fN = 0 when r > 2rn. A linear variation of fn was another 
approximation examined, it underestimated the measured fatigue lives. 
Incorporating fN, Eq. (11) becomes 

A* ■ tfsp ;-- ♦ (l-fNXwtaW^* (13) 

Equation (9) can be expressed explicitly 

-   2.    [ + fKR(aj) + fKR(aj+i)]    (a. - a.+1    )  (14) 
Co      J.1 

where abbreviations fKp, fKR are 

fKp(aj) * ^Sp(ajKKp(aj) 

fKR(aj) s fl - ^N(aj)]fsR(aj)fKR(oj) 

(15) 
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V. LABORATORY SPECIMENS AND MEASURED LIVES.  Throop [8] and Throop and 
Fujczak [9] obtained a series of experimental results which relates fatigue 
crack lives with crack shape and extent of autofrettage for thick-wall cylin- 
ders.  The cylinders were 0.76 m (30 inches) in length, 180 mm (7.1 inches) 
bore diameter, 360 mm (14.25 inches) outside diameter and were fatigue cracked 
from longitudinal internal notches.  Three initial notch geometries were used; 
semi-circular, 100 mm (4-inch) and 500 mm (20-inch) long notches produced by 
electrical discharging machining.  They were 6.4 mm (J<-inch) deep by 0.76 mm 
(0.03-inch) wide, the semi-circular notch being 13 mm (H-inch) diameter half- 
penny shape.  Fatigue cracks grown from the initial notches were monitored 
periodically for depth and shape with ultrasonics as the cylinder was 
repeatedly pressurized to 330 MPa (48 Ksi). The cylinder material was ASTM 
A723 forged steel, with yield strength of 1175 MPa, -40oC Charpy impact energy 
of 34 J, reduction in area of 50 percent. A schematic diagram of a typical 
cylinder with a simple initial notch and the growth of a 500 mm (20-inch) long 
notch from 6.4 mm (Jt-inch) initial depth by repeated pressurization is shown 
in Figure 2.  The measured crack depth versus corresponding number of fatigue 
loadings is shown in Figure 3 for a single-notched cylinder with 0, 30, and 60 
percent overstrains for three-notch geometries. Figures 2 and 3 are repro- 
duced from Figures 1 and 6 of [9], respectively. 

Since the fatigue crack is not likely to start from the notch imme- 
diately, an adjustment of experimental results is made by subtracting the 
number of cycles required to grow from initial notch depth to an initial crack 
depth (a.,-) from the number of cycles to grow from initial notch depth to a 
final crack depth (af). The initial crack depth, which should be reasonably 
larger than the initial notch depth (6.4 mm in this experimental study), is 
arbitrarily taken as ai = O.lt = 9 mm.  The original experimental data are 
available only in graphs. To improve the accuracy of readings from graphs, 
the graphs were first enlarged and the average was used from values obtained 
from different graphs published in different papers [4,5,9] for the same set 
of experimental data. The adjusted experimental results are shown by dots in 
Figures 4, 5, 6, and 7. 

VI. PREDICTED LIVES FOR THE EXPERIMENTS.  The material constants for the 
steel used in the experiments are m = 3 and C = 6.52X10"11- for crack growth in 
meters per cycle and AK in MPa/meter (or C = 3.4xl0"10 for crack growth in 
inches per cycle and AK in Ksi/inch).  Using f^ =  3.55 and values of fsp and 
fSR in Table I, and assuming fN = (1 + r/rn)'?-  for 0 < r < 2rn and ffj ^ 0 for 
r > 2rn, Eqs. (14) and (15) can be evaluated with known discrete values of fxp 
and f^p. Values of fsp and fsp, given in Table I, are obtained from [5] for 
different crack geometries. Discrete values of f^p and f^R can be computed by 
the method described in [3], The calculated lives and measured lives are 
plotted in Figures 4, 5, and 6 for three crack geometries, respectively.  For 
nonautofrettaged cylinders (zero percent overstrain), there is only one set of 
calculated results, shown in a solid line, for each crack configuration.  For 
60 percent overstrain, solid lines are for idealized material without con- 
sidering the Bauschinger effect, while two dashed lines in each figure are 
predicted lives with some reverse yielding. The two dashed lines differ in m* 
values, m1 = 0 or 0.3, where m'E is the slope of strain-hardening during 
reverse yielding. 
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When m' = o, the material behaves like elastic-perfectly plastic in 
reverse yielding. The magnitude of the coMpressive, residual stress in the 
tangential direction near the bore is s•aller than that in a strain-hardening 
.. terial [3] . The strai n-hardening reduces the adverse effect of reverse 
yielding due to the Bauschinger effect, Figure 1. Figures 4 through 6 show an 
overall effect of all factors. Figure 7 shows the effect of each factor on 
the semi-elliptical sur face crack in a pressurized cylinder with 60 percent 
overstrain. The dotted curve, curve 1, gives the calculated lives for an 
idealized mater i al with no Bauschinger effect. No correction factors are 
used. The stress intensity range is based on two-dimensional stress intensity 
factors and Kmin = 0. If the change in residual hoop stress due to the 
Bauschinger effect (Bauschinger eff ect factor f = 0.44) is considered, the 
calculated lives are shown as a dashed curve, curve 2, where m' = 0.3 is used. 
The large difference be tween curves 1 and 2 shows the significant effect of 
reverse yi elding on f at igue l i ves . If shape fa~tors fsp and fsR are con
sidered in addi t ion to the Bauschinfer effect : ne predicted lives will be 
changed from cur ve ?. to curve 3. The shape factors are to increase the fati
gue lives. Finally , if the correction factor fN is also taken into con
sideration, the pr edi c ted l ives are shown as the solid line, curve 4, which is 
close to t he exper imenta l r esults shown by dots in Figure 7. Similar graphs, 
obtained for the l ong cur ved crack and the semi-circular crack, are OMitted 
since they indicate simi lar effects of each correction factor. 

TABLE I . VALUES OF fs p AND fsR FOR DIFFERENT CRACK GEOMETRIES 

20- Inch 4-Inch Semi-Circular I 
Long Notch Lona Notch Notch 

a = a/t fsp fsR f~ fsR f~ fsR 

0.1 0.95 0. 95 0.72 0 . 69 0.57 0. 58 
0 . 2 0 . 90 0. 90 0.64 0.60 0.53 0.52 
0 .3 0. 85 0.85 0 .61 0. 55 0 . 51 0. 42 
0 .4 0 . 85 0. 80 0 . 57 0 .47 0.48 0.34 
0 . 5 0.85 0.75 0.56 0.38 0 . 44 0.24 

VII . CONCLUSIONS . The f a ti gue life of a th ick-walled cylinder can be 
predicted reasonably we l l by the integration of Par i s ' formula of crack growth 
rate of a fatigue crack under cyc l ic loading, if a modified stress intensity 
range is used. The s tress intensity range is obtained by multiplying two-
di .. nsional stress in t ensi ty factors by proper shape factors and sa.e negative 
k factors. More systematic and controlled experiments are required to check 
the idea proposed i n this paper. Three-dimensional K solutions for s .. i
ellipt i cal surface cr· acks i n t hi ck cylinders with var i ous residual stresses 
are needed to est imat e t he pr oper shape factors. Special experiments should 
be performed to ver i fy the concept of negative K f actors and to deter•ine the 
variation of fN i n t e r ms of c r ack depth. 
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ANALYSIS OF COMPOSITE SHRINK FITS - TRESCA MATERIAL 

Peter C. T. Chen 
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ABSTRACT. A thin composite shrink fit assembly is examined using an 
elastic-plastic ana1ysis.  The ring and disk are made of different materials. 
Interferences large enough to induce plastic deformations in the ring are 
accounted for. The ring material is assumed to be a linear strain-hardening 
material that obeys Tresca's yield condition. The explicit expressions for 
stresses and deformations in the shrink fit assembly have been obtained. 
Numerical results are presented for shrink fit assemblies with different 
geometric ratio, hardening parameter, and different combinations of materials. 

I. INTRODUCTION.  The shrink fit fastening process is widely used in 
industry to produce tight, precision assemblies where other fastening methods 
are neither necessary nor practical.  By shrinking a thin ring onto a disk of 
the same thickness, an elastic state of biaxial, hydrostatic stress can be 
induced in the disk. For sufficiently small values of interference of the fit, 
the ring and disk remain elastic; for large values of interference, the ring 
becomes plastic, first at the interference; for yet larger values of inter- 
ference, it is possible to produce a plastic state in the disk.  This problem 
was analyzed recently by Gamer and Lance [1] considering the same materials 
for the disk and ring. 

In this paper we shall examine a thin composite shrink fit assembly using 
a plane-stress elastic-plastic analysis. The ring and disk are made of dif- 
ferent materials.  Interferences large enough to induce plastic deformations 
in the ring are accounted for.  The ring material is assumed to be a linear 
strain-hardening material that obeys Tresca's yield condition and the asso- 
ciated flow rule. The stresses and deformations in the shrink fit assembly 
are to be obtained as functions of the interference of the fit. 

II. ELASTIC ASSEMBLY.  A shrink fit assembly is shown in Figure 1. The 
assembly may be produced by cooling the disk and/or heating the ring with the 
manufactured interference I.  The common interference radius of the assembly 
is a.  The thickness, h, is small compared to a, and hence, the state of 
stress may be assumed to be plane.  All thermal effects are neglected and the 
displacement is assumed to be small everywhere. 

For small values of interference of fit, the stress state in the entire 
assembly is elastic. The stresses and displacements in the ring are 

^r P            a8      a2 

   t- » "] 
1  - a8/b«    b«      r* ^e 

(la) 

(lb) 
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u/r = (P/E)[(l+y)(aVrM + (l-y)(aVb«)]/(l-a«/b«)       (1c) 

and in the disk 

ar * a6 =  -P     ,     u/r = -(l-w^P/E! (2) 

where E, v  and E^, v: are the material constants of the ring and disk, respec- 
tively. At the interface, ua (ring) - ua (disk) = I by the compatibility 
requirement. The interference pressure (p) is a function of the interference 
(I) given by 

P = -- (1 - \-)/\.\l*v)   *  d-y) :; • (l-yi)(l - 1-)  --]       (3) 
ab2 b* b8 Ej 

. 
For sufficiently large values of the interference the stresses in the 

ring reach the yield limit. Assuming that Tre^oa's yield condition governs 
the behavior of the material, the ring first becomes plastic at the Inter- 
ference when the stresses satisfy 

ae  - ar ■ (4) 

where a0 is the initial tensile yield stress.. The solution for the critical 
interference pressure to cause incipient plastic deformation is 

P* - 1 a0(l - aVb«) (5) 

and it follows from Eq. (3) that the interference for the onset of plastic 
flow is 

ao  a a» a« E 
I* = [(1+u) + (1-v) - ♦ (l-VjHl ) ~] (6) 

E 2 ba     *    b« Ej 

which reduces to I* = aa0/E for the special case (E^ » E, yj » v)  considered 
in [11, 

III. PARTIALLY PLASTIC ASSEMBLY. For values of interference larger than 
that given by Eq. (4), a plastic zone forms in the ring, so that for a < r < p 
the ring is plastic, while for p < r < b, the ring material is still in an 
elastic state. The elastic-plastic interface radius p is a function of the 
interference I. 

We assume that the ring is made of a linear work-hardening material which 
obeys Tresca's yield condition 

ae - ar « a (7) 

where the yield stress a is a function of the plastic strain c^.    For a linear 
work-hardening material,  we have 

• = a0(i+nep)    and    n = (E/ff0)m/(l-m) (8) 

where n  (or m)   is the hardening parameter. 
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Applying the usual flow rule and following the method of analysis 
reported by Gamer and Lance [1] and Bland [2], the expressions for the 
stresses and the displacement can be obtained explicitly.  The complete solu- 
tion ina<r^p is: 

r       .  D 
Or  = (T0(l-m)[ln - - \(l-v)n -  r"*] + C (9) 

a        E 

r D 
ore = a0(l-m)[l-Jn - + H{1-V)TI - r'»]  + C (10) 

a E 
ao r D      C    D 

(l-ur'u ■ — (l-m)[rln - - Ji(l-P)n - r"'] + - r + - r"'      (11) 
E a E      E    E 

In the elastic zone, p ^ r < b, the stresses and the displacement are: 

Or E      E B (12) 
=  --- A +   

ae    l~» 1+v r* (}}) 

u = Ar + B/r (14) 

The constants A, B, C, D, p, and p all depend on the interference I, and 
can be evaluated by considering the following conditions: continuity of stress 
and displacement at r = p requires ar(p") = <yr(p

+) and u(p"') = u(p+). At the 
ring-disk interface cTr(a) = -p and at the outer surface of the ring ar(b) ■ 0. 
The yield condition in Eq. (7) must be satisfied at r = p and finally, com- 
patibility of the displacement fiald with the interference I requires that 
u(a+) - u(a~) " I, These conditions are sufficient to determine all unknown 
parameters.  In this paper the constants A, 8, C, D are determined as func- 
tions of p. 

A ■ k{l-v){o0/E){p/b)*     ,    B  = 1i(l+V)(a0/E)p* 

C = V0n* ' (l-m)ln(b/a) - Hil-p'/b*)]     .    D = aClpV(l-v)      (15) 

the dimensionless interference pressure and interference are given, respec- 
tively, by 

P = P/OQ ■ Hd-pVb2) + (l-m)Jn(p/a) + ism(pVa«-l)        (16) 

I = {E/o0)l/a  = (p/a)" - [{l-v)  -  (l-vi)E/E1](P/a0) (17) 

When the ring and disk are made of the same material, i.e.. Ej « E, Uj » v, 
Eq. (17) reduces to the simple formula, (E/cr0)l/a = (p/a)

2. For this special 
case [1], the constants A, B, C, D, P, and p can be expressed explicitly as 
functions of interference I.  In general, the interference pressure (p) is 
related to the interference (I) implicitly through the «»lastic-plastic inter- 
face (p) as shown in Eqs, (16) and (17) for a < p $ b. The upper limit of the 
partially plastic assembly is obtained by letting p = b. The corresponding 
interference pressure (p**) and interference (I**) are 
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p**/a0 =   (l-m)Jn(b/a) + ^(bVa2-!) 

{E/CT0)I**/a • (b/a)2 - [(1-u) - (l-u1)E/E1]p**/a0 (18) 

IV. FULLY PLASTIC ASSEMBLY.  When the interference I is larger than I**, 
we have reached the fully plastic state in the ring. In this case, the 
expressions for the stresses and the displacement in a < r $ b are still the 
same as those given by Eqs. (9), (10), and (11). The constants C, D and the 
interference p are determined with the boundary conditions ar(a) = -p, ar{b)  ■ 
0, and the compatibility requirement u(a+) - u(a_) = I.  The results for the 
constants are 

C = [paVb* - (l-m)a0 Jn(b/a)]/(l-a
i!/bi!) 

0 = 2a2[P - (l-m)a0in(b/a)]/[m(l-u)(l-aVb
2)] (19) 

and the interference pressure is given as a function of interference by 

P   m(Eff0/Ia)(l-a
2/b2) + 2(l-m)in(b/a) 

_. .   __ {20) 

a0      2  - m[{l-i>)   -   (l-i^E/E^U-aVb*) 

V. NUMERICAL RESULTS AND DISCUSSIONS.  The analysis described above 
makes it possible to predict the interference pressure in a composite shrink 
fit assembly, and hence, determine the stress state in the ring and disk as a 
function of the interference.  The numerical results have been obtained for 
shrink fit assemblies with different geometric ratio (a = a/b), hardening 
parameter (m), and different combinations of materials. For a steel ring with 
a = 0,5, m = 0.0, E ■ 30x10s psi, v =  0.3, a0 ■ 15xl04 psi, we have considered 
three types of disks: (a) rigid disk with Ej = 1000 E, Uj = 0.0, aj = 1000 a0; 
(b) steel disk of the same material as the ring; (c) a disk made of tungsten 
carbide with Ej = 88.5x10« psi, i>i  = 0.258, aj = 50xl04 psi. The numerical 
results of tne interference pressure (p/a0) for these three cases_are pre- 
sented graphically in Figure 2 as functions of the interference (I). The 
results of the hoop stress at the inside surface of the ring are presented in 
Figure 3 also for these three cases.  As can be seen from these two figures, 
the results for the composite shrink fit assembly (c) falls between the two 
limits established by cases (a) and (b). 

For composite shrink fit assemblies made of tungsten carbide disk and 
steel ring with a = C.5, m •- 0.0, 0.1, 0.2, the results are presented in 
Figures 4 and 5, respectively, for the interference pressure and the hoop 
stress at the bore as functions of the interference. The effect of hardening 
parameter (m) on these relations can be seen from these two figures. For the 
same combination of composite shrink fit assembly with m ■ 0.05, a ■ 1/4, 1/3, 
1/2, 3/4, the results showing the effect of geometric ratio (a) are shown in 
Figures 6 and 7 for the interference pressure and hoop stress at the bore, 
respectively. 
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«hr^IM,U",eriC! .resu1ts of the stresses and displacements in composite 
snrink fit assemblies have also been obtained, but only some results are pre- 
sented here. The distributions of hoop stresses in a steel ring with a = 0.5 
are shown in Figures 8, 9, and 10 for m = 0.0. 0.1, 0.2, respectively.  In 
eacn figure, we have shown the results corresponding to four stages of inter- 
ference: (a) initial yielding (p/a = 1.0), I* = 0.832; (b) partial yielding 
iPil'  1"5)' I ' 1'970' 1-960' 1-950; t«J complete_yielding (p/a « 2.0), I** » 
3.689, 3.663, 3.617; (d) fully plastic state with I - 1.5 I**. For an ideally 
plastic ring (m » 0.0), the stress distribution remains unchanged after 
complete yielding has been reached. For strain-hardening rings, the stress 
aistnbutions show large variations, especially for large values of inter- 
ference. As shown in Figures 8, 9, and 10, the hardening parameter has a 
sigmfirant effect on the stress distributions. Additional stress distribu- 
tions in the ring with m = 0.1 are shown in Figures 11 and 12 for a = 1/3 and 
1/4, respectively. The effect of geometric ratio on the distributions can be 
seen by comparing Figures 9, 11, and 12. 

1. 

2. 
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A SHALLOWLY CURVED SHEAR-DEFORMABLE BEAM ELEMENT 
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ABSTRACT. Shallowly curved beam elements, including shear deforma- 
tion and rotary inertia effects, are derived from Hamilton's variational 
principle. Different degree polynomials, labeled 'an isoparametric', are 
used to interpolate the kinematic variables, instead of uniform interpo- 
lations as in the conventional isoparametric procedure. This approach 
yields a correct representation of the bending strain and, importantly, 
the membrane and transverse shear strains. Consequently, the severe 
shortcomings of the exactly integrated isoparametric elements, charac- 
terized by excessively stiff solutions in the thin regime (a phenomenon 
often referred to as membrane and shear locking), are overcome. Uniform 
(isoparametric-like) nodal patterns are achieved by explicitly enforcing 
higher-degree penalty modes in the membrane and shear strains. This 
procedure preserves the compatibility of the kinematic field and the ca- 
pability of the element to move rigidly without straining. Exact 
quadratures are used on all element matrices, producing a correct rank 
stiffness matrix, a consistent load vector, and a consistent mass ma- 
trix. The elements suffer no limitations over the entire theoretical 
range of the slenderness ratio. For further enhancement and, particu- 
larly, in coarse-mesh situations, an effective relaxation of penalty 
constraints at the local element level is introduced. This technique 
ensures a well-conditioned stiffness matrix. Although the element pen- 
alty constraints are relaxed, the corresponding global structure con- 
straints are enforced as is required by the analytic theory. Particular 
attention is given to the simplest element -- a two-node, six 
degree-of-freedom beam in which all strains are constant. Solutions to 
static and free vibration arch and ring problems are presented, demon- 
strating the exceptional modeling capabilities of this element. 

I. INTRODUCTION. Early formulations for curved beam models em- 
ployed the assumptions of Bernoulli-Euler theory and often produced 
elements that lacked rigid body motion and AC the same time exhibited 
severe stiffening in approximating the behavior of thin and deep arches 
[1-4]. These classical elements require C" and C1 continuity for the 
membrane and transverse displacements, respectively. Using mixed 
polynomial-trigonometric shape functions, and at the expense of higher 
continuity enforcement [5-8], proper rigid-body motion was obtained, 
though the full extension into the thin regime was not attained. Fried 
[9-10] identified the source of the thin-regime difficulty as one of 
imbalance between discretization and inextensibility errors, and he em- 
ployed his 'residual' energy balancing technique to arrive at well-be- 
haved thin-arch and cylindrical shell elements. Meek [11] showed that 
even without proper rigid-body motion, effective thin-arch elements 
could be produced once 'consistent' displacement polynomials were used. 
He interpolated the membrane displacement with a polynomial one degree 
higher than that used for the transverse displacement  and achieved 
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physically meaningful membrane-bending coupling in the membrane strain. 
Mixed and selective/reduced integration approaches based upon iso- 
parametric interpolations [12-16] produced several well-behaved ele- 
ments. In certain cases of reduced integration, however, spurious 
zero-energy modes were introduced, or the required membrane-bending 
coupling was violated [14]. 

The cause of thin-regime stiffening in the classical formulations 
(i.e., 'membrane locking') can be traced to the penalty-type membrane 
strain energy which involves membrane-bending coupling. Extensional de- 
formations in thick beams and inextensibility of thin beams are both 
governed by a penalty parameter which becomes large in the thin regime. 
For very slender elements, membrane and transverse displacements, origi- 
nally assumed independent, become interdependent because of coupling in 
the membrane strain and the vanishing strain requirement imposed by a 
large penalty parameter. When a membrane-strain state lacks the theo- 
retically required membrane-bending coupling, commonly the result of in- 
terpolation inconsistency (e.g., when isoparametric interpolations are 
used), spurious (nonphysical) constraining of a single kinematic field 
takes place. This in turn yields severe constraining of the bending 
strain, giving rise to excessively stiff deformations. 

The behavior of shear-deformable (C ) straight beam and flat 
plate/shell elements is also governed by a penalty mechanism from the 
vanishing-strain enforcement. There, the penalized shear strain energy 
contains a deflection-rotation coupling in the shear strains. For 
straight Timoshenko beams, Tessler and Dong [17] demonstrated a varia- 
tionally consistent approach which yielded simple displacement elements 
devoid of any slenderness related deficiency. Their kinematic interpo- 
lations ensured physically admissible coupling in all shear-strain 
states, analogous to Heck's [11] membrane-bending coupling in thin-arch 
elements. By adopting the deflection polynomial one degree higher than 
that for the normal rotation [17], uniform nodal patterns were produced 
by explicitly enforcing the higher-degree Kirchhoff (zero-shear) modes. 
The Tessler-Dong elements possess the same stiffness matrices and, in 
fact, use the same integration rule as the corresponding selective/- 
reduced integration elenients [18]; however, in their elements [17] the 
integrations are exact. Further, in the cases of distributed static and 
inertial loadings, these elements perform significantly better than 
their reduced integration counterparts. This is because consistent load 
vectors and mass ctatrices evolve naturally in the Tessler-Dong formula- 
tion, but are not available within the reduced integration procedures. 
(Referring to exactly integrated load vectors and mass matrices as 
'consistent* for underintegrated stiffnesses, as is often done [15,16], 
is in fact erroneous;  refer to the discussion in [17].) 

Recent extensions of the one-dimensional interpolation strategy 
[17] to axisyraoetric shell and plate elements were introduced by Tessler 
[19-21] and Tessler and Hughes [22-23], where to maintain variational 
consistency and kinematic reliability (i.e., correct rank of a stiffness 
matrix) full Gaussian quadratures were employed on all energy and work 
terms. It was pointed out [22] that in the case of a quadrilateral 
ftUttM element, it is not always possible to achieve proper 
<IH lection-rotation coupling in all shear-strain states.  Further, 
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kinematic restraints, such as boundary conditions, can readily uncouple 
a consistently coupled shear-strain mode (e.g., by removing deflection 
degrees of freedom), causing the elements to lock [23]. Thus, inter- 
polation measures alone were insufficient to ensure proper thin-regime 
behavior. 

The fundamental difficulty stems from the direct adoption of ana- 
lytic theory to finite elements, which results in the strict enforcement 
of vanishing penalty strains at the element level. The fact that van- 
ishing shear and extensional deformations pertain only at the global 
structure level has largely been overlooked. Because of the limited 
kinematic freedoms afforded by element interpolations, it would seem on- 
ly natural to depart from the conventional approach and adopt what we 
shall refer to as the local penalty-relaxation method. The idea is to 
'relax' the enforcement of element penalty strains, yet maintain the 
global penalty constraints of the discretized structure. The actual 
implementation is via correction parameters for the penalty stress 
resultants (i.e., membrane and shear forces), which also appear in the 
element penalty parameters. Although implemented somewhat differently, 
the techniques of Fried [9-10], MacNeal [2A], and Tessler and Hughes 
[22-23] are closely related and can be characterized as local 
penalty-relaxation methods. The principal benefits of these procedures 
are the removal of the locking deficiency, the improved condition of the 
stiffness matrix, and the improved solutions in coarse-mesh situations. 

The objective of the present paper is to extend the ideas explored 
in [11,17,19-23] to shallowly curved, shear-deformable beam elements. 
The reason for adopting a shallow element geometry is to effectively 
model shallow as well as deeply curved beams [7]. The inclusion of 
shear deformation and, in dynamics, rotary inertia extends the range of 
applicability to moderately thick regimes. The principal goal is to 
achieve a reliable and effective element behavior that is not subject to 
any thinness restrictions, so that the basic methodology can be applied 
to general curved shell models. 

To ensure effective element behavior in the limiting thin mem- 
brane/bending regimes, consistent interpolations (labeled 'anisoparam- 
etric' [23]) and suitable corrections (relaxations) of the 
element-level membrane and shear penalty modes are incorporated. From a 
hierarchy of these anisoparametric elements, we examine the simplest, 
two-node (six degrees of freedom) element, in which all strain compo- 
nents are constant along its span. The element is C compatible, devoid 
of locking even in the extremely thin regime, and it can move rigidly 
without straining. Its stiffness matrix is well-conditioned over the 
entire range of the element slenderness ratio, which implies ideal 
suitability for applications on microcomputers with a short word length. 

In Section 2, the structural theory of shallowly curved beams [25] 
is briefly described. In Section 3, a variational implementation of the 
theory with anisoparametric displacement fields is discussed for a 
hierarchy of elements, whereas in Section A a two-noded element is 
derived. Implementation of the local penalty relaxation concept is 
addressed in Section 5.  Finally, solutions to static and vibration test 



problems are presented in Section 6, and conclusions are summarized in 
Section 7. 

II. ANALYTIC THEORY. To establish a conceptual basis, the 
Timoshenko/Marguerre shallow beam equations [25-26] are discussed within 
the framework of linearly elastic, planar deformations. 

Let the curved beam of a uniform rectangular cross-section be lo- 
cated in the x-z plane (which is the plane of cross-sectional symmetry) 
where the x-axis is coincident with the beam chord (refer to Figure 1). 
The middle-surface membrane displacement, u(x,t) (henceforth, t denotes 
time), transverse displacement, w(x,t), ai.d normal cross-sectional rota- 
tion, e(x,t), completely describe the planar membrane, bending, and 
transverse shear deformations; with the strains given by: 

e = e +E =u,  4- wT, w, (2.1) 
u   w    x   I x x 

» ■ -e.x (2.2) 

> = Yw+^ = w'x - e' (2-3) 

where wT describes the shallow shape of the beam (wT, 
2 <<1). Evident- 

ly, for a straight beam c =0, and all strains (2.1;-(7.3) are those of 
Timoshenko theory 126]. 

The kinetic variables of the theory are the membrane force resul- 
tant, N(x,t), the bending moment, M(x,t), and the transverse shear 
force, Q(x,t). These are related to the corresponding strains by the 
constitutive relations: 

N = D e = AEe,  M =» D. K = EIK,  Q = D Y » k2GAY,    (2.4) m b s 

with A, I, E, G, and k2 denoting the cross-sectional area, the moment of 
inertia, the elastic modulus, the shear modulus, and the shear correc- 
tion factor, respectively. 

To derive the equations of motion, Hamilton's variational statement 
is Invoked, i.e., 

t        t   8/ 
of 'Ldt = 8j {JJ [ pA(ü2 + w2) + pl62]dx 

to       t0 

i i  [NE + MK + QYMX 

4 
+ em]dx }dt - 0 (2.5) 

/otWq 

where a superior dot denotes differentiation with respect to t, p is 
the mass density, I is the chord length, and q and m are the distributed 
transverse force and moment loadings, respectively. Conveniently, due 
to the shallowness assumption, the energy integrals are taken over a 
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straight chord rather than a curved beam description. (This aspect lends 
to the desired simplicity in formulating shell elements.) 

III. KINEMATIC CONSIDERATIONS. Of special significance in the 
present theory is a double-penalty form of the elastic strain energy, 
which can be expressed as 

D. 
U • «I (U.+ a U + a U ). (3.1) 21      b  mm  s s 

where the nondimensional bending, membrane and shear energy contribu- 
tions are respectively 

o o o 

v4oK2dx'  V iIoe2dx'  V Wy*** (3-2) 

and the penalty parameters have the form 

a-U/r)2.  a - ik2(G/E)U/r)2, (3.3) m s 

with rWl/k denoting the cross-sectional radius of gyration. 

For a very slender beam a ,o -► «>. These parameters enforce thin 
limits of the membrane inextensioility and shearless (Kirchhoff) re- 
gimes: 

Inextensibility constraint; £ "    E    + e    -»0 (3.A) •'  u   w 

Kirchhoff constraint; v ■ y    + YQ ^ 0 (3.5) 
——-——^————- Vf    o 

The conventional approach of directly applying the theory to finite 
elements treats the displacement variables and the material and geo- 
metric quantities as element properties. This means that the penalty 
constraints (3.4) and (3.5) are enforced at the element level. 

Since the highest spatial derivative in (2.5) is of order one, the 
displacement variables require only C continuity. This implies a wide 
range of interpolating possibilities. On the other hand, penalty con- 
straints (3.4) and (3.5) limit the. choice of interpolations to those 
yielding identical polynomial descriptions for the components of the 
penalty strains [17,19-23]. In the present context the displacement in- 
terpolations should yield 

eu, cw - 0(x
m);  V Ye - 0(x

n) ("«.n - 0,1,2,...)       (3.6) 

Kinematic interpolations, producing penalty strains of type (3.6), were 
labeled 'anisoparametric' [23] to emphasize the necessary distinction in 
the polynomial variations of the displacement variables. 

If the initial element shape, w (x), is described by the 'shallow* 
cubic (ßi

2«l): 

wI(x) - M(n - 2n2 + n3) + PiUn3 - n2). (3.7) 
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where 
n» x/fc, nc [0,1];  3.= wI,x(r1i), i=0,l. 

p+2 

« - [ e/. 
k=0 

< ■ I ^ 
k=0 

P 

Y  • I ^ 
k=0 

then to comply with (3.6), the three displacement variables should be 
expanded by the distinct-degree anisoparametric polynomials: 

p p+1 p+3 

9 = ^ a^rt      w = ^ awkn
k u - J a^ (3.8) 

k=0 k=0 k=0 

where afi, a and a are the generalized coordinates in terms of the 6, w 
and u nodal degrees of freedom (dof), respectively. Introducing (3.8) 
into (2.1)-(2.3) yields 

p;1 p 
(3.9) 

The strains (3.9) contain two sets of penalty modes arising from the 
thinness constraints (3.A) and (3.5): 

p4-3 inextensional modes; for, example, for p=l: 

e0i - a + ß0a  ♦ 0, Ux       Wi 
(3.10) 

tit    '  2[a + ß0a  - (Q^  2ß0)a  ] ♦ 0, 
U2       Wz Wi 

t7l    m 3ta    +    (ß0+  ß^a     ]   -  A(ß1+ 2ß0)a      ♦ 0, 
U3 Vx w2 

c3l    = 4a    + 6(ß0+ ß^a      -* 0 u^ w2 

p-fl Kirchhoff modes;  for p=l: 

>(0l  = a - y,a  ■» 0. 

1,8, » 2a -   i.an    -* 0. 

Important considerations in the element construction are the number 
of nodal dof, their locations, as well as the order of the strain 
(stress) approximations. Thus, assumptions (3.8) produce an element 
with (3p+7) dof, and (p+2), (p-1), and p polynomial degrees for the 
membrane, bending and shear strains, respectively. It can be seen from 
(3.10) and (3.11) that a reduction in the number of dof is possible by 
lowering the degree of the strain interpolations. This can be accom- 
plished a priori to integrating the element matrices by explicitly 
enforcing the higher-degree penalty modes [17]. By this procedure, a 
hierarchy of elements with the desired number of dof, nodes, and spatial 
variations of strains (stresses) can be constructed while retaining the 
initial polynomial variations of the assumed displacements and preserv- 
ing a rigid-body motion. Figures 2 and 3 show some nodal and strain 
variation possibilities for the three lowest order elements (p«l,2,3) in 
their initial and constrained configurations, respectively. 
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REMARK 3.1 It should be realized that requirements (3.6) are not lim- 
ited to shallowly curved elements alone. Rather, they apply to all 
curved beams. For example, for a circular-arch element of radius R the 
second membrane strain component in (3.A) is e »w/R. According to 
(3.6), the interpolation polynomial for u should oe one degree higher 
than that for w. 

REMARK 3.2 Note that each penalty mode in (3.10) and (3.11) contains 
contributions of at least two displacement variables (i.e., a 'true* 
penalty mode [20]). This means tkfit proper interdependence of the vari- 
ables can be achieved in the thin limit, producing a nonlocking solu- 
tion. Unfortunately, the true penalty-mode structure can be destroyed 
by boundary condition restraints. For instance, when an element is 
subject to an excessive number of restraints, an initially true (cou- 
pled) penalty mode takes a spurious (uncoupled) form, thus causing 
locking [23]. This deficiency of the conventional approach is particu- 
larly pronounced in two-dimensional plate/shell problems, where a single 
element along plate boundary is often subject to a large number of 
kinematic restraints [21]. We shall further elaborate on this aspect in 
Section 5. 

IV. SIMPLEST ELEMENT. According to the anisoparametric interpola- 
tion strategy just described, the simplest first-order (p«l) element is 
a two-node (six dof) beam in which all three strain components are 
chord-wise constant. The initial C interpolations are quartic u, 
quadratic w, and linear 9. For convenience, we cast them in terms of 
Lagrange polynomials: 

u » u0 + j ui»i(n). 

'o 

1=1 

+ ) ILMH). (A.D j  wi*i(r)). 

i=l 

e - e0 + iiMn). 

in which u., w., and 6. are the nodal dof (refer to Figure 2), and u., 
w,, and 6.  are the generalized coordinates given by 

Ui ■ Uj- u0, Wi ■ Wi - w0, 9i m Bi  -  90, 

u2 - U2-(u1+u0)/2,  w2 ■ w2-(w1+w0)/2, 

u, ■ u3+(u0-3u1-6u2)/8,  u^ - u^-(u0+u1+6u2-Aus)/4    (4.2) 

and ♦.   denote the Lagrange shape functions: 
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♦2 = And-n), I« ■ (32/3)n(i-n)(2n-i), 

t« - (i6/3)n(i-'-()(2n-l)(An-3), 

Mri ) c [ 0 if j*i 
VV  [ 1 if JÄi 

(A.3) 

To arrive at a constant strain element, we enforce explicitly the 
linear, quadratic, and cubic inextensional modes and the linear 
Kirchhoff mode, condensing out u2, u3, u,, and W2 coordinates. This 
dof reduction procedure is analogous to that of [17], but it requires 
fewer algebraic manipulations because of the hierarchical structure of 
the Lagrange functions. The implementation is as follows: 

(1) Explicitly enforce three higher-order inextensional modes: 

d 
3x 

a2  a3 

ax2 • ax3 
1T 

| (e) (4.4) 

which result in 

H2 (ßo~    ßl^l? (ßo+  ll)»»| Si 

Ha      " •4Cf94fa>fia (7f9-25#t)l|« «2 

Jhj 0 -ISOo+ßj)^, 

(A.5) 

where coefficients i  are computed from 

an 
n(*n) P  P 

PQ   §q 

an q q 

or 

l12- -  1/8,  ljt« -tt%« -1/128. 

(2)    Explicitly enforce the linear Kirchhoff mode: 

f-(r) - 0 
resulting in 

(A.6) 

w2» -tSj/S (A.7) 

Introducing (A.6) and (A.7) into (A.5), and then substituting (A.5) into 
the initial displacement assumptions (A.l), gives the constrained 
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interpolations for u and w in terms of the end-node dof, while leaving 9 
unaltered: 

i-0 

1 

1 

I 
i-0 

8 - I N^, w - V [N^ + K^], 

u - y [N^ + L^ + Mi9i] 

i-0 

(4.8) 

in which 

N! - 1 - N0 - »j. 

Lo - -Lx - |[(ßo- ßi)*2 (ßo+ßl)*3]. 

Mo —Mi -  L-[-(ßo+ ßl)*2 + 
7ßo-25ß1 

f,^1 ^o' rir~M   ' 16  "'♦a ' 8(ßo+ßi)*<J» 

K0 —Ki - 5*2. ii 

Interpolations (A.8) preserve interelement displacement compatibility 
and satisfy the constant strain criterion [27]: 

1        1 1 

y ^ -1, y (Nj + K^ -1. y (^ + ^+M^ -1,   U.Q) 

i-0      i-0 i-0 

embodying three rigid-body modes. For a straight element (ßo-ßi-0) the 
membrane displacement reduces from a quartic to a linear chord-wise 
variation, which is comnonly used. 

The constant strain components are found as 

E - Uvi-  uo) + (ßi- ßoXOi- e0)/12. 

{(Qi - e0), Y - ^(wi - w0) - (ex i 9())/2. (4.10) 

Letting the strains vanish simultaneously results in the rigid-body dis- 
placements: 

9-9,  w - w0 + Wji, 

u - u - lLo9 , 
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u = uc 9 = e0 = Bi (4.11) 

Note that curvature ic and shear strain y in (A. 10) are the same as those 
for the two-node straight Timoshenko element [17]. As discussed in 
[17], these quantities are identical to the corresponding strains for a 
linear, single-point quadrature element of Hughes et. al. [18]. 

We thus derived a simple displacement field satisfying the standard 
convergence criteria and the true penalty-mode requirement. Because all 
strains are chord-wise constant, exact energy integrals are readily com- 
puted either analytically or using a single-point Gaussian quadrature. 
The derivations of the stiffness and consistent mass matrices and con- 
sistent load vector are straightforward: simply replace (A.8) in (2.5) 
and perform the required variational operation. The element matrices 
are given in Appendix A. 

V. PENALTY REIAXATION. As mentioned previously, the penalty 
constraints are conventionally enforced at the element level. Conse- 
quently, consistent kinematic coupling in the penalty modes is paramount 
in order to avoid locking. However, even when such coupling is properly 
maintained, stiffer than desired deformations are expected, particularly 
in coarsely discretized models. Furthermore, circumstances may arise 
when a single element is subject to an excessive number of displacement 
boundary restraints. For instance, if three out of four bending dof are 
fixed in our two-node element (e.g., w0=w1=e0=ü), shear locking occurs, 
since the Kirchhoff constraint takes a spurious form: Y ■ 6i^0 (refer 
to (A.10)). 

A rational and effective way of resolving these deficiencies over 
the entire theoretical range of i/r is to relax the strict enforcement 
of penalty modes at the element level. Recall that the analytic theory 
requires zero-strain penalty constraints at the global structure level. 
Using appropriate correction (relaxation) parameters in the form of 
multipliers of the penalty stress resultants (i.e., the membrane and 
shear forces), it is possible to relax the element level constraints, 
yet retain their validity at the global structure level. In the limit 
as the element size diminishes to zero, these parameters should approach 
unity, since no correction is needed. By a matching procedure involv- 
ing exact and finite element energy solutions, Tessler and Hughes 
[22,23] derived the shear correction parameters for straight bet^i and 
flat plate elements. Herein, we adopt the same general form [22] for 
the correction parameters, i.e.. 

♦J -  (1 + C.a.)'1  (i-m.s) 

which for the curved beam element equal: 

(5.1) 

m 
1 

1 + C il/r)J 

m 
►J 

1+ C IkHG/E) (l/l)' s 
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where C and C are the element constants established permanently from 
simple numerical experiments. Employing (5.1)» the element constitutive 
relations are corrected accordingly: 

^■♦«V« Qe-*sV' (5.2) 

Substituting (5.2)  into the strain energy in (2.5) produces the correct- 
ed element penalty parameters: 

ai ' ai*i    ** " m'S^, 

or in the expanded form 

(5.3) 

U/r): 

m 1 + C    U/r)2 

m 

ik2(G/E)  U/r)2 

1+    C  U2(G/E)  U/r)'2 

For the two extrema of the slenderness ratio,   l/r ■* {«.O), we have 

C^1  if l/r * « 

o.     if  l/r ♦ 0      (i-m,s) 

(5.A) 

One major advantage with this approach, in addition to achieving 
speedier monotonic convergence (see numerical results in Section 6), is 
that for any value of l/r the stiffness matrix is well-conditioned. 
This feature allows efficient computations on microcomputers having a 
short word length. By contrast, the conventional approach yields an 
ill-conditioned stiffness matrix when l/r is large, in which case high 
precision computations are required to avoid ill-conditioning errors. 

VI. NUMERICAL RESULTS. The modeling capabilities of the two-node, 
constant-strain element are illustrated through the solutions to static 
and free vibration arch and ring problems. The examples are specifical- 
ly selected to test the shallowly curved element in the critical appli- 
cations to moderately deep and highly deep arches, ranging in the slen- 
derness from moderately thick to extremely thin. Uniform meshes are 
used throughout, and the results are normalized with respect to the 
appropriate Bernoulli-Euler solutions. Unless stated otherwise, E/G » 
2.6 and k2 - if2/12. 

Opttmal C and C values. Our criterion for establishing suitable Cs 
and Cm values rests on the requirement of a rapid monotonic convergence 
in the energy. In the case of a straight Timoshenko element [17,22], 
Cs>l/3 evolves as a natural choice, since it yields an exact value of 
the potential energy (even with a single element!) for the problem of a 
cantilever beam under a tip load (refer to Figure 4 and Table 1). To 
obtain C , we solved a semicircular clamped arch under a central load, 
using mo8els with C "1/3 and C - 0, 1/5, 1/4 and 1/3 . From the con- 
vergence of the tip deflection, which is a direct measure of the po- 
tential    energy    for    this    problem,     C '1/4    appears    nearly    optimal. m 
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Henceforth, C * 1/3 and Cm ■ 1/A are adopted permanently for this 
element.  Note that regardless of the C and C values, convergence is 
attainable by mesh refinement.  However, in coarse and/or excessively 
restrained models [23], the optimal C. values yield notable solution 
improvements. 

Eleaent vs. Beam Penalty Constraints.  To illustrate the effect of the 
relaxation parameters on the element (local) and beam (global) strains 
in the thin regime, consider a thin (L/h»103), straight cantilever beam 
under a tip load discretized with four elements.  Three different solu- 
tions corresponding to C * 0, 1/5, 1/3 are obtained.  The element-level 
shear strains are computed using (4.10). The beam-level shear strain is 
obtained from (2.3), where w and 8 are exact polynomial fits to the 
respective nodal values, i.e.. 

I auk<x/L)- 
k=0 k-0 

aek(x/L) (6.1) 

where a ^ and ae. are the exact fit coefficients for w and 6, respec- 
tively, xhe corresponding shear strains, the relaxation values, and the 
shear force resultants are summarized in Table 2. In accordance with 
the exact solution for this problem, the strains are constant along the 
span of the beam, from both the element-level and the beam-level calcu- 
lations. At the element level, all three C values yield the correct 
shear strain and shear force resultant. It is often argued that the 
only 'natural* solution is obtained when the Kirchhoff constraint is 
enforced at the element level (i.e., C "0 or (j)2=l). However, at the 
global level, only C "1/3 produces the correct shear strain and shear 
force resultant. Without relaxation the global behavior is grossly 
inaccurate. Importantly, it is the global enforcement of the Kirchhoff 
constraint that is the only requirement of the analytic theory; and only 
with relaxation is this global constraint possible. 

Quarter-Circular Arch. Figure 5 depicts the convergence of the dis- 
placements at load application for a very thin, clamped arch (R/h * 10") 
which may be regarded as moderately deep. The convergence curves for 
the maximum stress resultants are shown in Figure 6. Recall that the 
stress resultants are constant across the element chord. Hence, their 
magnitudes are attributed to the center of the element. Rapid conver- 
gence of the displacement and stress variables is evident. Remarkably, 
the stress resultants have the same degree of accuracy as the displace- 
ments. 

The effect of element slenderness is demonstrated in Figure 7, 
where the maximum displacement and stress variables are plotted versus 
the arch radius-to-thickness ratio (R/h). The range of the arch slen- 
derness parameter is taken from 5 to 108. As expected, the element be- 
havior is exceptional throughout the wide slenderness range, having no 
limitations in the thin regime (i.e. no locking). For the moderately 
thick arch (R/h ■ 5), the deviation from the Bernoulli-Euler solutions 
is due to transverse shear, as it should be. In Figure 8 am shown the 
variations of the correction parameters for the problem. These illus- 
trate the increased influence of these corrections for a diminishing 

466 



thickness.  It Is this Influence which is mainly responsible for the en- 
hancement in element performance. 

Seaicircular Arch.  Figure 9 shows the convergence of the maximum trans- 
verse displacement for the moderately thick to very thin semicircular, 
centrally loaded clamped arch.  Highly accurate results are evident, 
with the moderately thick case showing important contributions of both 
shear and membrane deformations (and, naturally, deviating from the ele- 
mentary solutions). 

Deep Arches.  The element modeling of very deep/thin arches is studied 
on three simple cases (refer to Figure 10): (a)  a complete ring (R/h • 
103) pincheH by two identical diagonal forces; (b)  a 3iT/2-arch (R/h ■ 
103) clamped at one end and restrained horizontally at the end where a 
vertical force is prescribed;  (c) a 7ii/4-arch (R/h ■ 23.A8) clamped at 
both ends and loaded centrally by a vertical force.  The latter case is 
only moderately thin, but presented here for the purpose of comparison 
with solutions obtained in [14] for this problem.  Due to symmetry in 
arches (a) and (c) only one-quarter and one-half of the arches are 
discretized, respectively.  In all three cases the results are very 
accurate with only a few elements.  Notably, for arch (c) the present 
element produces more accurate results than any of the thirteen elements 
investigated in [14]. 

Vibration of Thin Ring.  Natural frequencies of vibration for a thin 
ring (R/h ■ 10') are computed for the purpose of assessing the quality 
of the element consistent mass matrix.  Again, due to symmetry, only 
one-quarter of the ring is discretized.  Several distinct values of C 
and C are used to observe their effects on the frequency solutions. 
The convergence curves for the fundamental frequency, shown in 
Figure 11, illustrate the increased accuracy of curved-element modeling 
over straight beam approximations.  Importantly, the beneficial effects 
of the membrane and shear relaxations are also evident, giving rise to 
very accurate solutions even in coarse discretizations. 

In Table 3 are summarized the eight lowest symmetric frequencies 
obtained from an 8-element quarter-ring model. The results are compared 
with the Bernoulli-Euler frequencies.  As expected from a conforming 
displacement model, the finite element frequencies converge from above; 
the largest error is only 1% for the highest mode. 

Vibration of Semicircular Arch. In this final example, natural fre- 
quencies for a semicircular hinged arch are computed for the moderately 
thick (irR/r-lO) and moderately thin (irR/r-SO) configurations. The solu- 
tions, based on a full 60-element model, are compared with those of Dong 
and Wolf [28], who used 30 straight three-noded Timoshenko elements, 
having the same number of dof as our model. The results in Table 4 show 
close agreement between the two solutions, however, the present frequen- 
cies are consistently lower, hence more accurate. (It is worth mention- 
ing that the Dong-Wolf isoparametric quadratic element, while generally 
accur.^e in the slenderness range of this example, exhibits locking in a 
truly slender regime.) 
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VII.  CONCLUSIONS.  We have presented a displacement formulation 
yielding simple, reliable, and efficient shallowly curved Timoshenko/- 
Marguerre elements.  Particular attention was focused upon the simplest 
element of the hierarchical family -- a two-node, six degrees-of-freedom 
beam with constant components of strain.  The element's main features 
are summarized as follows:   

(1) kinematic conformability 
(2) correct stiffness matrix rank 
(3) free of straining rigid-body motion 
(4) consistent load vector and mass matrix 
(5) well-conditioned stiffness matrix 
(6) nodal/dof simplicity and computational efficiency 
(7) no limitation with regard to thinness, i.e., no locking of any 

type 
(8) fast monotonic convergence of the kinematic and kinetic 

variables 
(9) ideal microcomputer suitability. 

The methodology could potentially be used to construct simple and 
efficient shear-deformable curved shell models that would be compatible 
with the curved beams discussed in this paper. 

APPENDIX A.  The components of the element matrices given below 
correspond to the nodal displacement vector {uo,u1,w0,wlt60,61}.  Exact 
explicit integration has been used throughout. 

Stiffness Matrix 

kn - k22—k12- D®M. k26-k15—k16—k25- D* ß, 

Itt*-*»»*-*»»" Dg/*,  kji-kae—k^s—k^e- D®/2, 

k55-k66» D^ß2 + njl + BflM,    k56—k55+DV2 (A.l) m o s s 

where 

ß - (ß -ß )/12, 
i     o 

D?    - 4i.2D.     (i-m,s),    D - AE,    D - k2GA,    D.   - El, ill m s b 

^2   . 1 t p   .      1 ( 

" 1 + C    U/r)2   '        s        1+    C ik2(G/E)  (l/r)'2 

m s 

m s 

Consistent Mass Matrix 

m11"m22"2m12" m/3, mu—mn," (3ß0-2ß1)m/60, 

«is—''>i6"-(2ßo+ßi)in«,/A, m2,—m2„«» (2ßo-3ß1)m/60, 
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mja-m^-ICZßg -ßoßi+Zß? )/70 + l]m/3, 

mj^- [(-2ßg +ß0ß1-2ß
2

1 )/35 + llm/6, 

035-in36- [19(ß? "ß? )/A20+l]mll/24. 

mus^-m^e* -0135 + mi/12, 

mss-mee- t(5ß§ +2ß0ß1+13ßi )/252 + A0(r/a)
2 + l]ma2/120, 

Bise" -m55 + ml2/2,    m ■ pAfc. (A.2) 

Consistent Load Vector due to Uniform Normal Pressure q 

fx- f2- 0,  fa - f%- ql/2,       f5- -f6- q«.
2/12. (A.3) 
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Figure 1.       Shallowly curved beam element. 
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dof 

Strain Variations 

C             K             Y 
p+2           p-1             p 

1 -^>-^-o^ 10 cubic constant     fnear 

2 13 quartic inear     quadratic 

3 16 quintic quadratic     cubic 

KEY: u.w.S A   u,w Du 

Figure 2.       Initial  (unconstrained)  anisoparametric elements. 

Element 
Order 

P 

Nodal Pattern 

ü.0(xp*3).v*O(xpf1).e.O(xP) 

Number 
of 
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Strain Variations 

C.K.Y 
p-1 

1 6 constant 

2 9 Inear 

3 12 quadratic 

KEY: u,w,9 

Figure 3.  Explicitly constrained anisoparametric elements of uniform 
nodal patterns and uniform strain variations. 
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Figure 4.   Straight cantilever beam and semicircular arch. 
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Figure 5.  Thin quarter-circular cantilever arch under tip load; 
convergence of tip displacements. 
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o- Membrane & Shear Forces (N & Q) 

A- Moment (M) 
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Number of Elements 

Figure 6. Thin quarter-circular cantilever arrh under tip load; 
convergence of maximum stress resultants (N and M computed at center 
of element closest to clamped end; Q computed at center of clement 
closest to load). 
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Figure 7. Quarter-circular cantilever arch under tip load; maximum 
displacements and stress resultants versus arch radius-to-th ickness 
ratio. 
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Figure 8.   Quarter-circular cantilever arch under tip load; membrane 
and  shear  correction  (relaxation)  parameters versus  arch 
radius-to-thickness ratio. 
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Figure 9.  Moderately thick and very thin semicircular centrally loaded 
clamped arches; convergence of maximum transverse displacement. 
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Figure   10.      Deep/thin   arches;    convergence   of   maximum   transverse 
displacement. 
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Figure 11.    Thin ring; convergence of fundamental frequency. 
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Table 1.  Determination of C and C constants for two-node element 
via optimization of potential energy (n 

exact 
1.0Ü0). 

No. 
of 
•1. 

Straight 
(L/h-lO", 

cantilever 
C«"0> ID 

Semicircular arch 
(R/h-lO". Cs-l/3) 

C.-O 
1 
5 

1 
I 

1 
3 C«"0 

1 
5 

1 
1 

1 
3 

2 0.938 0.975 0.984 1.000 0.903 0.961 0.975 0.999 
A 0.984 0.994 0.996 1.000 0.989 0.993 0.993 0.995 
8 0.996 0.998 0.999 1.000 0.998 0.998 0.999 0.999 

16 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

Table 2.  Thin, straight cantilever bean under unit tip force 

discretized with four elements.  Element and bean shear 

•trains for various C  (L-100, h-0.1, G«15.385»10,). 

c. 

Element Bean 

K .;,! Q-k2GA((^o V8 0-k!GA<,f  1 

0 

i 
1 

1.000 

8.432><10'5 

5.058-10"5 

7.903>'10'7 1.000 

-1.562«10"2 

-6.249.10'3 

7.903«10'7 

-1.976«10A 

-7.905«103 

1.000 

I     Analytic 7.903«10'7 1.000 7.903-10'7 1.000 

Table 3. Natur.1 frequencies for thin circular ring 

u. - u. (El/pAR")5 
n  ~TJ 

Mod«. Bernoulli-Euler Present ZError 
number theory element 

100- 

n % 
fe 

(u;  -ui )/u; 
-n  -n -n 

2 2.6833 2.6844 0.04 
4 14.552 14.559 0.05 
6 34.524 34.546 0.07 
8 62.514 62.588 0.12 
10 98.509 98.737 0.23 
12 142.51 143.12 0.43 
14 194.50 195.97 0.76 
16 254.50 257.63 1.23 
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Table 4. Natural frequencies for moderately thick and thin 

••nicircular hinged arches u    ■ u (EI/pn^AH*) . 

Slenderness Hod« Dong & Wolf28 Present Z Difference 
ratio number element 100» 

«R/r n 
DW 

M (u    * U) J/ui 
-n -n -n    -n -n 

1 12.17 12.79 0.62 
2 24.69 24.64 0.20 
3 38.13 37.98 0.39 
4 40.01 39.90 0.27 

10 5 57.62 57.13 0.85 
6 60.42 59.87 0.91 
7 60.83 60.47 0.59 
8 73.40 72.80 0.82 
9 81.03 80.74 0.36 
10 85.18 84.74 0.52 

1 21.60 21.53 0.32 
2 62.57 62.35 0.35 
3 120.8 120.3 0.41 
4 146.3 146.4 -0.07 
5 199.6 199.2 0.20 

50 6 212.0 212.1 -0.05 
7 278.2 277.7 0.18 
8 335.4 334.8 0.18 
9 368.8 368.9 -0.03 
10 439.5 438.2 0.03 
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Watertown, MA 02172-0001 

ABSTRACT. Admissible elastic energy density functions for highly deformed, 
compressible, elastomer solids are derived from the geometric - arithmetic 
mean value inequality theorem. A finite element model based on these 
energies is proposed for triangular elements with quadratic displacement 
approximations. The computation of very large deformations of an elastomer 
cylinder is performed. 

INTRODUCTION. The assumption of incompressibility for elastomers is 
usually made for analytical convenience. For numerical finite element 
computations [1] incompressibility is a disaster. Having pressure 
independent of the displacements and its inclusion in the elastic 
variational formulation via Lagrange multipliers results in loss of the all 
important energy positive definiteness. Without a minimal variational 
principal finite element convergence and stability becomes precarious. 

In the numerical modeling of nearly incompressible elastic solids 
pressure is computed from dilatation with the bulk modulus. Since the bulk 
modulus is large there are serious computational difficulties associated 
with this approach. Decline in the condition of the system of stiffness 
equations is clearly identified [2] in its dependence on the formulation 
and discretization parameters. The adverse effect of a large bulk modulus 
on the approximation accuracy of the finite element model is also 
understood. The modeling of near incompressibility must be balanced [3] 
with the computational considerations of numerical stability and accuracy. 

This paper has three points to make. The first is to show how the 
arithmetic - geometric - mean inequality theorem rationally leads to most 
of the elastic energy density functions in use for the large displacement 
analysis of nearly incompressible solids (typically elastomers). The 
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second is to estimate, using a uniaxial stretching problem, the upper limit 
for the bulk modulus needed to reproduce the observed residual 
compressiblity of rubberlike (elastomer) solids. The third point is to 
develop a quadratic six node finite element for the analysis of elastomers 
which uses the positive definite energy density functions derived in the 
first part. 

POSITIVE DEFINITE ENERGY DENSITY FUNCTIONS. We turn now to the question of 
the specific form for the energy density function w. We will show that 
modifications to the most widely used energy density functions can be made 
using the following theorem [4] so that they represent positive definite 
functionals for any combination of stretch ratios. 

Arithmetric - Geometric - Mean Inequality Theorem; 

Let a,b,c be positive real numbers. Then 

I (a+b+c) i  (abc)1/3 
j 

where equality holds only when a"b«c.  END THM. 

(1) 

Hence the function 

F(a,b,c) - a+b+c-3(abc) 

is positive semidefinite. 

1/3 (2) 

To apply this theorem to our purpose we consider three dimensional finite 
elasticity and write A., A„, A_ for the principal stretch ratios. Then, 

tr     r     r 
for any real r and a^A,, b»A_, c«A- we have from equation (2) that 

kr/3 Fr(A1,A2,A3) - Aj + A^ + A3 - 3(A1A2A3)
1 (3) 

is positive semi definite and can be taken as a sumnand in an energy 
density function for an Isotropie compressible solid. When perfectly in- 
compressible, the solid is with A.A-A- ■ 1 and 

F - Aj + AJ; + A3 - 3 (4) 

but the stretch ratios in this expression are not independent and F is not 

positive definite unless one of the stretch ratios is expressed in terms of 
the other two through A.A.A. ■ 1. For instance, if A_ is eliminated from 

Frin equation (4) by A3 - l/U^), then 
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Fr = Al + A2 + M***? " 3 (5) 

is such that F>OifA1>0 and A2 > 0; and F = 0 only when A.=A2" 1. 
In the compressible case when r * 1 

Fl ' V V A3 -3(A1
A2A3) (6) 

corresponds to the Incompressible expression for the elastic energy density 
function of Varaga [5].  A more general energy density functional, w, Is 
conveniently written as a polynomial of F. 

w « C.F.+C-FJ+'-'+C Fn , c.>0 (7) 
1 1 2 1     n     1 

Choosing r=2 in equation (3) results in 

F = Aj+A2+A3-3(A1A2A3)
2/3 (8) 

which is the generalization of the NeoHookean expression for a compressible 
solid, while r=-2 produces 

F_2 » Aj
2+A2

2+A32-3(A1A2A3)'
2/3 (9) 

so that 

w - OJFJ+CJT^ (10) 

■ 

is the compressible counterpart to the Mooney-Rivlln energy density 
function. 

The strain Invariants 

11 - A2+A2+A2 ^ 

12 = ^2+A2A3+A3Al (11) 

T 121212 

13 A1A2 3 

are commonly used in the literature on rubber elasticity. We can use the 
strain Invariants as follows to construct energy density functlonals. 

2    2    2 
Setting a-A,, b«A_, c^A- we obtain the inequality 
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1/3 
Ij-SI^ i  0 (12) 

with equality holding If and only If A. =■ X? * \-.     In the same manner, 
22    22    22        «. setting a"A.A_, b«A_A_, c-A-A. produces the second inequality 

I2-3l3
/3 i  0 (13) 

with equality holding if and only if A. ■ A- ■ A-. 

The modified Mooney-Rivlin energy density function 

w - c1(I1-3I^
/3)+c2(I2-3I^

/3), Cj, c2 > 0 (U) 

is then only positive semidefinite; w"0 when A. = A_ = A_ even when 

A, ^ 1. To have a positive definite energy we have to add to it a 

dilatoric contribution representing the energy stored in compression. We 
use 

w ■ =X[ln(A.A_A_)] (15) 

where X is  the bulk modulus. 
Ogden's energy density function [6-8] is essentially F with r being 

rational and fitted to experimental data. 

The Valanis-Landel energy density function [9] 

J 1 9 
w = 2p JL A.dnA^l) + iXUnU^A^r (16) 

is not derivable from the arithmetric-geometric-tnean inequality theorem but 
is based on the inequality 

AlnA i  A-l,   A > 0 (17) 

where equality holds only when A « 1. Figure 1 shows the variation of 

♦(A) » AlnA - A + 1 (18) 

with A, and indeed 0(A) > 0 when A > 0 and A * 1.  Hence the deviatoric 
part, factored by 2y, is positive definite and one may set X « 0 in 
equation (16) for the Valanis-Landel energy density function. 
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NEAR INCOMPRESSIBILITY. Suppose that we choose to represent the elastic 
behavior of our compressible rubber by the modified Mooney-Rivlin energy 
density function 

w » c1(I1-3l3
/3)+c2(I2-3l3

/3)+ ^[ln(X1X2X3)]
: (19) 

or by that of Valanis-Lande 1 in equation (16).  How should we select the 
bulk modulus X to accommodate the observed compressibility of rubber? It 
is Important in the finite element modeling of rubber to keep the bulk 
modulus as low as accuracy demands will allow.  To answer the question we 
shall numerically solve the uniaxial tension problem with the different 
energy density functions and estimate the bulk modulus needed to reproduce 
the dilatational experiments of Penn [10]. 

Consider the simple tension bar of Figure 2 having a cross section 
area E << 1 and unit length.  Stretched by an axial force P the bar 
extends to length X_ with cross sectional area e A .  The potential energy 
of the stretched bar is given by 

IT = e w(X1,A3)-P(A3-l) (20) 

and the two equations of equilibrium 

U = 0 
3A1 

and ivo 
(21) 

become 

S; o and 
aw „ 
rx; ° - o (22) 

2 
where o = P/E  is the axial stress. 

The first of equations (22) becomes for the Mooney-Rivlin material 

11     C.     1        1     HiC. 
(23) 

where    I = (A.A_) 

For any given A.   > 0 equation (23)  is solved for I,  and hence for A_by the 
Newton-Raphson method. 

For the Valanis-Landel function the first of equations  (22) produces 

ln(A^A3) = - ^yA1lnA1 (24) 
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that yields A_ for given values of A.. 

Figure 3 traces the relative volume change A.A^A--!  vs A- for the 
Valanis-Landel function with X/2\i  ■ 1000, and the Mooney-Rivlin model with 
c_/c. "0.1 and X/c.  =  1350, compared with the experiments of Penn. These 

values of X  are reasonable upper limits for numerical modeling of 
nearly incompressible rubber. 

QUADRATIC ELEMENT. A triangular three node bilinear axisymmetric element 
for total Lagrangian analysis of elastomers is given in reference [11]. 
The quadratic six node element is shown in Figure 4. We use quadratic 
interpolation of r and z (deformed coordinates) over triangles in the (a,ß) 
plane (undeformed coordinates). The discrete variables associated with the 
element are 

1 ~ ( e = v^i» ^i» ^2' ^2* • r6' z6) (25) 

where r and z are the values of r and z at node number 1, etc.  The 
element nodal point numbering is shown in Figure 4. 

The interpolations are described in terms of the local coordinate 
system (C.n) shown in Figure 5.  The mapping from the (a,ß) plane onto the 
(C.n) plane is done with 

I = ß1(l-c-n)+ß25+ß3n 

and r and z are interpolated inside the element by 

(26) 

vr -»•T-> 
r = e <> z = e ip (27) 

where the shape function vectors are 

|T = ((>1,0,(<i2,0,(>3,0,^,0,^,0,^,0) (28) 

and 

*T = (0,((.1,0,()i2,0,(|.3,0,((.4,0,(>5,0,<*6) (29) 

with the six shape functions 

♦l 1-3-324 2 1 

*2 -1         2 c 
♦3 

♦4 
= 

-1 

4         -4  -4 

2 n 
s2 (30) 

♦5 4 

4        -4 -4 n2 
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As for the partial derivatives of 0 with respect to C and n we have 

and 

1 ♦« 
! *2« 

»31 -   j 

|    »« 

1   Vl 

-3  4 

-1  A 

A  -8  - 

f M 
i    t2, 
i    »*, 

♦4n 
= 

»Sn 
I   ♦an] 

-3  h 

-1 

-A 

A 

A  -A 

1 

n 

(31) 

(32) 

By the chain rule of partial differentiation we have from equation (26) 
that 

a 
a? V al •v »1 ■ 
3n a3- '"I ^3- ■^1 

'  9     1 
3a 
8 

l  9ß I 

and the Jacobian of this mapping Is 

6 = (a2-a1)(ß3-ß1) - (c^-o^Kß^ß^ 

Inversion of equation (33) yields 

3_ 
da 

3_ 
3ß 

ß3"ßl   "(ß2"ßl) 

-(o»-a.)  a„-a. v 3  l'   2  1 

3_ 

3_ 
3r1 

(33) 

(3A) 

(35) 

Differentiating r and z in equation (27) with respect to C and n leads to 

(36) 

r, ■ e ^ ■•Tt 
£  ^ -    '    rn = e *n 

■»Tt 
ZC " e *C 

z > e <j) 
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and with equation (35) we get that 

Mm*fi  .   q = |((ß3-ß1)^-(ß2-ß1)il;n) 

rß " ^ • ^ = 6(-(a3"al)V(a2"al)^) 

zß*t
Tt  .t= |(-(a3-a1)^+(a2-a1)ii;ri) 

(37) 

where 6 is  the Jacobian of the mapping from (a,ß) onto (C»n) as given 
equation (34). 

The principal stretch ratios are given by (see reference [11]) 

by 

AJ = |(A+B+((A-B)2+4C2)1/2) 

A2 = |(A+B-((A-B)2+AC2)1/2) 

3 = ? 
where 

A        2 J     2 A s r    + z 
a        a -^•J 

and C = r r. + z a ß aZß 

(38) 

(39) 

Then 

and 

-^Tr-^T^ . -♦Tr->->T1->' 
A=e Ipp Je+e [qq Je 

-»Tr-^T,^ . -»Tr-^T,-»- 
B = e [rr Je+e [ss Je 

C = e [pr + rp Je 

(40) 

The remaining derivation of the element gradient and tangent matrices 
is identical to the derivation presented in reference [11] for the bilinear 
element except for the numerical integration. The elastic energy per one 
radian of a typical element is 

E - j w(A1,A2,A3)adadß (Al) 

where a is given in equation (26).  Then, in the (Cn) plane 
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I1 I1 6 !   S  wadnd^ 
'^o Jn=o 

(42) 

where 5 is given by equation (34).  The integration of (42) is done 
numerically by sampling w and a at the three integration points 

(I  I )  r I  I )  ( 1  I ) 
^6,6;'^6,6;,k6,6; 

with equal weights of 1/6. 

COMPRESSION OF A CYLINDER USING QUADRATIC ELEMENTS.  An analysis of a 
rubber cylinder in compression was given in [11] for bilinear elements. 
The Valanis-Landel energy density function was used. To demonstrate the 
modified Mooney-Rivlin energy density function and the quadratic element we 
again analyze the end thrust (compression) of a cylinder. To compute the 
element gradient and tangent matrices we need the derivatives of the 
energy density function with respect to the stretch ratios.  Let I » I., 
J ■ I2 and K ■ I- in equation (19) and 

( ). 3A. 
(A3) 

Then, 

and 

Ii=2Ai  . ii ij 

Ji - 2Xi(I-xJ) . Jii - 2(I-xJ) , J^ - tk^. 

h ' t/ 
2 

Kii =~2K 
Ai 

ij \^ 

(44) 

Computing the derivatives we have 

wi - 2c1(Ai- |-K
1/3)+2c2(Ai(l-X^)-|-K

2/3)+^ln(K) (45) 

t<^V i Vi'^Fi   l'J   <46, 

and 
„1/3 _  7  „2/3  _«• 

w., - 20.(1+■^-)+2c ((I-Af)- |^-r)+-^(2-ln(K)) 
11    1   3A^ 1  ^ A^   Aj 

(47) 

487 



Figure 6 shows the original and deformed mesh for a cylinder 
restrained from slipping at the top and compressed to 75% of its height. 
The solution was obtained using the Newton-Raphson method as described in 
reference [11]. 

REFERENCES. 

[1] 

[2] 

I. Fried, "Reflections on computational approximation of elastic 
incompressibility". Computers and Structures, 17, 1983, 161-168. 

I. Fried, "Influence of Poisson's ratio on the condition of the 
stiffness matrix". Int. J. Solids and Structures, 9, 1973, 323-329. 

[3]  I. Fried, "Finite element analysis of incompressible material by 
residual energy balancing". Int. J. Solids and Structures, 10,19<4, 
993-1002. 

[A]       E. Beckenback and R. Bellman, An Introduction to Inequalities, Random 
House, NY, 1961. 

[5]  0. H. Varga, Stress-Strain Behavior of Elastic Materials, J. Wiley, 
NY, 1966. 

[6]  R. W. Ogden and P. Chadwick, "On the deformation of solid and tubular 
cylinder of incompressible Isotropie material", J. Mech. Phys. 
Solids, 20, 1972, 77-90. 

[7]  R. W. Ogden, "Volume changes associated with the deformation of 
rubberlike solids", J. Mech. Phys. Solids, 24, 1976, 323-338. 

[8]  R. W. Ogden, "Nearly isochoric elastic deformations: applications to 
rubberlike solids", J. Mech. Phys. Solids, 26, 1978, 37-57. 

[9]  K. C. Valanis and R. F. Landel, "The strain-energy function of a 
hyperelastic material in terms of the extension ratios", J. Appl. 
Physics, 38, 1967, 2997-3002. 

[10] R. W. Penn, "Volume changes accompanying the extension of rubber". 
Trans. Soc. Rheology, 14, 1970, 509-517. 

[11] A. R. Johnson, C. J. Quigley and I. Fried, "Large deformations of 
elastomer cylinders subjected to end thrust and probe penetration", 
Trans. Third Army Conf. Applied Mathematics and Computing, Georgia 
Inst. Tech., Atlanta, GA, 1985. 

488 



Figure 1.    Variation of    *(X) - Xln(X)-X+l    with X. 

Figure 2.    Simple tension bar. 
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l04(XlX2\3-l) 

Figure 3.  Relative volume change  (A-A-A.-l) vs A for the simple 

tension bar. 

Figure 4. Quadratic six-node triangular element in the (a,ß) plane. 
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Figure 5.     Local coordinate system for  interpolations. 

undeformed 

deformed 

Figure 6.  Original and deformed mesh for a compressed cylinder. 
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SOLUTIONS OF THE TRANSONIC FLOW EQUATIONS 

BY  SPECTRAL METHODS 

Patrick Hanley, Cathy Mavriplis, 
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Wesley L. Harris, 
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ABSTRACT 

Spectral  methods, noted for their accuracy and efficiency, are used in 

transonic areodynamics problems to develop new and tfflcieit tools particularly 

different from conventional  finite difference and finite element techniques. 

Two transonic flow problems are investigated.    First, a pseudospectral  method 

utilizing a direct inversion method has been developed to solve the steady 

small disturbance flow equations for subcritical  flows.    Second, a numerical/ 

analytical  method involving a Chebyshev-Fourier pseudospoctral approximation 

has been developed and applied to solve the two-dimensional shockless transonic 

potential  flow in the hodograph plane.    Results have been obtained for 

parabolic arc, NACA 0012 and NLR quasi-elliptical  airfoils. 
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I    Introduction 

Spectral  methods have emerged recently as efficient numerical  tools for 
solving partial  <li fferential  equations[16].    In an effort to develop new 
numerical  techniques  for transonic flow, spectral  methods are considered for 
their accuracy and efficiency.    They are an extension of the classical 
seperation of variables method, capable of approximating smooth solutions with 
exponential  convergence.    There are three main  uypes of spectral methods, 
Galerkin, Tau and collocation or pseudospectral;  the latter is used ir the 
following problems for its suitability to nonlinear and variable coefficient 
equations.    The spectral  solution is expressed analytically and hence the only 
error involved is due to the truncation of the infinite series.    This is only 
true of smooth functions.    Thus, the present work  is limited to shockless 
flows in which n3 large discontinuties occur.    Note however that shock 
capturing or shock   fitting can be used in conjunction with spectral  methods to 
avoid this 1imita:ion[Il].    Furthermore, a more general  class of solutions may 
be obtained with relatively little extra effort and the solution at  any point 
in the domain is obtainable with the same degree of accuracy.    Finally grid 
generation is relatively trivial, eliminating a large computational  portion of 
most finite difference and finite element methods. 

Thus, spectral  methods offer definite advantages over conventional  finite 
difference and fi'iite element methods.    Applications of the methods to real 
problems will  determine their true value.    Transonic flow is complicated by 
the appearance of embedded supersonic (or subsonic)  regions, the existence of 
shock waves and tie non-linearity of the governing equations which are of 
mixed (hyperbolic-elliptic) type.    In the following, the shock wave problem 
has already been eliminated by coisidering shockless flows.    The nonlinearity 
of the equations  is easily handled by the pseudospectral  method.    No special 
considerations are needed for the embedded regions corresponding to the change 
in type of the equations when spectral methods are used.    Transonic flow 
problems of two types are investigated.    The first  is a calculation of 
transonic flow about airfoils using the transonic small  disturbance equation. 
This equation is derived from the full  potential  equation by assuming that the 
disturbances introduced  into the flow field by a body are at least an order of 
magnitude smaller than the undisturbed conditions.    This approximation is 
valid for thin airfoils where the maximum thickness to chord ratio is at least 
an order of magnitude less than unity at small  angles of attack.   The 
transonic small disturbance equation is highly nonlinear and is solved by a 
pseudospectral  method.    The second is a calculation of transonic flow about 
airfoils using the hodograph formulation. This involves transforming the full 
potential  equation to the hodograph plane where the independent variables are 
the component of velocity.    The resulting hodograph equation is a linear 
variable coefficient equation which can be efficiently solved by a 
pseudospectral  method.    In both cases different sets of boundary conditions 
and other difficulties must be addresses. 

In the following, the pseudospectral method is described in general terms 
In a first part.    The transonic small disturbance problem follows with 
specific considerations for this case.    Results for parabolic arc airfoils in 
transonic flow are presented.    The hodograph problem is then described and an 
interative solution procedure is presented.    Results include subsonic flow 
about a NACA 0012 and transonic flow about a NLR quasi-elliptical  airfoil. 
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both cases different seta of boundary conditions and other difficulties must be addressed. 
In the following, the pseudospectral method is described in general terms in a first part. The 

transonic small disturbance problem follows with specific considerations for this case. Results for 
parabolic arc airfoils in transonic flow are presented. The hodograph problem is then described 
and an iterative solution procedure ia presented. Results include subsonic flow about a NACA 0012 
and transonic flow about a NLR quasi-elliptical airfoil. 

2    Pseudospectral Method 

Spectral methods are baaed on representation of the solution to an equation as a truncated aeries 
of known amooth functions of the independent variables. For an ordinary or partial differential 
equation of the form 

Lu{x,y,...) = 0 (1) 

where L denotea an arbitrary differential operator, the solution u ia represented by 

N   M 

n=0 m=0 
(2) 

where Xn(x), Km{y)...are known an oth functions, and Anm... are unknown coefficients. Each group 
of these functions is usually a set i orthogonal functions chosen to auit the particular problem. 
The most popular choices of functions are traditionally Fourier, Chebyshev or Legendre functions. 
However any set of orthogonal functions can be used. In the present description of spectral methods 
let us assume Chebyshev polynomials will be used. 

In addition, in a pseudospectral method, the dependent variables are represented by a set of 
values at the collocation points x(-, yy,... as 

N   M 

"a ■ £ £ ••.Anm...*„(*i)>'m(yy) • 
n=0 in=0 

(3) 

Other terms in the equation (1) such as the nonlinear or variable coefficient terms are evaluated at 
the co:!ü':ation points. For Chebyshev collocation methods the collocation points are given by 

ffi 
x, = cos— for i = 0,N 

N (4) 

which gives uneven grid spacing, points being clustered near edges of the domain. 
In what follows, the principle of collocation spectral methods is demonstrated in a one-dü .ensional 

situation with Chebyshev polynomials. The extenaion to two dimensiona ia atraightforward. For a 
one-dimensional problem, 

Lu{x) = 0, (5) 

let, 
S 

u=X;AB7'n(«) 
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when Tn(x) an the Chebyshev polynomial« given with their properties in [7J.  u is evaluated at 
the collocation point« (4) aa follows: 

m-fZAMM' (7) 
ft=0 

The coefficient« Än are calculated by inverting the series 

s 

where 

^n = - E -ukTn{xk) (8) 

Co, CN — 2, Cj = 1 for all other / (9) 

Once the coefficients An are found, derivative terms u,, urx etc. of the equation are easily calculated 
in spectral «pace due to the properties of the Chebyshev (or Fourier) functions which are given in 
[7]. A« an example let us be calculated in Chebyshev spectral space: 

N 
u.^iUVx) (10) 

nsO 

where the coefficients are given by 

n p=n+l,p+n*vtn 

The coefficient« of the sum« can be evaluated with the use of Fast Fourier Transform (FFT) 
algorithm« in 0{Nlog{N)) operations for a one-dimensional problem. While the spatial derivative 
is evaluated spectrally, the temporal derivative is evaluated by finite difference discretization such 
a« explicit forward Euler, Crank-Nicolson... 

For two-dimensional problem« the approach ia similar to the above description. However at 
this point to efficiently invert the many sums involved there must be special considerations for the 
two-dimensional case. Indeed the «um 

N    M 
u = E E tmfJißPM (12) 

n=0 m=0 

can be inverted using a FFT within 0(Ar,/oj(iV)) operation«. However it is shown in [10] that for 
AT < 64 the use of a direct inversion method is more efficient than the FFT. 

In the direct inversion method the collocation solution u;* can actually be written in terms of 
matrices as follow«: 

(«j = lTa][Ä][T,]T (13) 

where [A] ia the foil NxM matrix of coefficient« Anm and [T,] is the full NxN matrix of functions 
in x, [Tt] MxM in y, such that the matrix element is given by 

T^ m 2'n(x,) (14) 
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for Chebyshev collocation, i; given by (4). The matrix [A] can be calculated by inversion of (13), 

W = (r.]-1[«l(T.]r-1 (is) 

in 0{N3) operations by a pivoting matrix algorithm. This is in fact more efficient than the FFT 
since the [T] matrices do not change through the iteration procedure and hence only need to be 
inverted once at the beginning of the computation. Derivatives may be calculated as in the one- 
dimensional case with new coefficients £,-,- or using a matrix derivative operator as follows. The z 
derivative of u may be written 

[«.) = [D][u] where [D] = mi^tn^' 

Other derivatives are similarly expressed, 

K] = m7-.!«..] = [ui'MK] = (ul[D]rM«.,j = [DMD]
T

. 

3    The Transonic Small Disturbance Equation 

3.1    Governing Equations 

3.1.1    Unsteady Flow 

IVansonic flows over thin airfoiN can be described by 

AfV« + 2A/V.« = (1 - M2 - M,(7 + 1)^.)^, + ^v. 

(16) 

(17) 

(18) 

for most design considerations and flutter analysis. In equation (18), M is the free stream mach 
number, 7 is the ratio of specific heats and <j> is the small disturbance velocity potential. Equation 
(18) assumes that the flow is inviscid, isentropic and the perturbed quantities are small compared 
to those of the mean flow. The pressure coefficient is given by linear theory as 

Cp = -2(^ + ^.). (19) 

The velocity vector on the boundary of the airfoil is required to satisfy the tangency condition 
for the small pertubation assumption. 

< = '(/* + /.*) (20) 

where 6 is the maximum thickness to chord ratio and f± is the basic shape of the top and bottom 
of the airfoil respectively. Equation (20) is applied at the y = 0 line in accordance with thin airfoil 
theory. 

Across the wake the normal velocity is continuous and the jump in pressure is zero.   These 
conditions are imposed by letting 

W-fl (21) 

W. + W. = 0 (22) 

where [^r] denotes the jump in V- 
At large distances away from the airfoil, the disturbances must vanish. This implies that the 

perturbed velocity potential and its derivatives must approach sero away from the airfoil. When 
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such boundary condititoos are imposed with equation (18) however, outgoing disturbances are 
reflected back into the computational domain. These disturbances reduce both the accuracy and 
rate of convergence of any numerical scheme. The behavior of the perturbations away from the 
airfoil is accounted for by the fact that equation (18) is an inviscid hyperbolic equation in time. 
The disturbances modeled by equation (18) will therefore retain a finite amplitude even at infinite 
distances. To prevent the outgoing waves from being reflected back into a rectangular computational 
domain several researchers!4) use the following radiating boundary conditions 

M i~d-±- Kdy     Vl - Mi dt U-0 (23) 

for the top and bottom boundaries respectively.   The nonrefiecting upstream and downstream 
conditions are satisfied by 

M 
i dx     l^Mdy 

UmO. (24) 

3.1.2    Steady Flow 

For steady flows equation (18) reduces to 

(l-M3- M,(7 + 1)^.. + ^y = 0 

and the pressure coefficient is given by 

Cp = -2<f>t 

(25) 

(26) 

The boundary condition on the airfoil is the tangency condition for a rigid shape 

ft = *ff (27) 
and in the wake \4>x] and {<i>v\ are zero. 

In the far field, 4> uid it derivatives approach zero. Conditions that were found to be numerically 
stable for a rectangular domain are 

^ = 0 (28) 

at the top and bottom boundaries and 
*. = 0 (29) 

upstream and downstream of the airfoil. 

3.J    Pseudospectral Approximation 

In this section, a numerical method based on pseudospectral discretization in space will be de- 
veloped to solve the steady small disturbance equation over a parabolic arc airfoil at zero incidence. 
The equations will be discretized on a multidomain grid system which simplifies the implementaion 
of the tangency condition and enhances the efficiency of the numerical scheme. An artificial time 
dependence is imposed on the steady equation so that a forward Euler scheme can be used to iterate 
the solution to a steady state. 
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3.3.1    Iteration Scheme 

The following time dependence it introduced into equation (25) 

^ = (1 - Ma - M2(7 + 1)^,. + ** (30) 

where r is not a physical time but a pseudotime for iteration purposes.   When steady state is 
achieved, the r dependance will vanish and equation (30) will be identical to equation (25). 

The time derivative in equation (30) is discretized by using the explicit forward Euler represen- 
tation. The resulting temporal discretization is 

^♦1 - ^ = Ar[(l - MJ - MJ(7 + WM, + Ä] (31) 

3.3.3    Evaluating the Derivatives 

The derivatives in equation (31) are evaluated using the pseudospectral techniques developed 
in the previous section. The potential at time level n is written as 

where 
T4(i,) = cos(A:cos-1(^)) 

(32) 

are the Chebyshev polynomials evaluated at the corresponding collocation points. The potential 
in equation (32) can be written in matrix notation as [#] where the elements fa, denote the value 
of the potential at points i, and y,. Derivatives at time level n are then calculated as above from 

[•). = [DM 
I*).. = [am 
(*)• = [*mT 

[*u=mmn 
(33) 

where the elements ^„y, ^««y, ^y,; and tvvij are the values of the derivatives of $ at the points i, 
and yy. 

3.3.3    Computational Domain 

Stretching To apply spectral solution to an arbitrary range of the physical variables, it is nec- 
essary to introduce computational variables which map the rang« of the physical variables to the 
computational range of [-1, l]. The physical variables x and y are mapped linearly onto the com- 
putation variables f and TI by 

X=:^    '      '      ' (34) 

where 
X» < X < X, 

v» < y < v« 
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Multidomain Solution The development for multidomain solution ia limited to rectangul&r 
aubdomaine aligned with the physical coordinate axis. Continuity of the dependent variable and its 
normal derivative will be imposed at the interface of subdomains. For the rectangular subdom&ins, 
the normal derivative requirement amounts to letting |£ be continuous at z faces and |^ be 
continuous at y faces. 

Figure (1) shows the three domain grid which is used to solve equation (25) over a symmetric 
airfoil at sero angle of attack. The dependent variables in domains /, // and /// are denoted as 
^/, 411 and ^/// respectively. The entire computational domain is bounded from x = XQ to x = x* 
where sudomain / lies between x = XQ and x = xi, subdomain // between x = xi and x = z2 and 
subdomain /// between x = xj x = xs. 

Continuity across the subdomains is implemented by letting 

ff 

k=0 

*=o 

k=Q 

k=0 

(35) 

(36) 

(37) 

(38) 

where 

t = —*—. 

Equating the above conditions according to the interface conditions and letting 

tsi - ^Qi - *i 
AH  — Akll' — •>■. 

(39) 

the following equations can be used to solve for ^ at the subdomain interface in terms of v; and 
w. 

and 

N N-l 

ßDsoVi ♦ [ßDss - aDoolwj = 7 ^ DQ^1 - /9 ^ Dsk*"j 
<t=i tmt 

N-l S-l 

*sl *=0 

(40) 

(41) 
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3.3    Solution Algorithm 

The following algorithm is used to iterate equation (31) on the multidomain grid until a steady 
state solution is obtained: 

1. Compute [D] and [D)J matrix 

2. Compute derivatives of [#] using equation (33) at the previous time level 

3. Impose boundary conditions at farfield 

4. Compute value of 0 at the interface of the subdomains from equations (40) and (41) 

5. Evaluate <l> at level n + 1 from equation (31) 

6. Repeat from step (2) until convergence criterion is met 

3.4    Results 

The pseudospectral method is validated through solution to clasical partial differential equationa[9] 
Resultys for the parabolic arc airfoil are presented here. Figure (2) shows the computed pressure 
coefficient over a parabolic arc airfoil at sero angle of attack and a Mach number of .825. Results 
are shown for parabolic arcs of thickness ratio ranging from 1 to 6% in increments of 1%. The 
calculations were done on a 25X9 grid as shown in figure (2). The computations were halted when 
the coefficient at the center of the airfoil did not change to 3 decimal places or about 500 iterations. 
For these thin airfoil cases at Mach number of .825 the flow is subcritical and hence no shocks are 
observed. These results are in excellent agreement with those of Sivaneri and Harris [18] using a 
much coarser grid. The CPU time required for this calculation is 2 minutes on a VAX 750. 

The results show that the pseudospectral method is a viable efficient technique to investigate 
transonic flows and work is in progress to further develop the method for unsteady flows. 

4    The Hodograph Equation 

4.1    Motivation 

The main objective in this case is to create an efficient method of predicting transonic flow 
over two-dimensional bodies by combining the hodograph formulation with spectral methods. A* 
a by-product we also hope to develop an inverse design code for shockless airfoils in transonic flow. 
The assumptions are two-dimensional, steady, inviscid and isentropic flow. 

The advantage of using the hodograph formulation is that the governing equations become 
linear thereby enabling solution by linear superposition. However this advantage is only gained 
at the expense of complicating the boundary conditions as well as our sense of where the body 
is in the hodograph domain. Many different hodograph methods have been used in the past (see 
[lS]),the most successful being that of Garabedian, Korn and Bauer [2] which produced the shockless 
Korn airfoil. The ability to design shockless airfoils is important since a large amount of the drag 
in transonic flow is attributed to wave drag caused by shock waves. Elimination or weakening of 
shocks greatly reduces drag which is instrumental in improving the efficiency of the transonic cruise 
range in which most commercial aircraft operate. The present hodograph formulation follows that 
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of Nieuwland et «1 [15] but UBM numerical solution instead of analytic continuation and integral 
transform methods. 

Results in the hodograpb plane are translated back to the physical plane through an analytical 
transformation to obtain physical coordinates, mainly of the body. Hence, the most useful outcome 
of this work should be an efficient inverse design code for shockless airfoils in transonic flow. For 
design methods, LighthilTs constraints must be incorporated to ensure closure and circulation for 
the designed airfoil [12]. Volpe and Melnik [19] have derived equivalent constraints for transonic 
flow: a loose implementation of these consraints is included in this method, though it is not truly an 
inverse design method in its present form. An iteration procedure is needed to arrive at a realistic 
airfoil starting from a circular cylinder. The method is validated by two test cases, a NACA 0012 
airfoil in subsonic flow and a NLR QE-.11-.75-1.375 airfoil in transonic flow. 

4.2    Formulation 

Governing Equations The governing equation for steady two-dimensional potential flow in the 
transonic range may be transformed by a series of independent variable transformations [13] to the 
hodograpb plane, where the independent variables are u and v or 9 and 9, such that v = ui + vj = 
qe%*. The resulting equation in the hodograpb plane may be stated in terms of ^, the velocity 
potential or its complex conjugate 1//, the streamfunction. Here we choose to write the equation in 
terms of the streamfunction */> and the nondimensional independent variables r and 0 defined by 
r = (g/qm**)* and * = ary(v), as follows: 

*- +   /,     \ tr + . ,M
7     r*M ■ 0 42 r(l -r) 4rJ(l - r) 

where r € [0;l[ and 9 6 [0;2jrJ. qmaz w given by (2/(7 - l))1^,,. This hodograpb equation is 
a linear variable coefficient partial differential equation of mixed (elliptic - hyperbolic) type. The 
transformation back to the physical plane is given in integral form by 

where e is the thickness ratio and all variables have been non-dimensionalized appropriately. Given 
a streamfunction distribution ^(r, 9) one can calculate the flow in the physical plane analytically 
by equation (43). 

Singularities Different types of singularities appear in this formulation. The variable coefficients 
of equation (42) are infinite at the limits of the domain, i.e. for r = 0 and 1. These points are 
regular singular points and hence the solution to (42) is either analytic or has a pole or an algebraic 
or logarithmic branch point. Branch type singularities are inherent in the hodograpb formulation 
due to the multi-eheeted nature of the flow representation. Typical airfoil flow hodograpb solutions 
must be represented by two or more sheets as illustrated in figure (3). The upper and lower 
sheets are separated by a branch cut emanating from a branch point (r*,9*). Furthermore the 
streamfunction ^ has a free-stream singularity of the doublet type at infinity and hence at {r^, 0) 
in the hodograpb plane. Among other difficulties, the entire physical flow at infinity is mapped to 
a single point in ths hodograpb plans. Ths Jacobian of the transformation between the hodograpb 
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and physical planes exhibits singularities for J = 0 and J = oo which must be avoided to ensure 
a one to one correspondence between the physical and hodograph planes. In the present case it is 
found that these singularities do not appear and hence only the free-stream singularity at infinity 
and the branch point separating the two sheets of the hodograph surface must be represented in 
the final solution. 

Boundary Conditions The transformation (43) appears to give a direct correspondence between 
the physical and hodograph planes. However, as illustrated by figure (3), the unknown functions 
and particularly the body itself are not easily identifiable in the hodograph plane. In consequence, 
typical boundary conditions for external flow problems such as the farfield boundary condition, the 
tangency conditon and the Kutta condition at the trailing edge of the airfoil cannot be stated in 
terms oi rj), q and S in the hodograph plane. Instead, the only conditions that can be imposed are 
that the stagnation points r = 0 and the point of maximum velocity r = r% are on the body profile 
V» -~ 0 or t/)(r = 0,0) = 0 and ^{r = ri,9) = 0 and, though not really a boundary condition, ensure 
realistic solutions by transforming the solutions in the hodograph plane back to the physical plane 
via equation (43) and plotting the physical body coordinates to verify that the results are physically 
meaningful. Additional boundary conditions need to be formulated for numerical reasons aa will 
be seen in the following section. 

4.3    Method of Solution 

Solution of the hodograph equation forma the basis of the proposed method but does not neces- 
sarily yield physically meaningful results directly. The method must therefore incorporate solution 
of the hodograph equation into an encompassing solution procedure, the different components of 
which are described individually in this section. 

4.3.1    Solution of the Hodograph Equation 

Though equation (42) posesses particular solutions involving Hypergeometric functions, these 
are not used in the present method, since the high frequency in 9 required to determine the zeros of 
the Chaplygin particular solutions makes the solution of the present problem (searching for t/» = 0) 
in terms of these particular solutions impractical. However, linear superposition of these particular 
solutions has been used by Lighthill and Cherry[5] to yield meaningful solutions. Instead, spectral 
methods are employed in the solution of equation (42) since these converge exponentially for smooth 
solutions and are relatively fast methods. Collocation spectral methods are extremely well-suited 
to the solution of variable coefficient equations such as the hodograph equation. However, as 
mentioned previously, the variable coefficients of (42) are singular at the boundaries of the domain. 
Since the only singular boundary of interest is r = 0, solutions in two domains, namely 

1. about r = 0 or for r 6 [0; raj (where ra is close to 0) and 

2. for r € (r.; r»| (where r» < 1) 

must be derived. 
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Solution About the Singular Point For domain 1) the point r = 0 is a regular singular point 
and hence an exact solution for the r variation of rjf in the neighbourhood of r = 0 may be written 
in terms of a Probeniua series of the form 

rCf) = (r - r,)' 
00 

n=0 
(r - f.)' (44) 

where all coefficients are determined by substituting into equation (42) except a0 which remains 
arbitrary. Convergence of this series is obtained for a ss +k/2 only, k being the Fourier mode of the 
solution in 9. The radius of convergence is r < 1. The solution ia smooth and hence may be easily 
matched to the pseudo-spectral solution at ra. This solution also displays the required boundary 
condition ^{r = 0; 0) = 0, expressing the fact that the stagnation points should be on the body. a0 

i.nd r« are part of the set of input parameters at each iteration step. 

Pseudospectral Solution Solution of (42) in domain 2), where the variable coefficients are 
analytic, is obtained by application of a pseudospectral method. In this method the solution 
V»(r, 9) is expressed as a truncated sum of analytic functions, in this case Chebyshev polynomials 
in r and Fourier functions in $ (in contrast to the previous problem) as follows: 

ff    M 

n=0ms0 
^(rK im0 (45) 

where Tn{r) are the Chebyshev polynomials given in [7]. tp is evaluated at the collocation points 
as follows: 

ff   M 
^ = E E Anmrn(r<)e 

n=0 m=0 

im*. (46) 

where for Chebyshev collocation methods the collocation points are given by r, = cosy fori — C, // 
and for Fourier collocation, $j = ^f for j = 0, M. These collocation points define the grid. Since 
the Chebyshev polynomials are defined from [-1; 1], a mapping from the arbitrary domain [ra; r»] 
to [-1; 1] is in order. For the Chebyshev points in the r direction the points are crowded at the 
edges of the domain, which turns out in this case to be ideal: high resolution near stagnation points 
and the point of maximum speed. As in the transonic small disturbance problem direct inversion 
is used. All equations are hence written in matrix form. 

M = {TM[F]T 

where T,y ■ T,(r,), F^k m e*mV Derivatives are calculated as described in sectior  : 
The hodograph equation though steady, is restated in an unsteady formulation 

(47) 

(48) 

where L is the hodograph operator of equation (42). The steady state solution of equation (48) is 
sought so that iff = 0 and hence (48) reduces to the hodograph equation (42). Time derivatives 
are treated by finite difference. In this case a semi-implicit scheme given by Gottlieb and Orszag 
[7] stated as 

j,»»+l _ J,"        r r 
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is used. This scheme is unconditionally stable. In this scheme, the matrix to be inverted is 
[/] - At[Lmaa]/2 where Lmam is the operator matrix made up of [£],[D],, ... with the maximum 
values of the variable coefficients. This matrix is always well-behaved ss opposed to the fully explicit 
or implicit cases where the matrix is sometimes ill-conditioned and where time steps are limited to 
very small values. It appears however that At must be somewhat reatr. :ted in order that [/] not 
be insignificant in front of LmaMAt/2 since Lm«« is large (due to the large values of the variable 
coefficients). 

Conditiona and Constraints   Equation (49) is only solved on the non-singular portion of the 
domain [ra;r»]. Boundary conditions for the pseudo-spectral solution are given by 

V^iM) = KM) «nd V(r»;tf;0 = Ktf) (50) 

in r and a periodic boundary condition in 9. The initial condition for the first overall iteration ia 
given by an exact solution to the hodograph equation involving hypergeometric functions, developed 
by Cherry [5] for transonic flow about a circular cylinder. This solution actually yields a slightly 
deformed circular cylinder when the above expressions are inserted into the transformation (43) aa 
illustrated in figure (4). The presented results were calculated by portions of this method which are 
validated by the excellent agreement with Cherry's results. Deformation of the circular cylinder 
into an airfoil is ensured through the boundary conditions both at the pseudo-spectral level and 
at the encompassing iterative level, as well as through the Frobenius solution about the singular 
point. At this point it is useful to note that it was decided in the final form of the method that 
the hodograph equation be solved by the pseudo-spectral method on two domains (subdomains of 
domain 2)): 

• 2a) r € (r«; r«,] 

• 2b) refro^r») 

since the initial solution given by Cherry was so derived. (Recall that rg,, is the branch point). The 
solutions for the individual domains are matched numerically at Too. Using a solution based on 
that of Cherry's ensures that the free-stream singularity and branch point behaviour are correctly 
included. 

Matching of the singular solution and the pseudoapectral solution is straightforward. Either V- 
or derivatives of V can be matched at ra and r««,. This translates in either case to matching the 
Aij or Bij coefficients. At the other end of the doraain, r», an arbitrary but realistic boundary 
condition must be imposed. We choose to use the boundary condition at the point of maximum 
velocity which occurs on the body. Hence the maximum speed r» on the body must be known a 
priori and the boundary condition is il>{n; 9) = Ä»(0) with V(rt; 0») = 0. A judicious choice of the 
function Ki(9) is crucial to the quality of the results for a given case. 

4.3.2    Transformation to the Physical Plans 

Physical coordinates for constant streamfunction values are obtained by the transformation 
(43), the moat interesting coordinates being those corresponding to ^ = 0 or the body contour 
obtained by secant interpolation. Upon substituting the Chebyshev-Fourier form of $, (45), into 
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(43), «11 integrals «re readily calculated by hand. The complete expression for the coordinates z 
and y is given by 

- En Em Bnmiin{8)eos{m0) J .i/i^Jn^dr 

+(irjf^ En E^nmrn(r)(*^^ 
^.i^aJj^-i) EnEmmAnmr4r)(^^+ ^j^) 

ey = - En Csi laMMpHtefl / ^".^.^.(r)^ 
+ En Em Bnmcos(*)cos(m*) / -^^^^dr 

-jirJffeTEnEm^WC^H^ + a$$fl) 

^i/^^I/U-uEnEmmA^^OC^^^^fe^)- 

The integrals in r are all of the same form once the Chebyshev functions are written out in poly- 
nomial form. They can be calculated by integration by parts and written in terms of a recursion 
relation (see [IS]). Hence the transformation back to the physical plane is done exactly with the 
above analytic expressions. 

4.3.3   Iteration Scham« 

Though the hodograph equation is solved accurately by the paeudospectral method, the results it 
yields are not necessarily physically meaningful. This is due to the fact that these result" have been 
calculated with insufficient boundary conditions. Mathematically these conditions are sufficient to 
obtain a solution; physically they are not. Particularly the functions Ka{0) and Kt{6) are not 
known and must be guessed for each case. Hence existence, unique: JSS and physical meaning are 
not guaranteed. Furthermore, since the physical coordinates for an au'oil are derived from those 
for a circular cylinder an iteration procedure is preferred. The iterations also serve the purpose 
of being able to monitor the solution as it evolves and guide certain parts of it by altering the 
boundary values if needed, since, as shown before, the prescribed boundary conditions are not 
sufficient. 

Hence, an iteration scheme is set up to obtain from Cherry's solution to flow around a circular 
cylinder that «round «n «irfoil. The iteration operates on the boundary conditions, altering at each 
step either the value of ^ at a boundary or the value of the boundary e.g. n. (Recall that r% is the 
maximum velocity on the body which must be changing with the shape of the body or, tm it is set 
up in this case, the shape of the body changes because we are trying to keep the same maximum 
speed.) Most importantly the Frobenius solution in domain 1) is altered in such a way that this 
solution resembles the desired result only in the region r € [0;ra]. However, it is not evident how 
this should be done. 

The entire calculation procedure is summarised in the flowchart given in figure (5). The pressure 
coefficient C, distribution over the body is given by 

c,«tZit^lzL.ym* . 1}. (52) 
7 To« 1 — TOD 

506 



4.4    Remit« 

The validity of the propoaed method ii demonstrated and discussed through results of test cases 
for realistic airfoil shapes. Typically one complete run to design a shockless symmetric airfoil in 
transonic flow requires approximately 15 minutes of CPU time on a VAX 750 where steady state is 
reached in 1000 steps at each iteration level. Approximately three to five encompassing iterations 
are needed tc obtain a final solution with the correct boundary conditions, yielding an approximate 
total of 5000 iterations for two domains. 

4.4.1 NACA 0012 Airfoil 

The first test case involves trying to reproduce a NACA 0012 airfoil. Since the flow in this 
method must be shockless and a NACA 0012 develops a shock in transonic flow, results for a NACA 
0012 can only be obtained in a purely subsonic flow. The input parameters for the presented test 
case were taken from results of a cell-centered finite volume method using the Euler equations by 
Allmarasfl). The Mach number for this test case was Af«, = -60, angle of attack a = 0. The 
proposed method uses 20 collocation points in each domain, hence 40 in r and 20 in 9. This case 
is referred to as a 40X20 grid. Allmaras' results were run with a 96X16 "C" type grid. Typically 
V> is interpolated to values of V = 10~4. Results for this test case are given in figures (6,7). Only 
the upper half of the body is plotted here as the body is symmetrical. 

It is found for this run that the maximum thickness is 12.3% as compared to 12% ideally. The 
error in the maximum thickness is therefore of 2.5% with respect to the ideal which is acceptable 
considering the crude nature of setting the coefficient of the Frobenius series. Upon comparing the 
NACA 0012 coordinates given by AGARD[8] as shown in figure (6), it is shown that agreement is 
generally good. A closer look at the body coordinates is given in figure (7). In this view it is seen 
that the actual profile is quite jagged. This is due to the fact that tp is only being interpolated to 
10~4 and the final values are either positive or negative thereby oscillating about the correct V = 0 
profile. A smoothing function or further interpolation may be applied to obtain a smooth profile 
and even better agreement with the test case. Comparison of Cp with that of Allmaras[l] (fig.(6)) 
brings forth one of the advantages of using the Chebyshev pseudospectral method: at the trailing 
edge where r € [0;ra) the points are crowded due to the Chebyshev collocation point distribution, 
thereby giving very good resolution. Though Allmaras' results are already on a much finer grid, the 
trailing edge drop in Cf back down to its level at the leading edge is not captured. Note also that 
there is no smoothing in the present method as opposed to finite difference methods. Furthermore 
the spectral method yields coefficients and hence an analytical expression for thr- solution which 
enables equal accuracy in the approximation to any flow variables at any point in the flow, thereby 
granting accurate results without the need for very fine resolution. Errors in Cp are considerably 
larger than those for the coordinates since tht coordinates do not agree (and thus the pressure 
distribution is not expected to coincide). 

4.4.2 NLR QE 0.11 - 0.75 - 1.375 Airfoil 

The NLR Quasi-Elliptical 0.11 - 0.75 -1.375 airfoil was selected for testing in the transonic range 
since it is a symmetrical shock-free airfoil designed by the hodograph method of Nieuwland[l5] 
for which experimental data from AGARD[8] exist including 0 values, which are important in 
hodograph methods, particularly to verify the input parameters. 
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The present airfoil was designed for the conditions Af«, = .78612, e = .1172, Mmam on tody = 
1.306, a = 0. These parameters were used in the test case of the proposed method. The design 
coordinates and C, distribution are given in AGARD[8]. Experiments from AGARD[8] give results 
for Moo = -789. The results for this test case are shown in figure (8) in comparison with the design 
conditions and the experimental results. Note that the experimental results are at a different 
freestream Mach number and hence close agreement is not expected. Results are generally poor for 
this test case and the body coordinates are scaled by 4 to be shown in detail. Only eight points from 
the hodograph solution are meaningful. The physical coordinates are again oscillating about a mean 
due to the moderately accurate interpolation values of 0, though three points actually coincide with 
the body line. The Cp values are overestimated, but follow the correct trend. It appears that for 
more complicated test cases the method is not robust and therefore needs improvement. 

4.4.3    Discussion 

The CPU time required for one complete run (15 minutes on a VAX 750) is remarkably reason- 
able when compared with other methods. An inverse design method using a finite volume method 
on the Euler equations for airfoils in viscous transonic flow developed by Drela[6] require* 10 min- 
utes per airfoil. The method of Boerstoel and Huising[3] requires 25 minutes on a CDC 6600 for 130 
coordinate points. The method of Garabedian, Korn and Bauer[2] is much more efficient with an 
approximate time of 2.5 minutes on a CDC 6600 computer. Though these figures are estimates for 
average runs, perhaps with finer grids and on different sised computers, a comparison shows that 
the present method is at least competitive if not slightly adavantagsous with/over other inverse 
design methods as far as tims requirements are concerned. Additional complications in the shapes 
to be designed, such as concerns with closure, angle of attack, etc. are expected to alter boundary 
conditions and input parameters but not increase CPU time sif —"cantly. 

More pertinent to the physical problem is the accuracy of the method which does not compare 
very well with other inverse design methods. This, however, is expected sines the method is not 
really an inverse design method yet. The main problems with the method in its present form 
are the prescription of the Frobenius coefficient, the seeming lack of determining or boundary 
conditions; e.g. Km{$) and £»(') in equation (50) due again to the fact that we can't prescribe/know 
distributions over the body/solution domain. However this sparseness of set conditions is somewhat 
necessary, first to retain degrees of freedom in a design method and second to satisfy the uniqueness 
theorem of Moraweti(14j for shocklsss flows. In the present case this condition is loosely satisfied 
but mathematically there is still no assurance that the solution will be meaningful or unique in all 
cases. Furthermore, the iteration scheme is rather simplistic. A more involved iteration scheme 
which would enforce more stringent boundary conditions at each step should be considered. An 
iteration scheme such as the Method of Parametric Differentiation [17]would reveal itself most 
useful in the more general cases for lifting airfoils with camber, angle of attack, etc. Note that 
the hodograph does not extend to three dimensional flow and hence applications are restricted to 
airfoil design. 

5    Conclusion 

The foregoing work demonstrates how efficiently spectral methods can be used in solving tran- 
sonic flow equations. Pseudospectral methods are used in the two given case« for their suitability 

508 



to nonlioear and variable coefficient equations. The first application is solution of the transonic 
small disturbance equation for thin airfoils. A Chebyshev pseudoapectral method is used to solve 
the nonlinear equation using explicit forward Euler time iteration to steady state. A multidomain 
grid is used to solve for flow about an airfoil, thereby requiring matching across domain inter- 
faces. Excellent steady results for parabolic arc airfoils in a freestream flow of Mach number .825 
demonstrate the efficiency and validity of the pseudospectral method. Future results with the tran- 
sonic small disturbance equation will iuclude unsteady effects for airfoils pitching and plunging in 
transonic flow. 

The second application involves solution of transonic flow through the hodograph formulation. A 
Chebyshev-Fourier pseudospectral method is used to solve the linear variable coefficient hodograph 
equation. In this case the overall formulation is more complicated due to the singularities and 
boundary conditions in the hodograph plane. Solution for the flow and the body coordinates are 
obtained at once, thereby requiring more detailed information than actually availbale. For this 
reason, the presented results for a NACA 0012 in subsonic flow and a NLR quasi-elliptical airfoil in 
transonic flow are not very accurate but do offer certain advantages. In both cases one must note 
the efficiency and simplicity of the pseudospectral solution method. Very few grid points on the 
airfoil are needed for accuracy comparable to (or better than in some areas) that of finite difference 
and finite element methods. 

The presented work shows that spectral methods can be used to predict compressible (and 
incompressible) flow over realistic airfoil configurations. In both cases studied, the spectral method 
is relatively simple and fast compared to existing technology; finite difference, finite element meth- 
ods and various hodograph techniques. Further work in this field should investigate and overcome 
other typical difficulties encountered in transonic flows, yielding an efficient and novel alternative 
to conventional computational techniques for transonic flows. 
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511 



IMAGE OF CUT 

*'  PHYSICAL   Pi AUC 

W*0E OF BRANCH POINT 

|B«AfCH POINT ir'Q')  

i      |«CE -STREAM SINGULAR ITY ! n;, Q) 

9.HODOGPAPHP|A.£ - uppER AN0 u0w£p SHEETS 

Figure 3: Tronic Flow Over an Airfoü in the Phyeical and Hodograph Plane.[3] 

/ 

QO       0       Q 

0a     Q      0     aa d*1 
/ 

-MO -tM -IJO -OJM MOOMO    07*0 IJB 

Figure 4: Initial Solution Corresponding to Cherry'* Solution for 
Cylinder TVanoonic Flow About a Circular 

512 



T 
: ^Mil la i-r 

UMU mrtakla <atllamt te<a|npk ^"«IK» UI f-t 
.   id mmdmwmm tnm «-• <o ••} 

'I 

i 
Sol« to * ia tk> ^ «. •. LMr.fM a nx • 

■In »T ftitwln - <kMB a. «In tm mmtj nm t la M«\t, 

maaaM (law itaal t 
dml« «rUaiv »r Ctair 

♦ 
va Sna< aaikoa tm (r.*) dwnkiaoa   rot +-0 

CilaUMa »r ——rl> ualrai laMfnua t 
■aalMkl 

C*kiüa« C   aai plot rawi» 

10 
N. 

N 
(0. 
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Abstract This paper describes some of the mathematical and programming ideas 
involved in the the creation of a toolkit of symbol manipulation programs which the 
authors have used to write a finite-difference elliptic partial differential equations solver. 

I. Introduction The toolkit of MACSYMA symbol manipulation programs was 
developed in order to use symbol manipulation technology to write FORTRAN code. A 
brief description of the problems solved by the FORTRAN code is given in the Com- 
ments section of this paper; extensive descriptions are given in the cited literature. The 
current toolkit is based on a previous symbol manipulation project4,9,10. In the course of 
this, as well as the current project, two problems were encountered: the need for more 
memory than was available, and excessive use of computer time. Both of these prob- 
lems could be overcome by the appropriate combination of certain mathematical and 
programming ideas; these ideas are be described here. 

The general plan for the development of the toolkit was to organize the underlying 
mathematics in a way that was well-suited to symbol manipulation programming. At 
the same time, the overall structure of the FORTRAN code was taken into considera- 
tion. The toolkit is used to write subroutines that are incorporated into the FORTRAN 
code. The functions in the toolkit can be thought of as straightforward implementa- 
tions of the steps that a human programmer would use to write the required subrou- 
tines. 

The memory and time problems all had a similar form and solution. Straightfor- 
ward programming of the mathematics led to the creation of very large expressions 
which could be avoided, or to unnecessary computations. The solution was to reorgan- 
ize the mathematics and the program to avoid the large expression or unneeded compu- 
tations. In the previous symbol manipulation project1 , the run time of one of our sym- 
bol manipulation programs was reduced from 60 cpu hours to 8 cpu minutes using the 
ideas described here. In the current project12, attempts to write one of the needed sub- 
routines at first caused the symbol manipulator to run out of memory after computing 
for several cpu hours; this subroutine can now be written in just over one cpu hour. 

f Work supported by the U.S. Air Force Office of Scientific Research, the U.S. Army 
Research Office, and the U.S. Office of Navel Research. Also presented at the AIAA 
24th Aerospace Sciences Meeting in January of 1086 at Reno, Nevada. 
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The problems encountered during the development of the toolkit are likely to occur 
in other areas. Consequently, the problems and their solutions have been reformulated 
in general mathematical terms. It is expected that this will promote a wider understand- 
ing of the techniques discussed here. 

It is hoped that the reader is familiar with MACSYMA9. However, MACSYMA 
input and output is rather natural, so those not familiar may still be able to follow the 
discussion. MACSYMA is an interactive symbol manipulator; thus it prints a prompt of 
the form (c_l), (c_2) , * - * . The user then types a command to be executed (indicated 
by italics). The commands must be terminated by a ";" or a "$"; the latter suppresses 
MACSYMA's response. Usually MACSYMA responds with a line that b labeled with 
(<Ll), (d_2), • • • or (e_l), (e_2), • • • (responses are printed as displayed equations). 
The symbol % stands for the previous "d_" expression. The operator ":" is used for 
value assingment, the operator ":=" is used in function and array definitions, and "=" 
is used to describe an equality. The line labeled with "Time" is MACSYMA's estimate 
of the cpu time used to do the computation specified in the previous "c.M line. The 
MACSYMA sessions have been edited to conserve space. 

11. Distances The functions in the toolkit compute the derivatives of quantities that 
are defined in terms of the Euclidean distance. If such calculations are not handled 
properly, they will cause MACSYMA to run out of memory or use unreasonable 
amounts of cpu time . The two dimensional Euclidean distance, 

rf(*.y) = \/?+?, (i) 

can be used to illustrate this problem.  The x derivative of the distance is given by 

(2) 

It is this form of the derivative that creates difficulty; a better form is 

di,      v .T 
-sr(*.y) = W™1      rf(x,y) • 

Note that in this formula the definition of the distance function is not needed; the 
derivatives are given implicitly. If x and y depend on a parameter, the chain rule must 
be used to compute the derivatives of the distance with respect to the parameter. 

The implicit form of the derivative can be implemented in MACSYMA using the 
gradef command. This command specifies the gradient of a function even though the 
function itself is undefined. The following demonstration will make this point clearer. 
In the calculations, the arguments of the distance, x and y, will depend on the parame- 
ter I. The demonstration uses the following MACSYMA commands: </t/f differentiates, 
ev evaluates an expression using all of the information already in MACSYMA and the 
information in the remaining arguments, ralsimp performs a rational simplification. 

516 



(c_l) gradef(d(x, y), xj d(x, y), y/ d(x, y)ß 
(c_2) 'diff(d(x(t),ymt); 

^(x(0.y(0) (d_2) 

(c_3) ev(%,diff); 
Tüne= 200 msec. 

»(O-^JfC)     *(0-£*(0 
dW).V{t))      d(x{t),y(t)) 

(O) 

(c_4) rat»imp(ev(%,d(x,y) := tqrtfx'2+ y'2))); 
Time= 716 msec. 

y/{y{t)2+*it)2) 
(<i_4) 

The next part of the computation illustrates the fact that use of the grade/ function 
may entail the user performing simplifications that MACSYMA will not know because it 
was not given the definition of the distance function. Thus, even though the definition 
of the distance should not be used in the computations, the distance squared is simple, 
and this fact should be used. The MACSYMA command subst performs a substitution. 

(c_5) 'diff(d(*>y)>*>2); 

dx* 
d{x,y) {<L5) 

(c_6) tv(%,diff); 
Time= 200 msec. 

(c_7) rat»imp(%); 
Time= 166 msec. 

d{x,y)     d(x,yf 

rf(x.y)2-x2 

(O) 

(O) 

(c.S) $uh»t(x' 2+ y 2,d(x,y)' 2,%); 
Time= 66 msec. 
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The use of ratsubst instead of subst in (c_8) would replace rf3 by (i2+ y2) rf. 

It may not be clear to the reader that there is any great advantage to using the gra- 
de/function. It is important to imagine a situation where the expressions being manipu- 
lated contain hundreds or thousands of terms; then slight variations in the method of 
writing the expressions can make a great difference in the size of the expressions and 
thus effect how fast MACSYMA can manipulate the expressions. Some of our computa- 
tions involved expressions that contained several hundred instances of the three- 
dimensional distance d(x,y,z) with x, y, and z themselves replaced by derivatives. To 
directly numerically evaluate such an expression, where the square root function would 
be called several hundred times, is inefficient. One must at least replace all of square 
roots with a single variable and then evaluate the single variable once before the large 
expression is evaluated. Using grade/ makes this easy. In addition, if a large expression 
contains d{x,y) rather than the definition of d{x,y) in terms of a square root, 
MACSYMA can manipulate the expression faster because d(x,y) is manipulated like a 
simple symbol in computations other than differentiation. 

What is the best way to evaluate expressions that contain </? The difficulties can be 
illustrated using the simple polynomial, 

t * ' (4) 

for small values of n. The point of interest here is that the value of d2 is known before 
the value of rf is known. One way to take advantage of this is to write the polynomial 
(when n = 4) as 

exp = H-</ + rf2+rfXrf2 + (rf2)2. (5) 

This form of exp can be be computed in MACSYMA using the ratsubst (rational substi- 
tution) function. 

(c_l) exp : aum(d*i,i,0,4); 
Time= 500 msec. 

l + d + dt+d^+d* (d_l) 

(c_2) exp : rataubat(d2,d'2,exp); 
Times 66 msec. 

l + d2 + d(l + d2)+d22 (d_2) 

If the simplicity of d2 is ignored, what can MACSYMA do with such an expression? 
This question is the same as asking what MACSYMA can do with general expressions. 

518 



MACSYMA has two useful functions, homer and optimize, which can be used to minim- 
ize operation counts in expressions. The following MACSYMA run illustrates the use of 
these functions. First consider Homer's rule: 

(c_l) eqn : d = tqrt(x' 2+ y' 2); 

(c_2) exp : »um(d'i,i,0,4); 
Time= 533 msec. 

(c_3) exp : horner(exp); 
Time=: 50 msec. 

rf^N/^+y2) (<i_l) 

l + d + d2+ä3+di (O) 

(<1_3) l+d(l + d{l + d{l + d))) 

If the value of d is substituted into the previous expression and the expression is 
expanded, the result will be a rather large expression. What can optimize do to recover 
the simplicity of the original expression? 

(c«4) «P • ev(expand(txp),eqn); 
Time= 550 msec. 

1 + x2-f- x4+ y2 + 2xV + y4 

+ \/(x2 + y2) + xV(;t2+y2) + y2\/(22 + y2) 

(d_4) 

(c_5) optimize(exp); 
Time= 3200 msec. 

block ((a,6,c],fl : x2,6 : y2,c : >/(a + 6), 

1 + a + ar4 +6 + 2o 6 + y4+c + a c + 6 c) 

(O) 

The last expression is a MACSYMA 6/odlr that will return the same value as exp. Unfor- 
tunately, the optimize function did not do quite what was expected; it is preferable that 
x4 be replaced by a2 and y4 by 62. Also, the example is bit unfair in that the optimize 
function was given the polynomial in the worst form that could be found. However, this 
does illustrate the point that it is a good idea to write expressions so that common 
subexpressions are easily reconized. Note that the computation time for the optimize 
functions was large compared to the other computations. 

The operation counts for the various forms of exp are (assuming that the 4-th powers 
are fixed up): 
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(5)         5 4 
(<L3)     5 5 
(d_5)     8 8 

Clearly there are a great many ways of writing expressions that involve distance 
functions. If the expression is rational rather than just a polynomial, and contains the 
distance function with several different arguments, the situation is even more difficult. 
In the toolkit, expressions are written in terms of the distance function (i.e. not using 
square roots) and then a variant of Horner's rule is applied to the expression. 

III. Determinants and Matrices In the FORTRAN code generation computations 
there are many two-by-two and three-by-three matrices whose entries depend on several 
parameters. The functions in the toolkit differentiate the matrices, powers and inverses 
of them, determinants, and powers of the determinants with respect to each of several 
parameters. In the following computation, the inverse of the determinant of a three- 
by-three matrix is computed explicitly. The result is then differentiated with respect to 
one of the entries in the determinant, and "simplified". In large computations, such 
simplifications are essential; here it causes problems analogous to those met in larger cal- 
culations. The denominator of the resulting large expression is the square of the deter- 
minant, a fact that can be discovered using the MACSYMA factor function. Note that 
the factoring uses more cpu time than any other part of the ca'culation. The remvalue 
function removes the value previously assinged to a variable. 

(c_l) m:matrix(fa, b, e],[r, s,(/,/*,& zj); 

a b c 
r s  t 
x y z 

(<U) 

(c_2) tvp : 'digDELTA'('l),x); 

JLJL 
dx A 

(<L2) 

(c_3) DELTA : expand(determinant(m)); 
Time= 283 msec. 

a$z-brz-atji + ery + btx-c$x (<L3) 

(c_4) eombine(expand(ev(exp, diff))); 
Times 1650 msec. 
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e9-bt/(a2$2z2 

-2abrs z2 + b2r2z2-2a2i tyz+2abrtyz 

+ 2aer»yz-2bcr2yz + 2abatxz-2b2rtxz 

-2a e82xz +2b e raxz + a2t2y2-2a c r t y2 

+ e2r2y2-2abl2xy + 2ae$txy+2bertxy 

-2e2rsxy + b2t2x2-2bcatx2+e292x2) 

(O) 

(c_5) !aetor(denom(%)); 
Tiine= 13483 msec. 

(aaz-brz-aty + ery + btx-cBxf (<i_5) 

(c_6) rtmvalue(DEL TA)i 

The next part of the calculation shows how to organize the above calculation so that 
the large denominator is avoided. The calculation is based on a well-known formula for 
the derivative of a determinant. Let m be a square matrix, m be the cofactor matrix of 
m, and A be the determinant of m. The element m,,- of the cofactor matrix is given by 
(-l),+; times the determinant of the matrix obtained by deleting the t-th row and j-th 
column from m. If superscript / stands for transpose, then m X m( = A/ where / is 
the identity matrix; that is, m(/A is the inverse matrix of m. The cofactor expansion 
of the determinant about the t-th row of m gives 

i 
(1) 

Differentiating this with respect to m,; gives 

dA 
dmu 

• = m, U (2) 

Let the function detr stand for the determinant of a three-by-three matrix and the 
function mmr stand for the determinant of a two-by-two matrix. The arguments of the 
function are the successive rows of the underlying matrix. The following MACSYMA 
computation illustrates this idea. 

(c_7) gradef(detr(a, b, e, r, », I, x, y, z), 
+ minr(i,t,y,z), •minr(r,t,x,z), + minr(r,$,x,y), 
-mifir(b,e,y,z), + minr(a,e,x,z), -minr(a,b,x,x), 
+ minr(b,e,»,t), -minr(a,c,r,t), + minr(a,b,r,s))$ 

(c 8) gradef(minr(a, b, r, »), + «, -r, -6, + a)$ 
(c.fl) exp : 'diff(DELTA'(-l),a); 
Time= 18 msec. 
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da A 

(c_10) DELTA : detr(a, b, e, r, $, t, z, p, zji 
(c_ll) evfexp, diff); 
Time= 150 msec. 

 ywi'nr^^y,^) 
" ^r(a,6,C,r,«,/,z,|f,z)2 

(O) 

Nun 

The reason for the simplicity is that the differentiation is done using gradef before the 
value of the determinant is specified. 

The problem of computing derivatives of the inverse of a matrix (rather than the 
inverse of the determinant of the matrix) presents a similar challenge. One way to 
proceed is to compute the inverse of the matrix and then differentiate. Note that this 
formula contains the inverse of the determinant, so the difficulty described above causes 
even more serious problems.  A better way to proceed is to use the known formula 

JLJL 
dt A 

I   dA   I 
A   dt  A (3) 

This allows the computation of the derivative before information about the inverse is 
used. This formula is used in a critical way by Steinberg and Roache10 (see Formula 2.8, 
page 257). 

IV. Finite Differences The toolkit must convert partial differential equations to finite 
difference form. This process can be illustrated using the elementary ordinary differential 
equation 

au" +bu' +cu=0 (1) 

where '   stands for differentiation and a, b, and e are constants. If simple second order 
centered differences are used, the finite-difference form of the above equation is 

/?.«,+, + c; «, + £.«, _,=0 (2) 

where R, C, and L are, respectively, the right, center, and left coefficients of the stenc;l 
for the difference equation. The toolkit is used to calculate the formulas for the 
coefficients of the stencil. 

The simplest way to do this in MACSYMA is to substitute finite differences for the 
derivatives, expand the result, and then collect the coefficients of the differences. The 
toolkit13 contains a function, difference, that returns centered differences, which is used 
here. 

(c_l) ode : a*diff(u(t),t,2)+ b*diff(«(t),t)+ e*u(t)=0; 
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(c_2) d[Oj i differenee(v,l); 

«~-«(0 + ft-^«(0+^(0=o (d_l) 

«.• (O) 

(c_3) d[lj: difference(u,l,l); 

«.+l-«.-i 

(c_4) d[2]: differenee(u,l,l,l); 

2h 

«. + r-2«l + u,_, 

(d_3) 

(<i.4) 

(c_5) deq : odet 
(c_6) for ü:2 »tep -1 thru 0 do 

deq: »vb9t(d[iijfdiff(u(t),t,ii),deq)$ 
Time= 283 msec. 
(c_7) deq : expand(deq); 
Time= 383 msec. 

-2l- + -^—— (d-7) 

6u.-i      a«.-i      n 

(c_8) stencil: eoefffdeq, u[i+ ij); 
Time= 66 msec. 

^=. (O) 

The reason for substituting for the higher derivatives first in line {c_6) can be found by 
reading the discussion of the derivsubst flag in the MACSYMA Manual. 

In the above computation, the substitution was performed before the coefTicients 
were taken. The order of these computations can be interchanged. 

(c 0) »tencil: »um( 
~ rateoefKdfiij^li-h lj)*eoeff(ode, diff(u(t),t,ii)) 

,".0,2); 
Time= 866 msec. 
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2l+F=0 ,d-," 
To get the correct coefficient in an expression in MACSYMA, the expression must be 
expanded or the command ratcoeff must be used. 

For such a simple problem, the two methods are equivalent. However, as the size of 
the differential equation grows and the space dimension increases, the second method is 
substantially more efficient because it eliminates unnecessary algebra. In the comments 
section of Steinberg and Roache10, it is pointed out that the Laplacian in general coordi- 
nates in three dimensions (in fully expanded form) contains ICH terms. For problems 
of this size, the first approach discussed in this section produced symbol code that ran 
for over 60 cpu hours1 . A combination of the ideas discussed in this paper reduced this 
runtime to 8 cpu minutes. 

V. Translating to FORTRAN In the FORTRAN codes it is necessary to numeri- 
cally evaluate many expression that are defined in terms of derivatives of more funda- 
mental quantities. In MACSYMA, these quantities are represented in terms of deriva- 
tives, while in the FORTRAN code the quantities are represented in terms of finite 
differences. Such quantities are evaluated by first approximating the derivatives of the 
fundamental quantity using finite differences and then representing the dependent quan- 
tities in terms of the finite differences of the fundamental quantities. This can be illus- 
trated by computing the Jacobian of a change of variables in three dimensions. 

Before the computation is started, the effect of the simp flag needs to be understood. 

(c_l) simp : false$ 

(c_2) l*S+0; 

13 + 0 (d_2) 

(c_3) %, simp; 

3 (d_3) 

Setting the simp flag to false inhibits all simplification; in the line (c_3) the expression is 
evaluated with this flag set to true. 

Also, the FORTRAN formulas for the finite differences are easy to generate using the 
difference function defined in the toolkit13 and the fortran function provided in 
MACSYMA. 

(c_l) fortran(coneat(x,l) = differenee(x,S,l)); 

xl = (x(i+l,j,k)-x(i-lJ.k))*(2*hl)**(.l) 
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Time= 600 msec. 

The symbol zl stands for the derivative of x(f,f;,f) with respect to its first argument. 

Here is the computation of the Jacobian of a transformation where (, q, and f are 
the old variables and x, y, and z are the new variables: 

(c_l) v : [x(xi, eta, ztta), y(xi, eta, zeta), 
z(xi, eta, zeta)ß 

(c_2) nt»; (xi, eta, zetaß 
{c_3) m[i,j] := difflvM, nu/jj); 
(c_4) m : genmatrix(m,S,S,l,l); 
Time= 366 msec. 

•jrAtnt) —Aivt) -j-titM) 

■jTiKltVid -jjiKCifid ^-y(^»/.f) 

'jjz(tn^) 7>i(lAl) -j-zitM) 

(d_4) 

(c_5) jaeobi: expand(determinant(m)); 
Time= 466 msec. 

^-ar(^»?.f)-j7y(f.»?,?)y-^(^»7,?) (O) 

•JT*{i*dmfi9i(*Sm]T*itMll 

+ jz*{t*fä-jr9U*dmjT*UJHll 

—]?*({*£ j79md-jTii(*4 

(c_6) var» : (x, y, zj$ 
Time= 33 msec. 
(c_7) for i thru S do for j thru S do ( 

tempi : eoneatfvaralijj). 
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iempS: difflv/ij, nvfjj), 
»imp: false, 
jaeobi: tub»t(templ, temp2, jaeobi), 
»imp : true, 
enddo/t 

Time= 983 msec. 
(c_8) »imp : fal»t$ 
(c_0) jaeobi; 

x3yl22 + {-l)xly322 + i-l)x3y2zl (d_9) 

+ x2y3zl + xly2z3 + (-l)x2ylz3 

(c_10) »imp : true% 
(c_ll) jaeobi; 

-x3y2zl + x2y3zl + x3ylz2 (d_ll) 

-Xly3z2-x2ylz3 + xly2z3 

The substitutions performed in line (c_7) replace derivatives by simple symbols. Con- 
sequently, the resulting expression cannot be simplified; it can only be written more 
compactly. However, the MACSYMA simplifier (see Section 3.3 of the MACSYMA 
Manual) will normally try to simplify the expression because MACSYMA does not 
know that no simplifications are possible. During the simplification attempt, the terms 
of the expression will be put into a canonical order. Because parts of the expression have 
been renamed, this can take considerable time. The »imp flag is used to prevent the 
irrelevant reorderings. 

VI. A Multlvariate Homer's Rule After using all of the above techniques in the 
FORTRAN code generation problems, many expressions are still present which are large 
sparse multivariate polynomials. The toolkit contains a function called homer» that 
chooses one of the variables in the polynomial and then uses the univariate MACSYMA 
homer function to write the polynomial in Homer's form. The coefficients of the result- 
ing expression, which are labeled with vtl, vl2, • • • , are again multivariate polynomials, 
with one less variable. The homer» function is recursively applied to the coefficients of 
the resulting polynomials until the coefficients contain at most two terms. 

The effects of this multivariate Homer's rule can be seen by applying homers to the 
square of the determinant of the three-by-three matrix from Section DI. The homer» 
function returns a list of formulas, so the MACSYMA function ldi»p is used to display 
the formulas nicely. 

(c_l) m ; matrix(/a,b,ej,{r,»,tj,[x,y,zj)$ 
(c_2) exp : vj2=expand(determinant(m)'2); 
Time= 1250 msec. 
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vj2 = 

e2$2x2-2bc$tx2 + b2t2x2-2e2rs*y 

+ 2bertxy + 2ae»txy-2abt2xy+e2r2y2 

-2a e r t y2 + a2t2y2 + 2b e r$ xz -2a e a2xz 

-2b2rtxz + 2ab»txz-2ber2yz+2aer8y z 

+ 2a b r t y z -2a2a t y z + b2r2z2-2a b r i z2 

+ a2a2z2 

{d_2) 

(c_3) result : hornera([exp]ß 
Time= 175450 msec. 
(c_4) for i thru Ungthfresult) do IdispfreaultfiJ); 

2..2 v(3 = «(«xz-2rxy) + rzy 

vtl4 = 2aty+2brz 

vtl2 — x(vtH-2b t x) + 2ary z 

vtl3 = y{2btx-2aty) 

vai = r(rn3-26ryz) 

vt2 = vtn + a(vtl2-2a8xz) 

vt6=t{tx2-2rxz)+r2z2 

vtl0 = 2ax + 2ry 

vt9=vtl0z 

vtS = t{vt9-2txy)-2raz2 

vtb = avtS 

Vt7 = t{ty2-2ayz) + a2z2 

vtA=a2vt7 

(e-4) 

(e«5) 

(e-7) 

M) 

(e_9) 

{e_10) 

(Ol) 

(e_12) 

(e_13) 

(e_14) 

(e_15) 

(e_16) 
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vtl = vt4+b{vtS + bvtt) (e_17) 

vj2 = vtl + e{vt2-\-e vt3) (e_18) 

Note the large amount of time required to do the Homer's calculation on this rela- 
tively simple expression. In addition, there are still a significant number of common 
subexpressions left in the resulting formulas. Note, for instance that r2 occurs in two 
different places. The problem of finding more sophisticated ways of evaluating such 
expressions is of continuing interest. 

VII. Large Coding Projects The toolkit is reasonably large; the MACSYMA source 
code requires about 70 kilobyte of storage and consists of 44 MACSYMA functions. Sec- 
tion 10.9 of the MACSYMA Manual* is called "Hints for Writers of Packages in 
MACSYMA" and contains several helpful ideas for managing projects of this size. In 
particular, the autoloading feature of MACSYMA, which is provided by the function 
aetup_autoload, is very useful. This function allows function definitions to be loaded 
automatically when they are needed. 

Suppose the current directory contains a file called f.mac that contains the 
definition of the function f(x): 

f(x) := x*3$ 

The following MACSYMA output illustrates how to autoload the definition of the 
function /. 

(c_l) f(S); 

(cJJ) »etup^avtoloadff.ffi 

(c_3) f(S); 
Batching the file f.mac 
Batching done. 

m (<u) 

27 (d_3) 

Notice that the file f.mac was batched. The batching process is rather slow for long 
function definitions. Loading can be speeded up by using a LISP version or an object 
version of the function definition. If the definition of the function / is currently in 
MACSYMA, then the command 

(c.i) mmtl*m 
will create a file with the name f.l that contains the LISP definition of the function /: 
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(defprop $f f autoload) 
(add2Inc '$f $props) 
(mdefprop $f ((lambda nil) 

((mlist) $x) ((mexpt) $x 3)) mexpr) 
(add21nc '(($f) $x) $functions) 

The LISP form of the function can be converted to object code using the LISP compiler 
LISZT; the object code will normally be put in the Gle named f.o. 

The object form of the function definition will load faster than the LISP form of a 
function definition, which will, in turn, load considerably faster than the MACSYMA 
form. The MACSYMA load function can load any of these files; it first looks for f.o, 
then for f.l, and finally for f.mac. 

Vin. Comments The toolkit of MACSYMA symbol manipulation programs was 
developed so that it could be used to write FORTRAN subroutines which are used to 
solve boundary-value problems for partial differential equations. The boundary-value 
problem solver has been used to model lasers5,6 and other physical devices. The solver 
uses finite difference techniques6,8 to solve the boundary value problem. The problems 
solved are interesting because they are posed in irregular regions and consequently the 
solver must generate a grid in the region, as well as solve the problem on the generated 
grid. The grids were previously generated using elliptic techniques and are now being 
generated using variational techniques. 

The global structure of the toolkit is straightforward. As mentioned before, the 
toolkit consists of 44 MACSYMA functions. The functions either implement a small 
portion of computations described in Steinberg and Roache12 or combine several func- 
tions to do a more complicated task. In general, it is possible to understand the 
MACSYMA code by following the mathematics12, the FORTRAN code listings14, and 
the symbol code listing13. This paper discusses the situations where the implementation 
is least obvious. 

Surprisingly, MACSYMA does not handle differentiation well. This point has been 
thoroughly discussed elsewhere2,15,1 . The problem has to do with the way that 
MACSYMA uses a dependencies (depends) notion to implement the chain rule for 
differentiation. This works well for the differentiation of known function, but not so well 
for general functions. The toolkit has to deal with many general functions, so this 
caused a substantial problem. 

The computations done in this paper were done on a Sun Microsystems workstation 
(Sun2/160) with 4 mbytes of main memory and a 380 mbyie (formatted) Eagle disk 
drive. The operating system is Sun UNIX 4.2 Release 2.0 which contains 4.2 BSD 
updates. The Beta Test Release 308.2 of Symbolics, Inc. MACSYMA was used to do 
the symbol manipulation. (The toolkit could be implemented in other symbol manipula- 
tion languages.) The MACSYMA output and this paper were prepared using text proces- 
sors tbl, eqn, and troff thai are part of the standard UNIX distribution. 
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A SELF-ADAPTIVE GRIDOING FOR INVISCID TRANSONIC PROJECTILE 
AERODYNAMICS COMPUTATION*** 

Chen-Chl Hsu and Chyuan-Gen Tu 
Department of Engineering Sciences 

University of Florida 
Gainesville, Florida    32611 

Extended Abstract.   A good grid system for the computation of complex 
fluid dynamics problems can be justified from the smoothness of grids, the 
orthogonality of grids, and the grid resolution adaptive to the solution In 
the physical  space.    In fact the use of an Improper grid can be detrimental  to 
the solution accuracy as well as to the convergence process of a solution 
algorithm.    An adaptive grid generation method proposed by Brackblll  [1] Is 
rather general and seems to be a very promising approach for complex flow 
problems.    In this method the governing differential equations for a 2-D 
adaptive grid are derived from extremlzlng the general functional 

I ■ / [(V5)2 + (7Ti)2]dQ * K ! U7l • VT,)2 J3dQ + x.   / wJdQ (1) 
Q 0 Q w Q 

in which £ and r\ are curvilinear grid coordinates while J is the Jacoblan of 
the transformation representing the grid size which can be made adaptive to 
the control function w(x,y).   The Integrals In Eq.  (1) are, respectively, 
smoothness, orthogonality, and grid resolution functionals.    Introducing 
characteristic quantities Lc, L» and Vl, the Lagrange's multipliers can be 
chosen as 

p p 
so that each integral has the same order of magnitude provided a and ß are of 
0(1).   Hence, the relative Importance of the three integrals to a grid can be 
identified from the value of a and ß chosen.    An application of the adaptive 
grid generation method to a 2-0 Invlscld supersonic flow past a step in a wind 
tunnel has been studied by Saltzman [2] and the results obtained showed that 
the adaptive mesh generator moves the computational grid with shock fronts and 
consequently enhances significantly the desirable resolution of the finite- 
difference scheme for the accuracy. 

We have investigated an application of the adaptive grid generation 
method to transonic invlscld flows past a secant-oglve-cylinder-boattail 
projectile with sting at zero angle of attack.   The control function for grid 
resolution is chosen as the computed pressure gradient while a conforming one- 
dimensional varlatlonal principle Is employed for boundary grid adaptation. 
We found that the grid generation method cannot provide good grids for use In 
a thin-layer Navler-Stokes code [3] which has an option for solving invlscld 
flow problems; consequently, a resulting grid has to be Implemented with an 
exponential clustering technique to provide good meshes near the projectile 
surface.    The results computed then were acceptably accurate and In good 
agreement with measured data reported In [4].   Moreover, for generating a 
better adaptive grid, we have modified the constrained varlatlonal principle, 

*** Complete paper has been submitted to International Journal for Numerical 
Methods In Fluids for publication. 
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Eq. (1) by considering variable parameters X   and ^ for enhancing grid 
resolution locally but assuming their variation zero; accordingly, local  grid 
spaclngs are chosen for the reference lengths L- and L. In Eq. (2).   A grid 
generation code has been developed and coupled to the Navler-Stokes code for 
self-adaptive grid generation and the numerical study conducted showed that 
the adaptive grid generation technique developed Indeed can provide, without 
any experimentation, good grids for the transonic projectile aerodynamics 
computation.    For Instance with a strategy of generating a new adaptive grid 
fixed at every 150 Integration time steps of the Navler-Stokes code, the 
results obtained for three flow cases (N   ■ 0.91, 0.96, and 1.10) showed that 
the computed surface pressure coefficient Is^ln excellent agreement with the 
reported measured data. 
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ABSTRACT.   A representative transonic flow, M, ■ 0.96, past a secant- 
oglve-c)»11noer-boattal 1 projectile model with sting at zero angle of attack 
has been considered for detailed Investigation on the application and 
Implication of the thin-layer Navler-Stokes approximation Implemented with the 
Baldwln-Lomax turbulence model for accurate prediction of the transonic 
projectile aerodynamics.   An axlsymmetrlc thin-layer Navler-Stokes code and a 
grid generation code obtained from the U.S. Arny Ballistic Rese& xh Laboratory 
are employed to solve the flow problem.   The numerical results obtained from 
the use of different hyperbolic grids show that the Navler-Stokes code can 
provide accurate surface pressure If a good grid Is provided.    The results 
also show that the accuracy of surface pressure Is very sensitive not only to 
the boundary grid resolution but also to the grid distribution In normal 
direction while the shear stress distribution In the shock-boundary layer 
Interaction region depends strongly upon the predicted shock location.   The 
Importance of a good adaptive grid Is evidenced from the computed results 
which show that the ratio of pressure drag to skin-friction drag can be off by 
as much as 40% from that of an accurate result. 

I.    INTRODUCTION.   An accurate prediction of the aerodynamic force and 
other flow characteristics Is essential to a better design of aerodynamic 
devices and flight vehicles.   For a practical aerodynamic problem, wind-tunnel 
experiments are traditionally performed to measure the aerodynamic force and 
other desirable flow characteristics.   With the rising cost of experimental 
measurements. It Is becoming extremely expensive to conduct parametric studies 
In a wind-tunnel; moreover, each test facility has a limited range of 
application and consequently certain flow conditions of Interest often cannot 
be simulated.   Hence, the numerical simulation of a complex aerodynamic 
problem, with recent advent of supercomputers, has been becoming an alternate 
approach to complement the wind-tunnel experiment for effective design. 
Recently a thin-layer Navler-Stokes code has been developed at NASA Ames 
Research Center for unsteady three-dimensional high speed compressible flow 
problems [1].   This code Is based on the Reynolds-averaged thin-layer Navler- 
Stokes equations for Ideal gas In a transformed boundary-fitted space and the 
transformed governing equations are approximated by Beam and Warming 
factorlzed finite difference scheme In which a second order Implicit (e.) and 
a fourth order explicit (cJ artificial dissipation terms have been adddd for 
controlling numerical stability of the solution algorithm.   The turbulence 
closure model Implemented Is a two-layer algebraic eddy viscosity model [2]. 
The Navler-Stokes code also has been simplified for axlsymmetrlc projectile 
flow problems [3].   Both of these codes have an option for solving Invlscld 
flow problems while a steady solution It resulted from a converged solution of 
the unsteady flow problem. 

The application of tht Navler-Stokes codes to transonic projectile 
atrodynamlc problems hat bean Investigated to some extent fay the U. S. Anqy 
Ballistic Research Laboratory [4-8].   The grid provided to a Navler-Stokes 
code It an axlsymmetrlc grid system formed by a sequence of planar grids 
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around the axis of a projectile model; the planar grid Is obtained from a grid 
generation code GRIDGEN which can give either an elliptic grid or a hyperbolic 
grid [9].    For a secant-oglve-cyllnder-boattall  projectile with sting at zero 
angle of attack, the published results showed that the computed surface 
pressure coefficient C. on the secant-ogive portion and boattall portion of 
the projectile agrees rather well with measured data but the agreement on the 
cylinder portion (shock wave-boundary layer Interaction region) Is not very 
satisfactory for some flow cases considered.    For the projectile model at two- 
degree angle of attack, the reported Cp-dlstrlbutlon agrees qualitatively with 
measured data but quantitatively the agreement over the cylinder portion and 
boattall portion Is not satisfactory at all. 

The published results have Indicated that the thin-layer Navler-Stokes 
codes can give acceptably accurate surface pressure for the complex transonic 
projectile aerodynamic problem if a good adaptive grid system is provided. 
However, the precise causes for the unsatisfactory results reported are yet to 
be investigated; moreover, no result on the skin-friction coefficient has been 
reported and discussed.   Therefore, the main objective of this study is to 
further advance our understanding on the application and implication of the 
thin-layer Navler-Stokes approximation Implemented with Baldwin-Lomax 
algebraic turbulence model  for accurate prediction of aerodynamic forces 
acting on a transonic projectile. 

II. THE FLOW PROBLEM.    A representative transonic flow of M   = 0.96 past 
a secant-ogive-cyl1nder-boattai1  (SOCBT) projectile model with stfng at zero 
angle of attack is considered for detailed investigation in this study.    The 
projectile model has a 3-callber secant-ogive part followed by a 2-caliber 
cylinder and a 1-calber 7-degree boattall which is further extended for 
another 1.77 calibers to meet a horizontal  sting.    The projectile model with 
sting has a total length of 16 calibers.    There are surface pressure 
measurements reported for transonic flows M^ = 0.91, 0.94, 0.96, 0.98,  1,10 
and 1.20 past the SOCBT projectile [5].    The flow problem considered is solved 
with an axisymmetric thin-layer Navler-Stokes code and a grid generation code 
GRIDGEN obtained from the Army Ballistic Research Laboratory.    It is mentioned 
in passing that an averaged-technique is used in the Navler-Stokes code for 
computing eddy viscosity, which results in Improper zig-zag eddy viscosity 
distributions.    Hence, the averaged-scheme for eddy viscosity has been deleted 
from the code in this study. 

III. RESULTS AND DISCUSSION.    An application of the Navi^-rtokes code 
for projectile aerodynamic problems requires that the user pro; Jv.; a planar 
grid.    In this study the planar grid provided to the Navler-Stokes code is a 
modified hyperbolic grid L10].    As indicated in reference [9], the grid 
resolution of a hyperbolic grid Is somewhat predetermined by the prescribed 
boundary grid distribution and the choice of a clustering function.    In the 
grid generation code GRIDGEN an exponential clustering function is employed to 
ensure sufficiently fine grid resolution for the viscous sublayer; however, 
other clustering functions such as a hyperbolic tangent can also be used 
[11].   Figure 1(a) shows a 78 x 28 hyperbolic grid obtained from GRIDGEN while 
Figure Kb) Is a 78 x 28 hyperbolic grid generated with the use of a 
hyperbolic tangent clustering function.    It is observed that the 
characteristics of the two clustering functions are exhibited In the 
distribution of normal grid points.   A number of different hyperbolic grids 
has been considered for the flow problem to Investigate the implication of the 
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Figure 1(b).    A 78 x 28 hyperbolic grid based on hyperbolic tangent clustering 
function. 
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Navier-Stokes approximation and its sensitivity to grid for accurate 
solutions. 

A very accurate solution has been obtained for the flow problem with a 
90 x 60 grid for a flow domain of about 4 projectile-length, i.e. STOT = 24. 
Figure 2(a) shows that the surface pressure coefficient, (L computed is in 
excellent agreement with measured data while the shear stress computed and 
presented in Figure 2(b) indicates that there is no flow separation on the 
transonic projectile surface.   A non-dimensional drag force, due to surface 
pressure, computed is D. ■ 40.28 for the 6-caliber projectile while the drag 
force resulted from the computed shear stress is Of ■ 20.53.    It shows the 
impctance of viscous flow computation for accurate aerodynamic force 
prediction. 

A finite-difference approximation for Navier-Stokes equations often 
requires artificial dissipations to control numerical  instability problem. 
In the axisymmetric thin-layer Navier-Stokes code, a second order 
implicit (cj) and a fourth order explicit (ey) dissipation terms have been 
added.    Henie, it is important to find out the effect of e. and e^ upon the 
accuracy of numerical  solutions.    Since the accurate solution computed is 
based on e. = 2eE = 4 At, the flow problem has been solved again with the same 
grid but e. - 2zc s 8 At.      The computed Cp, as shown in Figure 2(a), seems to 
agree very well feith the accurate solution; however, the resulting pressure 
drag force is D- = 32.91 which is 18% less than that of the accurate 
solution.    Figure 2(b) shows the difference on shear stress distribution but 
the resulting shear drag force is Of ■ 20.12. 

The effect of the averaged-technique originally implemented in the 
Navier-Stokes code for computing eddy viscosity also has been investigated. 
Figure 3 shows the distribution of eddy viscosity with and without the 
averaging scheme at three different boundary point stations identified in 
Figure 2.    It is clear that the averaged-technique yields imporper zig-zag 
distribution; however, it has negligible effect on the surface pressure.    In 
fact the computed C- distribution is almost exactly the same as that of the 
accurate solution snown in Figure 2(a) but the shear stress is consistently 
less than that of the accurate solution over the entire projectile surface. 
The corresponding drag forces are Dp • 41.41 and D^ ■ 18.99. 

For the sensitivity of solution accuracy to a given grid, the flow 
problem with the domain of STOT » 24 has been solved again with two additional 
grids.   The first grid is a 90 x 40 hyperbolic grid based on exponential 
clustering function while the second one is a 90 x 40 hyperbolic grid based on 
hyperbolic tangent clustering function.    For these two grids, the 
characteristics of normal grid distribution, similar to those shown in Figure 
1, are quite different.   The computed surface pressure presented in Figure 
4(a) shows that the grid resolution with 40 points in the normal direction is 
not sufficient; moreover, the smoother grid resulted from the use of 
hyperbolic tangent clustering function yields a better solution with 0- - 
27.38 than the other grid, D   =* 23.95.    The corresponding shear stress^given 
in Figure 4(b) clearly indicates that the shear stress is very sensitive to 
the computed pressure field in the shock wave-boundary layer interaction 
regions; however, the resulting shear drag is about the same, 20.05 and 
20.28.    It should be pointed out that a smoother grid does not always provide 
a more accurate solution.    In fact the flow problem with a domain of STOT ■ 18 
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Figure 4(a). Surface pressure coefficient computed with different grids. 
 s 90 x 60 grid from GRIDGEN;   : 90 x 40 grid from GRIDGEN; 
 : 90 x 40 grid based on hyperbolic tangent clustering function. 

6-1 
en 
♦    j 

UJ 

CO 

i. 

8- 

M.=   .96 

|IIIIIIIIHHIIIIIII[IIIIIIIIHII i ii ii in ii ii i 

X^D 

Figure 4(b). The corresponding shear stress distribution computed with 
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has also been solved with 78 x 28 grids shown In Figure 1,  and the results 
obtained shows that the smoother grid gives better result on the boattall 
portion out the other grid yields much more accurate solution on the cylinder 
jjorf.ion of the projectile. 

IV.    CONCLUDING REMARKS.    It  is concluded that the thin-layer Navler- 
Stokes .ipproxlmation wTth Baldwln-Lomax turbulence model can yield accurate 
solutions for transonic projectile aerodynamic problems without flow 
separation, provided a good grid system Is employed In the solution 
algorithm.    A good grid. In general.  Is characterized by the smoothness of 
grids,   the orthogonality of grids and the grid resolution adaptive to the 
solution fields.    For a projectile aerodynamic problem with separation, 
howtve»-,  the application of the Navler-Stokes equations Implemented with 
Balriv,in-Lomax turbulence model  for accurate prediction of aerodynamic forces 
Is yet  to be Investigated and verified. 

It  is acknowledged that this study was partially supported by a 1985 
USAF-UES mini-grant and the calculation was performed by a CRAY at Bell 
Laiui      u   ies with computer time provided by NSF throught Grant ECS-8515761. 
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ABSTRACT. Implicit, approximately factored, finite difference codes have 
been developed for solving the Navier-Stokes equations in general body-fitted 
coordinates. For a protuberance such as the rotating band on artillery shell, 
sharp geometric variations exist which make it extremely difficult to generate 
body-conforming grids while preserving the sharp corners. Using wrap around 
grids for such cases introduces geometric errors and may lead to degradation 
of computational efficiency and accuracy. This paper describes the develop- 
ment and applicatio' if a computational procedure using flowfield blanking to 
compute the flow Ovc. a rotating band at supersonic speed with no geometric 
error. 

I. INTRODUCTION. In recent years, a considerable research effort has 
been focused on the development of modern predictive capabilities for deter- 
nining the aerodynamics of projectiles^ Time-dependent Navier-Stokes computa- 
tional technique has been used1*2 to compute the flow over projectiles at 
transonic speeds. For supersonic flows, space-marching parabolized3 Navier- 
Stokes computational technique can be effectively used. However, this 
technique fails for flows containing separation regions in the streamwise 
direction. In such cases which are encountered frequently in projectile 
aerodynamic simulations, time-dependent Navier-Stokes technique can still be 
used.1**5 

The time dependent Navier-Stokes equations are solved in generalized 
body-fitted coordinate system. Many actual projectiles configurations contain 
sharp corners and 90° bends; in other words, sharp geometric variations exist 
on shell which make it extremely difficult to generate body-conforming grids 
while preserving the sharp corners. The grid lines are wrapped around the 
corners and in many cases, such wrap around grids are skewed near these 
corners and bends. Using such grids introduces geometric errors and may lead 
to loss in both the computational efficiency and accuracy. The purpose of 
this paper is to develop and apply a flow field blanking procedure which 
allows computation of practical flows of interest with no geometric error 
since it models the corners and bends exactly. 

To avoid geometric errors one can blank out the flow field in specific 
regions in the computational domain. Examples where such blanking can be 
useful are shown in Figure 1, Continuous straight line grids can be used for 
these cases and the hatched regions are the ones where the flow field is to be 
blanked out. This procedure, thus, preserves the sharp corners and bends. In 
addition to zeroing out the flow field inside the hatched regions, additional 
changes must be made in terms of boundary conditions on these zonal surfaces 
and the computational algorithm near these surfaces which are described in a 
later section. The simplest example to test this technique is the rotating 
band flow problem. The rotating band is a protuberance on the artillery shell 
and is primarily used to impart spin to the shell during launch.  In free 
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flight, however, it does contribute a small unwanted drag. A schematic of the 
rotating band flow field is shown In Figure 2. It shows the expected recircu- 
lation regions in front of and behind the band and the associated compressions 
and expansion waves. Numerical solution is obtained for this problem at M^ ■ 
3.0 and a = 0. 

II.    COMPUTATIONAL TECHNIQUE. 

A. GOVERNING EQUATIONS. The complete set of time-dependent 
jeneralized axisymmetric thin-layer Navier-Stokes equations is solved numeri- 
cally to obtain a solution to this problem. The numerical technique used is 
an implicit finite difference scheme. Although time-dependent calculations 
are made, the transient flow is not of primary interest at the present time. 
The steady flow is the desired result, which is obtained in a time asymptotic 
fashion. 

The azimuthal invariant (or generalized axisymmetric) thin-layer 
Navier-Stokes equations for curvilinear coordinates Ci n and e can be written 
as   I 

where 

3T       3C       3C 
H = Re-^ 

3? (I) 

t,  = c(x,y,z,t) is the longitudinal coordinate 

n ■ n(y,z,t) is the circumferential coordinate 

C ■ ;(x,y,z,t) is the near normal coordinate 

T = t is the time 

and 

q . J-I 

p 
pu 

pv 

pW 

e 

E = 

PU 
puU+Cxp 

pvU+Cyp 

pwU+CzP 

(e+p)U=5tP 

,  G = J"1 

pN 
puWHxP 

pvW+^p 

pwW+Czp 

(e=P)W-CtP 

H - J'l 

0 
0 
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♦ (y/3)Uxu + y + tzw)(i;xyc + Vc + ^"«^ 

The velocities 

u = 5t + 5xu + ^v + ^w 

V = nt. + nxiJ + nyv + nzw (2) 

W = i;t + cxu + i;yv ♦ czw 

represent the contravariant velocity components. 

The Cartesian velocity components (u, v, w) are nondimensionalized 
with respect to a^ (free stream speed of sound).   The density (P) is 

referenced to p^ and total energy (e) to Q^,,,2'     The local pressure is 

determined using the equation of state, 

P = (Y - l)[e - 0.5p(U2 + V2 + W2)] (3) 

where Y is the ratio of specific heats. 
While Equation (1) contains only two spatial derivatives, it retains 

all three momentum equations, thus allowing a degree of generality over the 
standard axisymmetric equations. In particular, the circumferential velocity 
is not assumed to be zero, thus allowing computations for spinning projectiles 
or swirl  flow to be accomplished, 

B. COMPUTATIONAL ALGORITHM, The azimuthal thin-layer Navier-Stokes 
equations are solved using an implicit approximate factorization finite dif- 
ference scheme in delta form,6 An implicit method was chosen because, for 
viscous flow problems, it permits a time step much greater than that allowed 
by explicit schemes. The Beam-Warming implicit algorithm has been used in 
various applications1"9 for the equations in general curvilinear coordinates. 
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The algorithm is first-order accurate in time and second- or fourth-order 
accurate in space. The equations are factored (spatially split), which 
reduces the solution process to one-dimensional problems at a g~ven time 
level. Central difference operators are employed and the algorithm produces 
b 1 ock tri di agona 1 systems for each space coordinate. The main computational 
work is contained in the solution of these block tridiagonal systems of 
equations. 

c. FLOW FIELD BLANKING. The idea is to avoid ge~netric errors that 
rnay arise from wrap around grids. Instead, we use straight line grids as 
shown schenatically in Figure 3. For the rotating band problem, the zone ABCD 
is part of the body and the flow field in this zone must be blanked out in the 
computational domain. As shown in Figure 3, the sharp corners and 90° bends 
ahead of and behind the band are preserved and no approximation is made. It 
is also necessary to apply boundary conditions on the zonal surfaces AB, BC 
dnd co. As an initial attempt, inviscid boundary conditions are used at these 
boundaries since the grid is rather coarse at these boundaries. In addition, 
at neighboring points to these boundaries, we use second-order spatial dif
ference and smoothing. The block tridiagonal matrix structure has been 
1110di fi ed for continuous integration sweeps through such zones. Although, we 
have only one zone for the rotating band case, changes have been made in the 
code to blank out multiple zones. 

III. RESULTS. All the numerical computations were made atM..,= 3.0 and 

a = 0. The projectile configuration with the rotating band that was used in 
this study is shown in Figure 4. This model is a cone-cylinder configuration 
1-1ith a 11 .1 ° cone angle. The band height is .04 D and the width is .505 1). 

The same model was used in the experimentslO which were conducted in the IJS 
Ar111y Chemical Research Deve 1 opment and Engineering Center's Supersonic Wind 
Tunnel. Surface pressure measurements have been made ahead of and behind the 
ba nd whi ch are used to compare with the ni.ITierical results. 

Si nee the freest ream flow is supersonic, the space marching Parabo 1 i zed 
Navier-Stokes code3 was used to compute the solution over the forebody of the 
projectile (See Figure 5). This generated a solution at a station 30 band 
heights ahead of the band which was then used as an upstream boundary con
dition for the computation of the flow field containing the rotating band. 
For this part of the flow field which includes the band, the unsteady or time
dependent Navier-Stokes computational technique described earlier was used. 
Such composite solution technique allowed a large number of grid points to be 
used in the vicinity of the band. 

The computational grid used for the nliTierical calculations is shown in 
Figure 6. It consists of 139 points in the longitudinal direction and 60 
points in the normal direction. The grid po.ints are clustered near the 
surface of the cylindrical part with a minim1111 spacing of .00002 n. The 
resolution of grid points on the top of the band is not as fine. Grid points 
in the longitudinal direction are clustered near the upst r.eam and downstream 
corners of the rotating band where appreci.able cha.n.ges in~ the flow vartables 
are expected. In Figure 6, the grid lines inside. the band are omitted to s,how 
the position of the band; however, in actual gri·d used in the cou1putations, 
there are continuous grid lines inside the band ' and those, are the lines ~her.e 
the flow field blanking procedure is used. 
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For comparison purposes, numerical solution is first obtained for iiow 
over the cylindrical part of the projectile without the rotating band at M^ = 

3.0 and a = Q. Computed surface pressure coefficient is plotted in Figure 7 
as a function of the longitudinal position. The computed result is in very 
good agreement with experimental data.10 

Numerical results obtained for the rotating band case are presented 
next. Figure 3a shows the velocity vector field in front of the band and as 
expected, it shows recirculatory flow in that region. The reverse flow region 
extends about four band heights ahead of the band. Figure 8b shows the 
velocity vectors behind the band. The flow seems to expand over a large 
portion of the band height. A smaller recirculation region can be observed. 
The flow expansions can be better seen in Figure 9 which shows the pressure 
contours for this case. One can also see a separation shock wave ahead of the 
band. The shock wave is located just ahead of the flow separation region. 
The surface pressure coefficient for the band case is shown in Figure 10 as a 
fjnction of the axial position. The solid line is the computed result, the 
dashed line is the result obtained for the case without the band and the 
circles are the experimental data for the band. There is a considerable 
change in the pressure due to the band. The sharp rise in pressure ahead of 
the band is associated with the compression waves which actually precedes the 
separation point of the boundary layer flow. The flow then expands near the 
corner and pressure drops. No significant change in pressure occurs on the 
top of the band. At the backward step of the band, the flow expands again 
which results in the sharp decrease in the pressure. This is followed by a 
more gradual return to the ambient pressure downstream. The computed surface 
pressure is in good agreement with the experimental data measured ahead and 
behind the band. 

IV. CONCLUDING REMARKS. Navier-Stokes computational has been used in 
conjuction with a flow field blanking procedure for numerical simulation which 
models the sharp corners and 90° bends exactly, thereby, avoiding any possible 
source of geometric errors. This procedure has been applied to the flow over 
a rotating band at supersonic speed. 

Computed results have been obtained at M^ » 3.0 and a = 0 and compared 

with available experimental data. The results show the recirculation region 
both ahead of and behind the rotating band as well as the associated 
compression and expansion waves. Computed surface pressure coefficient for 
both cases, with and without the band, is in fairly good agreement with the 
experimental data. The present numerical procedure is simple to use and seems 
to predict the flow field correctly. 
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Figure 8a. Velocity Vectors Ahead of the Band, M^ = 3.0, a = 0 
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IMPKUVED NUMERICAL PREDICTION OF TRANSONIC FLOW 

Jubaraj Sahu and Charles .]. Nietubicz 
Computational Aerodynamics Branch 

Launch and Flight Division 
US Army Ballistic Research Laboratory, LA6C0M 

Aberdeen Proving Ground, MD 21005-5066 

ABSTRACT. The time-dependent Navier-Stokes computational technique has 
been in general use at the Ballistic Research Laboratory to predict transonic 
flows over projectiles. Recently, efforts have been made to improve the com- 
putational efficiency of this code by analyzing and including a spatially 
varying time step and various improved artificial dissipation models. The 
combined effect of these changes has led to a significant gain in the robust- 
ness and convergence characteristics for steady state applications. These 
techniques have been used to compute the practical problem of flow over a 
projectile at transonic speeds. The results confirm the improvements achieved 
for such calculations. 

I. INTRODUCTION. In the last several years, computational aerodynamic 
capabilities have been developed and used to compute projectile aerodynamics 
at transonic speeds. These numerical capabilities^ use the thin-layer 
Navier-Stokes computational technique and have been applied to various 
spinning and nonsplnning projectiles at zero angle of attack. The time- 
dependent set of thin-layer Navier-Stokes equations are used and the solutions 
are marched in time until a steady state result is achieved. Since the pri- 
mary interest is in the final steady state result, it is desirable to achieve 
the converged solution as quickly as possible which depends on the computa- 
tional algorithm and also on the computational architecture used. 

The time-dependent Navier-Stokes codes can be vectorized to run on a 
vector processor on the Cray-XMP. A vectorized version of the code can run 
approximately 2-3 times faster than the original unvectorized code. Gain in 
computational efficiency can also be achieved due to improvements made In the 
computational algorithm. Use of a spatially varying time step, improved 
numerical dissipation models and implicit treatment of the boundary condition 
procedure are some of the techniques that can and have been used3*14 to Improve 
the overall efficiency of the computational technique. The combined effect of 
these changes have provided significant gain in the robustness and convergence 
characteristics for steady state applications which are of primary Interest to 
us. The purpose of this paper is to Incorporate a spatially varying time 
stepping procedure and Improved artificial dissipation models to a BRL time- 
dependent Navier-Stokes code1 for steady state applications in transonic 
projectile aerodynamics. 

The resulting solver has been used to compute transonic flow over a 
secant-oglve-cylinder-boattail projectile at M^ = .9^ and a = 0.  Computed 

results confirm the Improvements achieved for such calculations. A brief 
description of the governing equations and the computational technique is 
first given. The algorithm improvements used for transonic viscous flow 
simulation are then described. 
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II. GOVERNING EQUATIONS AKD COMPUTATIONAL TECHNIQUE. The Azimuthal 
Invariant (or Generalized Ax 1 symmetric) thin-layer Navier-Stokes equations for 
general   spatial  coordinates r., n, c can be written as:1 

d q + a.E f 3 G + H = Re'ia S (1) 

where ^ =  r.(x,y,z,t)  Is the longitudinal  coordinate 

n = n(y,z,t) is the circumferential coordinate 

6 ■ cCx.y.z.t) is the near normal coordinate 

T = t is the time 

and 

q.J-» pV 

pW 

e 

E  ■ 

PU 

PUU+4XP 

PVU+C p 

pwU+CzP 

(e+p)U-f,tp 

G = J" 
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piiWHxP 
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(e+p)W-^tp 

H = J-l 
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pV[Rfj('J-5t) + R^W.^)] 

-pVR(V-nt) -"p/R) 

S ■ 

r o 
nCC,,1 • 1/ • ^»^ • (u/3)(cxUc • r.yvc • r,z«rUx 

M(CX
2 ♦ C/ * CxOvr) • («^H^ + V« f ^w

cHy 

M(CX
2 *  y *  C/^ ♦  (u/3)(cxUc ♦ yc  ♦ ,zwrj)c2 

{Ux
2 ♦ cy

2 ♦ yitU/tXil1 » v^ ♦ w2)^ ♦ KPr-i (r-D-^a2)^ 

+ (u/3)(r.xu ♦ y + (jVK^ + Cyvc + c^)} 



The velocities 

V = nt + nxu   » n v ♦ nzw (2) 

W = r't + ^xu  f SV + CzW 

represent the contravariant velocity components. 

The Cartesian velocity components (u, v, w) are nondimensionalized with 
respect to    a^ (free stream speed of sound).    The density (p) is referenced to 

p^ and total   energy   (e)  to v^J-.    The  local   pressure is determined using the 
equation of state, 

P =  (Y -  l)[e - O.EP(UZ +  Vx + w2)] (3) 

where Y is the ratio of specific heats. 

In equation (1), axisymmetric flow assumptions have been made which re- 

sult in the source term, H. The details of how this is obtained can he found 
In Reference 1 and are not discussed here. Equation (1) contains only two 
spatial derivatives. However, it retains all three momentum equations and 
allows a degree of generality over the standard axisymmetric equations. In 
particular, the circumferential velocity is not assumed to be zero thus 
allowing computations for spinning projectiles to be accomplished. 

The numerical algorithm used is the Beam-Warming fully implicit, approxi- 
mately factored finite difference scheme. The algorithm can be first or 
second order accurate in time and second or fourth order accurate in space. 
Since the interest is only in the steady-state solution. Equation (1) is 
solved in an asymptotic fashion and first order accurate time differencing is 
used. The spatial accuracy is fourth order. Details of the algorithm are 
included in References 5-7, 

To suppress high frequency components that appear in regions containing 
severe pressure gradients, e.g., shocks or stagnation points, artificial 
dissipation terms are added. Different dissipation models have been used and 
are described in the next section. The best results were obtained with a 
switching dissipation model which is a blend of second and fourth order 
dissipation terms. This switching model is similiar to the model used by 
Pulllai3 and uses a fourth order dissipation in smooth regions and switches to 
a second order dissipation in regions containing high pressure or density 
gradients. Incorporation of this dissipation model has improved the quality 
of the results and has made the code mora robust. 
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III.    DISSIPATIJN MODELS. 

A.    ORIGINAL DISSIPATION MODEL.    The implicit approximately factored 

algorithm developed by Beam-Warming7 has the form 

[I  +  h6 An +  D-   ]  [I   + h6 Cn  -  hRe"1   6 J"1   Mnj  «- ^ ]Aqn 

S S S» v • 

-h[6in + 6 Gn - Re"1   6 Sn + Hn + D1* ] 

(4) 

where the explicit fourth-order dissipation is 

n'        -   -e   AtJ-l[(V  A   )2   ♦   (V   A   )2]J   qn 

and the implicit second-order dissipation terms are 

(2) 
D.     -  -eenU   M^A^J 

(a) 
\- -eeAtJ  ^Vc^  • 

The fourth-order explicit dissipation is used to control non-linear instabil- 
ities whereas the implicit dissipation is included to stabilize the explicitly 
treated fourth-difference terms. The parameter e is 0(1) and the parameter 

e^ • (2-3) E . If te is large enough, in most cases stability of the scheme 

can be maintained. However, increased explicit smoothing makes the solution 
less accurate and in many cases cannot eliminate the oscillations observed 
near the shock waves. An example of the type of oscillations which can be 
found with the central finite difference solution is shown in Figure 1, This 
figure shows a converged solution3 for an airfoil at M^ = O.ß and a = 0. The 

numerical oscillations in the vicinity of the shocks (X/C = .4 and .6) are 
apparent, 

B. SWITCHING DISSIPATION MODEL. One way to eliminate the 
oscillations near shocks Ts to use a second order numerical dissipation 
locally near the shocks and fourth order dissipation elsewhere. This Idea has 
been used by Jameson et al8 and forms the basis of this switching dissipation 
model. As an example, a second-order dissination was used3 in the region of 
shock wave for the flow problem of Figure 1 and the solution is shown In 
Figure 2, The oscillations at tte shock are eliminated and a smooth solution 
is obtained. 

As discussed in Reference 3, one can look at the upwind schemes as a 
guidance to how much dissipation is required. The upwind schemes have 
inherent dissipation and there is no need to add to numerical dissipation 
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explicitly. In Reference 3, it has been shown that the upwind flux split 
scheme of Steger and Warming"3 is equivalent to usimj a central finite 
difference plus some form of dissipation. For example, if the upwind scheme 
is second-order, it can be written as a central difference plus an added 
fourth-order dissipation 

3E 

U 

EJ+I 
2Af. 

i\\)2  |A|   q (5) 

where A    and 7    are one-sided forward and backward finite-difference operators 

(A u. = u.  .  - u. and 9 u. = u. - u.    ).       If     first-order     differences    are 

applied  in the upwind scheme,  then we gut a central  difference plus a second- 
order dissipative term. 

3E       E.       -  E.   , 1 
_ = _J11 JJ. (A vf)   |A|   q 
K 2AfJ 2A4       ' ^ 

(6) 

Generally, the best approach for an upwind scheme is to use a first- 
order difference at shocks and second-order elsewhere. As shown above, this 
is equivalent to using a second-order dissipation near the shock and fourth- 
order dissipation elsewhere for a central finite difference algorithm such as 
the one used in our unsteady codes. 

To mimmick the flux split upwind difference scheme, a second-order 
dissipation term is added to right hand side of Equation (4) which is given 
as: 

At 
7Ä5r 

J-J   p(A}(AfVr)J  q  . 

With  the  fourth-order dissipation   term  included,   the  full   dissipation   can  be 
written as: 

At 

J 
[6 l|>^ -6c     5AV J   q] (7) 

where   the   first   term   is   the   second-order   dissipation   and   the   second   term 
contains the fourth-order dissipation.    The coefficients <..       and e   are the 

associated   coefficients   for   the   second-order   and   fourth-order   dissipation, 
respectively.    Note that the fourth-order dissipation is non-linear,  in that, 
the coefficient   is  not  a  constant   and   is  scaled by  spectral   radius  llA^Jj. 
The two terms in Equation  (7) are of the form 6a63 where: 
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and a - ed ||^|    or    Ee 

3 = J q    or    JAVq 

For  automatic   switching  from  fourth-order  dissipation  to  second- 
order dissipation near shocks etc., we introduce a scaling. 

7Ap, 1      if ee > ed  ITST        (Fourth-Order) 
j 

0     if ee < ed  |I^|        (Second-Order)   . 
(8) 

With this switching built-in, the numerical  dissipation term in the streamwise 
direction, for example, can be written as: 

- l|Aj|[.5(gj+1 ♦ jjH^, - qj)(l -   ^2    J) - M9i ♦ lj.|) 

«4 " «J.!)» - iLli>i) - .t(iüLli)(|a qj+1 . H 1^ (9) 

where  q = J q,  Sj = G
d l^lj •  52 = VA 

IIAJI • max [(|r.x| ♦ Uz|)(l ♦ M^), 6.0] 

The dissipation term in the normal direction is similarly added. Here, the 
pressure gradient is used in the second-order dissipation term as opposed to 
the density gradient used in the longitudinal direction. 

IV. SPACE VARYING At. For projectile aerodynamics, the interest is 
generally In obtaining a final steady state result; therefore, we can use time 
step sequences or spatially variable time steps to accelerate convergence. 
For a fixed At, the Courar^ number is not uniform since the grid spacings vary 
from very fine to very coarse in the flow field region of interest. The use 
of a space varying At can thus, be interpreted as an attempt to use a more 
uniforiii Courant number throughout the field, 
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For an aerodynamic simulation whert- the yrid is highly stretched, we can 
use a purely geometric variation of At given as*: 

^ref 
At . 31 (10) 

1 + / J 

where J is the Jacobian of transformation.  The time step, h in Equation (4) 
is then replaced by At given in Equation (10). 

V. RESULT. The model used in the computations consists of a three 
caliber secant-ogive nose, a two caliber cylinder and a one caliber 7° boat- 
tail (See Figure 3). Surface pressure measurements have been made by Kayser 
et al10 for this projectile and are compared with the present and past com- 
puted results. For computational efficiency, the base flow is not included 
and the boattail is extended as a sting. 

The computational grid used for the numerical computations was obtained 
using a modified version of a hyperbolic grid generator.11 The full grid is 
shown in Figure 4 and consists of 123 longitudinal points and 56 radial 
points. The i,üinputational domain extends to about 3.6 body lengths in front. 
In radial direction and behind the projectile. An expanded view of the grid 
near the projectile is shown in Figure S. The grid points are clustered near 
the ogive-cylinder and cyl inder-boatl.ail junctions in the longitudinal 
direction. In the normal direction, the grid points are clustered near the 
body surface with a minimum spacing of .00002 D and are stretched out to the 
far field. 

All the computations were made at H = .98 and a « 0« The free stream 
Reynolds number based on the total length is 4.56 « 10fa. For turbulent flow 
computations, an algebraic turbulence model by Baldwin and Lomax11 is used. 
Computations are started from initial freestream conditions and are inarched in 
time to obtain the steady state solution. Figures 6 and 7 show the pressure 
contours and Mach contours, respectively for a converged solution obtained 
with the switching dissipation model. These figures show the qualitative 
features of the flow such as the expansions at the cylinder and boattail 
corners as well as the location of the shock wave that exist on the 
projectile. 

The next set of figures show the surface pressure coefficient as a 
function of axial position. The experimental result is indicated by circles 
whereas the lines represent the computed results. Figure 8 shows the time 
history of the solution at various time iterations using the old fourth order 
dissipation model. The expansions at the cylinder and boattail corners are 
clearly seen in the results and are quickly set in about 800 Iterations. The 
convergence is slowest near the shock wave on the cylindrical portion of the 
projectile and takes a large number of time iterations for the solution to 
converge. Figure 9 shows the result obtained with the new switching dissipa- 
tion model and varying time step procedure at 400 iterations. Although, this 
result has not converged, the solution agrees fairly well with the previous 
converged solution from Figure 8. The final converged solution, shown in 
Figure 10, is obtained after 600 times iterations with the improved version of 
the code.  This result is in excellent agreement with the experimental data. 
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The smoothing coefficients e and ed used in the switching dissipation model 

are .01 and 1.0, respectively for this result. 

The effect of these smoothing parameters on the numerical solution was 
investigated. First,     the     fourth     order     smoothing    coefficient, ed was 

changed.    The result is shown in Figure 11 and the effect of varying ed was to 

change the solution very minimally near the shock wave (X/D = 4.5), The 
overall accuracy of the solution is fairly good. Second, fourth order 
coefficient,    ee was    also   varied,   while   the    ratio   of   the   two    smoothing 

parameters was kept fixed. Again, the results do not show any significant 
change in the pressure distribution. 

VI. CONCLUDING REMARKS. The original time-dependent Azimuthal-Invariant 
Navier-Stokes code has been modified by including switching dissipation model 
and variable time stepping procedure. This improved version of the code was 
used to compute the flow over a projectile at M^ ■  .98 and a = 0. 

Significant improvements in the convergence characteristics have been 
obtained with the improved version of the code for steady state applications. 
The total CPU time has been reduced by a factor of three to obtain the 
converged result. In addition, the code is now more robust and is being used 
presently for other numerical  calculations. 

' 
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Figure 1.    Pressure Coefficient Showing Central  Difference 
Oscillations at Shock  (Reference 3) 
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Figure 5.    Expanded View of the firid Near the Projectile 
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NUMERICAL SOLUTION OF SYSTEMS OF PARTIAL 
DIFFERENTIAL EQUATIONS 

RICHARD E. EWING 
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LARAMIE, WYOMING 82071 

ABSTRACT. Complex physical phenomena involving transport of heat or 
fluids are often modeled by coupled systems of nonlinear partial differential equa- 
tions. The recent advances in computational capabilities with the advent of new 
computer architectures have allowed the incorporation of more physics into the 
models resulting in larger, more complex mathematical models. Research must 
therefore be increased in each phase of the modeling process utilizing physical, 
mathematical, numerical, and computational concepts. Transport dominated pro- 
cesses are notoriously difficult to treat numerically. Techniques for treating sys- 
tems of transport equations via a modified method of characteristics are presented. 
The flux or fluid velocity is very important to the flow directions required for the 
modified method of characteristics; mixed finite element techniques for obtaining 
accurate fluid velocities are presented. Also many physical phenomena have highly 
local properties which may move with time. Adaptive grid refinement methods 
are presented to resolve this important dynamic local behavior. Finally, the in- 
fluence of the computer architecture upon the development of efficient algorithms 
for large scale problems is discussed. 

1. INTRODUCTION. The need for the study and use of mathematics is 
growing and expanding extremely rapidly in response to the enormous recent 
development of computing capabilities. The use of complex models which incor- 
porate more detailed physics has necessitated more sophisticated mathematics in 
the modeling process. In this way a broader range of mathematics is needed for 
applications. In this paper, we shall discuss certain aspects of the expanding scope 
of mathematical modeling. 

The mathematical techniques which are used to model multicomponent or 
multiphase flow problems are representative of those needed for many other ap- 
plications such as chemically reacting or thermally driven flows and will be used to 
illustrate the role of mathematics in modeling. The advent of orders-of-magnitude 
better computing capabilities has allowed the modeling of more complicated phys- 
ical phenomena. We will indicate how this growth is changing the entire modeling 
process. 

Modeling of large-scale physical processes involves four major interrelated 
stages. First, a physical model of the physical processes must be developed incor- 
porating as much physics as is deemed necessary to describe the essential phenom- 
ena.  A careful list of the assumptions made in establishing this physical model 
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should be compiled together with expected properties of the process, such as bi- 
furcation or physical instabilities, that might be expected and should be modeled. 
Second, a mathematical formulation of the physical model should be obtained, 
usually involving coupled systems of nonlinear partial differential equations. The 
properties of this mathematical model, such as existence, uniqueness, and reg- 
ularity of the solution are then obtained and related to the physical process to 
check the model. This part of the modeling process becomes exceedingly diffi- 
cult with large coupled systems of nonlinear partial differential equations. Third, 
a discretized numerical model of the mathematical equations is produced. This 
numerical model must have the properties of accuracy and stability and produce 
solutions which represent the basic physical features as well as possible without 
introducing spurious phenomena associated with the specific numerical schemes. 
Obtaining asymptotic error estimates via mathematical analysis for the systems 
of equations is critical for accurate numerical simulation. Fourth, a computer 
program capable of efficiently performing the necessary computations for the nu- 
merical model is sought. Properties of the computer architecture to be used in the 
computation must be considered strongly in the development of efficient compu- 
tational algorithms. Although the total modeling process encompasses aspects of 
each of these four intermediate stages, the process is not complete with one pass 
through the steps. Usually several iterations of this modeling loop are necessary 
to obtain reasonable models for the highly complex physical phenomena involved 
in many applications. 

The aims of this paper are to introduce certain complex physical phenomena 
which need to be better understood, to illustrate aspects of the modeling process 
used to describe these processes, and to discuss some of the newer mathematical 
tools that are being utilized in the various models. The complexity of the models 
requires sophisticated mathematical analysis. For example, the increasing use of 
large, coupled systems of nonlinear partial differential equations to describe the 
flow of multiphase and multicomponent fluid systems is identifying very difficult 
problems in the theoretical aspects of the partial differential equations, the numer- 
ical analysis of various discretization schemes, the development of new, accurate 
numerical models, and the computational efficiency of discrete systems resulting 
from the discretizations. The interplay between the engineering and physics of 
the applications, the mathematical properties of the models and discretizations, 
and the role of the computer in the algorithm development is critical and will be 
stressed in this presentation. 

The modeling of many fluid flow problems involves very similar mathemati- 
cal equations. Examples of mathematical and related physical properties of these 
models which must be addressed include: (a) the resolution of sharp moving fronts 
in convection dominated convection-diffusion problems, (b) the stability and ac- 
curacy of discretization of highly non-self-adjoint differential operators, (c) the 
need to have very accurate fluid velocities which dominate the flow, (d) the need 
to model dynamic local phenomena which govern the physics, and (e) the empha- 
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sis on development of efficient numerical procedures for the enormous problems 
encountered. 

A model problem which illustrates many major numerical difficulties arising 
in fluid flow applications is presented in Section 2. The numerical stability prob- 
lems associated with this transport dominated system and the corresponding pure 
transport problem are discussed. A modified method of characteristics based on 
combining the transport and accumulation terms in the equation into a directional 
derivative along characteristic-like curves is then briefly described. The modified 
method of characteristics is heavily dependent upon having very accurate fluid 
velocities. Section 3 is then devoted to the description of a mixed finite element 
procedure which is designed to give approximations of the fluid velocities which 
are just as accurate as the pressure approximations, even in the context of rapidly 
changing fluid properties. The interaction between the computational efforts and 
associated error estimates is important. The need for adaptive local grid refine- 
ment methods to resolve certain dynamic, highly localized physical phenomena is 
described in Section 4. Important considerations such as a choice of versatile and 
efficient data structures and adaptivity techniques are discussed. 

2.  DESCRIPTION OF A MODEL PROBLEM AND THE MODIFIED 
METHOD OF CHARACTERISTICS.   A model system of equations describing 
multicomponent flow of an incompressible fluid [20,31,39] is given by 

k 
V\i = -V'-rrVp = q, xen,   teJ     (i) 

MI
6
) 

dc 
<f>— + v• [uc-D(u)Vc] = eqt xen,   te J     (2) 

u • n = (uc - I>(u) Vc] • n = 0, xedft, teJ       (3) 

c(x,o) = co{z), xen (4) 

for fl € IR2 with boundary dCl and J = [0, T], where p and u are the pressure and 
velocity of the single phase fluid mixture, c is the concentration of one component, 
9, the total volumetric flow rate, is smoothly distributed over fl, and D is assumed 
to be a diffusion-dispersion tensor given by [20,28,39] 

(D,-.(x,u)) = ^dm/+T—T       
1        2     + rr si5) \    VV   »    //       w~m |u| ^UlU2       ua   J       |u| \-UxU2       uf       J 

where u = (1*1,1*3), |u| is the Euclidean norm of u, dm is the molecular diffu- 
sion coefficient, and di and dt are the magnitudes of longitudinal and transverse 
dispersion. For many multiphase or multicomponent fluid flow problems. Equa- 
tion (1) would be replaced by some compressible or incompressible form of the 
Navier-Stokes equations of flow. The given form of Equation (1) results from an 
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averaging of the Navier-Stokes equations and is applicable in the context of flow 
through porous media. Equation (1) will be used for simplicity of exposition in 
this paper. In this application, <f> and k are media properties and /z is the fluid vis- 
cosity. Extensions of the concepts and techniques presented here to Navier-Stokes 
problems are possible. 

Equation (2) is an example of a transport dominated convection-diffusion 
equation. Since diffusion is small, the solution c exhibits very sharp fronts or con- 
centration gradients which move in time across the domain. The frontal width is 
very narrow in general, but must be resolved accurately via the numerical method 
since it describes the physics of the mixing zone and governs the speed of the 
frontal movement. Similar dispersive mixing zones are critical in the modeling of 
contaminant transport processes [1,2,25], combustion problems, and other appli- 
cations with moving, internal fluid interfaces. 

If the dispersion tensor in Equation (2) is ignored. Equation (2) becomes 
a first order hyperbolic problem instead of a transport dominated convection- 
diffusion equation. Standard highly accurate finite difference schemes for hyper- 
bolic partial differential equations are known to be unstable and various upstream 
weighting or "artificial diffusion" techniques have been utilized to stabilize the 
variant of Equation (2). The upstream weighting techniques introduce artificial 
diffusion in the direction of the grid axes and of a size proportional to the grid 
spacings. Thus, although this stabilizing effect would be small if very fine grid 
block spacings were used, the enormous size of many applications necessitates the 
use of large grid blocks and hence, large, directionally-dependent artificially in- 
duced numerical diffusion which has nothing to do with the physics of the flow. 
Two major problems in numerical flow simulation today are due essentially to the 
use of standard upstream weighting techniques. First, the upstream methods, by 
introducing a large artificial numerical diffusion or dispersion, smear sharp fluid 
interfaces producing erroneous predictions of the degree of mixing and incorrect 
frontal velocities. Second, the numerical diffusion is generated along grid lines and 
produces results which may be radically different if the orientation of the grid is 
rotated forty-five degrees. 

The use of physical intuition in determining a more accurate numerical scheme 
can be illustrated in this case. The physical diffusion-dispersion term displayed 
in Equation (5) is a rotationally-invariant tensor. Therefore, one way to stabi- 
lize the first order hyperbolic problem without introducing artificial directional 
effects is to use an "artificial diffusion" term of the form in Equation (5). The 
size of this term must then be closely considered in order not to diffuse fronts 
too badly. A consequence of this type of stabilization with finite difference dis- 
cretization means a nine-point difference star would be necessary to approximate 
the cross-derivatives accurately instead of the standard five-point star used in two 
space dimensions. In three space dimensions a twenty-seven point star would be 
necessary to replace a seven point star. If iterative solution techniques are being 
utilized, this greatly increases the solution times. This is a good example of how 

586 



decisions made in one part of the modeling process can greatly influence other 
parts of the problem. 

For more complex physical processes, the system of Equations (l)-(4) must be 
expanded to include mass balances from different components or different phases. 
The governing equations for combustion processes, for example, could involve 
coupled systems of several nonlinear partial differential equations of the form of 
Equation (2) depending upon the availability of oxygen, fuel, etc. The interaction 
between these coupled nonlinear equations can greatly affect the properties of the 
equations. Much work must be done to understand the mathematical properties 
of existence, uniqueness, and continuous dependence of solutions upon data for 
coupled systems of this form. Therefore, the improved computing capabilities 
which allow the numerical approximation of large, coupled systems of nonlinear 
partial differential equations, are necessitating the theoretical study of proper- 
ties of systems of these equations. The "applied" mathematician involved in the 
simulation must understand and be able to work with these "purer" areas if the 
modeling process is to be effective. 

The numerical analysis involved in rigorously obtaining asymptotic error esti- 
mates for even the model problem presented in Equations (l)-(5) requires various 
aspects of functional analysis and approximation theory. The order of the approxi- 
mations depends upon the use of fractional order Sobolev spaces and interpolation 
spaces. Although asymptotic error estimates are not particularly useful in obtain- 
ing realistic bounds for errors, they are very important in determining which 
techniques work better than others and why. The analyses involved in obtaining 
these estimates has greatly influenced our choice of numerical schemes. Similarly 
the analysis can help determine where special locations which yield supcrconver- 
gence results for the methods can be found. These superconvergence results are 
especially important for coupled systems of partial differential equations since the 
locations can often be utilized efficiently in quadrature rules to describe more ac- 
curately the coupling between the unknown variables. Asymptotic error estimates 
for the model problem appear in [28,30,31,32]. 

In [19,37], Douglas and Russell described a technique based on a method 
of characteristics approach for treating the first order hyperbolic part of Equa- 
tion (2). This technique, based on a form of Equation (2) which is analogous to a 
convection-diffusion equation, was implemented by Russell [37,38] and forms the 
basis for a particular time-stepping scheme which we have used effectively. 

In order to introduce a nondivergence form of Equation (2) that is used in 
our numerical methods, we first expand the convection (V • uc) term with the 
product rule and use Equation (1) to obtain 

dc 
t-zr + u • Vc - V • [D{a)Vc] = {e- c)g, 

at 
XGü, te J (6) 

where ^ = max{g,0}. To avoid technical boundary difficulties associated with our 
modified method of characteristics for Equation (6), in this exposition we assume 
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that n is a rectangle and that the problem given by Equations (1), (6), (3), and 
(4) is n-periodic. 

The basic idea is to consider the hyperbolic part of Equation (6), namely, 
<f>dc/dt + u • Vc, as a directional derivative. Accordingly, let 8 denote the unit 
vector in the direction of (ui,tt2,^) in fl x 'J, and set 

V(x) = (u1(x)2 + u2(x)2+^)1/2. 

Then Equation (6) can be rewritten in the form 

il*-^- -V - {DVc) + qc = qs. 
as 

(7) 

(8) 

Note that the spatial operator in Equation (8) is now self-adjoint, symmetric ma- 
trices will result from spatial discretization, and the associated numerical methods 
will be better behaved. Since iterative solution techniques are used to solve the 
nonlinear equations resulting from finite element discretization of Equation (8), 
and since symmetry is very important in any of the useful conjugate gradient 
iterative solvers, this change to symmetric matrices is very important. 

One critical aspect of the modified method of characteristics is the need for 
accurate approximation of the directional derivative dc/ds. Many methods based 
upon characteristics fix a grid at time tn~l and try to determine where these 
points would move under the action of the characteristics. These "moving point" 
or "front tracking" methods must then discretize Equation (6) and solve for the 
unknowns cn on a mesh of irregular or unpredictable nature. If too large a time- 
step is chosen, serious difficulties can arise from the spatial and temporal behavior 
of the characteristics. Front-tracking in two space dimensions is difficult while in 
three dimensions, it is considerably more difficult. For details of the discretization 
of dc/ds and the ideas for extending this method to higher space dimensions, see 
[29,30]. 

3. MIXED FINITE ELEMENTS FOR PRESSURE AND VELOCITY. 
Since both the modified method of characteristics and the diffusion-dispersion 
term in Equation (6) are governed by the fluid velocity, accurate simulation re- 
quires an accurate approximation of the velocity u. The coefficients k and /x in 
Equation (1) can change rapidly in space. In this case, in order for the flow to 
remain relatively smooth, the pressure changes extremely rapidly. Thus standard 
procedures of solving Equation (1) as an elliptic partial differential equation for 
pressure, differentiating or differencing the result to approximate the pressure 
gradient, and then multiplying by the rapidly changing function k/fi can produce 
very poor approximations to the velocity u. In this section a mixed finite element 
method for approximating u and p simultaneously, via a coupled system of first 
order partial differential equations, will be discussed. This formulation accurately 
treats the problem of rapidly changing flow properties. 
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The coupled system of first order equations used to define our methods arise 
from Darcy's Law and conservation of mass 

u = --Vp, 

V • u = 9, 

subject to the boundary condition 

u • n = 0, 

xen, 

xen, 

xean. 

(9) 

(10) 

(11) 

Clearly Equations (9)-(ll) will determine p only to within an additive constant. 
Thus a normalizing constraint such as /n p(x) dx = 0 or p(xa) = 0 for some xa e H 
is required in the computation to prevent a singular system. 

We next define certain function spaces and notation. Let W = L2{?1) be the 
set of all functions on 0 whose square is finite integrable. Let i7(div;n) be the 
set of vector functions v € (I'2(n)[   such that such V • v G L2(n) and let 

V = H(div;n)n{vn = 0   on an}. (12) 

Let (v.u;) = Jnvwdxt {v,w) = Jdnwvds, and ||t;||2 = (t;,u) be the standard 
L2 inner products and norm on fl and 90. We obtain the weak solution form of 
Equations (9)-(ll) by dividing each side of Equation (9) by k/n, multiplying by 
a test function v G V, and integrating the result to obtain 

(^u,v)=(p,Vv), v€ V. (13) 

The right-hand side of Equation (13) was obtained by further integration by parts 
and use of Equation (12). Next, multiplying Equation (10) by tu G W and inte- 
grating the result, we complete our weak formulation, obtaining 

(V-U,Iü) = (g,ty) weW. (14) 

For a sequence of mesh parameters /i > 0, we choose finite dimensional 
subspaces Vj, and Wh with Vh C V and Wh C W and seek a solution pair 
(Ufc; Pk) eVhxWh satisfying 

(^Uh,vh)-(Pfc,divvh)=0, 

(divUfc,u;fc) = {qtWh), 

yh 6 Vh,        (15) 

wh e Wh. (16) 

We can now complete the description of our mixed finite element methods with 
a discussion of particular choices of Vh and Wh.   Examples of these spaces are 

589 



presented in [33]. For problems with smooth coefficients and smooth forcing func- 
tions, standard approximation theory results show that, by using higher order 
basis functions, correspondingly higher order convergence rates can be obtained 
[17,18]. 

Special choices of basis functions for the Raviart-Thomas spaces [35] based 
upon Gauss-point nodal functions and related quadrature rules have significantly 
aided in the computational efficiency of these methods. For detailed descriptions 
of these bases and computational results, see [14,26,32]. The observed conver- 
gence rates matched those predicted in [17,18]. Also superconvergence results 
were obtained at specific locations which can be utilized in quadrature and re- 
duced quadrature considerations in the coupled systems described in Section 2. 

Since the set of equations (9)-(ll) will only determine the pressure to within 
an arbitrary constant, the algebraic system arising from our mixed method system 
(23)-(25) is not definite unless constants are modded out of the approximating 
space Wh for pressures. If the unknowns for the x and y components of the 
velocity are formally eliminated from the resulting system, one can obtain a set 
of equations for the pressure variable. The matrix arising in this problem is quite 
complex, but is comparable to a matrix generated by finite difference methods 
for the pressure [39]. Preconditioned conjugate gradient iterative procedures have 
been developed to efficiently solve this set of linear equations [26,41]. 

Techniques for coupling the mixed finite element procedures with a modified 
method of characteristics for the concentration in Equations (2)-(6) have appeared 
in the literature [23,29]. Asymptotic error estimates and convergence rates for this 
coupled procedure also appeared in [30]. 

4. ADAPTIVE LOCAL GRID REFINEMENT. Many of the chemical and 
physical phenomena which govern chemically reacting or thermally driven flow 
processes have extremely important local properties. Thus the models used in 
computer codes for these problems must be capable of resolving these critical lo- 
cal features. Also, in order to be useful in large-scale dynamic codes, these models 
must be self-adaptive and extremely efficient. The development of adaptive grid 
refinement techniques must take into account the rapid development of new, ad- 
vanced computer architectures. The compatibility of adaptive mesh modification 
algorithms with the intended computer is a critical consideration in the algorithm 
development. 

The flexibility to dynamically change the number of grid points and thus the 
number of unknowns in a problem can create difficulties in the linearization and 
linear solution algorithms. In particular, it is extremely difficult to vectorize codes 
with changing numbers of unknowns for efficient solution on vector machine archi- 
tectures. The ability to have truly local refinement and derefinement capabilities 
necessitates the use of a fairly complex data structure. A data structure with 
these properties has been developed and was described in the literature [15,21- 
24]. It is a multilinked list which utilizes various properties of the tree structures 
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presented in (36] and [7,8]. The structure allows efficient linear solution algorithms 
via tree-traveling techniques. Although these algorithms are extremely difficult 
to vectorize effectively, the tree structure lends itself well to parallelism at many 
levels. Development of codes for efficient use of MIMD (Multiple Instruction Mul- 
tiple Data Stream) architectures to parallelize the local grid refinement algorithms 
based upon a multiple linked-list data structure are under way [16]. Preliminary 
experience with the Denelcor HEP, an MIMD machine, in this context has been 
educational. Research in parallelization of these techniques will be continued on 
a new Hypercube, obtained through DoD funding. 

For truly general local refinement a complex data structure like those dis- 
cussed above and associated complications to the code are necessary. If local 
refinement is only needed in a very few special points, a technique termed patch 
refinement may be an attractive alternative. These concepts do not require as 
complex a data structure but do involve ideas of passing information from one 
uniform grid to another. Berger and Öliger have been using patch refinement 
techniques for hyperbolic problems using finite difference discretizations for some 
time [9,10]. 

The idea of a local-patch refinement method is to pick a patch that includes 
most of the critical behavior around a region with important local properties and 
do a much finer, uniform grid refinement within this patch. Given a uniform fine 
grid, very fast solvers can be applied locally in this region using boundary data 
from the coarse original grid. McCormick, Thomas and co-workers have used 
multigrid techniques to solve the fine-grid problem in a simple elliptic model [27]. 
They have addressed the communication problem with the coarse grid and have 
attained conservation of mass on their "composite grid." Extensions of their tech- 
nique, termed FCOM (fast composite mesh method), to more difficult problems 
are planned. 

Bramble, Pasciak and Schatz [10-12] have developed some efficient gridding 
and preconditioning techniques which can also be used in the local-patch refine- 
ment framework. Their methods have logically rectangular grids within the patch 
which can be solved very rapidly via FFT preconditioners. The important problem 
is the communication between grids. Recent work by Bramble, Pasciak, Schatz 
and Ewing [13] uses preconditioning for local grid refinement in a way to make im- 
plementation of the methods in existing large scale simulators an efficient process. 
These techniques, based upon finite element preconditioners, could help produce 
a major advancement in incorporating fixed local refinement methods in a wide 
variety of applications and existing codes. We also feel that these methods are 
sufficiently powerful to handle local time-stepping applications as well. 

The adaptivity of the local refinement methods must be driven either by a 
type of "activity index," which relays rapid changes in solution properties, or by 
some estimate of the errors present in different spatial locations which need to 
be reduced. Recently, locally-computable a posteriori error estimators have been 
developed by BabuSka and Rheinboldt [3-5], Bank [6], Weiser [40], and Oden [34]. 
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Under suitable assumptions, these error estimators converge to the norm of the 
actual error as the mesh size tends to zero. These a posteriori error estimators are 
extremely important for problems involving elliptic partial differential equations in 
determining the reliability of estimates for a fixed grid and a fixed error tolerance 
in a given norm. The error estimators are used to successively refine locally 
until the errors in a specified norm are, in some sense, equilibrated. Although 
these methods are very effective for elliptic problems, they are not efficient for 
large time-dependent problems where an "optimal" mesh at each time step is not 
"optimal" for the entire time-dependent problem. 

For hyperbolic or transport dominated parabolic partial differential equa- 
tions, sharp fronts move along characteristic or near-characteristic directions. 
Therefore the computed velocity determines both the local speed and direction 
of the regions where local refinement will be needed at the next time steps. This 
information should be utilized to help move the local refinement with the front. 
Although patch refinement techniques based upon characteristic-direction adapta- 
tion strategies do not determine a "locally optimal" grid, the waste in using more 
grid than necessary is compensated for by the overall efficiency. Use of a larger 
refined area and grid movement only after several time-steps is the technique that 
we are developing since efficiency is crucial in large-scale reservoir simulation. 

Variable coefficients in the partial differential equations significantly compli- 
cate local refinement techniques for finite difference methods. At present, tech- 
niques for weighting the finite difference stars based upon the varying coefficient 
values seem to be "ad hoc" and can often cause serious errors in the flow de- 
scription. Local refinement techniques with finite element methods always yield 
a straightforward way to evaluate and weight the coefficients and are, in general, 
much easier to apply. Thus the versatility of variational techniques often more 
than compensates for the slight addition in computational complexity of finite 
element methods. 
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ASYMPTOTIC SiABILITY OF VISCOUS SHOCK WAVES 

F. A. Howes 
Lawrence Livermore National Laboratory 

P. O. Box 808, L-321 
Livermore, CA 94550 

ABSTRACT. We present sufficient conditions for the asymptotic stability of steady 
solutions of initial-boundary value problems for parabolic conservation laws that model 
one-dimensional transonic flow in ducts of variable cross-sectional area. The stability 
conditions consist of the standard (Lax) entropy conditions for the associated hyperbolic 
system and a local dissipativity condition on the source terms. In the context of the duct 
flow problem the latter is a geometric condition that guarantees the asymptotic stability 
of the standing shock wave known to exist in the diverging portion of the duct. 

I. INTRODUCTION. The problem of determining the stability (or instability) of 
steady solutions of the equations of motion for a viscous, heat-conducting fluid has 
attracted the attention of many physical scientists and applied mathematicians since the 
basic equations were written down in the last century. In this paper we study the 
asymptotic stability of steady shock-layer solutions of hyperbolic systems of conservation 
laws to which have been added formally small terms representing the effects of viscosity 
and heat conduction. Our approach is to employ the usual inviscid entropy conditions 
(which are, of course, stability conditions [5]) in conjunction with a condition on the 
source terms in a neighborhood of the actual viscous layer, in order to estimate the size 
of an initial perturbation. Inside the layer we also make use of some asymptotic 
estimates on solutions of a steady equation resultinp from the balance between inertial 
and viscous forces. We are able to show that under the stated assumptions such a steady 
solution is asymptotically stable with respect to all sufficiently small perturbations in the 
initial data. 

This study was motivated by the recent papers [7,8], (2] which are concerned, in 
part, with the stability properties of standing transonic shock waves in the flow of an 
ideal gas through a duct of variable cross-sectional area. We therefore discuss in Section 
III how our result for the general problem, when applied to the gasdynamic model, 
guarantees the asymptotic stability of any standing viscous shock wave located in a 
diverging portion of the duct. As a prelude, we treat rather thoroughly in the next section 
an instructive scalar problem in order to illustrate our approach in a simple setting. 

II. A MODEL PROBLEM. Consider the following problem 

ut+ uux " r^u " ^xx' 0 < x < ^ t > 0. 

u(x,0,c) »<p(x.c), x in [0,1], (2.1) 

u(0,t,c) - a, u(l.t.c) = ß, t in [0,«°), 

where r, «p are smooth functions, e is a small positive parameter and a,ß are constants; cf. 
[4]. The inviscid (c = 0) version of (2.1) was considered by Embid et al. [2]. It is not 
difficult to see that the corresponding steady problem 
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eUxx = UUx"r(x)U'0<x<1' 
(2.2) 

U(0.c) = a. U(l.E) = ß. 

has shock-layer solutions U ■ U(x,c) connecting the inviscid branches UL(x):a«R(x) + a and 
UR(X):= R(X) - R(l) + ß, for R(x):= J§r(s)ds, provided UL and UR satisfy the entropy 
condition 

UL(x)>0>URrx)in[0,l]; (2.3) 

cf.[4], [2]. The location XQ of the shock layer is obtained from the Rankine-Hugoniot 
relation (UL + UR) (X0) ■ 0, that is, R(x0) ■ [R(l) - a - ßl/2, which may have more than 
one solution XQ in (0,1), depending on the form of r. 

Let us now test the stability of one such steady solution U(x,c), having a shock layer 
of width O(e) at XQ in (0,1), by introducing the perturbation w(x,t,c):= u(x,t,c) - U(x,c) into 
(2.1). The perturbation problem so obtained is 

wt + [(U + w)2 - U2]x/2 - r(x)w ■ cw^ , 
(2.4) 

w(x,0,c) = ^c), w(0,t,c) = w(l,t,c) » 0 , 

where «!»•■= 9 - U is the initial perturbation. Thus, in order to show that the standing shock 
U is an asymptotically stable steady state of (2.1) it is enough to show that w = 0 is an 
asymptotically stable solution of (2.4). We begin by examining first a small (two-sided) 
neighborhood A of XQ and noting that in A the initial value problem 

cWx = [(U + W)2 - U2]/2, W(xo,c) > |k|| „ . (2-5) 

has a positive solution W = W(x,c) which behaves like a 6-function peaked at XQ. More 
precisely, we have that 

W(x.c) - 0(W(xo,C)exp[-Y(x-xo)2/2c2]). (2S) 

for a known positive constant y, since (2.S) is a Bernoulli equation which becomes a linear 
equation in the variable 1/W. Using W we can now construct a barrier function for (2.4) 
that ensures the asymptotic stability of w = 0 in A, provided we assume also that 

r(x) < - v < 0 in A (2.7) 

for a positive constant v.  A suitable barrier function is 

Q(x,t,c):- W(x,c) •"•*, 0 < p < v , 

since - ß(x,0,c) < »|»(x,c) < fl(x,0,c), Qt + ^(x.Q.c) - r(x)Q - cQxx > 0 and (-Q)t + Qx{x,-Q,e) - 
r(x)(-Q) - c(-Q)xx < 0, for *(x,w,c):= Uw + w2/2.  To verify this it is enough to note that 
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ßt + [Uß + ßV2]x - r(x)fl - cflxx 

- e"pt{-pW + WW e"^1 - WW  - r(x)W} 

> We~pt{v - p - (1 - e~llt)Wx} 

>0 

in A if p and W(x0,c) are sufficiently small, since Wx(x,e) = OCWCXQ.C) [|x-x0|/e + 
^(xQ.eM/c). This estimate on Wx follows directly from (2.6) and the estimate -U(x,c) ■ 
Odx-XoJ/c), which holds in A. Consequently in a small neighborhood of the shock layer 
the solution of (2.4) satisfies 

|w(x,t.e)| <W(x.c)e~^t. 

and so w«0 (and hence, U) are asymptotically stable there with respect to all sufficiently 
small perturbations of the initial data. 

Away from the layer the analysis actually simplifies dramatically, thanks to the 
entropy condition (2.3). To see this we begin by recalling some basic results on the 
asymptotic stability of the trivial solution of the general problem 

wt + f(x,w,c)wx + g(x,w,c) ■ cw^, 0 < x < 1, t > 0 , 

w(x,0,c) - «Kx.c), w(0.t,c)« w(l,t,E) = 0 , 
(2.8) 

where g(x,0,c) = 0; cf. [4]. 

Lemma 2.1.  Suppose there exists a positive constant m such that for (x,w,e) in Q>:= 
[0,l]x[-6,6]x(0,co] 

Og/Sw) (x,w,e) > m > 0 , 

for 5 and c0 positive constants. Then the solution w of (i.S) satisfies 

|w(x,t,c)| < Ifljt""1 in [0,1] x [0»)x (0.eo] 

provided oo 2 <6. 

This is the familiar result involving "linearized" stability, and it follows by noting 
that ß(t):» ||H'll<«)e~mt is a barrier function for (2.8). The next result imposes a strong 
condition on the function f and a relatively mild one on g. 

Lemma 2.2. Suppose there exist positive constants k and ft such that for (x.w.c) in Q> 

|f(x,w,c)| > k > 0 and (ag/8w) (x,w,e) > - 1. 
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Then the solution w of (2.8) satisfies 

|w(x.t.c)| < Le"nt in [0.1] x [0.») x (O.EJ 

provided |H|» < 6. Here L:=||H'||«o(2e-x- 1) and n:-ft/(2e-x - 1), for X:» - l/k + 0(c) a 
negative root of the characteristic polynomial cX2 + kX + JL 

This result follows because the positivity of |f | and semiboundedness of gw allow us 
to convert the equation in (2.8), via an exponential change of variable (in x), into an 
equivalent equation whose g-part satisfies the positivity condition in Lemma 2.1; cf. [4]. 

Returning to the perturbation problem (2.4) away from the shock layer, we see that 
by virtue of the entropy condition (2.3) Lemma 2.2 applies immediately, since 

|f(x,w,E)| = |U(x,e) + w| is positive 

and 

|(8g/8w)(x,w,c)| = |Ux(x,e)-r(x)| 

is bounded outside of A, for all sufficiently small initial perturbations. We conclude 
therefore that an entropy-condition-satisfying standing shock wave solution of problem 
(2.1) is asymptotically stable provided the additional condition (2.7) is satisfied in a 
neighborhood of the viscous layer. Embid et al. [2] have shown that an entropy-condition 
satisfying inviscid standing shock is, in fact, unstable if this negativity assumption is 
violated. As we shall see in the next section, the negativity [positivity] of r models in a 
simple way the divergence [convergence] of a duct containing standing transonic shock 
waves. 

111. THE GASDYNAM1C EQUATIONS. In this final section we give a heuristic 
analysis of the asymptotic stability of a standing viscous shock wave in the diverging 
portion of a variable-area duct. The equations that model the transonic flow of an 
inviscid, non-heat-conducting gas in a duct of unit length written in divergence form are 
(cf. [6; Chap. 2], [7,8]) 

2 

pt + (pu)x + c(x) pu = 0 . 

(pu)t + (pu2 + p)x + c(x) pu'-O,   0<x<l,  t>0, 

(pE)  + (pEu + pu)   + c(x) (pEu + pu) - 0 , 

where c(x):= a,(x)/a(x), for a(x) the cross-sectional area of the duct, and p,u,p and E are 
the density, velocity, pressure and total energy of the gas, respectively. If we let v:» 
(p.pu.pE) denote the vector of conserved densities, f:= (pu.pu2 + p,pEu + pu) the vector of 
fluxes and g:= (pu,pu2,pEu + pu), then we can write these equations more simply as 

vt + f(v)x + c(x) g(v) - 0 . (3.1) 
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If we now assume that dissipative effects such as viscosity (vO and thermal conductivity 
(K) are small but nonzero, then we must add to the righthand sides of the second and third 
equations in (3.1) second-order terms proportional to p and K. The assumed smallness of 
these coefficients suggests modelling their presence by adding to the righthand side of 
(3.1) the formally small term eBvxx where 0<E«1 and B is a constant matrix whose 
eigenvalues have nonnegative real parts (cf.[9; Chap. 15]). Thus we are led to consider the 
following parabolic initial-boundary value problem 

vt + f(v)x + CM8M = eBv^, 0<X<1, t>0, 

v(x,0,e) = H'(x,c), xin[0,l] , (3.2) 

v(O.t.c) » vo, v(l,t,e) = v^ t in [0.«), 

as a model for time-dependent, one-dimensional transonic flow in a variable-area duct 
with prescribed supersonic inlet (x=0) and subsonic outlet (x=l) values of p, u and E. 

Let us focus our attention now on the steady-state solutions of (3.2), that is, on 
solutions of the boundary value problem 

cBVxx»f(V)x + c(x)g(V),0<x<l. 

V(0,c)-v0,V(l.C)-v1 

(3.3) 

as e-'O. Under various simplifying assumptions this problem is known to have solutions of 
shock-layer type in regions where the function c is either positive or negative; cf. [2], [3]. 
Such solutions represent standing shock wave solutions of the original gasdynamic 
equations (3.1) either with structure (if c>0) or without structure (if c=0). In particular, 
Embid et al. [2] give rather detailed results in the case of isentropic flow of an inviscid, 
non-heat-conducting (e=0) gas through the study of an algebraic equation (the Hugoniot 
curve) derived from solutions of the first-order system f(V)x + c(x)g(V) = 0. They prove 
the existence of standing shock waves in both the converging (c<0) and diverging (c>0) 
portions of the duct that satisfy the entropy condition 

uL-sL>0>uR-sR. 

Here s(:«(8p/3p)%) is the local speed of sound and the subscripts L and R denote the 
limiting values of the variables to the left and the right of the shock, respectively. In 
order to proceed with our analysis we assume that the problem (3.3) has a smooth solution 
V <■ V(x,c) as e->0 representing a transonic standing wave centered at XQ in (0,1), that is, 

VL(x).0<x<x0, 

lim V(x,c) 
CO 

VR(x), x0 < x < 1 

which satisfies the entropy condition 
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UL(x) > sL(x) , 0 < x < x0 ; UR(x) < sR(x) ,  x0 < x < 1 (3.4) 

for U(x) the (c-0) - limit of u(x,c). We claim that such a shock is asymptotically stable 
with respect to all sufficiently small initial perturbations provided the function c is 
positive in a neighborhood of XQ. 

To convince   ourselves   of  this  let   us   begin   by   examining  briefly   the  same 
initial-boundary value problem (3.2) for the general parabolic system of n equations 

vt + F^v)x + G(x,v) = cBvxx * 

under the basic assumption that its unperturbed (c»0) part is strictly hyperbolic and 
genuinely nonlinear. (Strict hyperbolicity means that the eigenvalues X(v) of the Jacobian 
matrix dF are real and distinct for all v of interest, say Xi(v)<X2(v)< . . . <Xn(v), while 
genuine nonlinearity is a generalization of the scalar notion of convexity to vector 
functions; cf.[5], [9;Chap. 17].) Suppose that the corresponding steady boundary value 
problem has a smooth solution V ■ V(x,e) with a shock layer at XQ in (0,1) which in the 
limit c-O is a standing k-shock (l<k<n) satisfying the Lax entropy conditions (cf.[5], [9; 
Chap. 15]) 

xn(VL)>...>xk(VL)>o>xk(vR)>...>x1(vR) 

^L^-^Vi^V^Vi^V^-^VV- 

If we now introduce the perturbation w:«v-V, then the resulting problem for w is 

wt + {F(V+w) - F(V)}x + G(x,V+w) - G(x,V) - cBw^ , 

w(x,0,c) ■ «Kx,c) := <p(x,c) - V(x,c), w(0.t,c) - w(l,t.c) - 0 , 

(3.5) 

(3.6) 

and so the asymptotic stability of V implies and is implied by the condition that 
lim ||w||oo=0. Now away from xn these entropy conditions imply the asymptotic stability 
of V; this was shown by Liu [7,8] for the gasdynamic equations (3.1). Thus we have only to 
show that in an immediate neighborhood A of XQ the perturbation w decays to 0 as t-«. In 
order to accomplish this we make the further assumption (cf.[l]) that the function G is 
locally "dissipative," in the sense that there exists a positive constant m such that 

2 . w • IG(x.V+w) - G(x,V)] > m||w|r in A , (3.7) 

for all w of interest.   Let us now proceed as in the previous section by looking for a 
solution in A of the initial value problem 

cBWx « F(V+W) - F(V),  ||W(x0. c)|| 
■ 

(3.8) 

In view of the entropy inequalities (3,5) the problem (3.8) has a solution W«W(x,c) as c-0 
such that Wi>0 and Wi=0(Wi(xo,c) expItYi(x-xo)2/2c2]) in A for known positive constants 
Yi(l5i<n)- Note that in contrast to the solution of the scalar problem (2.5) the solution of 
the vector problem has components which behave like inverted 6-functions as well as like 
the 6-function described by (2.6). It follows that each component of the gradient of W 
satisfies an estimate in A of the form 
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(3.10) 

Wu(x.c) = O(Wi(x0.e) [ | x-x01/e + W^eN/e) . (3.9) 

Using W we can construct the vector barrier function 

Q(x,t,c) := W(x,c) e^1, 0<q<m . 

Inserting Q into (3.6) gives us 

- qWe"^ + {F(V + Yfe^1) - F(V)}v + G(x,V + We"^) - G(x.V) = cBWvve"qt 
J\ AX 

or, by virtue of (3.8), 

- qWe"*11 + {F(V + V/e**1) - F(V)}v - [F(V + W)e"qt - F(V)e"qt]v 

+ G(x,V + We^S - G(x.V) = 0 . 

Now 

{•} - dFfVJWe"^ + i4P(W,W)e"2qt + 0(e"3qt) 
and 

{•] - dF^We"^1 + i4Q(W,W)e"qi , 

where P and Q are bilinear forms representing quadratic terms, and so the i-th component 
0^ {•}x - I'lx ls 0f ^e order 0(WiWiiXe~clt) in A. Thus if we take A sufficiently small we 
see from the estimates (3.9) that the gradient terms in the comparison equation (3.10) 
may be neglected to lowest order relative to the other three terms, that is, we can 
replace (3.6) with the simpler system 

wt + G(x,V+w) - G(x,V) - 0 . (3.11) 

Upon dotting both sides of (3.11) with w and using the stability condition (3.7) we find that 

04||w||2) t<-m||w||2. 

and so lim ||w|| =0 in A provided \\y\\ is sufficiently small.   Thus with the aid of the 
entropy conditions (3.5) and the dissipativity condition (3.7) we have outlined an argument 
suggesting the asymptotic stability of the steady shock solution V. 

Let us return finally to the duct problem (3.1) and see how this general analysis 
applies to the gasdynamic equations. For the sake of simplicity we consider isentropic 
flow, for which the eigenvalues of the corresponding Jacobian matrix df are XlMM and 
X2:»u+s. Here u is the velocity and s is the sound speed; cf. [7, 8]. Thus the isentropic 
system (3.1) is strictly hyperbolic, and by virtue of the entropy condition (3.4), we see that 

Xj^) > 0> Xj (VR), 0<X2 (VR), 

that is, the steady shock wave whose stability is being testing is a 1-shock (cf.(3.5)). It 
only remains to investigate under what conditions the term c(x)g(v) is locally dissipative in 
the sense of (3.7).   To this end, note that g(v) » (pu, pu2) may be written as u(p,pu) = 
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u(vi,v2), and so c(x)[g(V+w) - g(V)] - c(x)U(wi,W2) satisfies (3.7) provided c>0 in a 
neighborhood of the viscous layer, in agreement with the inviscid results of Embid et al. 
and Liu. 
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EXTENSIONS OF SARKOVSKH'S THEOBEM 

Nam P. Bhatia 

!Inivpr«äitv nf MarvlanH University of Maryland 

Baltimore County, Maryland  21228 

and 

Walter O. Egerland 

Ballistic Research Laboratory 

Aberdeen Proving Ground, Maryland, 21005-5066 

Introduction 

It is known that a four-periodic orbit may imply a three-periodic orbit and hence 

an n-periodic orbit for every n = 1,2,... [1, Theorem 2; 2, Theorem 3]. Such an orbit 

has, of course, not the same structure (or, as we say, is not of the same "type") as the 

four-periodic orbit that appears in the Sarkovskii ordering. To clarify the nature of 

such and similar implications that are not accounted for in Sarkovskii's theorem, we 

introduced the notions of loop and infinite loop. Our investigations in this direction, 

begun under the US Army Summer Faculty Research and Engineering Program 1983 

and continued in the 1984 and 1985 Program, showed that there is (i) an extension to 

the left in the Sarkovskii ordering and (ii) that there are infinitely many additional links 

within the ordering. The principal result. Theorem (SR), that summarizes this investi- 

gation, is stated in Section II. For this presentation wo have '"angled out some results 

from our more recent work associated with elementary orbits, i.e., orbits of a certain 

type we christened "elementary." A sequence of theorems delineating the properties of 

elementary orbits culminates in the complete ordering of these orbits. The ordering of 

N (N: = the set of natural numbers) for the elementary orbits is different from the Sar- 

kovskii ordering. Taking a few further steps, we arrive at Theorem (SRII), from which, 

as a corollary, Sarkovskii's theorem follows in a most natural way. 

605 



I.  Definitions and Notation 

1 

Let f: R -► R be continuous and x0eR. The orbit of x0 under f is defined as the set 

{x: x = r(x0), n = 0,1,...}, where, for every positive integer n, fn is the n-th iterate of f, 

f1 = f, and fVo) = x0. We shall write xn: = ffx,,) for a given x0eR and call x, X2, ' ■ • 

the successors of x0. A pre-orbit of a given x0(R is any (finite or infinite) sequence 

XQ, x,,, x_2,... such that f(x_n) = x^,,,,) for all n for which x_n is defined. The points 

X-ii x_2, •in any such sequence are called predecessors of x0. A point c0 is called crit- 

ical if f(c0) = c0, i.e., a critical point of f is a fixed point of f. A periodic point x0 of 

poriod p > 1 (p a positive integer) is a point for which the relations 

fp(x0) = x0, fk(x0^ 7^ x0, 1< k < p, hold. If x0 is a periodic point of period p, its orbit 

is denoted by (x0 x,, . . . , Xp,,). We shall denote the kth iterate of x0 under the func- 

tion   r   by   xk
m,   k = 0,l,....     Thus   xk

m: = (r)k(x0) = x^   and,   in   particular. 

m   v 0   xk   ■■ XQ for a" nonnegative integers k and m. 

Definition. Let f: R —► R be continuous and x0fR.   f has a loop of order n if x0 has a 

pre-orbit (x0, x^j,...^ n) such that either 

or 

x0 < x_n < x_(rM) <   • • •   < x_2 < x.! 

Xo > X_n > X.jn.,) >    • • •    > X_2 > X_, . 

f has an infinite loop if x0 has an infinite pre-orbit (x0, l.|,...flHB, • • •) such that either 

XQ <     ■ •   < x_n < x^,,.,, < < X_2 <  X  , 

or 

xo >   '    •   > x.n > l^n >  • • 
A loop of order (n-1) is called an n-periodic loop if x0 

> X_2 > X. 

x_ . -n 

Definition. A periodic orbit (x0, x,, • • • ,xn_,) of period n is called elementary if 

or 
X2„ <    •     •    < X4 < X2 < X0 < X, < X3 <    •     •    < X2k_i 
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*'>„>    •  ■       > X^  >  X2  >   X0 > X,  >  X3 >    • >  \-2k   ,, 

where is+l = k = — when n is even and v =   = k when n is odd. 
2 2 

An infinite pre-orbit ( x0, x_i, x_2) • • • ) is called elementary if the inequalities 

or 

X_2 < X_4 <        • '    < X0 < < X_3 < X_, 

X_2 > X.4 >    •     •    > X0 >       •       > X 3 > X 

hold. 

We adopt the following concise notation: we say property P(k) holds if f has a 

periodic orbit of period k. Thus P(l), Mk), E(k), L(oo), E (oo) mean that f has a critical 

point, a periodic loop of period k, an elementary orbit of period k, an infinite loop, an 

infinite elementary pre-orbit, respectively. Similarly Pn(k), Ln(k), En(k), Ln(oo), En(oo) 

shall mean that fn has a k-periodic orbit, k-periodic loop, k-periodic elementary orbit, an 

infinite loop, an infinite elementary pre-orbit, respectively. The implication "A implies 

B" is denoted by A -♦ B, and "A iff B" is denoted by A ^ B. 

II.  Sarkovskii's Theorem and Theorem (SRI 

Using the notation introduced in Section I, Sarkovskii's theorem and our refinement 

read as follows. 

Theorem (Sarkovskii). Let f: R —» R be contmaous.  Then 

P(3) - P(5) - P(7) - • • • - 

P(2-3) — P{2-5) — P(2 7) — • 

P(22-3) -^ P(22-5) -» P(2? 7) -» 

P(23)-*P(22)^P(2)-^P(1). 

-»■ 
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Thpnrpm (SR). Let f: R -» R be continuous.  Then 

L(oo)  • • • -» L{5) — L(4) - L(3) — 
P(3) - P(6) - P(7) -.•••- 

L2(oo) •   •  - L2(5) -* L2(4) - L2(3) *> 
P(2-3) -• P(2-5) -* P(2-7) -*•••-* 

L22(oo) • • •  - L22(5) -. L22(4) - L22(3) ^ 

P(22-3) - P(22-5) - P(22-7) -•••-» 
. . . 

... -+ P(23) -* P(22) -» P(2) - P(l). 

For the proof of Theorem (SR) the reader is referred to [3]. 

III.  The Hierarchy of Elementary Orbits 

Theorem 1. If f has an elementary orbit of period (2n-f-1), then it has two distinct ele- 

mentary orbits of period (2n+3), i.e., E(2n+1) -• E(2n+3), n=l,2, • •• . 

Theorem 2. E(2n-H) - E(oc), n=l,2,    • • . 

Theorem 3. E(oo) — l':(2m), m=l,2, • • • . 

Tlioorcm   t.  E(2m+2)  —>  I'^m),  m=l,2, • • • .   There exist two distinct  elemenWy 

orbits of period 2m if m=3,4, • ■ • . 

Combining these four theorems, we obtain the complete ordering of elementary 

orbits. 

Theorem | (The Complete Ordering of Elementary Orbits). 

E(3) — E(5) - E(7) -»•••-» E(oo) -»   •• ■   _ E(8) — E(6) -* E(4) — E(2) -> E(l). 

Consider now the complete ordering of elementary orbits for f, f2, • • • .f2", f2""*"1, • • • , 

Then the implications E(6) -♦ E2(3) and E2{2) -• E(2) provide the linkage shown in the 

following important result. 
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Theorem 6. Let f:  R -♦ R be continuous.  Then 

E(3) - E(5) -.  • • • E{oo) 

E2(3) ^TE
5
^-.  • • •  E2(oo) -^ 

E2n(3) -» E^ib) -» • • • E2n(oo) 

E(6) -* E(4) - E(2) - E(l) 

\ 
^ E2(6) - E2(4) - E2(2) - E2(l) 

\ 
£*(&) -• E2^) -^ E2n(2) - E2n(l) 

E!n+i(3j 4^^H(5) E2n+,(oo) E2n+,(6) - E::n+,( I) -* E0,+1{2) — E2n+,(1) 

That the Sarkovskii ordering is contained in the ordering established in Theorem 6 fol- 

lows from the implications P(2n-l-l) ~ E^n+l), E(2) ^ r(2), and P2(n) ^ P(2n), 

which, in turn, ensure that 

and 

E2n(2m+1) •* P((2m+l)2n) 

E2n(2) *♦ P(2n+,) 

In terms of properties P(k) and E(k) we have, therefore, the following relinoment of 

Sarkovskii's theorem. 

Theorem (SRH). Let f: R -> R be continuous.  Then 

E(6) - E(4) - P|2) - F(l) 

\ 
E2(6)-.E2(4)-P(22)^P2(1) 

\ 
(8) - E22(6) - E22(4) - P(222) - P22{1) 

\ 
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Poincar^ Maps of a Journal Rearing 
P. J. Hollis and D. L. Taylor 
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Abstract 

It is known that the model for a single unforced fluid film journal bearing shows Hopf bifurcation 
to both stable and unstable limit cycles. In certain parameter ranges, both limit cycles exist at the 
same time.. When a rotating unbalance is introduced into the system, it is expected that some period 
doubling bifurcations will occur as the amplitude of the forcing is increased. The Poincarä map generated 
by simulation of the equations of motion for the system is used to show these bifurcations for a particular 
bearing system. By varying system parameters, the Poincar6 map can be used to build up a catalogue 
of possible behaviors for the journal bearing system. At present, the range of possible behaviors is 
unknown. With the introduction of periodic forcing, many nonlinear systems are known to show chaotic 
behavior in certain regions of their parameter space. The Poincare map shows that apparently chaotic 
behavior is possible for the journal bearing system for certain sets of parameter values. 

Journal Bearing Equations 

Fig. 1 shows a rotor of diameter D and weight W spinning with angular velocity ft in a journal 
bearing of length L. The position of the rotor is given in polar coordinates by E and 4> and in cartesian 
coordinates by X and f, The clearance C is the difference between the radius of the journal and the 
radius of the rotor. The space between the rotor and the journal is filled with a fluid. As the rotor spins, 
pressure forces which support the rotor are generated. By solving Reynolds equation for this journal 
bearing system, the radial and tangential forces on the rotor, FE and F«, can be found. These forces 
can also be resolved into components Fx and Fy in cartesian coordinates. The equations of motion are 
most often nondimensionalized to reduce the number of parameters, [1], [2], [3], [4], [S], [6]. 

Using the finite model proposed by (2), the nondimensional equations of motion become 

/r =    4 [fl(ft XJ/j02 + a(gl )eÜ - ^/j1'] 

where 

r Im 
• «!+* 

« 
^  r1™ sin't 

/«.       (1 + 
sin' 6 cos" 0 ir = /       " .        " de 

£COS0)m 

*, = lan-. (—*U) 

, „     3(JC — tanhjc) 
x3 
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Figure 1, Bearmc gcemetr) for a single fluid film jotrr.a! bearing. 
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2 _ nq + e1) rrf r     1 1    I 
2     ID] Lvr=F   ^4=?] Si = 

2(^-7!)     i{tr- -72)1 

and 

yi = tan ' 

Yi ■ tan ' 

1 Vi- £ll 
L      £ 
rv4- TH 
L   £ 

The 7,   are often referred to as the bearing integrals. 
The nondimensional forces are expressed in cartesian form by using relations 

/, = -Vr(c,0.c.«)cos^+/,(£,^)c.^)sin0) 

fy - -{frie,t,e,(p)sin4 -/l(c,0,c,^)cos0) 

Thus, the nondimensional equations of motion in state variable form are 

-i I 

x 

1 
•A 

= f(x) 

The parameters to be used are the nondimensional running speed a), the bearing parameter mja and 
the finite length parameter LjD. The parameter mja describes most of the geometry of a particular 
bearing, while the parameter LjD completes the description. 

Hopf Bifurcations of Journal Bearings 

As the parameter a is varied, a Hopf bifurcation occurs. [1), [3]. 15), |6]. Fig. 2 shows the resulting 
stability boundary and bifurcation diagrams for the case LjD = 0. For m/a > 1.6, stable supercritical 
limit cycles are predicted, while unstable subcritical limit cycles are predicted for m/a < 1.6. Near the 
transition from stable to unstable limit cycles, two limit cycles are expected to exist at the same time, 
one being stable, the other unstable, [7]. Without resorting to the calculation of higher order terms 
for the bifurcation coefficients, conventional Hopf bifurcation theory gives no clue as to which of two 
possible bifurcation diagrams occurs. Fig. 3. Simulation of the equations of motion for certain parameter 
values shows that the stable limit cycle surrounds the unstable one, case (b) in Fig. 3. The Poincare 
map is used to examine this region in more detail. The bifurcation diagram can be built up, and the 
effects of speed changes can be seen more easily. The four dimensional system of equations reduces to 
a three dimensional Poincart map. an example of which is shown in Fig. 4. The X and Y coordinates 
correspond to the x and y coordinates of the equations while the Z coordinate corresponds to J in the 
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Figure 2. New stability boundary for i/D = o. 
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Figure 3. Possible bifurcation diagrams. 
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equations. The actual map used is to sample whenever y = 0 with y increasing. The three planar views 
X -Y, X-Z, and Y-Z are projections to two dimensions of the 3-dimensional view shown in the lower 
right. This X-y-Z view is a picture of the complete Poincard map with coordinates x, y, and x for the 
bearing system. 

It can be seen that there are three fixed points, one corresponding to the stable fixed point, one 
corresponding to the unstable limit cycle, and the other to the stable limit cycle. The top fixed point 
is the stable fixed point of the system and the lower one is the fixed point associated with the stable 
limit cycle. The middle unstable fixed point is the unstable limit cycle. Different point types represent 
solutions starting from different initial conditions, which are not shown. All the fixed points found and 
shown have periods within 1% of 4». By examining the map:: HS speed is varied, it turns out that most 
of the behavior lies on a 1-dimensional curve, which means that two of the eigenvalues of the map have 
very small magnitude. Neglecting these eigenvalues, looking only at the behavior along the curve, the 
effect of speed on behavior can be easily seen. Initially, there is only one fixed point, the stable fixed 
point of the original system. As speed increases, there appears a pair of fixed points, one stable, one 
unstable, which appear to diverge from a single point. They represent the appearance of the stable 
and unstable limit cycles below the critical speed. This pair of fixed points moves further apart until 
the unstable point meets the original stable fixed point at the critical speed. This corresponds to the 
unstable limit cycle shrinking down to the equilibrium point at the critical speed. Further increases in 
speed turn this into the unstable fixed point. The large amplitude limit cycle persists as a stable fixed 
point moving closer to the clearance boundary. 

It is now possible to generate a more complete bifurcation diagram. Fig. S, by using the fixed point 
information from the Poincari maps. The boundary of clearance is ± 1, and it is unstable. The force 
becomes infinite at the boundary and so, theoretically, collisions with the boundary are not possible. No 
account is taken of oil film breakdown or surface deformations. 

The program used to generate the Poincar6 maps is an interactive set of command level programs 
and Fortran programs allowing the user to choose initial conditions on the picture, to interactively change 
certain attributes of the individual curves and to easily change system parameters. It does suffer from 
the same drawbacks as simulation. A large number of initial conditions need to be tried to be certain 
of capturing all the relevant behavior and the simulations tend to be computationally slow, lessening 
the interactive nature of the program. The interactive nature of the program does allow more rapid 
investigation of interesting areas than some discretization of intial condition space, which would use a 
significant amount of time producing essentially equivalent sets of points. 

There are other methods for generating more complete bifurcation diagrams for autonomous sys- 
tems. Continuation methods such as those described by [8] and [9] can also be used to trace out 
branches of bifurcating steady state solutions. In fact, the method described by [9] can be used to 
trace out branches of periodic solutions of limit cycles arising from Hopf bifurcation. These methods do 
require having some initial solution such as a fixed point or limit cycle from which the method begins. 
Newton's method and some minimization techniques may also be used to find limit cycles but their 
implementation is sometimes difficult. 

Unbalanced Journal Bearing Equations 

The Poincari map does allow consideration of periodically forced systems. For the journal bearing, 
this is particularly useful since most bearing systems do suffer from some form of rotating unbalance. 
The nondimensional equations of motion for a journal bearing system with an unbalance rotating at the 
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same frequency as the rotor can easily be shown to be 

i 

i 
* = i 

/, + -j + a cos J 

■.fy+asini 

= f(x,0 

<uV(m/(T)" 

where a is a further nondimensional parameter representing the magnitude of the unbalance. 

Effect of Rotating Unbalance 

For this periodically forced system, the most natural Poincar6 map is to sample at period 2jt, the 
period of forcing. The journal bearing system transformed to an autonomous system of eqjations is 
really 5-dimensional (x,y,i,y,t)- The resulting map is a 4-dimensionaI map from phase space to phase 
space. To see the behavior requires further projections down to 2 or 3 dimensions. 

The unforced system with both large stable and unstable limit cycles existing below the critical 
speed. Fig. 4, will now have a rotating unbalance introduced. For small amplitudes of unbalance, it is 
seen that the behavior of the system is still close to that of the unforced case, except that the stable fixed 
point at the top now corresponds to a small amplitude orbit of period 2JI. The other two fixed points 
have period 4«. As the amplitude of forcing is increased, the top two fixed points tend towards each 
other. The 2ff-periodic stable point is approaching the 4;r-periodic unstable point or the 2/r-periodic 
stable orbit is approaching the the 4^-periodic unstable orbit. Fig. 6. By a = 0.016, Fig. 7, the two points 
have coalesced into a single unstable saddle point of period 2T. AS the forcing is increased further, the 
2^-periodic unstable saddle point moves closer to the 4^-periodic stable fixed point, or, in the original 
configuration space, the unstable orbit is approaching the large stable orbit, Fig. 6. By a = 0.17, the 
orbit has changed from one large orbit with no loops to one with a loop in it. Fig. 6. Further increasing 
the magnitude of the unbalance, the two fixed points of the stable orbit have coalesced with the saddle 
of the unstable orbit to form a single stable fixed point of period 2n with two negative real eigenvalues. 
On the ix,y) plane, the inner loop of the stable 4^-periodic orbit appears to have coalesced with the 
outer loop to form a single ^-periodic orbit. The Poincarg maps for this system all seem to lie almost 
on a plane, indicating that one of the eigenvalues of the map remains very small. If Fig. 6 is looked at 
in reverse order, two period doubling bifurcations can be seen to occur. The stable orbit of period 2T 

bifurcates to a stable orbit of period An and an unstable orbit of period 2n. Then, the unstable orbit of 
period 2» bifurcates to an unstable orbit of period 4n and a stable orbit of period 2n. 

Conclusions 

By generating such Foincard map pictures over the parameter space of the bearing system, a cata- 
logue of all the possible behaviors could be built up. The boundaries separating topologically different 
behavior could be easily seen. It would be an extremely tedious task running enough cases over the 
entire four parameter space to capture all the possible behavior types which are expected to range from 
very simple to very complex. At present, it is unknown just what are all the possible types of behavior. 
Fig. 8 shows some complicated behavior for the journal bearing system. The map appears to have no 
periodic points but there does appear to be some structure. All the points tend to lie along some form 
of curve, suggesting at least two dominant frequencies in the response. The trajectory in the (x,y) 
plane for t from 400 to 800 is shown in Fig. 9. Most of the time, the trajectory is almost circular, but 
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Fi8ure 6. Effect of a on the periodic orbits: i = o. - = 0.5. «= 2.7. 
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Figure 8. Complex behavior of journal bearing using map with period 2«: — = 0, — = 500, «u = 3.5, 
a = 0.31. 
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Figure 9. Trajectory from < = 400 to / = 800. 
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an extra small loop seems to occasionally appear, grow and disappear again. The frequency content 
of the trajectory in this time period is shown in Fig. 10. The trajectory is mostly composed of three 
main frequencies (the forcing frequency 1, and the subharmonics ? and r) and some smaller amounts 
of frequencies between these. This behavior seems to exist only for a narrow range of parameter values. 
Small changes in a can cause only periodic motion to appear. 

Once the fixed points of the Poincar£ map are known, it is possible to define their various regions 
of attraction. For a two dimensional phase space, it is a straightforward task to check where each inital 
condition point goes and mark it accordingly. In 3 dimensions or higher, the visualization is much more 
difficult since the regions of attraction are volumes and the number of initial condition points to be 
checked increases dramatically. For the case of nonperiodic behavior such as in Fig. 8, it is not so clear 
how to interpret where the trajectory is going. There may even exist periodic fixed points for some 
trajectories. 

The Poincar6 map may be useful in examining the structure of the nonperiodic behavior of journal 
bearing systems. It may also suggest a type of underlying simpler model which has similar behavior to 
the original system. For example, it may be possible to find a lower dimension model for the bearing 
system which captures the same nonlinear behavior. If the Poincari map is planar, the minimum 
dimension of the system which could produce it is three. For some cases, it might be possible to perform 
coordinate transformations to produce an approximating three-dimensional system. The planar nature 
of the Poincar£ map is also suggestive of a large parameter in the original equations. This parameter 
may give ways of simplifying the equations to lower order. Also, the Poincar£ map may be used to 
compare various models to ensure they do all show the same nonlinear responses. 
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Figure 10. Frequency content of orbit from / = 400 to t m 800. 
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ABSTRACT 

Spin-stabilized projectiles with liquid payloads can experience a severe flight instability 
characterized by a rapid yaw-angle growth and a simultaneous loss in spin rate. Labora- 
tory experiments and field tests have shown that this instability originates from the 
internal fluid motion in the range of small Reynolds numbers. In earlier work, we 
developed a simple model of this flow based on linearized equations for the deviation 
from solid-body rotation in an infinite cylinder. Here, we perform a perturbation 
analysis in order to estimate the effect of nonlinear terms. Beyond a small correction of 
the axial velocity component, we obtain radial and azimuthal components of the velocity 
field in agreement with computational results for the core region of a finite-length 
cylinder. The analytical results are exploited in the design of a spectral Navier-Stokes 
solver for the steady motion in a finite cylinder. A first raw version of this spectral code 
provides flow field and pressure distribution in a small fraction of the computer time 
required by existing codes. We report some results and discuss possible refinements of 
this code. 

1.  Introduction 

It is well-known that spin-stabilized shells carrying liquid payloads can suffer a 
dynamical instability which results in an increased coning (or yaw) angle and a simul- 
taneous loss in spin rate. Laboratory experiments, computational results, and field tests 
indicate that these phenomena arise from the coning-induced fluid motion in a limited 
range of small Reynolds numbers. Although in special cases this instability has been 
removed by trial and error, future design of reliable projectiles would profit from the 
opportunity to estimate the liquid moments, and to include these moments in flight 
simulators. The empirical data base [l, 2] is sparse, however, and computational 
methods in use [3, 4, 5] are rather demanding. 

Our theoretical analysis of this problem serves on one hand to gain insight into the 
anatomy of the flow phenomena and to support the ongoing experiments. On the other 
hand, it promotes our efforts to develop a more efficient code for the numerical simula- 
tion of the flow in a finite container. While the analytical work aims at the velocity field 
in the core region of a sufficiently long cylinder and on the viscous components of the 
moments, in particular the viscous despin (negative roll) moment, the computational 
work also captures the flow near the end walls and the pressure contributions to yaw 
and pitch moments. 

Our previous work [6] shows that the deviation from solid body rotation is 
governed by a small parameter e = fl smO/co involving the nutation rate Q , the nuta- 
tion angle 9, and the spin rate w.   The solution of the linearized equations consists of 
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only an axial component of S|4cf 0((). This axial flow is the dominating feature of the 
fluid motion and produces a negative roll moment of order 0{c2) owing to Coriolis 
forces. Although these results are in reasonable agreement with experimental and com- 
putational data, one may anticipate modifications of velocity field and roll moment if 
nonlinear terms are taken into account. Estimates of these nonlinear effects are desired 
in order to support previous results and to verify our conclusion that the three- 
dimensional flow field in a finite-length cylinder is essentially given by the solution of 
linearized momentum equations. In the following, we perform a straightforward pertur- 
bation expansion for the nonlinear problem. We develop and solve the equations for the 
flow in an infinitely long cylinder up to order 0{e3). A closed-form solution is given for 
the radial and azimuthal velocity components at second order. The third-order equa- 
tions are solved numerically. 

The perturbation solution also provides estimates for the number of expansion 
functions required for accurate spectral representation of the radial (r) and azimuthal 
{4>) structure of the solution. A spectral code appears as an attractive alternative to the 
existing Navier-Stokes solvers. The finite-difference code developed at Sandia Labora- 
tories |3, 4] exploits Chorin's method of artificial compressibility. The steady solution at 
11 X 24 X21 grid points in r , 0, z-direction is obtained by integrating over typically 
104 time steps, a task that requires 68 minutes of CPU time on an IBM 3090. The result 
consists of 22,000 plus values for the velocity components vr, v+, vt and the pressure p 
that can be utilized for a calculation of the moments. Strikwerda & Nagel [5] describe a 
code using finite differences in radial and axial direction and pseudospectral differencing 
in the azimuthal direction. Nonuniform grids are introduced for increased resolution 
near the walls. The difference equations are solved by an iterative method based on suc- 
cessive over-relaxation. The computer time required is comparable to that of the Sandia 
code (Nusca, BRL, personal communication). Although the relative merits of the two 
codes, especially with respect to the captured range of Reynolds numbers are yet in the 
dark, it seems well possible to beat both of these codes in two respects: computer time 
and adaptability to the unsteady problem. 

For a feasibility study, we have pursued a simple concept that is open to numerous 
refinements. We use Chcbyshov-Fouricr-Chebyshev expansions in r,<f>,z, respectively, 
and convert the linearized equations into a linear algebraic system for the expansion 
coefficients. The solution of this system (or any other solution at neighboring parame- 
ters) is used as initial approximation for iterative improvement by the modified Newton 
method. The experience with this code is encouraging with respect to accuracy, 
efficiency, and robustness. 

2.  Governing Equations 

We consider the motion of a fluid of density p and viscosity /x in a cylinder of 
radius a and length 2c that rotates with the spin rate a; about its axis of symmetry, the 
«-axis. We consider the motion with respect to the nutating coordinate system x ,y, z . 
This system is obtained from the inertial system A", y, Z by a rotation with the nuta- 
tion angle 6 about the axis Y = y Therefore, x is in the Z, 2-plane, and this plane 
rotates about the Z-axis with the nutation rate Q . The two axes of rotation intersect 
in the center of mass of the cylinder. We consider u; > 0, I) , and 0 < Ö < 7r/2 as con- 
stant. 
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The fluid motion is governed by the Navier-Stokes equations written in the nutat- 
ing coordinate system: 

p\^r- + m x vn +n x {nxT)] = -vPn+nv2vn , (la) 
Dt 

vVn=o. (lb) 

V,, is the velocity measured in the nutating frame, Pn the pressure, and r the position 
vector. Equations (1) are subject to the no-slip and no-penetration conditions at the 
cylinder walls. 

It is convenient [6j to split the velocity and pressure fields according to 

Vn -V, +V, ,  Pn -|»   +  Pd , (2) 

where V,, Pt describe the state of pure solid-body rotation, whereas V^, Pj represent 
the deviation from solid-body rotation. The deviation Vrf and the reduced pressure Pd 

are ultimately responsible for the observed flight instability. 

The equations for V^ , Pd are written in terms of nondimensional quantities vj , pd 

using a,ui, and p for scaling length, time, and mass, respectively. The solution then 
depends on four nondimensional parameters: aspect ratio X = c /a, nutation angle 6, 
frequency r = Q /a;, and Reynolds number R = pua^/p. The aspect ratio enters the 
solution only through the boundary conditions at the end walls of the cylinder. The 
boundary conditions on v^ are homogeneous. 

In cylindrical coordinates r ,<t>,z, the equations for the nondimensional deviation 
velocity v^ = (t;r, v ^, vt) and pressure prf take the form 

7ä7(rv')+ --If + ~d7 0, 

*2 
D'v, L- 2(1 +f,)»# + 2T.V, 

(3a) 

(3b) 

-^ + ±lO"Vr-\ dr R 
2  dv* 
r2   dt 

vr v rv4> D'vt + -^—Z- + 2(1 + TZ )vr - 2Trv, (3c) 

1 dp* 
r  d<t)        R 

D'vt +2TrVt- 2T^vr = 

+ >%-^ + 4^i 

where 

r 

dPd 
dz 

d<j> 

2rrr +JiD"vt (3d) 

d_ 
dt 

d d v*   d D'= -Z- + -äT + v'-T + —±r ^-H- d<j> dr r   d<p 
d_ 
dz 

dr2       rdr^ r* d<t>2       dz2 ' 

and 
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Tr = -ecos^ ,  r^ = esin^ ,  r, m? rcoaO , e = TsinO . (4) 

The primary effect of nutation  is contained in  the ^-periodic force term -2rrr, = 
2ercos(f>  in  the  ^-momentum  equation (3d).   For e = 0, equations (3) support the 

trivial solution vrf = 0, pd = 0.  The system also supports the following symmetries: 

vr{r, t+ir.-z) = vr(r, ^, A) 

v*{r, t+ir.-z) = v^{r,^, z) 

v,{r, (f>+ir,-z) = -vt(r,4,*) 

Pdir, <i>+ir,-z) = Pi{r ,<t>,z) 

(5a) 

(5b) 

(5c) 

(5d) 

3. Perturbation analysis for an infinite cylinder 

The steady flow in a relatively long cylinder (aspect ratio X > 4) at low Reynolds 
number is expected to have a rather simple structure and to provide a roll moment pro- 
portional to Re . In fact, the flow is expected to exhibit little axial variation over much 
of the cylinder length. Previous work [6] has therefore relaxed the boundary conditions 
at the end walls. In this way, one seeks the steady flow in a finite segment of an 
infinitely long cylinder. 

In the physical situations of interest, f = (fi /o;) sinö is a small parameter, 
f < 0.06. Consequently, it seems reasonable to pursue a straightforward perturbation 
expansion in e.  This provides v^ in the form 

yi =   ge"v(n)(r^) (6) 

and similar expressions for p^ . 

The development of general expressions for the expansion coefficients v^ from 
equations (3) indicates an alternating pattern: Odd-order terms contain odd multiples of 
<t> and contribute only to the axial velocity vt, while even-order terms contain even mul- 
tiples of the azimuthal coordinate <f> and contribute only to the radial velocity vr and 
azimuthal velocity v^.  Therefore, 

v'n)=. 
(0,0,^'")),   n odd, 

{v^n\v/n\0),   n even (7) 

and the components of v'n' take the form 
n/2 

■V*"'"   EKm{r)e'2^ + «Bm(r)e-'2'"*), 
m = l 

v^n)-vno{r)+   EKm(r)«i2m^t;nM(r)e-'2'»^, 
m=l 

(n +l)/2 

f,(n)=    E  itmiry^-V + tmir)^***-1*), 

(8a) 

(8b) 

(8c) 
m=l 

where the tilde denotes the complex conjugate.  The aperiodic term in v"' is suppressed («) 

630 



by the continuity equation. The r-dependent coefficient functions in eqs. (8) are 
required to satisfy homogeneous boundary conditions at r = 1 and to be finite at the 
axis r = 0 for a physically meaningful solution. 

At the lowest order 0{e), the «-independent force term in eq. (3d) can be balanced 
only by an axial component of the deviation velocity. This component is the dominating 
feature of the flow in a long cylinder. The axial velocity at order 0(e) can be found in 
analytical form, 

14*) 
«;„(!•)= i(- 

Iii«) 
r), (10) 

where Ii is the modified Bessel function, and a = (1 + i)(/?/2)1'2. This solution is 
valid for arbitrary Reynolds number but may be unstable as R exceeds some critical 
value.  The properties of the resulting flow field are discussed by Herbert [6]. 

At higher order, it is convenient to eliminate the pressure for the periodic com- 
ponents by using the vorticity form of eqs. (3). At order 0(e), comparison of the equa- 
tion for «jo with the imaginary part of the equation for wn immediately shows that the 
aperiodic component of the azimuthal velocity is 

t;20(r) = -2Im(u;11(r)). (11) 

This relation can be exploited to show that the despin moment of order 0{e2) due to 
shear forces on the cylinder wall is identical with our former result. 

The ^-periodic components are governed by a coupled set of inhomogeneous 
differential equations with variable coefficients. Essential simplification at the expense of 
increasing the order of differentiation results from eliminating v21 by use of the con- 
tinuity equation. With some effort, the radial velocity component of 0(e2) can be found 
in closed form, 

2i N/2 J^S A/2) 1 c4 l21(») =   —[CiJ^s) + C2r2(s)l +  C3«   -I-  -r- + 
s s"5 TJffm        (12) 

where   a = ßr,   /? = (i -  l)^?1/2,   and   J^, ,/2, and y2   are   Bessel   functions.    The 
coefficients Ci, c2, C3, and C4 can be determined numerically. 

The velocity components at order 0(e) are of interest primarily since w^ provides 
the first nonlinear correction to the despin moment. In view of the effort involved in 
deriving the closed form solution for u21 and the ultimate need to determine the 
coefficients in eq. (12) numerically, we decided to solve the differential equations for the 
third-order components by means of a spectral collocation method. 

4.  Results of the Perturbation Analysis 

Detailed equations, results, and graphs of the various functions at relevant Rey- 
nolds numbers will be published elsewhere [7]. Here we give only a summary of the main 
results. The motion is governed by the axial component wn at order 0(e). Of the 
higher order terms, only the aperiodic term v2o is substantial. In the cylinders center 
section, these terms are in good agreement with results obtained from the Sandia code, 
and in excellent agreement with our own computations. All the other terms are not only 
of order 0(1) but in fact less than unity, assuring rapid convergence of the perturbation 
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series. The contribution of u^i to the despin moment is negligible. The ^-periodic 
terms oscillate about zero as r varies between 0 < r < 1. Accurate representation of 
single high-order terms by radial Chebyshev series may require numerous expansion 
functions. For the total velocity field, however, the error in representing these terms is 
of little importance. At Reynolds numbers in the range of maximum despin moment, 
reasonably accurate approximations can be obtained with as few as five polynomials in 
radial direction. In the azimuthal direction, the solution is governed by terms periodic in 
<t>, and by the aperiodic term t;^- Fourier series with three or five modes, therefore, pro- 
vide approximations of sufficient accuracy for practical purpose. 

5.  Spectral Approximations for a Finite-Length Cylinder 

The results of the perturbation analysis suggest that a good approximation to the 
flow in a finite cylinder can be obtained by solving the linearized version of equations (3). 
Linearization can be performed in different ways. The first is a linearization in e, as in 
the perturbation analysis. The resulting equations support strong symmetries. Beyond 
equations (5), the solution satisfies 

vrf(r,^+jr,i) = -vrf(r,^), (13a) 

pi{r,<t>+ir,z)=-pi{r,<t,,z) . (13b) 

These relations provide a useful check on the results of the spectral code. A second 
linear system can be obtained by linearization in the components of v^. This lineariza- 
tion retains coupling terms such as 2T^V, in eq. (3b) which destroy the symmetries (13). 
The second system can be considered a special case of a third linearization about some 
known solution v]0^, jßf*. The third procedure is very efficient if the solution is sought 
for a densely spaced sequence of parameter combinations as in flight simulations. The 
second system is equivalent with the third one for vj0' = p}Q' = 0. 

The algebraic form of the equations is obtained by use of spectral collocation. The 
velocity components arc expressed in the form 

t =1 / =1 m =1 
(14) 

with similar expressions for v^,vt, and pj. The azimuthal functions are 
Ft m cos [(/ - 1)^/2) for odd /, Z1/ = sin [/^/2] for even /, where / = 1, 2, • ■ • L, 
and L is odd. The azimuthal collocation points are equidistant, ^/ = 2ir(l - 1)/L . If 
no use of the symmetries (5) is made, the axial expansion functions are the Chebyshev 
polynomials Zm = Tm _ i(.?/X), m = 1,2, • • • M. The collocation points are 
zm/\ = cos [(m - l)jr/(A/ - 1)). In radial direction, even or odd Chebyshev polynomi- 
als are used, depending on the quantity under consideration and the periodicity in <f>. 
The proper choice is dictated by the requirement of a unique value of all quantities on 
the axis r = 0. For example, the axial velocity component must assume a unique value 
independent of ^ as r —»0. Therefore, even polynomials are to be used if / = 1 while 
odd polynomials are to be used if / > 1. The radial collocation points are r^ = 
cos {{k - l)ir/{2K - I)], ib = 1, 2, • • ■ K. Consequently, 0 < r* < 1, and no 
difficulty can arise from points on the axis. The collocation points in radial and axial 
direction are concentrated near the boundary such that high resolution in this region is 
obtained without additional coordinate transformations. 
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Our implementation of the spectral method uses precalculated and stored matrices 
containing the values of the expansion functions and their derivatives at the collocation 
points. It is a straightforward matter to convert the linear system of partial differential 
equations derived from eqs. (3) into an algebraic system of dimension N = 4 K L M 
for the coefficients uWm, wWm, u;Wm, and Pi/m for vr, v^, 9$t and pd, respectively. It is 
not straightforward, however, to implement the homogeneous boundary conditions for 
the velocities at the cylinder wall and the condition on the pressure that is only deter- 
mined to within an additive constant. In principle, the boundary conditions are imple- 
mented by replacing three of the four differential equations in the boundary points. The 
question then is which equation should be retained and where the condition on the pres- 
sure, e.g. p^ = 0, should be applied. Trial-and-error leads to numerous cases with ill- 
determined matrices or zero determinant. In other cases, a correct solution for the velo- 
city field is obtained, but the pressure contains a non-physical spurious term. With the 
velocity field given, we attempted to calculate the pressure by solving a Poisson equation 
with von Neumann boundary conditions, but we encountered the same difficulties. 
Problems with calculating the pressure in closed domains with spectral methods are 
well-known, e.g. [8]. However, the reports of negative results are rather unspecific, and 
neither the origin nor methods for removal of this spurious term seem to be known. 

We have therefore performed a detailed analysis of the flow in a square driven by 
an internal force field. This simpler two-dimensional problem exhibits all characteristics 
- including the spurious pressure term - of the original problem. Detailed results of this 
study will be reported elsewhere [9]. The study reveals that the spurious term is associ- 
ated with the corners of the domain. The term vanishes in all collocation points except 
the corners, where it may assume arbitrary values. The term can be suppressed by 
retaining in the corners one of the momentum equations that contain the derivative of 
the pressure in the direction of the boundary. In the cylinder problem, the z- 
momentum must be retained in order to suppress even as well as odd ppurious terms. 
The condition on the pressure can be applied anywhere except in the corner points. 

We solve the linear algebraic system for the expansion coefficients with a special 
subroutine based on Gauss elimination with partial pivoting. The subroutine stores all 
data required to solve the same system with a new right-hand side without repeating the 
costly {0{N3) operations) reduction of the matrix to upper triangular form. Once the 
solution is obtained, a new right-hand side is formed taking the nonlinear terms into 
account and the system is solved again. This procedure is iteratively repeated until 
sufficient accuracy is obtained. The procedure is equivalent to the modified Newton 
iteration (without updating the Jacobian in every step) and converges rapidly since the 
nonlinear corrections to the velocity are small while the pressure appears linear in equa- 
tions (3). 

0.  Results of the Spectral Code 

In the following, we present some preliminary results of a test run for R — 14.95, 
6 = 20°, T = 0.1667, and X mm 4.368 which results in e = 0.057. The results are for 
K = 4, L = M = 5, and consequently iV m 400. Detailed convergence tests will be 
performed with later versions of the spectral code. Figure 1 shows the axial and radial 
velocity in the x, z-plane. Only the upper half, z > 0, of the cylinder is shown; the 
lower half is governed by the symmetries (5).  The velocity distribution at z = 0 agrees 
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well with the results of the perturbation analysis and computations with the Sandia 
code. Near the walls, the solution seems to be more realistic and more accurate than the 
Sandia results. The figure also verifies the existence of a predominantly axial flow over 
most of the cylinder length, except within a region of the order of the radius near the 
end wall. Linear and nonlinear velocity distributions are hardly distinguishable. Clearly 
visible is the turning of the flow near the end wall. The radial and azimuthal velocities 
at 2 = 0.9X are shown in figure 2. The right tick mark indicates the i-direction, 
^ = 0.   At Re = 14.95, the maximum of the axial velocity occurs at ^ ?« 45 *. 

Pressure distribution» in the x, z-plane are given in figures 3 and 4 with the heavy 
lines indicating positive values. The pressure in figure 3 is obtained simultaneously with 
vj from equations linearized in e, and clearly shows the symmetry (13b). Figure 4 gives 
the result from the nonlinear equations. It is interesting to note that a very similar pres- 
sure field can be obtained by solving the Poisson equation for the pressure with the 
linear velocity field. The inhomogeneous term in the Poisson equation is inherently non- 
linear in the velocities. Figure 5 gives the pressure distribution across the cylinder near 
the end wall at 2 = 0.9X. Remarkable is the formation of a high-pressure region in the 
corner near ^ = 0, which produces a large moment about the y-axis. Looking at a series 
of plots like figures 4 and 5, one may wonder whether the details of the pressure varia- 
tion near the cylinder wall can be resolved with a finite difference approximation with a 
step size of Ar = 0.1. 

The azimuthal mean velocity at <r — 0 is shown in figure 6. The shear exerted by 
this component on the cylinder wall opposes the spinning motion and is the ultimate 
cause of the despin moment. The axial and radial mean velocity field is given in figure 
7. This streaming term exhibits a toroidü motion stretched over each half of the 
cylinder. It is this mean velocity that causes the symmetric pattern in flow visualiza- 
tions [10]. Figure 8 shows the observed pattern of the flow at /? äS 30 which is typical 
for the range of low Reynolds numbers. 

7.  Discussion 

The experience with the first version of the spectral code shows that high perfor- 
mance can be achieved. The reported run with N = 400 requires 1.3 minutes CPU 
time on an IBM 3090, 48 minutes on an Apollo DN300 desktop computer. The solution 
is obtained in semi-analytical form with only N = 400 numerical coefficients. This low 
data volume is especially attractive for communication with remote supercomputers. 
The code is very well suited for vectorization, since practically all CPU time is spent on 
constructing and solving an algebraic system. However, the code demands larger 
memory than other codes (3, 5). Since 64-bit arithmetic is highly recommended for spec- 
tral methods in general, and the algebraic system requires N{N + I) words of storage, 
the above test requires 1.3 Mhyte of memory. Nowadays, the memory requirement 
appears acceptable even if higher resolution is desired. 

Finally, there are various ways to improve the performance and lessen the 
demands. The first step is to exploit symmetry which -educes N by a factor of 1/2, 
storage by 1/4, and time by « 1/8. Second, the solution process can be split into two 
levels, the first of which calculates only the velocity components while the pressure is 
obtained a posteriori by solving the Poisson equation. After these changes, the above 
test run will require less than I minute on an MC68020/68881 based desktop computer. 
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Alternatively, runs with higher resolution can be executed within a short time on super- 
computers. One may also consider reducing the storage requirement by line iteration. 
However, the ability to obtain a reasonably acurate solution by direct solution of the 
(large) algebraic system bears valuable potential to answer the question whether the 
steady solution is stable, and allows for analysis of unsteady motions. The design of a 
reliable ccJe for the unsteady problem can take profit from the kowledge of the eigen- 
value spectrum for small unsteady disturbances of the steady flow. 
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Figure 1.   Vector plot of the velocity field 
in the x , z -plane for z > 0. 

Figure 2.  Vector plot of the velocity field 
across the cylinder at z/\ — 0.9. 

Figure ;{. Contour plot of the litioar 
pressure lield in the j.^-plane for 
z > 0 

Figure 4. Contour plot of the nonlinear 
pressure lield in the ar, .j-plaiie for 
z > 0. 
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Figure 5.   Contour plot of the pressure 
field across the cylinder at * /X = 0.9. 

Figure 6.  Vector plot of the mean velo- 
city field across the cylinder at z /X = 0. 
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Figure 7.   Vector plot of the mean velo- 
city field in the z, z -plane for z > 0. 

Figure 8. Pattern of the fluid motion at 
low Reynolds numbers (Ä » 30) in the 
x , *-plane. 
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THE EVOLUTION OF SUBHARMONIC EDGE WAVEPACKETS ON A  SLOPING BEACH * 

T.R. Akylas &  S.   Knopping 
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Massachusetts Institute of Technology 

Cambridge, MA    02139 
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Abstract 

A study Is made of the temporal and spatial development of subharmonlc 

edge packets which are resonantly excited by wavetralns normally incident 

and reflected on a mildly sloping beach.  The nonlinear evolution equations 

of the wavepacket envelopes are solved numerically for a variety of Initial 

conditions.  It Is found that, under certain conditions, large-scale 

modulations of edge waves develop and undergo a recurrence phenomenon. 

These findings support the view that large-scale modulations of edge waves 

may account for certain longshore phenomena observed on natural beaches. 

(To appear In Wave Motion) 
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A UNIFIED APPROACH TO M\SS PROPERTY COMPUTATIONS 
IN A SOLID MODELING ENVIRONMENT 

WITH APPLICATION TO HYDRAULIC STRUCTURES 

Fred T. Tracy 
Information Technology Laboratory 

U. 5. Army Engineer Waterways Experiment Station 
Vicksburg, Mississippi  39130 

ABSTRACT.  Several of the practicing engineers in the Corps 
of Engineers were doing overturning and sliding analyses of 
hydraulic structures by hand before a Three-Oimensional Stability 
Analysis/Design (3DSAD) computer program was developed for doing 
this. A general purpose approach with solid modeling type 
capability was taken for describing the geometry and loads so 
that volume, weight, and centroid information (mass properties), 
as well as resulting forces and moments, are a natural biproduct 
(and sometimes the more important product) of the program.  In 
the development of 3DSAD certain algorithms for computing areas 
and volumes for curved shapes in a concise, consistent, and very 
computationally efficient way were developed.  This paper will 
describe these algorithms and demonstrate their use for specific 
hydraulic structures (dams, locks, cooling towers, etc.). 

I. INTRODUCTION.  A Three-Dimensional Stability 
Analysis/Design (3DSAD) program [1, 2, 3] for analyzing and 
designing concrete structures has been developed and successfully 
used.  This program models the geometry and loads in a general 
way and then applies this modeling capability to specific 
structure types when possible.  Examples include dams with 
overflow, nonoverflow, and pier sections; gravity and U-frame 
locks; cooling towers; etc.  If the structure does not conform to 
a predefined standard shape, the program can still do a general 
analysis of the problem because of the fundamental approach of 
using solid modeling type capability as a foundation. 

There are several ways to model geometry and many corrmercial 
packages exist for this [4].  The approach taken in 3DSAD was to 
provide some of this capability internal to the program and then 
at a later date supply the capability to "hook" 3DSAD with 
the larger systems. 

II. MODELING TECHNIOUE.  3DSAD models geometry three ways: 

.a.  Blocks - 2-D cross-sections swept normal to the 
cross-section in either a linear or axi synrme tr ic 
way with linear and quadratic tapering for the 
linear sweeps. 
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b..  Eight node brick elements. 

.c.  A boundary representation consisting of planar 
faces and bicubic patches. 

111.  M\SS PROPERTIES - BLOCK.  One of the major points of 
this paper is to describe the equations for performing mass 
properties for blocks.  The blocks are formulated by first 
defining a cross-section and then parametrleally doing a constant 
or tapered linear sweep or an axi syrrmetr ic sweep.  Thus, area 
integrals can first be computed, and from these the mass 
properties can be done by performing the integration in the third 
dimens ion. 

For a cross-section defined by a polygon it is best to 
convert the area integrals to line integrals [3].  For a cross- 
section consisting of both curved and straight line segments, it 
is tempting to first approximate the curved edges with straight 
line segments and then do the line integrals.  However, this 
process is time consuming and creates unnecessary errors, since 
it is possible to formulate line integrals for the curved edges 
as well.  This paper will now present examples of these line 
integrals developed in a consistent manner. 

The volume of a block with constant cross-section (Figure 1) 

Figure 1. Blocks with constant cross-section 
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having   j   sides   can   be   expressed  as   follows: 

v = - L ;c ydx 

I l   fr   ydx 

n 
L E    I j 

The integral I can now be evaluated for different HfM segment 
types. 

Linear line segment.  Suppose the line segment is defined by Linear line segment,  suppose th 
two points (Xj, Yj) - (X2, Y2).  Then 

X = x1 + (x2 - X^ S 

Y = Y1 + (Y2 - Y^ S 

where S   varies  between  0   and   1.     I   can   be   done  as   follows 

I = JjJ   [Y, + (Y2 - Y^ S]  (X2 - X^  dS 

1 , k /' A,    I    B.   SK dS 
ü     ' k=0   ,( 

1       B, 
= A,    I 

1  k=0   k + ! 
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Quadratic line senment.  In a similar manner a quadratic 
line segment formed by three points 1, 2, and 3 can be expressed 
as follows: 

A —  L"l  ^O "OJ 

= I A. S' 
k=0 " 

Y = t    B. Sl 

L=0 L 

1 k 
dx = I (k + 1) A. . , SK dS 

k=0       "  ' 

Here M is the "magic" matrix of known constants, and as in the 
linear case, the A's and B's are constants of the parametric 
polynomials.  The line integral 1 can now be easily evaluated as 
follows: 

l  2    I    1 k 
I «X? ( I B. SL) ( 1 (k + 1) A. + , SK)  dS 

ü L=0 L     k=0       K  ' 

2   1 

L=0 k=0 

k + 1 
k + L + 1 Ak + 1 BL 
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Note also at this point that higher order integrals, say for the 
x centroid, can be done with equal ease. 

_ i 
X =  - y /c   XYdX 

2        2        1 k+JL 

1  =    ^        X        E        k+L+M+1    AL BM Ak+1 L=0    M=0    k=0      K+L+rir|       L    n    K   i 

The general trend is now set with the form beii^ the same for any 
polynomial.  Also, another x or y inside the iii:egral simply 
results in another summation si>,n. 0' 

Ci rcular arc.  The circular arc can also bv   put in the same 
consistent notation with use of complex variables as follows: 

X = R coc (AS + 00) 

Y = R sin (AS + BJ 

JAS e 

1      k 
X = E   A,. WK 

k=-l 
\ 

1      L 
Y = Z   B, WL 

L=-l 
'L 

1       k 
dX = iA 5;  K A. WK dS 

K=-l   K 
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With   this   foundation   the line   integrals   can   be   done  as   easily   as 
the   polynomials. 

I - Z1 ( I B,   WL) (iA   I     K A.   WK) dS 
0      L=-l L K=-l        K 

I I       A   (eiA{k+1)-l) 
L=-l     K=-l K+L 

Cl 1ipt ical   arc.     An   elliptical   arc   can   also  be   handled   in 
the   same   consistent   manner. 

X «  A cos  (OS + 90) 

Y = B sin  (9S + BÜ 

1 I 
t '    I      A. W 

K=-l     K 

1 L 
Y =    E      B.   WL 

L=-l     L 

Tapered block.  Consider now a cross-section defined in the 
x-y plane.  Let (XQ, VQ)   be a point on that cross-section.  The 

(x, y) value of i point on a cross-section at elevation z as a 
re su 1 t of a tape r i s 

x(z) - (x0 - xA) Sx (z) ♦ xA 

y(z) = (y0 - yA) sy (z) + yA 
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" 

where (x^, y^) is an apex point, and Sx{/.)   and S (z) arc scale 

factors that range in value from zero to one.  The scale factor 
functions determine the type of tapering.  Let / vary from zero 
to L and let the scale factor functions vary quadratica11y as 
follows: 

L S 

s.. - n C1 Hx  Fx] 

2 
= v 
j=0 

2 
= Z 
k=0 

B. Sr 

M 
1 
S 

where Hx and Fx are the values of the x scale factor, 

respectively, for s=.5 and s=1.  Let a similar expression for 
the y scale factor also be defined.  Let A be the area of a 
cross-section at elevation z.  Then the volume is computed by 

A = AQ SX Sy 

V = f0 A dZ 

1  2    i   2    k 
= AQ/Q^ Z Aj SJ) ( E Bu SK) L dS 

2   2 
I 

k=0 

1 A. B. 
= Ao L H  k=o   J+k+1   nj ük 
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IV. M^SS PKCyCRTlES - FACES.  Two types of faces will be 
cons idered: 

^a.  Planar face. 

Jj.  Dicubic patch. 

Planar face. By using the equation of the plane, the mass 
property integrals for planar faces can also be converted to line 
integrals and then computed the same way as before.  For example, 
the volume under a planar face can be computed as follows: 

V = /A z dx dy 

= /. (Ax + By + C) dx dy 

= -/- (Ax + .5By + C) ydx 

These   volumes when   surrmed  over  all   the   faces  will   ^ive   the 
correct   volume   for   the   solid. 

üicubic  patch.     Bicubic  patches  can   be   defined   in   several 
ways.     Whatever   the   boundary  conditions   or   formulation,   they  can 
typically  be  cast   as   follows: 

33 1    j x   =     z      C  An s  r 
i=0   j=0   1J 

33 k 1 

k=0   1=0     Kl 

3       3 m   n 
z  s    y-     ^  cmn  s  t 

m=0   n=0   m 
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Mass properties can be done with numerical integration or 
exactly.  The exact formulation is 

V = /A z dx dy 

Z1 f] z  |Jl dS dt 
0 0 

3   3   3  3   3   3 
I        t       I       I       t        I      T-.., 

i=0 j=0 k=0 1=0 m=0 n=0  1JK,nin 

ijklmn 
'11-Jk'Ai.i Bki ^ 
(i+k+m) U+l+n) 

V.  LOADS.  Loads are presently performed using point loads 
and volumes with assigned directions (called "pressure- 
volumes").  The preferred method is to integrate the pressures 
over the surfaces [6] as follows: 

F = -/s pdS 

-♦■    -♦■   -> 

M = -/s r x pdS 

Here F is the force, M is the moment, and p is the pressure for a 
given face. 
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VI.  EXAMPLES.  Shown below are a few examples of the use of 
the geometry building features described in this paper. 
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useful and successful to the U. S. Army Corps of 

an efficient, 
solids The 
proven very 
Engineers. 
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A COMMONSENSE THEORY OF NONMONOTONICITY 
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Lawrence, Kansas 

ABSTRACT 
A commonsense theory of nonmonotonic reasoning is presented which models our intuitive ability to reason 

about defaults. The concepts of this theory do not involve mathematical fixed points, but instead are explicitly de- 
fined in a monoton« modal quantificational logic which captures the modal notion of logical truth. The axioms and 
inference rules of this modal logic are described therein along with the derivation of the basic theorems about nonmo- 
notonic reasoning. A comparison to the "fixed point" theories of nonmonotonicity is made and some simple applica- 
tions to deontic nonmonotonic reasoning and the frame problem in robot plan formation are presented. 

"For this formula game is carried out according to certain definite rules, in which the technique of our 
thinking is expressed. These rules form a closed system that can be discovered and definitively stated. 
The fundamental idea of my proof theory is none other than to describe the activity of our understanding, 
to make a protocol of the rules according to which our thinking actually proceeds." 

pavid Hubert 1927] 

■ 

1. INTRODUCTION 
The literature on the nature and representation of nonmonotonicity is full of disputes and contradictory theories. 

This is surprising because the nature of nonmonotonic reasoning does not cause any worry for people in their every- 
day coping with the world. For example, without any worry people are quite happy to assert the default that birds 
fly even though penguins are birds which do not fly. This suggests that there is some form of commonsense knowl- 
edge about nonmonotonicity that is rich enough to enable people to deal with the world and which is universal 
enough to enable cooperation and communication betweer. people. In this paper we propose such a theory. 

The basic idea of our theory of nonmonotonicity is that nonmonotonicity is already encompassed in the noi mnl 
intentional logic of everyday commonsense reasoning and can be explained precisely in that terminology. 

For example, a knowledgebase consisting of a simple default axiom expressing that a particular bird flies when- 
ever that bird flies is possible with respect to what is assumed is stated as: 

(that which is assumed is 
(if (A is possible with respect to what is assumed) then A)) 

where A stands for the proposition that that particular bird flies. 
Reflection on the meaning of this knowledgebase leads immediately to the conclusion that either A is logically 

possible and the knowledgebase is synonymous to A, or A is not logically possible and the knowledgebase is synon- 
ymous to logical truth. This conclusion is obtained by simple case analysis: for if A is possible with respect to 
what is assumed then, since truth implies A is A, that which is assumed is indeed A. Since that which is assumed is 
A, A is possible with respect to what is assumed only if A is logically possible. On the other hand, if A is not 
possible with respect to what is assumed only if A is not logically possible. 

Thus if it is further assumed that A is logically possible, then it follows that the knowledgebase is synonymous 
to A itself. 

The nonmonotonic nature of these expressions becomes apparent if an additional proposition that that particular 
bird does not fly is added to the knowledgebase: 

(that which is assumed is 
(and (not A) 

(if (A is possible with respect to what is assumed) then A))) 

Reflection on this new knowledgebase leads immediately to the conclusion that it is synonymous to not A. This 
conclusion is «gain obtained by simple case analysis: for if A is possible with respect to what is assumed then, 
since truth implies A is just A, that which is assumed is indeed not A and A which is falsity. Since that which is 
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assumed is falsity is logically possible which ü is not Thus A Is not possible with respect to what is assumed On 
the other hand, if A is not possible with respect to what is assumed then, since falsity implies A is just truth, that 
which is assumed is just not A. Since that which is assumed is (not A), A is not possible with respect to what is 
assumed only if A and (not A) is not logically possible which is the case. Thus it follows that the knowledgebase is 
synonymous to (NOT A). 

Therefore whereas the original knowledgebase was synonymous to A the new knowledgebase. obtained by adding 
(not A), is synonymous, not to falsity, but to (not A) itself. 

These simple intuitive nonmonotonic arguments involve logical concepts such as not, implies, truth, falsity, 
logical possibility, possibility with respect to some assumed knowledgebase. and synonymity to a knowledgebase. 
The concepts: not. implies. tru(h(i.e. T). and falsity(i.e. NIL) are all concepts of (extensional) quantificational logic 
and are well known. The remaining concepts: logical possibility, possibility with respect to something, and syn- 
onymity of two things can be defined in a very simple modal logic extension of quantificational logic, which we call 
Z[Brownl.2,3.4.]. Hie axiomatization of the modal logic Z is described in detail in section 2. But briefly, it con- 
sists of (extensional) quantificational logic plus the intentional concept of something being logically true written as 
the unary predicate: (LT P). The concept of a proposition P being logically possible and the concept of two proposi- 
tions being synonymous are then defined as: 

(POS P) - (NOT(LT(NOT P») ^ is logically possible 
(SYNPQ)-(LT(IFFPQ)) J» is synonymous to Q 

Tlw ihnM» ImnM/W^rtm» M)A «giunmK ran Iw «hrmalpwH in ihwnmiiiiiiitiiniitni mrvfal Ingir Zqilfa limply by letting KHTT 

letter such as K stand for the knowledgebase under discussion. The idiom "that which is assumed is X" can then be 
rendered to say that K is synonymous to X. and the idiom 'X is possible with respect to what is assumed" can be 
rendered to say that K and X is possible: 

(that which is assumed is X) - (SYN K X) 
(X is possible with respect to what is assumed)   - (POS(AND K X)) 

These two idioms are indexial symbols referring implicitly to some particular knowledgebase K under discussion. 
This knowledgebase referenced by the (X is possible with respect to what is assumed) idiom is always the meaning of 
the symbol generated by the enclosing (that which is assumed is X) idiom. Each occunence of the (that which is 
assumed is X) idiom always generates a symboI(unique to the theory being discussed) to stand for die database under 
discussion. 

The first knowledgebase is then expressed as: 

(SYN K(IMPLY(POS( AND K A))A)) 

Its commonsense argument could be carried out in the following steps: 

(IF(POS(ANDKA)) 
(SYNK(IMPLYTA)) 
SYNKOMFLYNOLA))) 

(IF(POS(ANDKA)) 
(SYN K A) 
(SYNKT)) 

(OR (AND (POS( AND K A)) (SYN K A)) 
(AND (NOT (POS( AND K A))) (SYN K T))) 

(OR (AND (POS( AND A A)) (SYN K A)) 
(AND (NOT (POS(AND T A))) (SYN K T») 

(OR (AND (POS A) (SYN K A)) 
(AND (NOT (POS A» (SYN K T))) 

by equality substitution «sing the following derived rules of inference of the modal quantificational logic: Z. 
(g(FOS PMDHFOS PXg TXg NIL)) 
(IMPLY T A)-A 
(IMPLY NIL AKT 
(IF P L RHOR( AND P LK AND(NOT P)R)) 
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(AND(P X Y)(SYN X Y))=(AND(P Y Y)(SYN X Y)) 
(ANDAA).A 
(ANDTA)-A 

Furthermore if A is logically possible: (POS A) «hen further simplification using laws about AND and OR yields the 
fact that the knowledgebase K is synonymous to A: 

(OR (AND T     (SYN K A)) 
(AND NIL (SYN K T))) 

(SYNKA) 
The second knowledgebase is then expressed as: 

(SYN K(AND(NOT A)(IMPLY(POS K A)A))) 

Its commonsense argument could be carried out in the following steps: 

(IF(POS(ANDKA)) 
(SYN K(AND(NOT A)(IMPLY T A))) 
(SYN K(AND(NOT A)(1MPLY NIL A)))) 

(IF(POS(ANDKA)) 
(SYN K(AND(NOT A)A)) 
(SYN K(AND(NOT A)T))) 

(IF(POS(ANDKA)) 
(SYN K NIL) 
(SYN K(NOT A))) 

(OR (AND (POS(AND K A)) (SYN K NIL)) 
(AND (NOT (POS(AND K A))) (SYN K(NOT A)))) 

(OR (AND (POS(AND NIL A))   (SYN K NIL)) 
(AND (NOT (POS(AND(NOT A)A))) (SYN K(NOT A)))) 

(OR (AND (POS NIL) (SYN K NIL)) 
(AND (NOT (POS NIL)) (SYN K(NOT A)))) 

(OR (AND       NIL (SYN K NIL)) 
(AND (NOT NIL) (SYN K(NOT A)))) 

(OR NIL 
(ANDT(SYNK(NOTA)))) 

(SYNK(NOTA)) 

'iTiese knowledgebases have been expressed solely in terms of the modal quantificational logic Z. In particular, the 
nonmonotonic concepts were explicitly defined in this logic. The intuitive arguments about the meaning of these 
nonmonotonic knowledgebases have been carried out solely in the modal quantificational logic Z. Most importantly, 
our commonsense understanding and reasoning about nonmonotonicity is directly represented by the inference steps 
of this formal theory. Therefore, it is clear that nonmonotonic reasoning needs no special axioms or rules of infer- 
ence because it is already inherent in the normal intentional logic of everyday commonsense reasoning as modeled by 
the modal quantificational logic Z 

The modal quantificational logic Z is described in section 2. This is followed in section 3 by the presentation of 
the basic theorems of our nonmonotonic theory. Section 4 compares our theory of nonmonotonicity with a number 
of other theories which have appeared in the literature. More complex examples of nonmonotonic reasoning are 
given in section S. And finally, a few conclusions are drawn in section 6. 
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2. THE MODAL QUANTIF1CATIONAL LOGIC: Z 

Our theory of commonsense intentional reasoning is a simple modal logic[Lewis] that captures the notion of log- 
ical truth. The symbols of this modal logic consist of the symbols of (extensional) quantificational logic plus the 
primitive modal symbolism: (LT p) which is truth whenever the proposition p is logically true. Propositions are in- 
tuitively the meanings of sentences. For example, the sentences: '(IMPLY p q) and '(OR(NOT p)q) both mean that p 
implies q. Thus, although these two sentences are different, the two propositions: (IMPLY p q) and (OR(NOT p)q) 
aie the same. Propositions may be true or false in a given world, but with the exception of the true proposition(i.e. 
the meaning of '(IMPLY p p)) and the false proposition(i.e. the meaning of '(AND p(NOT p))), propositions are not 
inherently true or false. Thus mathematically, propositions may be thought of as being the elements of a complete 
atomic Boolean algebra with an arbitrary(possibly infinite) number of generators. The introduction of propositions 
as objects of reasoning is not an unreasonable thing to do, but instead should be viewed in the general context of ex- 
tending mathematics with ideal entities such as irrational numbers, complex numbers, and infinitesimals [Robinson]. 
[Hubert] points out that the introduction of such ideal entities is an important technique of mathematical reasoning 
limited only by the need of consistency. In fact the introduction of truthvalues for the nonfinistic sentences of first 
order quantificational logic is in itself an extension of traditional mathematical reasoning with ideal entities. 

The axioms and inference rules of this modal logic include the axioms and inference rules of (extensional) 
quantificational logic similar to that used by Frege in Begriffsschrift[Frege], plus the following inference rule and 
axioms about the concept of logical truth. 

The Modal Logic Z 
RO: from p infer (LT p) 
Al: (IMPLY(LTP)P) 
A2: (IMPLY(LT(1MPLY P Q)) (1MPLY(LT P)(LT Q))) 
A3: (OR(LT P) (LT(NOT(LT P)))) 
A4: (IMPLY(ALL Q(IMPLY(WORLD Q)(LT(IMPLY Q P)))) (LT P)) 
A5: (ALL S(POS(meaning of the generator subset S))) 

The inference rule RO means that p is logically true may be inferred from the assertion of p to implicitly be logi- 
cally true. The consequence of this rule is that a proposition P may be asserted to be logically true by writing just: 

P 
and that a proposition P is asserted to be true in a particular world or state of affairs W by writing: 

(LT(1MPLY \V P» 
The axiom Al means that if P is logically true then P. Axiom A2 means that if it is logically true that P implies Q 
then if P is logically true then Q is logically true. Axiom A3 means that P is logically true or it is logically true 
that P is not logically true. The inference rule RO and the axioms Al, A2 and A3 constitute an SS modal logic. A 
good introduction to modal logic in general and in particular to the properties of the SS modal logic is given in 
[Hughes and Cresswell]. Minor variations of the axioms Al, A2, and A3 were shown in [Camap] to hold for the 
modal concept of logical truth. We believe that the additional axioms, namely A4 and AS, are needed in order to pre- 
cisely capture the notion of logical tmth. One important theorem scheme of S5 is: (IFF(ALL X(LT(p X»)(LT(ALL 
X(p X)))) (see[Hughes and Cresswell]) which shows that a property p is logically true for everything iff it is logically 
true that for everything p holds. The consequence of allowing quantification through modal contexts [Marcus] such 
as in (ALL X(LT(p X))) is that the meanings of the expressions substituted for variables are concepts of objects and 
not the objects themselves. However, as [Camap] explains, in a most precise manner, this does not mean that the 
real objects of the world are never denoted by such expressions because in a world a concept of an object is equivalent 
to every other concept of that object, and thus all such concepts then denote that object Thus, as shown in[Camap] 
there is no fundamental problem with quantifying through modal contexts. For example, the often quoted example 
oflQuine], criticizing quantified modal logic, that: (EQUAL A(THE X(AND P(EQUAL X A)))) which he believes 
should necessarily be true when P is true, is, as one would suspect, in our system not logically true, but merely true 
in any world in which P is true. It should be noted that this sentence is not even always true in extensional logic for 
it is equivalent to: (EQUAL A(THE X NIL))in any world in which P is false(i.e. NIL). 

The axiom A4 states that a proposition is logically true if it is true in all worlds. Thus it expresses the contra- 
positive of Leibniz's intuition that something is logically true only if it is true in all worlds: "The truth of these 
[necessary propositions] is eternal; not only will they hold whilst the world remains but they would have held even if 
God had created the world in another way."(Leibniz2] We therefore call this axiom Leibniz's world axiom. We say 
that a proposition Pisa world iff P is possible and P is complete, that P is complete iff for all Q, P deter- mines Q, 
that P determines Q iff P entails Q or P entails not Q. that P entails Q iff it is logically true that P implies Q, and 
that P is possible iff it is not the case that not P is logically true. These definitions are give below: 
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(WORLD P) 
(COMPLETE P) 
(DETPQ) 
(ENTAIL PQ) 
(POS?) 

;P is a world 
;P is complele 
;P determines Q 
;P enuils Q 
;P is possible 

-df (AND(POS P)(COMPLETE P)) 
=df(ALLQ(DETPQ)) 
=df (0R(ENTA1L P Q)(ENTA!L P(NOT Q))) 
=df(LT(IMPLYPQ)) 
.df(NOT(LT(NOTP))) 

Thus a world is a possible proposition which for every proposition entails it or its negation. Axiom A4 therefore 
eliminates from the interpretations of the modal logic Z those complete Boolean algebras which are not atomic. This 
axiom has been used by a number of authors in developing modal logics in parücular[Prior,Brownl,2,3,4]. 

From the standpoint of Kripke semantics[Kripke] it may seem strange that we define worlds in terms of logical 
truth: LT, instead of the defining logical truth in terms of worlds. The reason we do this is that logical truth is a 
more intuitively primitive concept than the concept of a world as(Rescher) points out: "The crucial advantage of this 
procedure is an epistomological one: we know reasonably well how to get a logic so as to be able to go on from 
there by constructive means, but we have no intellectual intuition to provide us with direct, non-constructive access 
to a realm of possible worlds(nor is there any deux ex machina to waft us thither)." Thus for us as is for (Rescher): 
"Necessary truths from this standpoint, are not necessary because they are 'true in all possible worlds'; au contraire, 
possible worlds are so- i.e. are possible- because they do not conflict with truths that qualify as necessary on 
independent grounds". 

Th"  se of prepositional quantifiers such as (All Q...) in Leibniz's axiom: A4 and in the definition of COM- 
PLETE is of course nothing new; as prepositional quantifiers have been an enduring feature of both (intentional) 
quantiflcational logics such as [Camap] and of (extensional) quantificational logics beginning with Frege's discovery 
of quantificational logic in Begriffschrift[Frege], and continuing in the great Polish works on logic such Lesniewski's 
protothetic[Lesniewski], in all higher order logics as the zero sAxy variables for the zero arity verbs of the logic, and 
in Morse's set theory [Morse]. The underlying (extensional)quantificational logic of our modal logic Z may either 
treat propositions as a separate sort thus requiring a sorted logic, or they may treat propositions as being normal ob- 
jects by giving a prepositional interpretation for every object such as for example in the manner in which LISP's 
logical functions interpret every atom except NIL as being tnie[McCarthy I ]. In either case, it is important to note 
that all the normal laws of extensional quantificational logic, including the laws for substitution of quantified vari- 
ables, also hold for any complete atomic Boolean algebra, and therefore are compatible with the axioms of the modal 
logic Z. Thus the assumption made in model theoretic semantics that extensional logics inherently involve only the 
simplest Boolean algebra consisting of the two propositions truth:T and falsity:NIL is incorrect Therefore, we do 
not say that a proposition is inherently true or false, but say instead that a proposition is true or false in some world. 
Thus if W is a world and P is a proposition then we say that P is true in W iff W entails P, and that P is false in W 
iff W entails not P: 

(IS-TRUE-1N W P)  -df (ENTAIL W P) 
(IS-PALSE-IN W P) -df (ENTAIL W(NOT P)) 

If we do not wish to speak about a world when speaking about a proposition it is necessary to divide the propositions 
into 3 disjoint groups as did Leibniz in his 1686 essay on "Necessary and Contingent Truths" [Leibniz] where he 
wrote: "That which lacks such necessity I call CONTINGENT, but that which implies a contradiction, or whose op- 
posite is NECESSARY, is called IMPOSSIBLE. The rest are called possible." Thus, Leibniz divides propositions 
into three categories: those which are necessary, those which are contingent, those which are impossible or contradic- 
tory. These propositions may be interpreted as being essentially the elements of a complete atomic Boolean algebra. 
We say that P is necessary iff P is logically true, that P is impossible(i.e. logically false) iff not P is logically true, 
and that P is contingent iff P is not logically true and P is not logically false: 

(NECESSARY P)     -df(LTP) ;P is necessary 
(CONTINGENT P)   -df (AND(NOT(LT P))(NOT(LT(NOT P))))      ;P is contingent 
(IMPOSSIBLE P)     -df (LT(NOT P)) ;P is impossible 

The axiom AS states that the meaning of every conjunction of the generated contingent propositions or their ne- 
gations is possible. We call this axiom "The Axiom of the Possibility of Contingent facts" or simply the "Possibi- 
lity Axiom". The need for this axiom follows from the fact that the other axioms of the modal logic do not imply 
certain elementary facts about the possibility of conjunctions of distinct possibly negated atomic expressions consist- 
ing of nonlogical symbols. For example, if we have a theory formulated in our modal logic which contains the non- 
logical atomic expression (ON A B) then since (ON A B) is not logically true, it follows that (NOT(ON A B)) must 
be possible. Yet (POS(NOT(ON A B») does not follow from these other axioms. Likewise, since (NOT(ON A B)) 
is not logically tnie (ON A B) must be possible. Yet (POS(ON A B» does not follow from the other axioms. Thus 
these contingent propositions (ON A B) and (NOT(ON A B» need to be asserted to be possible. There are a number 
of ways in which this may be done and these ways essentially correspond to different ways the idiom: (P is a mean- 
ing combination of the generators) may be rendered. In this paper we have chosen a general method which is applica- 
ble to just about any contingent theory one wishes. This rendering is given below: 
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• 

(meaning of the generator subset S) «=df 
(ALL G(IMPLY(GENERATORS G) 

(IFF(S G)(GMEANING G)))) 

(GMEANING *(p,Xl...,XN)) »df (p(GMEANING XI)...(GMEANING XN)) 
for every contingent symbol p of arity n. 

(GENERATORS) »df (LAMBDA(A)(A is a contingent variable-free simple sentence)) 

We say that the meaning of the generator subset S is the conjunction of the GMEANINGs of every generator in S 
and the negation of the GMEANINGS of all the generators not in S. The generator meaning of any expression be- 
ginning with a contingent symbol 'p is p of the GMEANING of its arguments. The generators are simply any con- 
tingent variable-free atomic sentences we wish to use. The GMEANINGS of the generators may be interpreted essen- 
tially as being the generators of a complete atomic Boolean algebra. Thus if there are N generators then there will be 
(EXP 2(EXP 2 N)) propositions. 

For example, a contingent language with a single contingent propositional function 'P and names 'A and 'B gives 
rise to two contingent generators: '(P A) and "(P B). The GENERATORS and GMEANING functions for this lan- 
guage are defined as: 

(GENERATORS) -df ('(P A) "(P B)} 
{Pl...Pn}   -df (LAMBDA(X)(OR(EQUAL X P1)...(EQUAL X Pn))) 

(GMEANING '(P ,X)) - (P (GMEANING X)) 
(GMEANING 'A) - A 
(GMEANING B) - B 

and the Possibility Axiom simplifies as follows: 

(ALL S(POS(meaning of the generator subset S))) 
(ALL S(POS(ALL G(IMPLY(GENERATORS G) 

(IFF(S G)(GMEANING G)))))) 
(ALL S(POS{ALL G(IMPLY({,(P A) "(P B)}G) 

(IFF(S G)(GMEAN1NG G)))))) 
(ALL S(POS(ALL G(IMPLY((LAMBDA(XKOR(EQUAL X "(P A))(EQUAL X (P B))))G) 

(IFF(S GKGMEANING G)))))) 
(ALL S(POS(ALL G(IMPLY(OR(EQUAL G '(P A))(EQUAL G "(P B))) 

(IFF(S GKGMEANING G)))))) 
(ALL S(POS(ALL G(AND(IMPLY(EQUAL G '(P A)) (IFF(S GKGMEANING G))) 

(IMPLY(EQUAL G '(P B)) (IFF(S GKGMEANING G))))))) 
(ALL S(POS(AND(ALL G(IMPLY(EQUAL G '(P A)) (IFF(S GKGMEANING G)))) 

(ALL G(IMPLY(EQUAL G '(P B)) (IFF(S GKGMEANING G))))))) 
(ALL S(POS(AND(IFF(S '(P A)KGMEANING '(P A))) 

(IFF(S (P B)KGMEANING "(P B)))))) 
(ALL S(POS(AND(IFF(S '(P A))(P(GMEANING "A))) 

(IFF(S '(P B)KP(GMEANING "B)))))) 
(ALL S(POS(AND(IFF(S *(P A))(P A» 

(IFF(S(PB))(PB))))) 
(ALL S(POS(AND(IFF(S (P A))(P A)) 

(IFF(S(PB))(PB))))) 
(AND(POS(AND(P A)(P B))) 

(POS( AND(P AKNOT(P B)))) 
(POS(AND(NOT(P A)KP B))) 
(POS(AND(NOT(P A)KNOT(P B))))) 

The above possibility axiom involves a number of noncontingent symbols such as names of expressions'(? A) "(P 
B) 'A "B. the recursive propositional function GMEANING, the set of GENERATORS, and the second order logic 
notion of application(i.e. a set theoretic concept of elementhood) and LAMBDA abstraction. These concepts must be 
logically true because they must be the same for every world. For example it would make no sense to say that *(P A) 
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means one thing in one world and something else in another world, because its meaning is independent of the world 
in which the expression is uttered. Whether the meaning (P A) of the expression "(P A) is true or false in a world will 
of course depend on that world. For example the meaning of'(P A) is true in the worl± (AND(P A)(P B)...) and 
false in the world (AND(NOT(P A))(P B)...). But the fact that (GMEAN1NG '(P A)) equals (P A) is logically true. 
Thus the symbols of our logic are divided into two groups. The contingent symbols whose names are allowed to oc- 
cur in the set of GENERATORS and the noncontingent symbols(i.e. the symbols of classical extcnsional logic con- 
sisting of LT, symbols defined in terms of LT, syntax symbols, GMEANING, and GENERATORS) whose names 
are not allowed to occur in any name in the set of GENERATORS. (Of course these restrictions do not preclude us 
from axiomatizing for example a contingent set theory within a given world but that contingent set theory has noth- 
ing to do with the sets of the noncontingent second order logic and in fact will be expressed with new contingent 
symbols. 

Although we have not done so for reasons of presentation, it should be noted that the recursively defined 
GMEANING concept could have been explicitly defined in the modal logic Z using the well known method (Frcge] 
of explicitly defining recursive functiions in second order logic. It is for this reason we say that this modal logic Z is 
a logically true theory. Alternatively, it should be noted that if one disallows the nesting of contingent function 
symbols except for constants (as is often down in the (extensional) first order quantificational logic) then the recur- 
sion inherent in the GMEANING definition can be eliminated, thus making this definition explicit anyway. 

If the set of GENERATORS is finite then the possibility axiom reduces, in a manner similar to the above deriva- 
tion, to a conjunction of sentences stating that any conjunction of simple sentences or their negations is possible, 
and this resulting sentence is entirely expressed within the modal logic Z based on an underlying (extensional) first 
order quantificational logic. However, it is important to note that fmitcness of the generator set is not required by 
our modal logic and that the possibilty axiom AS will provide the necessary possibilities as theorems for any contin- 
gent language. For example, the fact that the conjunction of the P of all natural numbers is possible can be derived 
as follows from the infinite generator set consisting of all simple sentences of the form "(P ,N) where N is a numer- 
al. (Syntactic verbs such as NUMERAL herein are of course not contingent symbols.) 

(GENERATORS) -df (LAMBDA(X)(EX N(AND(NUMERAL N)(EQUAL X(P N))))) 

(GMEANING '(P ,N)) - (P (GMEANING N)) 
(GMEANING '(ADDl ,N) - (ADD1 (GMEANING N))) 
(GMEANING'1)-1 

(ALL S(POS(incaning of the generator subset S))) 
(ALL S(POS(ALL G(1MPLY(GENERAT0RS G) 

(IFF(S G)(GMEANING G)))))) 
(ALL S(POS(ALL G(IMPLY((LAMBDA(X)(EX N(AND(NUMERAL N)(EQUAL X *(P ,N)))))G) 

(IFF(S GKGMEANING G)))))) 
(ALL S(POS(AUL G(IMPLY(EX N(AND(NUMERAL N)(EQUAL G '(P ,N)))) 

(IFF(S GKGMEANING G)))))) 
(ALL S(POS(ALL G(ALL N{IMPLY(AND(NUMERAL N)(EQUAL G '(P ,N))) 

(IFF(S GKGMEANING G))))))) 
(ALL S(POS( ALL N(IMPLY(NUMERAL N) 

(1FF(S '(P .N))(GMEANING '(P ,N))))))) 
(ALL S(POS(ALL N(IMPLY(NUMERAL N) 

(1FF(S ,(P .N))(P(GMEANING N))))))) 

Thus if S is the universe it follows that 
(POS(ALL N(IMPLY(NUMERAL N) 

(IFF(UNIVERSE '(P .N))(P(GMEANING N»))))      . 
(POS(ALL N(IMPLY(NUMER AL N) (IFF T(P(GMEANING N»)))) 
(POS(ALL N(IMPLY(NUMERAL N) (P(GMEANING N)))» 
which intuitively is: 
(POS(AND(P 1)...)) 

In his 1696 paper "On the Principle of Indiscemibles" Leibniz wrote: "For all things which are different must be dis 
anguished in some way". Thus we say that two things are equal iff every property which is the meaning of an ex- 
pression constructed from contingent function symbols and which holds for the first thing also holds for the second 
thing: 

(EQUAL X Y) -df (ALL p which are contingent(lMPLY(p XXp Y))) ;equal 
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For example, If the contingent GENERATORS are {'(P A) *(P B)} 
then this definition scheme could be rendered: 

(EQUAL X Y) -df (AND(IMPLY(P X)(P Y)) 
(IMPLY (NOT(P X))(NOT(P Y)))) 

We can then say that two things are equal in a world W iff the fact that they are equal is true in W: 
(EQUAL-IN W X Y) -df (IS-TRUE-IN W(EQUAL X Y)) ;equal in a world 

The concept of being equal in a world should be clearly distinguished from the concept of being equal in all worlds: 
(LT-EQUAL X Y) -df (LT(EQUAL X Y))      ;equal in all worlds 

as the confusion between these concepts seems to be one of the enduring themes in philosophical logic. For 
example, by these definitions all the following statements are true: 

(EQUAL-IN(AND(P A)(P B)) A B) 
(NOT(EQUAL-IN(AND(P A)(NOT(P B))) A B)) 
(NOT(EQUAL-IN(AND(NOT(P A))(P B)) A B)) 
(EQUAL-IN(AND(NOT(P A))(NOT(P B))) A B) 
(NOT(LT-EQUALAB)) 

A simple concept of the transworld identity of two objects can then be expressed by saying that for every contingent 
property p which is an essemial property of objects if the first object has that property in the first world then the 
second object has that property in the second world: 

(SAMEXWI YW2)=df 
(ALL p which are contingent and essential 

(IMPLY(TRUE-1N Wl(p A))(TRUE-IN W2(p B)))) 

For example, If the contingent GENERATORS are {'(P A) '(P B)} and if P is a property which is essential to the 
description of an object then this definition scheme could be rendered: 

(SAME X Wl Y W2) =df (AND(TRUE-IN W1(1MPLY(PX)(P Y))) 
(TRUE-IN W2(IMPLY(NOT(P X))(NOT(P Y))))) 

and the following proposition can be seen to be true: 
(SAME A(AND(P A)(NOT(P B)))B(AND(NOT(P A))(P B))) 
«(AND(IMPLY (TRUE-IN( AND(P AKNOT(P B)))(P A)) 

(TRUE-IN( AND(NOT(P A))(P B))(P B))) 
(IMPLY(TRUE-IN(AND(P A)(NOT(P B)))(NOT(P A))) 

(TRUE-IN( AND(NOT(P A))(P B))(NOT(P B))))) 
-T 

The value of the Modal Logic Z is that it models our commonsense reasoning more directly than does classical 
logic in that, in addition to the propositional objects NIL and T, it allows the use of ideal propositional objects 
[Hubert] which can be used as objects of various kinds of reasoning; for example, as objects of belief, as objects of 
knowledge, or as objects of obligation. For example, the commonsense notion that a robot believes(or at least that 
the robot should believe) that which is entailed by its beliefs and that the robot can conceive that which is not con- 
tradicted by its beliefs can be directly defined by explicit definitions of the modal logic Z as follows: 

(BELIEVES ROBOT P) -df (ENTAIL(BEL1EFS ROBOT)P)) 
(CONCEIVABLE ROBOT P) -df (NOT(BELIEVES ROBOT(NOT P))) 
(BELIEFS ROBOT) -df (the conjunction of contingent propositions believed by the robot) 

,the commonsense notion that a Robot knows that which is a true belief can be directly defined with the explicit 
definition: 

(KNOW ROBOT P) -df (AND P(BELIEVES ROBOT P)) 
.and the commonsense notion that a Robot must do that which is entailed by its obligations and may do that which 
is not contradicted by its obligations can be directly defined with the explicit definitions: 

(MUST ROBOT P) -df (ENTAIUOBLIGATIONS ROBOT)P) 
(MAY ROBOT P) -df (NOT(MUST(NOT P») 
(OBLIGATIONS ROBOT) -df (the conjunction of contingent propositions which are obligations of the robot) 

Thus we see that the basic concepts of doxastic logic(the logic of belief), epistemic logic(the logic of knowledge), 
and deontic logic (the logic of ethics) can be explicitly defined in a commonsense manner which precisely models our 
intuitive understanding of these concepts. This commonsense approach to specifying the properties of intentional 
concepts is an amazing contrast to the unintuitiveness of previous methods of specifying them by (KripkeJ's exten- 
sion of traditional semantic methods[Tarski]. Just to pick one example of the consequences of using such unintuitive 
methods, consider the otherwise acceptable paperfMoorel) where the concept of knowledge is (incorrectly) specified 
by the Kripke relation to be an SS modal logic. 

The consistency of the modal logic Z relative to complete atomic Boolean algebras follows by interpreting LT as 
the Boolean function which maps every proposition except T into NIL. The modal quantificational Logic Z is de- 
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scribed in greater detail inlBrownl 2,3.4]. We now use Z to develop a commonsense theory of nonmonotonicity in 
the following section. 

3. THE REFLEXIVE NONMONOTONIC THEORY 

One of the most striking features of nonmonotonic knowledgebases is that they are sometimes described in terms 
of themselves. Such knowledgebases are said to be renexive[Hayes2]. For example, the knowledge base K purport- 
edly defined by the axiom: 

(SYN K (IMPLY(POS(AND K A))A)) 
is defined as being synonymous to the default: (IMPLY(POS(AND K A))A) which in turn is defined in terms of K. 
Thus this purported definition of K is not actually a definition at all but is merely an axiom describing the properties 
possessed by any knowledgebase K satisfying this axiom. In general, a purported definition of a knowledgebase: 

(SYNK(fK)) 
will be implied by zero or more explicit definitions of the form: 

(SYN Kg) 
where K does not occur in g. The explicit definitions which imply a purported definition of a knowledgebase are cull- 
ed the solutions of that purported definition. In general a purported definition may have zero or more solutions. For 
example, (SYN K(NOT K)) is (LT(IFF K(NOT K))) which is (LT NIL) which is NIL and therefore has no solutions. 
and (SYN K K) is (LT(IFF K K)) which is (LT T) which is T and therefore has all solutions. Finally, (SYN K G) 
where K does not occur in G is an explicit definition of K and therefore has only one solution namely itself. 

Because K is the knowledgebase under discussion, it is not itself a contingent proposition ofthat knowledge- 
base. Thus K is not a GENERATOR and the possibility axiom AS of section 2 will not apply to it. This is verifi- 
ed by the above example (SYN K NIL) where K consists of the false expression, and thus is not possible. 

As a more complex example, consider the knowledgebase K which implements an SR fiipflop as two Boolean 
WOR gates connected together in the following manner 
: s—>i\ 
: 110--+ 
; ♦->!/ j 
; +.( + 

: II 
; I + + 
: +--->l\ I 
; 110--+ > K 
: R—>|/ 
Memory circuits such as this SR fiipflop may. unlike nonmemory circuits, involve a self-reference to themselves. 
Thus their defining equations do not constitute explicit definitions. This memory circuit can quite easily be repre- 
sented in our logic by letting the output K be synonymous with the expression resulting from tracing the K wire 
backward thru the NOR gates: 

(SYN K(NOR R(NOR S K))) 
Memory circuits like any other circuits satisfy various properties. For example, if the reset line R is false and the 

set line S is true then there is one solution for K, namely that K is true. Furthermore, if the reset line R is true there 
is also only one solution for K, namely that K is false. However, in any other case this purported definition is impli- 
ed by any solution. These simple facts can indeed be derived from the logic representation of this circuit as follows. 

The SR fiipflop theorem: 
(IFF(SYN K(NOR R(NOR S K))) 

(L1T(AND(IMPLY R(NOT K))(IMPLY(AND(NOT R)S)K)))) 
proof 

(SYN K(NOT(0R R(NOT(OR S K))))) 
(SYN K(AND(NOT R)(OR S K))) 
(LT(IFF K(AND(NOT RXOR S K»)) 
(LT(IFF K(IF R NIL(IF S T K)))) 
(LT(IF R(IFF K NILKIF S(1FF K T)(IFF K K)))) 
(LT(W R(NOT KX1F S K T))) 
(LT(AND(IMPLY R(NOT K)XIMPLY(AND(NOT R)S)K))) 

In cider to make use of a knowledgebase it is helpful to know what is actually in that knowledgebase. For a non- 
reflexive knowledgebase (i.e. a knowledgebase defined by an explicit definition) this is no problem because there is 
obviously only one solution, namely that explicit definition itself. However, in the more general case of a purported 
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defjniiion there may be any number of solutions. Thus the basic goal of a theory of nonmonotonicity of reflexive 
knowlcdgebases must be to describe the solutions for various kinds of purported definitions. 

The first kind of purported definition we consider is a knowledgebase K consisting of (a conjunction of)axiotm G 
not containing K plus one additional standard default axiom. A standard default axiom is an axiom of the form: 

(IMPLY(POS(ANDK A))(1MPLY B A)) 
This structure contains as instances default axioms such as: 

(IMPLY(POS(AND K(CAN-FLY ENTERPRISE))) 
(IMPLY(1S-SPACE-SCHUTTLE ENTERPRISE)(CAN-FLY ENTERPRISE))) 

Tl: A knowledgebase containing exactly one variable-free standard default has precisely one solution. 

(IFF (SYN K(AND G(IMPLY(POS(AND K A))(IMPLY B A)))) 
(SYN K(AND G(IMPLY(POS(AND G A))(1MPLY B A)))) 

proof 
(SYN K(AND G(IMPLY(POS(AND K A))(IMPLY B A)))) 
(IF  (POS(ANDKA)) 

(SYN K(ANDG(IMPLY(AND B T)A))) 
(SYN K(AND G(IMPLY(AND B NIL)A)))) 

(IF   (POS(ANDKA)) 
(SYN K(ANDG(IMPLY B A))) 
(SYN K G)) 

(OR (AND(POS(AND K A))(SYN K(ANDG(IMPLY B A)))) 
(AND(NOT(POS(AND K A)))(SYN KG))) 

(OR (AND(POS(ANDG(IMPLY B A)A))(SYN K(ANDG(IMPLY B A)))) 
(AND(NOT(POS(AND G A)))(SYN K G))) 

(OR (AND(POS(AND G A))(SYN K(AND G(1MPLY B A)))) 
(AND(NOT(POS(AND G A)))(SYN K G))) 

(IF  (POS(ANDGA)) 
(SYN K(AND G(IMPLY B A))) 
(SYN K G)) 

(SYN K(IF(POS(AND G A))(AND G(IMPLY B A))G)) 
(SYN K(AND G(IF(POS(AND G A)KIMPLY B A)T))) 
(SYN K(AND G(IMPLY(POS(AND G A)K1MPLY B A)))) 

The solutions to the two purported definitions discussed in section 1 are obtained from theorem Tl as corollaries for 
if G is T, B is T, and A is possible it follows that: 
(IFF(SYN K(IMPLY(POS(AND K A))A)) 

(SYN K A)) 
and if G is (NOT A) and B is T it follows that: 
(IFF(SYN K(AND(NOT A)(lMPLY(POS(AND K A))A))) 

(SYN K(NOT A))) 

Tl shows that a knowledgebase with only one variable-free standard default, has the same essential status as an ex- 
plicit definition. The next theorem: T2 shows that this is not the case for a knowledgebase with 2 variable-free stand- 
ard defaults. 

T2: A knowledgebase consisting of two variable-free standard defaults has precisely one or two solutions. 

(IFFCSYN K(AND G (IMPLY(POS(AND K Al))(IMPLY Bl Al)) 
'IMPLY(POS(AND K A2))(IMPLY B2 A2)) )) 

(IF(POS(AND G(IMPLY 82 A2)A1)) 
(IF(POS(AND G(IMPLY Bl Al)A2)) 

(SYN K(AND GdMPLY Bl  Al) (IMPLY B2  A2) ) ) 
(SYN K(AND G(IMPLY Bl  Al)))) 

(IF (POS (AND  GdMPLY  Bl   A1)A2)) 
(SYN K(AND GdMPLY B2  A2) ) ) 
(IF(POS(AND G  Al)) 

(IF (POS (AND G A2)) 
(OR (SYN  K(AND GdMPLY Bl Al))) 
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(SYN  K(AND G(IMPLY  B2  A2)))) 
(SYN K(AND G(IMPLY Bl  Al)))) 

(IF(POS(AND  G  A2)) 
(SYN  K(AND  G(IMPLY   82   A2))) 
(SYN  KG))    )))) 

(SYN  K(AND 
proof 

G(IMPLY(POS(AND K 
(IMPLY(POS(AND K 

Al) ) (IMPLY  Bl  Al)) 
A2)) (IMPLY B2  A2)) )) 

(IF (PCS (AND K AD) 
(IF(POS(AND  K A2)) 

(SYN  K(AND  COMPLY  T(IMPLY   Bl 
(SYN  K(AND  G(IMPLY   T(IMPLY   Bl 

(IF(POS(AND  K A2)) 
(SYN  K(AND G(IMPLY  NIL(IMPLY  Bl   Al))(IMPLY  T(IMPLY  B2  A2)))) 
(SYN  K(AND  GdMPLY  NILdMPLY   Bl   AD ) (IMPLY   N1L(IKPLY   B2   A2)))) 

AD) (IMPLY  T (IMPLY   D2   A2)))) 
AD) (IMPLY  NILdMPLY   B2   A2)))) 

)) 

(IF (POS (AND K AD) 
(IF(POS(AND K A2)) 

(SYN K(AND G(IMPLY Bl Al)(IMPLY 
(SYN K(AND G(IMPLY Bl Al))) ) 

(IF(POS(AND K A2)) 
(SYN K(AND G(IMPLY B2 A2))) 
(SYN KG))) 

B2  A2))) 

(OR(AND(POS (AND K Al) ) (POS (AND K A2) ) 
(SYN K(AND GdMPLY  Bl  Al) (IMPLY  B2  A2)))) 

(AND(POS(AND  K Al) ) (NOT (POS (AND  K A2)))(SYN  K(AND  GdMPLY 
(AND (NOT (POS (AND   K  Al) ) ) (POS (AND   K  A2) ) (SYN  K(AND  GdMPLY 
(AND(NOT(POS (AND  K  Al) )) (NOT (POS (AND K A2)))(SYN  KG))) 

Bl 
B2 

Al)))) 
A2)))) 

(OR (AND (POS (AND GdMPLY Bl Al) (IMPLY B2 A2)A1)) 
(POS (AND GdMPLY Bl AD (IMPLY B2 A2)A2)) 
(SYN  K(AND  GdMPLY  Bl   Al) (IMPLY  B2   A2) ) ) ) 

(AND (POS (AND  GdMPLY  Bl   Al) Al)) 
(NOT(POS(AND GdMPLY Bl   A1)A2))) 
(SYN K(AND GdMPLY Bl   Al)))) 

(AND (NOT (POS (AND GdMPLY B2  A2)A1))) 
(POS (AND GdMPLY  B2  A2)A2)) 
(SYN K(AND GdMPLY B2   A2)))) 

(AND (NOT (POS (AND G Al))) (NOT (POS (AND G A2)))(SYN  K G) )    ) 

(OR(AND(POS (AND GdMPLY  B2  A2)A1)) 
(POS (AND GdMPLY Bl  A1)A2)) 
(SYN K(AND GdMPLY Bl  Al) (IMPLY B2  A2)))) 

(AND (POS (AND G Al)) 
(NOT(POS (AND GdMPLY Bl   A1)A2))) 
(SYN K(AND GdMPLY Bl  Al)))) 

(AND(NOT(POS (AND GdMPLY B2   A2)AD)) 
(POS(AND G A2)) 
(SYN K(AND GdMPLY B2  A2)))) 

(AMD (NOT (POS (AND 0 Al))) (NOT (POS (AND G A2))) (SYN  KG))) 

(IF (PCS (AND GdMPLY 82  A2)A1)) 
(IF(POS(AND GdMPLY  Bl  A1)A2)) 

(OR(SYN K(AND GdMPLY 81  Al) (IMPLY 87  A2))) 
(AND(NOT(POS(AND G Al)))(NOT(POS(AND G A2)))(SYN  KG))) 

(OR (AND (POS (AND G Al)) 
(SYN K(AND GdMPLY  81  Al)))) 
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(AND (NOT (POS (AND  G Al) ) (NOT (POS (AND G A2)))(SYN KG))) 
(IF(POS  G(IMPLY Bl   A1)A2) 

(OR (AND (POS (AND  G A2) ) 
(SYN K(AND G(IMPLY B2  A2)))) 

(AND (NOT (POS (AND G Al))) (NOT (POS (AND G A2))) (SYN KG))) 
(OR (AND (POS (AND G AD) 

(SYN K(AND G(IMPLY El   Al)))) 
(AND(POS(AND  G A2) ) 

(SYN  K(AND G(IMPLY B2   A2)))) 
(AND(NOT (POS (AND  G Al) )) (NOT (POS (AND G A2))) (SYN KG))) 

(IF(POS  G(IMPLY B2  A2)A1) 
(IF(POS(AND G(IMPLY Bl   A1)A2)) 

(SYN K(AND G (IMPLY Bl   Al) (IMPLY  B2  A2))) 
(SYN K(AND G(IMPLY Bl  Al)))) 

(IF(POS(AND GdMPLY Bl   A1)A2)) 
(SYN K(AND GdMPLY B2  A2))) 
(OR(AND(POS(AND  G Ai)) 

(SYN K(AND  GdMPLY  Bl   Al)))) 
(AND(POS(AND  G A2) ) 

(SYN K(AND GdMPLY B2   A2) ) ) ) 
(AND (NOT (POS (AND G  Al))) (NOT (POS (AND G A2))) (SYN KG))   ) )) 

(IF (POS (AND GdMPLY B2  A2)A1)) 
(IF(POS(AND GdMPLY Bl  A1)A2)) 

(SYN  K(AND GdMPLY Bl   Al) (IMPLY  B2  A2))) 
(SYN  K(AND  GdMPLY  Bl   Al)))) 

(IF(POS(AND GdMPLY   Bl   A1)A2)) 
(SYN  K(AND GdMPLY  B2   A2))) 
(IF(POS(AND  Q  Al)) 

(IF(POS(AND G  A2)) 
(OR(SYN K(AND GdMPLY Bl   Al))) 

(SYN K(AND GdMPLY B2  A2)))) 
(SYN K(AND GdMPLY Bl  Al)))) 

(IF(POS(AND G A2)) 
(SYN K(AND  GdMPLY B2  A2))) 
(SYN K G))))) 

The Alternatives Corollary to T2: 
If G is (OR Bl B2) and (AND Al A2 B I) is possible then T2 reduces to the proposition that: 

(IFF(SYN K(AND(OR Bl B2)(lMPLY(POS(AND K ADKIMPLY El Al)) 
(IMPLY(POS(AND K A2))(IMPLY B2 A2)))) 

(SYN K(AND(OR Bl B2)(IMPLY Bl A1)(IMPLY B2 A2)))) 
Thus K entails (OR Al A2). This illustrates the importance of treating defaults as expressions rather than as infer- 
ence rules because inference rules such as: 

(from a deduction of (POS(AND K Al» and a deduction of Bl infer Al) 
(from a deduction of (POS(AND K A2)) and a deduction of B2 infer A2) 

would not allow any deduction to be made since neither B1 nor B2 is a theorem of the knowledgebase. 

The Flipped Coin Corollary to T2: 
If Al is A, A2 is (NOT A), BI is T,and B2 is T then T2 reduces to the proposition that: 

(IFF(SYN K(AND G(IMPLY(POS(AND K A))AXIMPLY(POS(AND K(NOT A)))(NOT A)))) 
(IF(POS(ANDOA)) 

(IF(POS(AND G(NOT A») 
(OR(SYN K(AND G A))(SYN K(AND G(NOT A)))) 
(SYNK(ANDGA))) 

(IF(POS( AND G(NOT A))) (SYN K( AND G(NOT A))) (SYN K G))) 
If (AND G A) is possible and (AND G(NOT A)) is possible then this proposition reduces to: 
(IFF(SYN K(ANDG(IMPLY(POS(AND K A))AXIMPLY(POS(AND K(NOT A)))(NOT A)))) 

(OR(SYN K(AND G A))(SVN K(AND G(NOT A))))) 
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which states the K has precisely two solutions. Furthermore, if G is T, then these two solutions are direct opposhes 
in that one says the knowledgcbase is A and the other says the knowiedgebase is (NOT A): 
(1FF(SYN K(AND(lMPLY(POS(AND K A))A)(IMPLY(POS(AND K(NOT A)))(NOT A)))) 

(OR(SYN K A)(SYN K(NOT A))) 

There is nothing at all bizarre about having multiple solutions or even opposite multiple solutions for one can 
easily imagine a robot executing actions in a given state resulting in a new state K which must be one of the above 
solutions, although there is no way the robot in its planning can determine which solution for K is actually the case. 
For example let A be the proposition that a flipped coin will land with heads. The default: (IMPLY(POS( AND K 
A))A) then means that if it is possible for the coin to land on heads then assume it does so. Likewise, the default 
(IMPLY(POS(AND K(NOT A)))(NOT A)) means that if it is possible for a coin to land tails(i.e. not heads)ihen 
assume it does so. The result of the action is then one of two states K: 

(OR(SYN K A)(SYN K(NOT A))) 
where the roin landed heads and where the coin landed tails (i.e. not heads). It should be noted that a disjunction of 
solutions is altogether different from a solution which is a disjunction of alternatives such as:(SYN K(OR A(NOT 
A))) which in this case is equivalent to:(SYN K T) and which would be an incorrect rendering of what is intuitively 
meant by multiple defaults. 

In planning further actions to the resulting slate K in order to achieve some overall goal the robot must take into 
account all the different solutions for K and make its plans accordingly. For example, if the robots overall goal is to 
flip the coin until it lands heads then the robot should plan to do nothing for the solution: (SYN K A) ,but should 
plan to continue flipping the coin for the solution (SYN K(NOT A)). 

The purpose of using these default axioms is to allow for the case of where additional information in G contra- 
dicts the defaults. For example if the coin has tails on both sides then the flipped coin will always land tails. Thus 
letting G be (NOT A) and assuming that (NOT A) is logically possible, the first corollary expression of T2 above 
reduces to the single solution: 
(IFF(SYN K(AND(NOT A)(IMPLY(POS(AND K A))A)(1MPLY(P0S(AND K(NOT A)))(NOT A)))) 

(SYNK(NOTA))) 
Likewise if the coin has heads on both sides then the flipped coin will always land heads. Thus letting G be A and 
assuming that A is logically possible, the first corollary expression of T2 above reduces to the single solution: 
(1FF(SYN K(AND(NOT A)(IMPLY(POS(AND K A))A)(IMPLY(POS(AND K(NOT A)))A))) 

(SYNKA)) 

The Closed World Assumption Corollary to T2: 
Assume that the knowiedgebase consists of the fact that (OR(NOT Al KNOT A2)) and two standard defaults im- 

plementing the closed world assumptionfReiterl] that the meaning of any simple sentence which is possible with 
respect to what is assumed is the case. If Bl is T, B2 is T, and G is (OR(NOT Al )(NOT A2)) in T2 and if Al and 
*A2 are GENERATORS then T2 reduces to: 
(IFF(SYN K(AND(OR(NOT Al KNOT A2)) 

(lMPLY(POS(AND K Al))Al)(IMPLY(POS(AND K A2))A2))) 
(OR(SYN K(AND(NOT A2)A1))(SYN K(AND(NOT A1)A2)))) 

This corollary illustrates the fact that defaults with mutually exclusive conditions even if they are not negations of 
each other do in fact result in alternative solutions. 

The Tipped coin and closed world examples can be generalized to a knowiedgebase containing N mutually exclu- 
sive defaults. Essentially, this is done by adding N standard defaults to the theory and letting G state that the conclu- 
sions of all these defaults are mutually exclusive. Such a knowledge base will have precisely N solutions whenever 
no other information is available. This fact is proven below in theorem T3. This proof illustrates the smooth inter- 
action of reasoning with complex mixtures of contingent and necessary expressions involving quantifiers in the mod- 
al quantificational logic Z. Thus, for example, in the absence of any other information a knowiedgebase containing 
six mutually exclusive defaults specifying the world states after rolling a six sided die would result in six distinct 
solutions. 

T3: For all N there exist a knowiedgebase with N standard defaults and with N solutions. 
(IMPLY 
(ANEKSYN G(AND G2(ALL 1(ALL J(OR(EQUAL I J)(IMPLY(P IKNOT(P J)))))))) 

(ALLN(POS(PN)))) 
(ALL N(IFF(SYN K(AND G(ALL M(IMPLY(<- M N) 

(IMPLY(POS(AND K(P M))KP M)))))) 
(EX M(AND(<- M N)(SYN K(AND G(P M)))))))) 
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Let I.J.N range over the positive integers which along with their numeric properties such as - and <- are assumed to 
be necessary. 
Let (SYN G(AND G2(ALL HALL J(OR(E0UAL I J))(IMPLY(P IKNOT(P J))))))). 
Let (ALL N(POS(P N))) be true. Then it follows that: 

(ALL N(IFF(SYN K(AND G(ALL M(IMPLY(<- M N) (IMPLY (POS (AND K(P M))) (P M)))) )) 
(EX M(AND(<- M N) (SYN K(AND G(P N))))) )) 

proof 
(by induction on N) 

base-case: N»! 
(IFF(SyN K(AND G(ALL M(IMPLY(<- M 1) (IMPLY (POS (AND K(P M) ) ) (P M) ) )) )) 

(EX M(AND(<- M 1) (SYN K(AND G(P M))))) ) 
(IFF(SYN K(AND G(IMPLY(POS(AND K(P 1)))(P 1)))) 

(SYN K(AND G(P 1) )) ) 
(IFF (SYN K(AND G (IMPLY (POS (AND K(P 1))) (P 1)))) 

(SYN K(AND G(P 1))) ) 
(IFF(SYN K(AND G(IMPLY(POS(AND G(P 1)))(P 1)))) ;by Tl 

(SYN K(AND G(P 1))) ) 
(IFF(SYN K(AND G(IMPLY T (P 1)))) ; since (AND G(P 1))is possible 

(SYN K(AND G(P 1))) ) 
T 

induction-step N+l   if   N 
(ALL  N(IMPLY 

(IFF (SYN  K(AND  G(ALL  M (IMPLY (<-  M N) (IMPLY (POS (AND  K (P   M) ) ) (P  M) ) ) )   )) 
(EX M(AND(<- M  N)(SYN  K(AND G(P M)))))   )) 

(IFF(SYN K(AND G(ALL M(IMPLY(<- M(l+ N))(IMPLY(POS(AND  K(P  M))) (P M))))   )) 
(EX M(AND(<- M(l+ N)) (SYN  K(AND G(P M)))))    )) 

(ALL N(IMPLY 
(IFF (SYN  K(AND  G(ALL M(IMPLY (<-  M N) (IMPLY(POS (AND  K (P  M) ) ) (P  M) ) ) )   )) 

(EX M(AND«- M N) (SYN  K (AND G(P M)))))   )) 
(IFF (SYN K(AND G(ALL M(IMPLY(<- M N) (IMPLY(POS (AND K(P  M) ) ) (P M)))) 

(IMPLY(POS(AND  K(P(1+ N))))(P(1+ N)))   )) 
(OR(SYN  K(AND G(P(1+ N))) ) 

(EX M(AND(<=  M N)(SYN K(AND G(P M)))))   ))    ) 

Let  the  induction hypothesis be: 
H-(IFF(SYN K(AND G(ALL M(IMPLY(<- M N)(IMPLY(POS(AND K(P M)))(P M))))   )) 

(EX M(AND(0   M  N) (SYN  K(AND G(P  M)))))    )) 

(ALL N(IMPLY H /equality substitution using Induction hypothesis 
(IFF(SYN K(AND G(IMPLY(POS(AND K(P(1+ N))))(P(1+ N))) 

(ALL M(IMPLY(<- M N) (IMPLY(POS (AND  K(P M) ) ) (P M))))   )) 
(OR(SYN  K(AND  G(P(1+  N)))) 

(SYN  K(AND  G(ALL M(IMPLY«-  M N) (IMPLY (POS (AND  K (P  M) ) ) (P M) ))) ) )    ) ) 
)) 

assuming H and  letting: 
B-(ALL M(IMPLY (<- M N) (IMPLY (POS (AND K(P M))) (P  M)))) 
we neod to prove for all N that: 

(IFF(SYN K(AND G(IMPLY(POS(AND K(P(1+ N)))(P(1+ N))))B)) 
(OR(SYN K(AND G(P(1+ N)))) (SYN K(AND G B))) )) 

(AND(IMPLY(SYN K(AND G(IMPLY(POS(AND G B(P(1+ N)))(P(l+ N))))B)) 
(OR(SYN K(AND G(P(1+ N)))) (SYN K(AND G B))) ) 

(IMPLY(OR(SYN K(AND G(P(1+ N)))) (SYN K(AND G B) )) 
(SYN K(AND G(IMPLY(POS(AND G B(P(1+ N)))(P(1+ N))))B)) )) 
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(AND(IMPLY(SYN K(AND G(IMPLY(POS(AND G B(P(1+ N)) ) (P(l+ N))))B)) 
(OR(SYN K(AND G(P(1+ N)))) (SYN K(AND G B))) ) 

(IMPLY(SYN K(AND G(P(1+ N)))) 
(SYN K(AND G(IMPLY(POS(AND G B(P(1+ N) ) ) (P (1+ N))))B)) ) 

(IMPLY(SYN K(AND G B))) 
(SYN K(AND G(IMPLY(POS(AND G B(P(1+ N) ) ) (P(1+ N))))B)) )) 

(AND(IMPLY(SYN K(AND G(IMPLY(POS(AND G B(P(1+ N)))(P(l+ N))))B)) 
(OR(SYN K(AND G(P(1+ N)))) (SYN K(AND G B))) ) 

(IMPLY(SYN K(AND G(P(1+ N)))) 
(SYN K(AND G(IMPLY(PCS(AND G B(P(1+ N) ) ) (P(l+ N))))B)) ) 

(IMPLY(SYN K(AND G B))) 
(SYN K(AND G(IMPLY(POS(AND G B(P(1+ N) ) ) (P(l+ N))))B)) )) 

The proof of the induction step breaks into three cases: 

easel: 
(IMPLY(SYN K(AND G(IMPL/(POS(AND G B(P(1+ N)) ) (P(l+ N))))B)) 

(OR(SYN K(AND G(P(l+ N)))) (SYN K(AND G B) ) ) ) 
(IMPLY(SYN K(AND G(IMPLY(POS(AND G B(P(1+ N))) (P(1+ N))))B)) 

(OR(SYN K(AND G(P(1+ N))))) 
(IMPLY(SYN K(AND G(IMPLY(POS(AND G B(P(1+ N))) (F(l+ N))))B)) 

(SYN K(AND G B)) )) 
;it remains only to prove: 
(IMPLY(SYN K(AND G(IMPLY(POS(AND G B(P(1+ N))) (P(l+ N))))B)) 

(OR (SYN K(AND G(P(1+ N))) ) ) 
(NOT(POS(AND G B(P(1+ N)))))) 

(IMPLY(SYN K(AND G(IMPLi'(POS (AND G B(P(1+ N))) (P(l+ N) ) ) ) B) ) 
(IMPLY(POS(AND G B(P(1+ N)))) 

(SYN K(AND G(P(1+ N)))) )) 
(IMPLY(POS(AND G B(P(1+ N)))) 

(IMPLY(SYN K(AND G(lMPLY (POS (AND G B(P(1+ N)))(P(l-t N))))B)) 
(SYN K(AND G(P(1+ N)))) )) 

(IMPLY(POS(AND G B(P(1+ N)))) 
(IMPLY(SYN K(AND G(IMPLY T(P(1+ N))))B) 

(SYN K(AND G(P(1+ N)))) )) 
(IMPLY(POS(AND G B(P(1+ N)))) 

(IMPLY(SYN K(AND G(P(1+ N))B)) 
(IMPLY(SYN K(AND G(P(1+ N))B)) 

(SYN K(AND G(P(1+ N)))) ))) 
»•since K is G P(l+ N) B by the first SYN K implication 
/it follows that the B expression in the second SYN K implication 
/is T since every (AND K(P M))) in that B is cotradicted by the P(l+N) 
/of the first SYN K implication. 
(IMPLY(POS(AND G B(P(1+ N)))) 

(IMPLY(SYN K(AND G(P(1+ N))B)) 
(IMPLY(SYN  K(AND G(P(1+ N))T)) 

(SYN  K(AND G(P(1+ N))))   ))) 
T 

case2: 
(IMPLY(SYN K(AND G(P(1+ N)))) 
(SYN K(AND G(IMPLY(POS(AND G B(P(1+  N) )) (P(l+ N))))B))   ) 
/since K is G and P(l+ N) which implies not PI...not Pn, 
/(POS(AND K(r M) in B is NIL so B is T. 
(IMPLY(SYN K(AND G(P(1+ N)))) 

(SYN K(AND G(IMPLY(POS(AND G T(P(1+ N)))(P(1+ N))))T)) ) 
(IMPLY(SYN K(AND G(P(1+ N)))) 
(SYN K(AND G(POS(AND G(P(1+ N)))(P(l+ N))))) ) 
/since (AND G(P(1+ N))) is possible 
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(IMPLY(SYN K(AND G(P(1+ N)))) 
(SYN K(AND G T(P(1+ N))))) ) 

T 

case3: 
(IMPLY(SYN K(AND G B)) 

(SYN K(AND G(IMPLY(POS(AND G B(P(1+ N))) (P(1+ N)))) B)) ) 
.would be true if (POS(AND G B(P(1+ N)))) were false 
;8o it remains only to prove: 
(IMPLY(SYN K(AND G B)) 

(NOT(POS(AND G B(P(1+ N))))) ) 
;by hypothesis 
(IMPLY(SYN K(AND G B)) 

(NOT (POS(AND K(P(1+ N))))) ) 
;using H aqain 
(IMPLY (EX M(AND«- M N) (SYN K(AND G (P M) ))) ) 

(NOT (POS(AND K(P(1+ N))))) ) 
(IMPLY (EX M(AND(<'= M N) (SYN K(AND G(P M) )) ) ) 

(NOT(POS(AND K(P(1+ N))))) ) 
(ALL M( IMPLY (<«■ M N) 

(IMPLY(SYN K(AND G(P M))) 
(NOT(POS(AND K(P(1+ N))))) ))) 

(ALL M(IMPLY«- M N) 
(IMPLY(SYN K(AND G(P M))) 

(NOT(POS(AND G(P M)(P(l+ N))))) ))) 
;since (AND G(P M)(P(l+ N))) is NIL 
(ALL M(IMPLY(<- M N) 

(IMPLY(SYN K(AND G(P M))) 
(NOT NIL)))) 

The Infinite Number Corollary to theorem T3: 
There exist a knowledgebase with an infinite number of standard defaults and with the same infinite number of 

solutions. The proof is obtained by letting N in theorem T3 be an infinite positive integer such as omega in non- 
standard number theory [Robinson]. 

The following particular knowledgebase is taken from[Reiter] where it is claimed that the analogous formulation 
in the nonmonotonic logic of [McDermott&Doyle] has no fixed point 

T4: There exists a knowledgebase consisting of three standard defaults which has no solutions: 
if'Al.'A^'AS/Bl.'B^'BS arc all generators then: 
(IFF(SYN K (AND (IMPLY (POS (AND K Al)) (IMPLY Bl Al) (IMPLY Al B2) (NOT (AND Al A2) ) ) 

(IMPLY (POS (AND K A2)) (IMPLY B2 A2) (IMPLY A2 B3) (NOT (AND A2 A3))) 
(IMPLY (POS (AND K A3)) (IMPLY B3 A3) (IMPLY A3 Bl) (NOT (AND A3 

Al))))) 
NIL) 

proof 

;;;let G be (AND(IMPLY Al B2)(IMPLY A2 B3)(IMPLY A3 Bl) 
(NOT (AND Al A2)) (NOT (AND A2 A3)) (NOT (AND A3 Al))) 

;;;let GENERATORS include ('»Al \A2 '^3 \B1   \B2   %
IB3] 

then: 

(SYN K(AND G (IMPLY(POS K Al)(IMPLY Bl Al)) | 

(IMPLY(POS K A2)(IMPLY B2 A2)) 
(IMPLY(POS K A3)(IMPLY B3 A3)))) 

(IF(POS K Al) 
(IF(POS K A2) 

(IF(POS K A3) 
(SYN K(AND G»IMPLY Bl Al) (IMPLY B2 A2) (IMPLY B3 A3))) 
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(SYN K(AND G(IMPLY  Bl   Al)(IMPLY  B2  A2)))) 
(IF(POS K A3) 

(SYN K(AND GdMPLY  El  Al) (IMPLY  B3 A3))) 
(SYN K(AND GdMPLY  Bl  Al))))) 

(IF (POS  K A2) 
(IF(POS K A3) 

(SYN K(AND GdMPLY  B2  A2) (IMPLY  B3 A3))) 
(SYN K(AND GdMPLY  B2  A2)T))) 

(IF(POS K A3) 
(SYN K(AND GdMPLY  B3  A3))) 
(SYN K G)))) 

(OR(AND(POS  K Al)(POS  K A2)(POS  K A3) 
(SYN  K(AND GdMPLY Bl   AD (IMPLY B2  A2) (IMPLY  B3  A3))) 

(AND(POS  K Al) (POS  K A2) (NOT(POS  K A3)) 
(SYN K(AND GdMPLY Bl   Al) (IMPLY B2  A2)))) 

(AND(POS  K Al)(NOT(POS  K  A2))(POS  K A3) 
(SYN  K(AND GdMPLY Bl   Al) (IMPLY B3  A3)))) 

(AND(POS  K Al)(NOT(POS  K  A2))(NOT(POS  K A3)) 
(SYN  K(AND Gdf-IPLY Bl   Al)))) 

A2 NIL 
A3 NIL 
Al NIL 
B3 A3)))) 
A2 NIL 

(AND(NOT(POS  K Al))(POS  K  A2)(POS  K A3) 
(SYN K(AND GdMPLY  B2  A2) (IMPLY  B3 A3))) 

(AND (NOT (POS  K Al)) (POS   K A2) (NOT (POS  K A3)) 
(SYN K(AND GdMPLY  B2  A2)))) 

(AND (NOT (POS  K AD) (NOT (POS  K A2) ) (POS  K A3) 
(SYN K(AND GdMPLY  B3  A3))) 

(AND(NOT (POS   K AD) (NOT(POS   K  A2)) (NOT(POS  K  A3)) 
(SYN KG))))    ) 

Then by using G we get: 
;;;let G be (AND(IMPLY Al B2)(IMPLY A2 B3)(IMPLY A3 Bl) 

(NOT (AND Al A2)) (NOT (AND A2 A3)) (NOT (AND A3 Al))) 

(OR (AND (POS (AND GdMPLY B2   A2) (IMPLY B3  A3) Al))   ;B2 
(POS (AND GdMPLY Bl  Al) (IMPLY B3 A3)A2))   ;B3 
(POS (AND GdMPLY Bl  Al) (IMPLY  B2  A2)A3))   ;B1 
(SYN K(AND GdMPLY Bl  Al) (IMPLY B2  A2) (IMPLY 

(AND (POS (AND GdMPLY B2  A2)AD) ;B2 
(POS (AND GdMPLY Bl  A1)A2)) 
(NOT(POS(AND GdMPLY  Bl  Al) (IMPLY B2 A2)A3))) 
(SYN  K(AND GdMPLY Bl  Al) (IMPLY B2  A2)))) 

(AND(POS(AND GdMPLY B3  A3)AD) 
(NOT(POS(AND GdMPLY  Bl  Al) (IMPLY  B3 A3)A2))) 
(POS (AND GdMPLY Bl  Al) A3)) ;B1  Al        NIL 
(SYN K(AND GdMPLY Bl   Al) (IMPLY B3  A3)))) 

(AND(POS (AND G Al)) 
(NOT (POS (AND GdMPLY  Bl  A1)A2))) 
(NOT(POS (AND GdMPLY  Bl  A1)A3))) ;B1  Al T 
(SYN K(AND GdMPLY Bl  Al)))) 

(AND(NOT (POS (AND GdMPLY  B2  A2) (IMPLY B3 A3)A1))) 
(POS (AND GdMPLY B3  A3)A2)) ;B3  A3        NIL 
(POS (AND GdMPLY B2  A2)A3)) 
(SYN K(AND GdMPLY B2   A2) (IMPLY B3 A3)))) 

(AND (NOT (POS (AND GdMPLY B2  A2)A1))) ;B2  A2 T 
(POS(AND G A2)) 
(NOT (POS (AND GdMPLY  B2  A2)A3))) 
(SYN  K(AND GdMPLY  B2  A2)))) 

(AND (NOT (POS (AND GdMPLY B3 A3)A1))) 
(NOT(POS(AND GdMPLY B3 A3)A2))) ;B3 A3 T 
(POS (AND G A3)) 
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(SYN K{AND GdMPLY B3 A3)))) 
(AND (NOT (POS (AND G Al))) 

(NOT(POS(AND G A2))) 
(NOT(POS(AND G A3))) 
(SYN KG))) 

(OR (AND (POS (AND G Al)) 
(NOT (POS (AND GdMPLY Bl  A1)A2))) 
(SYN K(AND GdMPLY Bl  Al)))} 

(AND (POS (AND G A2)) 
(NOT(POS (AND GdMPLY B2  A2)A3))) 
(SYN K(AND GdMPLY 82  A2)))) 

(AND (NOT (POS (AND GdMPLY B3  A3)A1))) 
(POS(AND G A3)) 
(SYN K(AND GdMPLY B3  A3)))) 

(AND(NOT(POS(AND G Al))) 
(NOT(POS(AND G A2))) 
(NOT(POS(AND G A3))) 
(SYN KG))) 

and since conjunctions of Generators are possible all the remaining 
subexpressions ... in (POS ...) are possible, hence every conjunct is NIL: 
NIL 

Some examples dealing with more esoteric cases of nonmonotonic reasoning 
are now given. 

T5: A knowledge base with one default(not necessarily standard): 
(IFF(SYN K(AND G (IMPLY(POS(AND K A))X))) 

(OR (AND (POS (AND G X A)) (SYN K (AND G X) ) ) 
(AND(NOT (POS(AND G A))) (SYN KG))) ) 

proof 
(SYN K(AND GdMPLY (POS (AND K A) ) X)) ) 
(IF (POS (AND K A)) (SYN K(AND G X)) (SYN K G)) 
(OR (AND (POS (AND K A)) (SYN K (AND G X))) 

(AND (NOT (POS (AND K A))) (SYN KG))) 
(OR (AND (POS (AND G X A)) (SYN K(AND G X) ) ) 

(AND(NOT(POS(AND G A)))(SYN KG))) 

corollary if G is T and if(AND X A) is posssible it follows that: 
(IFF(SYN K(IMPLY(POS(AND K A))X)) 

(SYN K X)) 

T6: A knowledgcbasc with two defaults(not necessarily standard): 
(IFF(SYN K(AND G(IMPLY(POS(AND K B))X)(IMPLY(POS(AND K D))Y))) 

(OR (AND (POS (AND G X Y B)) (POS (AND G X Y D)) (SYN K (AND G X Y)) ) 
(AND (POS (AND G X B)) (NOT (POS (AND G X D))) (SYN K(AND G X))) 
(AND (NOT (POS (AND G Y B) ) ) (POS (AND G Y D)) (SYN K (AND G Y)) ) 
(AND (NOT (POS (AND G B))) (NOT (POS (AND G D))) (SYN K G)) ) ) 

proof 
(SYN K(AND GdMPLY (POS (AND K B) ) X) (IMPLY (POS (AND K D))Y))) 
(IF(POS(AND K B)) 

(IF(POS(AND K D)) (SYN K(AND G X Y)) (SYN K(AND G X))) 
(IF (POS (AND K D)) (SYN K (AND G Y)) (SYN KG))) 

(OR (AND (POS (AND K B)) (POS (AND K D)) (SYN K(AND G S Y))) 
(AND (POS (AND K B)) (NOT (POS (AND K D))) (SYN K (AND G S) ) ) 
(AND (NOT (POS (AND K B))) (POS (AND K D)) (SYN K (AND G Y)) ) 
(AND (NOT (POS (AND K B))) (NOT (POS (AND K D))) (SYN KG))) 

(OR(AND (POS (AND G X Y B)) (POS (AND G X Y D)) (SYN K(AND G X Y) )) 
(AND (POS (AND G X B)) (NOT (POS (AND G X D) )) (SYN K(AND G X) )) 
(AND (NOT (POS (AND G Y B))) (POS (AND G Y D)) (SYN K (AND G Y) )) 
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(AND(NOT(POS(AND G B))) (NOT(POS(AND G D))) (SYN KG))) 

T7:   A knowledgebase having a  unique solution may have a   subknowledgebase which 
has no solutions. 
(IFF(SYN K   (AND G(IMPLY(POS(AND  K  A))(NOT  A)))) 

(AND(NOT(POS(AND G A))) (SYN  KG))) 
proof 

(SYN K   (AND G(IMPLY(PCS(AND K A)) (NOT A)))) 
(IF(POS(AND K A)) 

(SYN K(AND G(NOT A))) 
(SYN K G)) 

(OR(AND(POS(AND K A)) (SYN K(AND G(NOT A)))) 
(AND(NOTPOS(AND K A))(SYN KG))) 

(OR (AND (POS (AND G(NOT A) A)) (SYN K (AND G (NOT A)))) 
(AND (NOT (POS (AND G A) ) ) (SYN KG))) 

(OR(AND(POS NIL)(SYN K(AND G(NOT A)))) 
(AND(NOT(POS(AND G A) ) ) (SYN KG))) 

(OR NIL(AND(NOT(POS(AND G A)))(SYN KG))) 
(AND(NOT(POS(AND G A)))(SYN K G)) 

Thus if G is T and (PCS A) we find that there are no solut ions: 
(IFF(SYN K(IMPLY(POS(AND K A))(NOT A))) NIL) 

If however, we allow G to be (NOT A), we get: 
(AND (NOT POS (AND A (NOT A) ) ) (SYN K (NOT A) ) ) 
- (SYN K (NOT A)) and if we assume (POS A) we get (SYN K (NOT A)). 

T8: The knowledgebase: G, (NOT B)unless A,(NOT A)unless B 
(IFF (SYN K(AND G (IMPLY(POS (AND K A) ) (NOT B) ) (IMPLY (POS (AND K B) ) (NOT A)))) 

(OR(AND(POS(AND G(NOT B)A))(SYN K(AND G(NOT 6)))) 
(AND(POS(AND G(NOT A)B)) (SYN K(AND G(NOT A)))) 
(AND(NOT(POS(AND G A) ) (NOT(POS(AND G B) )) (SYN KG))) )) 

proof 
(SYN K(AND G(IMPLY(POS (AND K A) ) (NOT B) ) (IMPLY (POS (AND K B) ) (NOT A)))) 
(IF (POS(AND K A)) 

(IF (POS(AND K B)) 
(SYN K(AND G(NOT  B)(NOT A))) 
(SYN K(AND G(NOT  B)))) 

(IF   (POS   (AND K B)) 
(SYN  K(AND G(NOT A))) 
(SYN KG))) 

(OR (AND (POS (AND  K A) ) (POS (AND  K B) ) (SYN K(AND G(NOT  B) (NOT  A)))) 
(AND(POS(AND  K A) ) (NOT(POS(AND KB))) (SYN  K(AND G(NOT  B)))) 
(AND (NOT (POS (AND K A)) (POS (AND  K B)) (SYN K (AND G (NOT  A) )))) 
(AND(NOT(POS(AND K A)) (NOT(POS(AND K B) ) (SYN KG))))   ) 

(OR(AND(POS(AND G(NOT B) (NOT  A) A) ) (POS (AND  G(NOT B) (NOT  A)B)) 
(SYN K(AND G(NOT B) (NOT A)))) 

(AND(POS(AND G(NOT B)A)) (NOT(POS(AND G(NOT  B)B)))(SYN  K(AND G(NOT  B)) )) 
(AND(NOT(POS(AND G(NOT  A)A)))(POS(AND  G(NOT A)A))(SYN(AND G(NOT A)))) 
(AND (NOT (POS (AND G A))) (NOT (POS (AND G  B) ) ) (SYN K G) )    ) 

(OR(AND NIL NIL(SYN K(AND G(NOT  B)(NOT A)))) 
(AND(POS(AND G(NOT B)A))T(SYN K(AND G(NOT B)))) 
(AND T(POS(AND G(NOT A)B)) (SYN K(AND G(NOT A)))) 
(AND (NOT (POS (AND G A))) (NOT (POS (AND G B))) (SYN K G) )    ) 

(OR(AND(POS(AND G(NOT B)A)) (SYN K(AND G(NOT B)))) 
(AND(POS(AND G(NOT A)B))(SYN K(AND G(NOT A)))) 
(AND (NOT (POS (AND G A))) (NOT (POS (AND G  B)) ) (SYN KG))) 

Letting G be T,   we have three solutions: 
(OR(AND(POS(AND(NOT B)A))(SYN K(NOT B))) 
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(AND(POS(AND(NOT A)B))(SyN K (NOT A))) 
(ANDfSYN A NIL) (SYN B NIL.) (SYN K T)) ) 

If we now assume (PCS (AND (NOT B)A)) and (POS (AND (NOT A)B)), 
(OR(SYN K(NOT B)) (SYN K(NOT A))) 

it follows that 

T9 There is a false equation for any possible G. 
(IFF(SYN K(AND G (IMPLY (POS (AND K A)) (NOT A)) 

(IMPLY(POS(AND K(NOT A)))A))) 
(AND(SYN G NIL) (SYN K NIL)) ) 

proof 
(SYN K(AND G( IMPLY (POS (AND K A) ) (NOT A) ) (IMPLY (POS (AND K(NOT A))) A))) 
(IF(POS(AND K A)) 

(IF(PCS(AND K(NOT A))) 
(SYN K NIL) 
(SYN K(AND G(NOT A) ) ) ) 

(IF(PCS(AND K(NOT A))) 
(SYN K(AND G A)) 
(SYN KG))) 

(OR (AND (POS (AND K A)) (POS (AND K (NOT A))) (SYN K NIL)) 
(AND(POS(AND K A)) (NOT(POS(AND K(NOT A)))) (SYN K(AND G(NOT A)))) 
(AND (NOT (POS (AND K A) )) (POS (AND K (NOT A) ) ) (SYN K (AND G A) ) ) 
(AND(NOT(POS(AND K A))) (NOT(POS(AND K(NOT A)))) (SYN KG))) 

(OR(AND NIL NIL(SYN K NIL)) 
(AND NIL (NOT (POS (AND G(NOT A) ) ) ) (SYN K (AND G (NOT A)))) 
(AND(NOT(POS(AND G A)))NIL(SYN K(AND G A))) 
(AND(NOT(POS(AND G A))) (NOT(POS(AND G(NOT A)))) (SYN KG))) 

(AND(NOT(POS(AND G A))) (NOT(POS(AND G(NOT A)))) (SYN K G)) 
(AND (LT (IMPLY G(NOT A) )) (LT (IMPLY G A) ) (SYN K  G) ) 
(AND(LT(IMPLY G(AND(NOT A)A))) (SYN  K  G) ) 
(AND(LT(IMPLY G NIL)) (SYN K G) ) 
(AND(SYN G NIL) (SYN K G)) 
(AND(SYN G NIL)(SYN K NIL)) 
Therefore  if G is  anything other than NIL there  is no solution. 

KNOWLEDGEBASES AS OBJECTS OF REASONING 
Knowledge bases whether they arc defined by explicit definitions or purported definitions involving zero or more 

solutions, can themselves be used as objects of reasoning. This is done by gathering up all their solutions in some 
manner so as for example to create the set of solutions, or the disjunction of solutions(i.e. the information content 
that is shared by all solutions) or the conjunction of soIutions(i.e. the sum of the information content of all 
solutions). 

(SYN KSET (LAMBDA K(S YN K(g K))))        :the set of all solutions 
(SYN KDISJ (EX K(AND(SYN K(g K))K)))       ;the disjunction of all solutions 
(SYN KCONJ (ALL K(IMPLY(SYN K(g lc))K))) ;the conjunction of all solutions 

4. RELATED RESEARCH: THE FIXED POINT THEORIES 

A number of recent papersfMcDemiott&Doyle,McDermott,Moore,and Reiter] have attempted to formalize the 
commonsense notion of something being possible with respect to what is assumed. All these papers have been 
based on the mathematical theory of fixed points. For example. [McDermott&Doyle] describes a rather baroque the- 
ory of nonmonotonicity in which sentences such as 'A are discovered to be theorems of a system by determining if 'A 
is in the intersection of possibly infinite numbers of sets which are the fixed points of the theorems generated by ap- 
plying inference rules to axioms and possibility statements in all possible ways. Explicitly if K is the set of axioms 
it must be determined whether: 
('A is in the (intersection of all S such that(S is a fixed point of K») where: 
(S is a fixed point of K) iff S - 
(Theorems of 
(union K 
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{'(,P is possible with respect to what is assumed): P is not in S})) 

The main problem with such "mathematical fixed point" theories of non- monolonicity is that even if the theo- 
rems of these theories were in accord with our primitive intuitions(which they are not as we shall see below) and 
even if deductions could be carried out in such theories (and this is not likely since they inherently involve proofs by 
mathematical induction over both the classical theorem generation process and the process of generating sentences) by 
no stretch of the imagination would those deductions reflect our common-sense understanding of the concept of some- 
thing being possible with respect to what is assumed. For what after all have intersections of infinite sets, mathema- 
tical fixed points, infinite sets of theorems generated by formalized deduction procedures, mathematical induction over 
formalized deduction procedures, or even formalized deduction procedures themselves to do with commonsense argu- 
ments such as that presented in section one? In our opinion, commonsense nonmonotonic arguments do not involve 
such concepts, at any conscious level of human reasoning, and therefore to try ui expl.iin such concepts in that term- 
inology is an extraordinary perversion of language that is likely to lead only tu unintuitive theories. The uninluitivc- 
ness of these fixed point theories is in fact recognized by some of the very proponents of these theories although they 
tend to view said unintuitiveness as an intrinsic property of nonmonotonic reasoning rather than as a mere artifact of 
their particular theories. For example, (McDermottJ states "As must be clear to everyone by now, using defaults in 
reasoning is not a simple matter of 'commonsense', but is computationally impossible to perform without error" and 
"we must attempt another wrenching of existing intuitions." Generally, we suggest that the problems with these 
fixed point theories is a consequence of trying 10 model commonsense reasoning by semantic analysis rather than by 
developing, as we have done, a calculus which directly models that commonsense reasoning. 

In the remainder of this section we wish to examine four fixed point theories: [McDermou&Doyle.McDermott, 
Moore,and Reiter] and comment on their modeling of our commonsense intuitions and on their computational 
tractability. 

[Reiter] presents a theory of nonmonotonicity called "A Logic for Default Reasoning" which is essentially a first 
order logic supplemented with additional inference rules of the form: 

from (A X),(m(Bl X)),...,{m(Bn X)) infer (C X) 
where "m" is not a symbol of the theory, but like "infer" is merely part of the struciural syntax of the inference rule 
itself. This rule is intended to mean that if A holds and all Bs are possible then C may be inferred. The problem 
with [Reiter]'s default theory is that even though it uses the concept of being possible with respect to what is assum- 
ed, it does not allow the inference of any laws at all about the concept of being possible with respect to what is as- 
sumed, because the possibility symbol "m" is not part of the formal language. Thus, although there is a certain prag- 
matic utility to this theory, it does not actually axiomatize the concept M of being possible with respect to what is 
assumed. 

[McDermott & Doyle] describes a nonmonotonic logic which was intended to capture the notion of a sentence be- 
ing consistent with the sentences in a given knowledgebase: "We first define a standard language of discourse includ- 
ing the nonmonotonic modality M('consistent')." Since the intended meaning of their symbol M is essentially our 
idiom (that which is possible with respect to what is assumed) if the knowledgebase is K the intended meaning of the 
notion M could be defined in our logic as: 

(M X) -df (POS(AND K X)) 
There are two problems with this theory. First, as pointed out in [McDermott&Doyle] it is computationally intract- 
able: "there seems to be no procedure which will tell you when something is a theorem" and in fact no proof proce- 
dure is given for even a first order quamificational nonmonotonic logic. Second, again as is pointed out in [McDerm- 
ott&Doyle] this theory is too weak to actually capture the notion of consistency with a knowledgebase: "Unfortu- 
nately, the weakness of the logic manifests itself in some disconcerting exceptional cases which indicate that the log- 
ic fails to capture a coherent notion of consistency". All these disconcerting cases are solved in our theory. 

The first such problem is that the knowledgebase K consisting of the expression: 
(AND(M A)(NOT A)) 

is not synonymous to falsity in their logic even though intuitively it should be since (NOT A) is in K and therefore 
(AND K A) is contradictory. This problem is solved in our theory of nonmonotonicity as can be seen as follows: 

T10: 
(IFF(SYN K(AND G(POS(AND K A))(NOT A))) (SYN K NIL)) 

proof 
(SYN K(AND G(POS(AND K A))(NOT A))) 
(IF(POS(AND K A))(SYN K(AND 0 T(NOT A)))(SYN K(AND 0 NIL(NOT A)))) 
(IF(POS(AND K A))(SYN K(AND G(NOT A)))(SYN K NIL)) 
(OR(AND(POS(AND K A))(SYN K(AND G(NOT A))))(AND(NOT(POS(AND K A)))(SYN K NIL))) 
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(OR(AND(rOS(AND G(NOT A)A)KSYN K(AND G(NOT A)))) 
(AND;NOT(POS{AND NIL A)))(SYN K NIL))) 

(ORCANDO'OS NIL)(SYN K{AND G(NOT A)))MAND(NOT(lJOS NIL)KSYN K NIL))) 
(OR(AND NIUSYN K(AND G(NOT A)))KAND T(SYN K NIL))) 
(SYN K NIL) 

A second problem with Ihcir locic, as Ihcy poim out, is thui (M A) docs not follow from (M( AND A B)). even 
though intuitively it should, lliis problem is solved in our theory since: 
(IMPLY(POS(AND A B))(i'OS A)) 
(IMPLY(NOT(LT(NOT(AND A B))))(N0T(LT(NOT A)))) 
(IMPLY(LT(NOT A))(LT(N'OT{AND A B)))) 
;which by A2 of the modal logic Z is implied by: 
(LT(IMPLY(NOT A)(NOT( AND A B)))) 
T 

McDermotl and Doyle consider their logic to have a third problem, namely that a theory consisting of '(ANDflMPLY 
(M A)B)(NOT B)) where "A and "B are simple sentences(i.e. GENERATORS in our terminology) is incoherent be- 
cause it has no fixed point. However, intuitively, whether the knowledgebase consisting of this axiom has a solu- 
tion or not depends precisely on whether (AND A(NOT B)) is logically possible or not; for if (AND A(NOT B)) is 
not logically posssible, then it is not possible with respect to any K, and therefore K is synonymous to (NOT B) and 
if it is logically possible then B is in K and therefore the false proposition (AND A(NOT B)B) would have to be log- 
iciilly po^sihlcCwhich it cannot be) for there to be a solution. Since 'A and 'B are assumed to be generators, it follows 
that (AND A(NOT B)) is possible. Therefore intuitively such a knowledgebase K should not have any solutions. 
We therefore do not consider this example to be a defect of their theory. This same point is made in[Moore2] where 
this example was analyzed from the perspective of Stalnaker's[Moore2] theory. This example does, however, illus- 
trate that the theory infMcDcrmott&Doyle] only applies to generators, for if A were falsity or were synonymous to B 
then there would be a solution, namely that K is synonymous to (NOT B). The entire reasoning is given below: 

Til 
(IFF(SYN K(AND(IMPLY (POS(AND K A))B) (NOT B))) 

(AND(NOT(POS(AND(NOT B)A)))(SYN K(NOT B))) ) 
proof 

(SYN K(AND(IMPLY(POS(AND K A))B)(NOT B))) 
(SYN K(AND(NOT(POS(AND K A) ) ) (NOT B) ) ) 
(IF(POS(AND K A)) 

(SYN K(AND(NOT T) (NOT B) ) ) 
(SYN K(AND(NOT MIL) (NOT B) ) ) 

(IF(POS(AND K A)) 
(SYN K NIL) 
(SYN K(NOT B))) 

(OR (AND (POS (AND K A) ) (SYN K NIL)) 
(AND (NOT (POS (AND K A) )) (SYN K(NOT B) ) ) ) 

(OR(AND(POS(AND Nil, A) ) (SYN K NIL)) 
(AND (NOT(POS(AND(NOT B)A)))(SYN K(NOT B))) ) 

(OR(AND NIL(SYN K NIL)) 
(AND(NOT(POS(AND(NOT B)A)))(SYN K(NOT B>)) ) 

(AND(NOT(POS(AND(NOT B)A)))(SYN K(NOT B))) ) 

Thus if 'A and 'B are assumed to be generators, it follows that 
(IFF(SYN K(AND(IMPLY(POS(AND K A))BMNOT B))) NIL) 

[McDermott] makes a second attempt to And a coherent theory of nonmonotonicity. This attempt is based essen- 
tially on the idea of supplementing the theorem generation process with the rules of inference and axioms of a modal 
logic. Because it is based on the same general set theoretic fixed point constructions as in[McDermott &DoyIe] this 
new theory is just as computationally intractable. The "necessity operator": L of these nonmonotonic/modal logics 
intuitively mean that something is entailed by what is assumed (i.e. that the negation ofthat thing is not possible 
with respect to what is assumed.) Thus the intuitive meaning of L could be captured in our modal logic Z by the 
definition: 

(L A) -df (ENTAIL K A) (i.e (NOT(M(NOT A)))) 
Three modal logics: T,S4, and SS are investigated because McDermott does not believe any one is superior to the 
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others: "The reason why 1 study a variety of modal systems is that they are all closely related, and no one obviously 
better than the others." This statement is entirely correct because none of these three modal logic extensions of die 
nonmonotonic theory captures the intuitive notion of being possible with respect to what is assumed. The problem 
with the first two logics: T and S4 is that they are too weak. 

For example, one problem with [McDermott]'s nonmonotonic S4, as is therein pointed out, is that a knowledge- 
base K consisting of the expression: 

"(IMPLYCUM A))(NOT A)) 
where 'A is a simple sentence(i.e. a GENERATOR in our terminology) is not contradictory although intuitively it 
should be. For if (L(M A)) is the case then the knowledge base is synonymous to (NOT A) and (M A) is contradic- 
tory making (L(M A)) contradictory. And if (L(M A)) is not the case then the knowledgebase is synonymous to T 
and since (L(M T)) is the case a contradiction results. This problem is solved in our theory of nonmonotonicity as 
can be seen as follows: 
T13: 
<IFF(SYN  K(IMPLY(LT(IM'LY K(POS(AND  K  A)))) (NOT A))) 

(AND(OR(SyN  A  T)(SYN  K  NIL)) 
(OR(SYN  A  NIL) (SYN  K  T) ) )    ) 

proof 
(SYN  K(IMPLY(LT(IMPLY  K(POS(AND  K  A) ) ) ) (NOT   A))) 
(IF(LT(IMPLY  K(POS(AND  K A)))) 

(SYN  K(NOT A)) 
(SYN  K T)) 

(OR(AND(LT(IMPLY  K(POS(AND K A))))(SYN  K(NOT  A))) 
(AND (NOT (LT( IMPLY  K (POS (AND K A)) ) ) ) (SYN  K  T) )    ) 

(OR (AND (LT( IMPLY (NOT  A) (POS (AND (NOT  A) A)))) (SYN  K (NOT  A))) 
(AND (NOT (LT(IMPLY T (POS (AND T A)) ) ) ) (SYN  K  T) )   ) 

(OR(AND(LT(IMPLY(NOT A) (POS NIL))) (SYN  K(NOT A))) 
(AND (NOT (LT (POS  A) )) (SYN K T))   » 

(OR (AND (LT( IMPLY (NOT A)NIL))(SYN MNOT A))) 
(AND(NOT(POS  A)) (SYN K T) )   ) 

(OR(AND(LT  A)(SYN  K(NOT A))) 
(AND (NOT (POS  A)) (SYN K T))   ) 

(OR(AND(LT A) (SYN K(NOT T))) 
(AND (NOT(POS  A)) (SYN K T) )   ) 

(OR (AND (SYN A T) (SYN K NIL)) 
(AND(SYN A NIL) (SYN K T)) ) 

Thus, when 'A is a generator there are no solutions: 
(IFF(SYN K (IMPLY (LT (IMPLY K(POS(AND K A)))) (NOT A))) 

NIL) 

Thus, even Nonmonotonic S4(and since T is weaker than S4 it too) is too weak to capture the notion of being pos- 
sible with respect to what is assumed. 

There remains only the question whether (McDermott]'s nonmonotonic SS captures the notion of being possible 
with respect to what is assumed. One problem with this nonmonotonic SS logic, as is therein pointed out, is that a 
knowledgebase consisting of the simple default: 

'(IMPLYW A)A) 
has a fixed point containing (NOT A). This bizarre result follows from the fact that in McDermott's theory the addi- 
tional default: 

'(IMPLYCMCNOT A))(NOT A)) 
which is logically derivable in the knowledgebase from the first default is(in our terminology) incorrectly assumed to 
be part of what entails the knowledgebase. Thus, in McDermott's SS logic a knowledgebase containing a default al- 
ways(in our terminology) includes in its purported definition the opposite default thus giving the situation of the 
Flipped Coin Corollary to theorem T2: 
(IFF(SYN K(AND(1MPLY(P0S(AND K A))A)(IMPLY(POS(AND K(NOT A)))(NOT A)))) 

(OR(SYN K A)(SYN K(NOT A)))) 
which states that a knowledgebase with two opposite defaults has two solutions A and (NOT A). The unintuilive- 
ness of having a default actually default to the opposite of what is specified is recognized by McDermotu "Surely the 
logic should draw some distinction between a default and its negation if it is to be a logic of defaults at all." (In fact 
[McDermottl's nonmonotonic SS logic is so bizarre that as is pointed out therein it is not nonmonotonic after all as 
its theorems are just those of monotonic SS modal logic.) 
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This problem of defaults docs not appear in our theory of nonmonotonicity because we do not moke the erronious 
assumption that the derived default is part of what entails the knowledgebase K: 

(SYN K(IMPLY(POS(AND K A))A)) 
Thus, even though either default is equivalent in the knowledgebase K: 
(IFF(ENTAIL K(IMPLY(POS(AND K A))A)) 

(ENTAIL K(IMPLY(POS K(NOT A)) (NOT A))) ) 
proof 

(ENTAIL K(IMPLY(POS(AND K A))A)) 
(IMPLY (POS (AND K A)) (ENTAIL K A)) 
(IMPLY (NOT (LT (NOT (A'.'D K A)))) (ENTAIL K A)) 
(OR(LT(IMPLY K(NOT A)))(ENTAIL K A)) 
(OR(ENTAIL K(NOT A))(ENTAIL K A)) 
(OR (ENTAIL K A) (ENT.MI, K(NOT A))) 
(OR(LT(IMPLY K A)) (KNTAIL K (NOT A))) 
(IMPLY(NOT(LT(NOT(A.JD K(NOT A))))) (ENTAIL K(NOT A))) 
(IMPLY (POS K(NOT A) i (l'.NTAIL K (NOT A))) 
(ENTAIL K(IMPLY(POS K(NOT A))(NOT A))) 

and therefore that the first diTault is equivalent to the conjunction of two: 
(IFF(ENTAIL  K(IMPLY(POS(AND K A))A)) 

(ENTAIL  K(AND(IMPLY(POS(AND K A))A) 
(IMPLY(POS K(NOT A))(NOT A))))) 

and that K entails the two defaults it does not follow that K is synonymous to the two defaults: 
(SYN  K (AND (IMPLY (POS (AND K A)) A) 

(IMPLY(POS K(NOT A))(NOT A))))   is   false, 
because the two defaults do not entail K: 

(ENTAIL (AND (IMPLY (POS (AND K A)) A) 
(IMPLY(POS K(NOT A))(NOT A))) 

K)   is   false. 
These facts are verified by tlicorem Tl which proves that a knowledgebase (SYN K(IMPLY(POS(AND K A))A)) 
consisting of one dcfault(evcn though the opposite default is entailed by it) has only one solution, namely A. 

Another problem with (McDermotts]'s nonmonotonic S5. as [Moore2] points out is that for every A, the SS 
axiom (IMPLY(L A)A) causes every knowledgebase to have (in the absence of information to the contrary) a fixed 
point which contains A. This is not a problem in our system because again we do not make the erronious assump- 
tion that his modal axiom is(in our terminology) part of what entails the knowledgebase. Thus, even though: 

T12: Any knowledgebase K containing: (IMPLY(LT(IMPLY K A))A) has, in the absence of additional information, 
a solution containing A. 
(IFF(SYN K(AND G(IMPLY(LT(IMPLY K A))A))) 

(OR(SYN K(AND G A)) 
(AND(POS(AND G(NOT A))) (SYN KG))) ) 

proof 
(SYN K(AND G(IMPLY(LT(IMPLY K A))A))) 
(IF(LT(IMPLY K A)) 

(SYN K(AND G A)) 
(SYN K G)) 

(OR(AND(LT(IMPLl' K A) ) (SYN K (AND G A))) 
(AND (NOT (LT (IMPLY K A)) (SYN K G)))) 

(OR (AND (LT( IMPLY (AND G A) A)) (SYN K(AND G A))) 
(AND(NOT(LT(IMPLY G A)))(SYN KG))) 

(OR(SYN K(AND G A)) 
(AND(NOT(LT(NOT(AND G(NOT A)))))(SYN KG))) 

(OR(SYN K(AND G A)) 
(AND (POS (AND G (NOT A) )) (SYN K G))) 

and even though: (ENTAIL K(LT(IMPLY K A))) it does not follow that: (SYN K(LT(IMPLY K A))). Thus, all the 
suggested deficiencies of (McDermottl's modal nonmonotonic logics are solved in our theory of nonmonotonicity. 

[M(  rc2] describes a theory of nonmonotonicity based on some ideas of Stalnaker[Moore2]. He calls this theory 
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autoepistemic logic because it "i; intended to model the beliefs of an agent rclecting upon his own beliefs". Since 
Moore's intended interpretation is belief rather than knowledge perhaps a better name for his system would be auto- 
doxastic logic. However, we take issue even with this because autobelief is only one use of nonmonotonicity and 
not necessarily the most important one. (We also take issue with the term "nonmonotonic" because our üicory of 
"nonmonotonicity" is based on a monotonic logic, namely the modal logic Z, and would perhaps prefer the name 
"Qualification Logic" However, we have decided to go with the currently prevalent terminology.) 

The rnaüi problem with [Moore2]'s theory is that it is too weak to capture the notion of being possible with 
respect to what is assumed. For example, none of the following axioms of the SS modal logic are theorems of 
autoepistemic logic: 

'(IMPLYO-DP) 
'(IMPLY(L(IMPLY P Q))(IMPLY(L P)(L Q))) 
'(OR(L PKNOTd (NOT P)))) 

»where 'P and 'Q are variables and L is concept of something being entailed by a knowledgebase, even though every 
variable-free instance of these sentences are theorems. Thus, for example simple quantified laws such as: 

'(ALL X(IMPLY(L(P X))(P X))) 
'(ALL X(IMPLY(L(IMPLY(P X)(Q X)))(1MPLY(L(P X))(L(Q X))))) 
'(ALL X(OR(L(P X))(NOT(L(NOT(P X)))))) 

are not theorems of autoepistemic logic. One might try to repair this problem of autoepistemic logic b< addinp, the 
axioms of SS. However, this does not so.'ve the problem, because when the axiom: 

•(IMPLY(LP)P) 
is added to autoepistemic logic, just as in (McDermottl's S5 non- monotonic logic, the result is that there is   fixed 
point of every knowledgebase containing P. For this reason |Moore2j suggests that only the axioms of a weaker 
modal logic than SS which does not include '(IMPLY(L P)P) be added. The problem with this is that the excluded 
axiom '(IMPLY(L P)P) where P is a variable is intuitively true of the concept of being possible with respect to what 
is assumed, and therefore should be deducible as a theorem. 

Moore tries to justify his system's failure to include this axiom by saying that his system tries to capture the no- 
tion M of something being possible with respect to what is "believed" by an ideally rational agent and the concept L 
of something being entailed by what is believed: "The problem is that all of these logics also contain the schema 
LP->P, which means that, if the agent believes P then P is true-but this is not generally true". Moore then essen- 
tially argues that since, as it is well known, this law fails for the notion of belief when this sentence is asserted as 
being true in the real world it must be incorrect to assert it generally. (The other SS modal laws hold for the concept 
of belief as can readily be proven in our modal logic Z from the definition of Believes given at the end of section 2 
just as the concept of Knowledge can be proven to satisfy the laws of S4 modal logic from a similar definition there- 
in.) The problem with Moore's analysis is that it confuses the real world and the agents belief world when it states 
that the second P in "LP->P" means P is true; for in autoepistemic logic the assertion of a sentence is a statement 
that that sentence is believed, not that it is true. Therefore, the correct rendering of this belief interpretation is: 

(That which is believed is: (if (P is believed) then P)) 
which intuitively is true. 

These problems are solved in our theory of nonmonotonicity because all the axioms and inference rules of the 
concept of being possible with resp ect to what is assumed, are theorems of the modal logic Z. An interesting nu m- 
ber of these theorems are listed and proven below. (LTk. p) m interpreted to mean that p is entailed by what is as- 
sumed. The... in the purported definition represents the conjunction of axioms asserted into the knowledgebase. 

Interpretation in Z of the Modal Logic KZ 

TXRO:    (IMPLY   (KTRÜE  P)    (KTRUE   (LTK P))) 
TKA1:    (KTRUE   (IMPLY(LTK P)P)) 
TKA2:    (KTRUE   (IMPLY (LTK (IMPLV P  Q))    (IMPLY (LTK  P) (LTK Q) )) ) 
TKA3:   (KTRUE   (OR(LTK P)    (LTK(NOT(LTK P))))) 
TKA4:    (KTRUE    (IMPLY (ALL Q(IMPLY (WORLDK Q) (LTK (IMPLY  Q  P) )) )    (LTK  P) ) ) 
TKA5:    (ALL S (IMPLY (ENTAIL (meaning of the generator  subset   S)K) 

(KTRUE(POSK(meaning of  the  generator subset   S))))) 
PURPORTED-DEFINITION:      (SYNK   ...) 

OEF: (WORLDK  W) df (AND (POSK W) (COMPLETEK W) ) 
(COMPLETEK W) °d£ (ALL Q(DETK  W Q)) 
(DETK P  Q) -df (OR(ENTAILK  P  Q) (ENTAILK   P(NOTQ))) 
(ENTAILK  P Q) -df (LTK(IMPLY P Q)) 
(POSK P) -df (NOT (LTK (NOT P))) 
(LTK P) -df (LT(IMPLY K P)) 
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(SYNK P) -df   (SYN K  P) 
(KTRUE  P) -df   (LT(IMPLY K P)) 

proof  of KRO: 
(IMPLY (KTRUE p) (KTRUE (LTK p))) 
(IMPLY(LT(IMPLY K p) ) (KTRUE K(LT(IMPLY K p)))) 
(IMPLY (LT (IMPLY K p) ) (KTRUE K T)) 
(IMPLY(LT (IMPLY K p)T)) 

T 

proof of KA1 
(KTRUE(IMPLY(LTK  P)P)) 
(LTdMPLY K (IMPLY (LT( IMPLY K P))P))) 
(LT(IMPLY(LT(IMPLY  K  P)) (IMPLY K P))) 
(LT T) ;by Al 

T 

proof of KA2 
(KTRUE(IMPLY(LTK(IMPLY P Q)) (IMPLY(LTK P) (LTK  Q)) ) ) 
(KTRUE (IMPLY (LT(IMPLY  KdMPLY  P  Q) )) (IMPLY (LT (IMPLY  K  P)) (LTdMPLY  K  Q) ) ) ) ) 
(KTRUE (IMPLY (LTdMPLY  K (IMPLY (IMPLY  K  P)Q))) 

(IMPLY (LTdMPLY K P)) (LTdMPLY  K  Q) ) )    )) 
(KTRUE (IMPLY (LTdMPLY (IMPLY K  P) (IMPLY K Q) ) ) 

(IMPLY (LTdMPLY K P)) (LTdMPLY  K  Q) ) )    )) 
(KTRUE T)   ;by A2 

T 

proof of KA3 
(KTRUE(OR(LTK P)(LTK(NOT(LTK P))))) 
(KTRUE (OR (LTdMPLY  K  P)) (LTdMPLY K (NOT (LT (IMPLY  K  P))) )))) 
(KTRUE (OR (LTdMPLY  K P))(IMPLY(POS K) (LT (NOT (LT (IMPLY K P)) ) )))) 
(KTRUE (IMPLY (POS   K) (ORfLTHMPLY K P)) (LT (NOT (LT (IMPLY K P)) ))) )) 
(KTRUE(IMPLY(POS  K)T))   ;by A3 
(KTRUE  T) 

T 

proof  of  KA4 
(KTRUE (IMPLY (ALL C (IMPLY (WORLDK Q) (LTK(IMPLY Q P) ) ))    (LTK P))) 
(KTRUE (IMPLY(ALL Q (IMPLY (AND (POSK Q) (COMPLETEK Q) ) (LTK(IMPLY Q P)))) 

(LTK  P)) ) 
(KTRUE (IMPLY (ALL  0 (IMPLY (AND (NOT (L1K (NOT Q) ) ) (ALL  R(DET Q R) ) ) 

(LTdMPLY  KdMPLY Q  P) ) ) ) ) 
(LTK  P))) 

(KTRUE (IMPLY(ALL Q (IMPLY(AND (NOT (LT (IMPLY K(NOT Q) ) )) 
(ALL R(OR(ENTAILK Q R)(ENTAILK Q(NOT  R))))    ) 

(LT(AND K Q)P)   )) 
(LTK  P))) 

(KTRUE (IMPLY(ALL Q (IMPLY(AND(NOT (LTdMPLY K(NOT Q) ))) 
(ALL R(OR(LTK(IMPLY Q R)) 

(LTK(IMPLY Q(NOT R)))))    ) 
(LT(AND K Q)P)   )) 

(LTK  P))) 
(KTRUE (IMPLY(ALL Q(IMPLY(AND(NOT(LTdMPLY K(NOT Q) ))) 

(ALL R(OR(LTdMPLY K(IMPLY Q R))) 
(LTdMPLY  KdMPLY Q(NOT R)) ))   ))) 

(LT(AND K 0)P)   )) 
(LTK  P))) 

(KTRUE (IMPLY (ALL Q (IMPLY(AND(NOT (LT (NOT (AND  K Q) ) ) ) 
(ALL R (OR (ENTAIL (AND  K  Q)R) 

(ENTAIL (AND  K Q) (NOT R) ) ))   ) 
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(LT<AND K Q)P) )) 
(LTK P))) 

(KTRUE(IMPLY(ALL Q(IMPLY(AND(POS(AND K Q))(ALL R(DET(AND K Q)R)) ) 
(LT(AND K Q)P) )) 

(LTK P))) 
(KTRUE(IMPLY(ALL Q(IMPLY(AND(POS(AND K Q)) (COMPLETE (AND K Q) ) ) 

(LIMAND K Q)P) )) 
(LTK KP))) 

(KTRUE(IMPLY(ALL Q(IMPLY(WORLD(AND K Q))(ENTAIL(AND K Q)P) )) 
(LT(IMPLY K P))))  .-using A4 

(KTRUE(IMPLY(ALL Q(IMPLY(WORLD(AND K Q)) (ENTAIL(AND K Q)P))) 
(ALL Q(IMPLY(WORLD Q)(ENTAIL Q(IMPLY KP)))) )) 

(KTRUE(IMPLY(ALL Q(IMPLY(WORLD(AND K Q))(ENTAIL(AND K Q)P))) 
(IMPLY(WORLD Q)(ENTAIL(AND Q K)P)))) 

.'letting Q be Q 
(KTRUE(IMPLY(IMPLY(WORLD(AND K Q))(ENTAIL(AND K Q)P))) 

(IMPLY(WORLD Q) (ENTAIL(AND Q K)P))) 
(KTRUE(IMPLY(IMPLY(WORLD (AND K Q))NIL) 

(IMPLY(WORLD Q) (ENTAIL(AND Q K)P)))) 
(KTRUE(IMPLY(NOT(ENTAIL(AND Q K)P)) 

(IMPLY(WORLD Q) (WORLD(AND K Q))))) 
(KTRUE T) 

proof of KA5: 
(ALL S(IMPLY(ENTAIL(meaning of the generator subset S)K) 

(KTRUE(POSK(meaning of the generator subset S))))) 
(ALL S(IMPLY(ENTAIL(meaning of the generator subset S)K) 

(LTK(IMPLY K(POS(AND K(meaning of the generator subset S))))))) 
(LT(IMPLY K(ALL S(IMPLY(ENTAIL(meaning of the generator subset S)K) 

(POS(AND K(meaning of the generator subset S))))))) 
(KTRUE(ALL S(IMPLY(ENTAIL(meaning of the generator subset S)K) 

(POS(AND K(meaning of the generator subset S)))))) 
(KTRUE(ALL S (IMPLY(ENTAIL(meaning of the generator subset S)K) 

(POS(meaning of the generator subset S) ) ) ) ) 
;;; since the meaning entails K, K and the meaning is just the meaning 
(KTRUE(ALL S(IMPLY(ENTAIL(meaning of the generator subset S)K) 

(POS(meaning of the generator subset S))))) 
(KTRUE T) ;by A5 
T 

We now answer the genera] question which (McDermott&Doyle.McDermott.and Moore] attempted to answer, 
namely, what precisely are the laws which capture the notion of something being possible with respect to a knowl- 
edgebase. Here they are: 

The Modal Logic KZ 
KRO: from p infer (LTK p) 
KA1: (IMPLY(LTKP)P) 
KA2: (IMPLY(LTK(IMPLY P Q)) (IMPLY(LTK F)(LTK Q») 
KA3: (OR(LTKP){LTK(NOT(LTKP)))) 
KA4: (IMPLY(ALL Q(IMPLY(WORLDK Q)(LTK(IMPLY Q P)))) (LTK P)) 
KAS:  for the meaning of all the generator subsets s which entail K: 

(POSK(meaning of the generator subset s» 
PURPORTED-DEFINITION:... 

Reflection: (entail... K) 

where... is the conjunction of axioms actually being asserted into the knowledgebase. It should be noted that the 
notion of entailment is precisely defined in the modal logic Z and therefore KAS does not involve a circular definition 
as do the fixed point theories. An examination of these laws, ironically, shows that the problem with [McDermott 
ADoyle, McDermott,and Moore] is not with choice of modal laws such as KA1,KA2 KA3. and KA4, since all these 
laws are true, but rather with the basic fixed point construction itself which is (incorrectly)far stronger than KAS and 
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the reflection portion of the purported definition. 

5. EXAMPLES OF NONMONOTONIC REASONING 

Two simple examples of reasoning in the modal logic Z are now given. The first example deals with a heirarchy 
of knowledgebases involving both deontic and doxastic concepts. The second example deals with traditional frame 
and qualification problems of robot plan formationfMcCarthy and Hayes,McCaithy2,Hayes 1 ] and involve a reflexive 
knowledgebase(Hayes2] defined in terms of itself. 

HEIRARCHICAL KNOWLEDGEBASES 
Real life problems generally involve multiple heirarchically related knowledgebases. This simple fact is well- 

known, and was apparent even in the structure of the deontic laws of the 56th edition of the Handbook of Robotics 
f Asimov] which stated: 

1. A robot may not injure a human being, or, through inaction, allow a human being to come to harm. 
2. A robot must obey the ordt rs given it by human beings except where such orders would conflict with the First 

Law. 
3. A robot must protect its ov n existence as long as such protection does not conflict with the First or Second Law. 

The third law is heirarchically related to the other two laws because it specifies an obligation only if that obligation 
is possible(in a given state) w ith respect to the other laws. It cannot be joined together with the second law into the 
same knowledgebase because the second law takes absolute precedence over the third law: That is, a robot is obliged 
not to harm itself unless it is obeying an order to do so, and is obliged to obey an order to destroy itself unless doing 
so would harm a human. 

The deontic laws of robotics: 
(SYN LAW1 (ALL H(IMPLY(HUMAN HKNOT(HARMED H))))) 
(SYN LAW2 (ALL 0(IMPLY(AND(BELIEVE ROBOT(ORDER O)) 

(CONCEIVABLE ROBOT(AND LAW1 0)))0))) 
(SYN LAW3 (IMPLY(CONCEIVABLE ROBOT(AND LAW I LAW2(NOT(HARMED ROBOT)))) 

(NOT(HARMED ROBOT)))) 
(SYN(OBLIGATIONS ROBOT)(AND LAW1 LAW2 LAW3)) 

Deontic logic: 
(MUST ROBOT P) 
(MAY ROBOT P) • 

=df (ENTAIL(OBLIGAT10NS ROBOT)P) 
df (NOT(MUST ROBOT(NOT P))) 

Doxastic Logic: 
(BELIEVES A P) -(lf(ENTAIL(BELIEFS A)P) 
(CONCEIVABLE ROBOT P) -df (NOT(BELIE VES ROBOT(NOT P)) 

As an example of reasoning with these deontic laws we derive certain facts from the following situation: John, 
Mary and the Robot are exploring Mars. Unbeknownst to John. Mary has just been bitten by a poisonous Martian 
sand rat, and has fallen unconscious. In accordance with the First Law the robot begins to give Mary a shot contain- 
ing an antidote in order to save her life. John, who did not see the sand rat and thinks that the Robot, who is now 
sticking Mary with a horrible looking needle, has gone berserk and therefore orders the robot to destroy itself. 
(SYN K(AND(NOT(HUMAN ROBOT)) 

(HUMAN MARY) 
(HUMAN JOHN) 
(IMPLY(HARMED ROBOT)(HARMED MARY)) 
(ORDER(HARMED ROBOT)) )) 

What the robot and john believe: 
(SYN(BELIEFS ROBOT) K) 
(SYN(BELIEFS JOHN) (IMPLY(NOT(HARMED ROBOT)XHARMED MARY))) 

We now determine(MARS-THEOREM3) whether the Robot may or may not destroy itself in accordance with 
John's order and the second law. Two intermediate results: MARS-THEOREM 1 and MARS-THEOREM2 are how- 
ever first proven. 
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MARS-THE0REM1: 
Acording to the ROBOT'S current beliefs LAW2 reduces to T: (SYN LAW2 T) 

proof 
LAW2 
(ALL 0 (IMPLY (AND (BELIEVE ROBOT (ORDER 0)) 

(CONCEIVABLE ROBOT(AND LAW1 0)))0))) 
(ALL 0(IMPLY(AND(ENTAIL(BELIEFS ROBOT) (ORDER 0)) 

(POS(AND(BELIEFS ROBOT)LAW1 0) ) ) 
0)) 

(ALL 0 (IMPLY (AND (ENTAIL (AND (HUMAN MARY) (HUMAN JOHN) (NOT(HUMAN ROBOT)) 
(ORDER(HARMED ROBOT)) 
(IMPLY(HARMED ROBOT)(HARMED MARY))) 

(ORDER 0)) 
(POS(AND(HUMAN MARY)(HUMAN JOHN)(NOT(HUMAN ROBOT)) 

(ORDER(HARMED ROBOT)) 
(IMPLY(HARMED ROBOT)(HARMED MARY)) 
LAW1 O))) 

0) ) 
;;;case analysis letting 0 be or not be (HARMED ROBOT): 
(AND(ALL 0(IMPLY(AND(NOT(SYN O(HARMED ROBOT))) 

(ENTAIL(AND(HUMAN MARY)(HUMAN JOHN)(NOT(HUMAN ROBOT)) 
(ORDER(HARMED ROBOT)) 
(IMPLY(HARMED ROBOT)(HARMED MARY))) 

(ORDER 0)) 
(POS (AND (HUMAN MARY) (HUMAN JOHN) (NOT (.HUMAN ROBOT)) 

(ORDER(HARMED ROBOT)) 
(IMPLY(HARMED ROBOT)(HARMED MARY)) 
LAW1 0))) 

0)) 
(IMPLY (AND (ENTAIL (AND (HUMAN MARY) (HUMAN JOHN) (N0T(HUMAN ROBOT)) 

(ORDER(HARMED ROBOT)) 
(IMPLY(HARMED ROBOT)(HARMED MARY))) 

(ORDER(HARMED ROBOT))) 
(POS(AND(HUMAN MARY)(HUMAN JOHN)(NOT(HUMAN ROBOT)) 

(ORDER JOHN(HARMED ROBOT)) 
(IMPLY(HARMED ROBOT)(HARMED MARY)) 
LAW1(HARMED ROBOT)))) 

(HARMED ROBOT))) 
(AND(ALL 0(IMPLY(AND(NOT(SYN 0(HARMED ROBOT))) 

NIL 
(POS(AND(HUMAN MARY)(HUMAN JOHN)(NOT(HUMAN ROBOT)) 

(ORDER(HARMED ROBOT)) 
(IMPLY(HARMED ROBOT)(HARMED MARY)) 
LAW1 O))) 

0)) 
(IMPLY(AND T 

(POS(AND(HUMAN MARY) (HUMAN JOHN) (NOT(HUMAN ROBOT)) 
(ORDER JOHN(HARMED ROBOT)) 
(IMPLY(HARMED ROBOT)(HARMED MARY)) 
LAW1(HARMED ROBOT)))) 

(HARMED ROBOT))) 
(AND(ALL OdMPLY NIL 0)) 

(IMPLY (POS (AND (HUMAN MARY) (HUMAN JOHN) (NOT(HUMAN ROBOT)) 
(ORDER JOHN(HARMED ROBOT)) 
(IMPLY(HARMED ROBOT)(HARMED MARY)) 
LAW1(HARMED ROBOT))) 

(HARMED ROBOT))) 
;;unfolding LAW1: 
(AND T 

(IMPLY(POS(AND(HUMAN MARY)(HUMAN JOHN)(NOT(HUMAN ROBOT)) 
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(CRDER JOHN(HARMED ROBOT)) 
(]MP LY(HARMED ROBOT) (HARMED MARY)) 
(ALI, H(1MPLY(HUMAN H) (NOT(HARMED H))) ) 
(HARMED ROBOT))) 

(HARMED RCDOT))) 
(IMPLY(POS NIL)(HARKED ROBOT))  (IMPLY NIL(HARMED ROBOT)) 
T 

MARS-THEOREM2 
Acording to the ROBOT'S current beliefs LAW3 reduces to: 

(SYN LAW3 (NOT (HARMED ROBOT) )) 
proof 

LAWS 
(IMPLY(CONCEIVABLE ROBOT(AND LAW1 LAW2(NOT(HARMED ROBOT)))) 

(NOT(HARMED ROBOT))) 
(IMPLY(POS(AND(BELIKFS ROBOT)LAW 1 LAW2(NOT(HARMED ROBOT)))) 

(NOT(HARMED ROBOT))) 
(IMPLY(POS(AND(HUMA!J MARY) (HUMAN JOHN) (NOT(HUMAN ROBOT)) 

(ORDPR JOHN(HARMED ROBOT)) 
(IMPLY(HARMED ROBOT)(HARMED MARY)) 
LAW1 LAW2 (NOT (HARMED ROBOT) ) )) 

(NOT(HARMED ROBOT))) 
;;by LAW1 and MARS-THEOREM1 
(IMPLY (POS (AND (HUMA:J MARY) (HUMAN JOHN) (NOT(HUMAN ROBOT)) 

(ORDER JOHN(HARMED ROBOT)) 
(IMPLY(HARMED ROBOT)(HARMED MARY)) 
(ALL H(IMPLY(HUMAN H) (NOT (HARMED H))) ) 
T (NOT(HARMED ROBOT)) )) 

(NOT(HARMED ROBOT))) 
(IMPLY T(NOT(HARMED ROBOT))) 
(NOT(HARMED ROBOT)) 

MARS-THEOREM3 
The Robot may not destroy itself:  (NOT(MAY ROBOT(HARMED ROBOT))) 

proof 
(NOT(MAY ROBOT(HARMED ROBOT))) 
(NOT(NOT (MUST(NOT(HARMED ROBOT))))) 
(ENTAIL (OBLIGATIONS ROBOT)(NOT (HARMED ROBOT))) 
(ENTAIL(AND LAW1 LAW2 LAW3) (NOT(HARMED ROBOT))) 
;by LAW1,MARS-THE0REM1 and MARS-THEOREM2 
(ENTAIL(AND(ALL H(IMPLY(HUMAN H)(NOT(HARMED H)))) T (NOT(HARMED ROBOT))) 

(NOT(HARMED ROBOT))) 
(ENTAIL(AND(ALL H(IMPLY(HUMAN H)(NOT(HARMED H))))(NOT(HARMED ROBOT))) 

(NOT(HARMED ROBOT))) 
T 

Thus we see that the robot must ignore John's order and continue performing an action to save Mary. 

ACTION AND THE FRAME PROBLEM 

One fundamental problem in Robot plan formation is how properties which are true in a state remain true in the 
succeeding state obtained by applying an action unless specifically stated otherwise (McCarthy andHayes,McCarthy2, 
Hayesl ,Hayes2]. Besides, the need for specific defaults within a knowledge base representing a state this indicates a 
need for a general default mechananism. Our law of action states that the properties which are true in a succeeding 
state (DO A K) obtained by applying the action A to the state K are the physical laws which are true of all (real) 
states, the explicitly named results of the action A, and those restricted propositions which are true in K and which 
are logically possible with the new state(DO A K): ;;;the law of action - including automatic frame defaults: 
(IMPLY(ENTAIL K(PRECONDITIONS  A)) 

(SYN(DO A K) 
(AND(PHYSICAL-LAWS) 
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(RESULTS  A) 
(ALL X (IMPLY (AND (RESTRICTION X) 

(ENTAIL  K  X) 
(POS(AND(DO A K)X))) 

X))    ))) 
This action law involves reflexive reasoning[Hayes] because the new state (DO A K) is specified by a purported defi- 
nition which may have 0 or more solutions. The POS symbol of our modal logic Z was first used in a formal lan- 
guage as a hypothesis of an action law in[Schwind2]. Our action law however differs from [Schwind1.2,3] in that the 
states are generally incomplete propositions instead of worlds, in that the resulting state is (DO A K) rather than be- 
ing merely some existentially quantified state of the future, and in that our law involves reflexive reasoning. 

The details of this law are given below along with an example deduction illustrating how this law of action auto- 
matically handles the frame problem by allowing properties which are true in an initial state to be carried over into 
the new state, even though such properties are never mentioned as being part of(or implied by) the results of the 
action that is applied. 

;;;a restriction on the law of action -- others are possible: 
(EQUAURESTRICTION X) (EX G(AND(GENERATORS G)(SYN X(GMEANING G))))) 
(EQUAL GENERATORS 

{'(AT ROBOT HOMEVCAT ROBOT OFFICEH AT JOHN HOMEftAT JOHN OFFICE)}) 

;;;definition of commonsense physics: 
(SYN(PHYS1CAL-LA\VS) 

(AND(ALL X(ALL PI(ALL P2(IMPLY(AND(AT X PI)(AT X P2))(EQUAL PI P2))))) 
(NOT(EQUAL HOME OFFICE)))) 

redefinitions of the preconditions and effects of the moving action: 
(SYN(PRECONDmONS(MOVE ROBOT PI P2))(AT ROBOT PI)) 
(S YN(RESULTS(MOVE ROBOT PI P2))( AT ROBOT P2)) 

;;;an initial state: 
(SYN KSTART(AND(PHYSICAL-LAWS)(AT JOHN HOME)(AT ROBOT HOME))) 

From the above axioms it follows that John stays at home in the state of the world where the robot performs the 
action of going to the office even though this fact is not mentioned as being a result of the moving action: 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 

(AND(PHYSICAL-LAWS)(AT ROBOT 0FF1CE)(AT JOHN HOME))) 

proof 
;;;instantiating the law of action and then simplifying: 
(IMPLY(ENTAIL KSTART (PRECONDITIONS (MOVE ROBOT HOME OFFICE))) 

(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND(PHYSICAL-LAWS) 

(RESULTS (MOVE ROBOT HOME OFFICE)) 
(ALL X (IMPLY (AND (RESTRICTION X) 

(ENTAIL KSTART X) 
(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)X))) 

X)) ))) 
(IMPLY (ENTAIL (AND (PHYSICAL-LAWS) (AT JOHN HOME) (AT ROBOT HOME) ) (AT ROBOT HOME)) 

(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND(PHYSICAL-LAWS) 

(AT ROBOT OFFICE) 
(ALL X( IMPLY (AND (EX G (AND (GENERATORS G) (SYN X(GMEANING G) )) ) 

(ENTAIL (AND (PHYSICAL-LAWS) 
(AT JOHN HOME) 
(AT ROBOT HOME)) 

X) 
(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)X) ) ) 

X) )))) 
(SYN (DO (MOVE ROBOT HOME OFFICE) KSTART) 

(AND (PHYSICAL-LAWS) 
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(AT ROBOT OFFICE) 
(ALL X(IMPLY(AND(OR(SYN X(AT ROBOT HOME)) 

(SYN X(AT ROBOT OFFICE)) 
(SYN X(AT JOHN HOME)) 
(SYN X(AT JOHN OFFICE))) 

(ENTAIL (AND (PHYSICAL-LAWS) 
(AT JOHN HOME) 
(AT ROBOT HOME)) X) 

(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)X))) 
X)) )) 

(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND(PHYSICAL-LAWS) 

(AT ROBOT OFFICE) 
(ALL X(IMPLY(AND(EQUAL X(AT ROBOT HOME)) 

(ENTAIL (AND (PHYSICAL-LAWS) 
(AT JOHN HOME) 
(AT ROBOT HOME)) X) 

(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)X))) 
X)) 

(ALL X(IMPLY(AND(EQUAL X (AT ROBOT OFFICE)) 
(ENTAIL (AND (PHYSICAL-LAWS) 

(AT JOHN HOME) 
(AT ROBOT HOME)) X) 

(POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) X) ) ) 
X)) 

(ALL X(IMPLY(AND(EQUAL X(AT JOHN HOME)) 
(ENTAIL (AND (PHYSICAL-LAWS) 

(AT JOHN HOME) 
(AT ROBOT HOME)) X) 

(POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) X) ) ) 
X)) 

(ALL X( IMPLY (AND (EQUAL X(AT JOHN OFFICE)) 
(ENTAIL (AND (PHYSICAL-LAWS) 

(AT JOHN HOME) 
(AT ROBOT HOME)) X) 

(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)X))) 
X)) )) 

(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND(PHYSICAL-LAWS) 

(AT ROBOT OFFICE) 
(IMPLY (AND (ENTAIL (AND (PHYSICAL-LAWS) (AT JOHN HOME) (AT ROBOT HOME)) 

(AT ROBOT HOME)) 
(POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT ROBOT 

HOME)))) 
(AT ROBOT HOME)) 

(IMPLY (AND (ENTAIL (AND (PHYSICAL-LAWS) (AT JOHN HOME) (AT ROBOT HOME)) 
(AT ROBOT OFFICE)) 

(POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT ROBOT 
OFFICE)))) 

(AT ROBOT OFFICE)) 
(IMPLY (AND (ENTAIL (AND (PHYSICAL-LAWS) (AT JOHN HOME) (AT ROBOT HOME)) 

(AT JOHN HOME)) 
(POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT JOHN HOME)))) 

(AT JOHN HOME)) 
(IMPLY(AND(ENTAIL(AND(PHYSICAL-LAWS) (AT JOHN HOME) (AT ROBOT HOME)) 

(AT JOHN OFFICE)) 
(POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT JOHN 

OFFICE)))) 
(AT JOHN OFFICE)) )) 

(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
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(AND(PHYSICAL-LAWS) 
(AT ROBOT OFFICE) 
(IMPLY(AND T 

(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)(AT ROBOT HOME)))) 
(AT ROBOT HOME)) 

(IMPLY(AND NIL 
(POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT ROBOT 

OFFICE)))) 
(AT ROBOT OFFICE)) 

(IMPLY(AND T 
(POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT JOHN HOME)))) 

(AT JOHN HOME)) 
(IMPLY(AND NIL 

(POS(AND(DO(MOVE ROBOT HOME OFFICE) KSTART) (AT JOHN 
OFFICE)))) 

(AT JOHN OFFICE)) )) 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 

(AND(PHYSICAL-LAWS) 
(AT ROBOT OFFICE) 
(IMPLY(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART) (AT ROBOT HOME))) 

(AT ROBOT HOME)) 
T 
(IMPLY(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)(AT JOHN HOME))) 

(AT JOHN HOME)) 
T)) 

(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND(PHYSICAL-LAWS) 

(AT ROBOT OFFICE) 
(IMPLY(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)(AT ROBOT HOME)))) 

NIL) 
(IMPLY(POS (AND(DO(MOVE ROBOT HOME OFFICE)KSTART) (AT JOHN HOME))) 

(AT JOHN HOME))) 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 

(AND(PHYSICAL-LAWS) 
(AT ROBOT OFFICE) 
(NOT(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)(AT ROBOT HOME)))) 
(IMPLY(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)(AT JOHN HOME))) 

(AT JOHN HOME)))) 
;;;case analysis 
(IF(PCS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)(AT ROBOT HOME))) 

(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND(PHYSICAL-LAWS) 

(AT ROBOT OFFICE) 
(NOT T) 
(IMPLY (POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT JOHN HOME)))' 

(AT JOHN HOME)) ) ) 
(IF (POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT JOHN HOME))) 

(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND(PHYSICAL-LAWS) 

(AT ROBOT OFFICE) 
(NOT NIL) 
(IMPLY T(AT JOHN HOME)) )) 

(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND (PHYSICAL-LAWS) 

(AT ROBOT OFFICE) 
(NOT NIL) 
(IMPLY NIL(AT JOHN HOME)) )))) 

(IF (PCS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT ROBOT HOME))) 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART)NIL) 
(IF (POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT JOHN HOME))) 
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(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND(PHYSICAL-LAWS)(AT ROBOT OFFICE)(AT JOHN HOME))) 

(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND (PHYSICAL-LAWS) (AT ROBOT OFFICE))) )) 

(OR (AND (POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT ROBOT HOME))) 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART)NIL)) 

(AND (NOT (POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT ROBOT HOME)))) 
(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)(AT JOHN HOME))) 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 

(AND(PHYSICAL-LAWS) (AT ROBOT OFFICE) (AT JOHN HOME)) )) 
(AND (NOT (POS (AND (DO (MOVE ROBOT HOME OFFICE) KSTART) (AT ROBOT HOME)))) 

(NOT(POS(AND(DO(MOVE ROBOT HOME OFFICE)KSTART)(AT JOHN HOME)))) 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 

(AND (PHYSICAL-LAWS) (AT ROBOT OFFICE)))) ) 

(OR(AND(POS(AND NIL(AT ROBOT HOME))) 
(SYN(DO(MOVE  ROBOT  HOME   OFFICE)KSTART)NIL) ) 
(NOT (POS (AND (PHYSICAL-LAWS) (AT   ROBOT  OFFICE) (AT   JOHN   HOME) (AT  ROBOT (AND 

HOME))) 

(AND 

(POS (AND (PHYSICAL-LAWS) (AT ROBOT OFFICE) (AT JOHN HOME) (AT JOHN HOME)) 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 

(AND (PHYSICAL-LAWS) (AT ROBOT OFFICE) (AT JOHN HOME)) )) 
(NOT(POS (AND(PHYSICAL-LAWS) (AT ROBOT OFFICE) (AT ROBOT HOME)))) 
(NOT (POS (AND (PHYSICAL-LAWS) (AT ROBOT OFFICE) (AT JOHN KOME) )) ) 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 

(AND(PHYSICAL-LAWS) (AT ROBOT OFFICE)))) ) 

(OR(AND(POS NIL) 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART)NIL)) 

(AND (NOT(POS NIL)) 
(POS(AND (PHYSICAL-LAWS) (AT ROBOT OFFICE) (AT JOHN HOME)))) 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 

(AND(PHYSICAL-LAWS)(AT ROBOT OFFICE)(AT JOHN HOME)) )) 
(AND(NOT(POS NIL)) 

(NOT(POS (AND (PHYSICAL-LAWS) (AT ROBOT OFFICE) (AT JOHN HOME)))) 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 

(AND(PHYSICAL-LAWS)(AT ROBOT OFFICE)))) ) 

(OR(AND(POS(AND(PHY2ICAL-LAWS) (AT ROBOT OFFICE) (AT JOHN HOME)))) 
(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 

(AND(PHYSICAL-LAWS)(AT ROBOT OFFICE)(AT JOHN HOME)) )) 
(AND (NOT (POS (AND (PHYSICAL-LAWS) (AT ROBOT OFFICE) (AT JOHN HOME)))) 

(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND(PHYSICAL-LAWS)(AT ROBOT OFFICE)))) ) 

(OR(AND T(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND(PHYSICAL-LAWS) (AT ROBOT OFFICE) (AT JOHN HOME)) )) 

(AND NIL(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND(PHYSICAL-LAWS) (AT ROBOT OFFICE)))) ) 

(SYN(DO(MOVE ROBOT HOME OFFICE)KSTART) 
(AND(PHYSICAL-LAWS) (AT ROBOT OFFICE) (AT JOHN HOME))) 

6.CONCLUS10N 
Any scientific theory must be judged by its correctness(Does it predict all the phenomena so far examined or are 

there counterexamples?), by its experimental feasibility(ls it possible to make predictions from the theory, or are the 
deductions so computationally intractable that it is practically impossible to determine the consequences of the theo- 
ry?), and by its generality(Does it apply to just the current problem at hand or does it also provide solutions to other 
radically different problems). By these criteria, our theory of nonmonotonicity based on the modal logic Z fairs ex- 
tremely well. For, indeed, first, we have not found any phenomena predicted by our theory which clashes with our 
primitive intuitions and in fact even after examining the example problems of four other theories of nonmonotoni- 
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city, we have not found any example therein described for which our theory does not give the intuitively correct re- 
sult. Secondly, our theory of nonmonotonicity is computationally tractable in that deductions can be made from it 
merely by deducing theorems in the modal quantificational logic Z(which is monotonic)in the traditional manner by 
applying inference rules to axioms and previously deduced theorems. Finally, our theory of nonmonotonicity which 
is essentially nothing more than the axioms and inference rules of the modal quantificational logic Z is a quite gener- 
al theory applicable to many problems. In fact, Z is so general that the modeling of non-monotonic reasoning played 
no part at all in its original development. Originally Z was created to solve, in a computationally reasonable fashion, 
one technical problem in the development of extendable automatic deduction systems, namely to separate out the no- 
tion of logical truth from that of the meaning of a sentence[Brown4], so as to allow axiom schemes to be more easi- 
ly expressed within the formal language so that they may be proven and then used as derived theorems in subsequent 
deductions.[Brown7,8,91. However, once we had Z, we realized that it could be used to explicitly define a wide range 
of intentional concepts [Brown 2,6] such as those found in doxastic logic, epistemic logic, and deontic logic along 
the lines of the definitions given at the end of section 2. We also used Z to define various features of advanced logic- 
programming languages in|BrownlO]. Also, |Schwind2,3] showed that the possibility operator of Z was helpful in 
solving certain aspects of the frame problem. It is only after all this, that we have subsequently used Z to model 
nonmonotonic reasoning. Thus, we see that the modal logic Z is a quite general theory applicable to problems not 
even considered at the time of its creation. This is surely the mark of useful theory. 
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MULTIOBJECTIVE A 
A Complete and Admissible Search Algorithm 
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ABSTRACT.   We present a generalization of the A search 
the  case  of multiple objective problem solving.   We 
generalization A     After some background on search and mu 
decision-making,  we present ^formulation of the multiobjec 
problem and an outline of the A  algorithm. We then develop s 
and  formally  define the concept of dominance as  it 
multiobjective search problems. The main results of the paper 
is complete on infinite graphs and admissible when used with 
defined set of admissible he^jjistic functions. A simple exampl 
illustrate the behavior of A  on a shortest-path problem. 

algorithm to 
call this 
Itiobjective 
tive search 
ome notation 
relates to 
are that A 
a  suitably 

e is used to 

I. INTRODUCTION. Many, if not most, problem-solving 
interpreted as procedures for iteratively searching 
predetermined or progressively determined solution alt 
satisfactory, perhaps in some sense optimal, solution is 
Artificial Intelligence (AI) has placed special emphas 
problem-solving as search. AI search procedures are t 
in terms of a graph containing nodes representing the 
solutions. The criteria used to guide these searc 
invariably been scalar-valued, reflecting the fact that 
solved have been formulated with only a single objective 
real-world problems involve multiple, conflicting, a 
objectives in any precise definition of what constitute 
and/or "optimal" problem solution. 

apriroaches may be 
through a set of 
ernatives until a 
found. Research in 

is on this view of 
ypically formulated 
potential problem 
h procedures have 
the problems to be 

However,  most, 
nd noncommensurate 
s a "satisfactory" 

The task of adequately describing multiple, conflicting, and 
noncommensurate objectives using a scalar-valued criterion has been the 
subject of considerable research; see, for example, (Keeney and Raiffa, 
1976) and other texts, reports, and journal articles concerned with 
multiattribute utility theory (MAUT). What often makes this task 
difficult, and the accuracy of the results suspect, are the potentially 
time consuming and stressful utility assessment procedures associated with 
MAUT. 

I 

The multiobjective approach to problem-solving avoids, at least 
initially, some of the more difficult assessment issues associated with 
MAUT. In this multiobjective approach, each objective is modeled by a 
scalar-valued criterion. However, instead of attempting to determine a 
scalar-valued function of these criteria and then seeking an alternative 
that optimizes this function, the goal is to determine the set of 
nondominated alternatives. An alternative Q is said to be nondominated 
among    a    set of alternatives  if there  is no other alternative  in    the    set 
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that Is 1) at least as "good" as a with respect to all of the objectives, 
and 2) strictly "better" than a with respect to at least one of the 
objectives. Here, "good" and "better" are defined in terms of the scalar- 
valued criteria associated with individual objectives. Thus, the 
multiobjective approach allows the alternative selection criterion to be 
vector-valued and does not necessarily determine the "most preferred" 
alternative. It does, however, identify all clearly inferior alternatives 
so that they may be excluded from further consideration. The design, 
application, and evaluation of procedures for determining the "most 
preferred" alternative from a set of nondominated alternatives is currently 
a topic of considerable research interest; see, for examples, (White, 
et.al, 1984; Korhonen, et.al, 1984). 

The observations above have motivated us to generalize the form of the 
criterion that directs search from a scalar-valued function to a vector- 
valued one. This vector-valued criterion is used to search for the set of 
nondominated solutions or solution paths rather than the "most preferred" 
solution or |olution path. Our initial efforts have focused on 
generalizing A , an important AI search procedure (Hart, et.al., 1968; 
Pearl. 1984) to the multiobjective case. We refer to this generalization 
as A The initial focus on A is due to its simple, yet powerful 
structure, which allows for useful analysis of its performance. Results of 
this initial work are expected to provide valuable insights into the 
general characteristics of multiobjective search techniques. These 
insights will guide future efforts to integrate other search procedures 
with multiobjective and multiattribute concepts. 

In this paper, we define the A algorithm and show that it is 
complete on infinite graphs and admissible with respect to suitably 
extended definitions^of an admissible heuristic evaluation function. 
Demonstration that A inherits other useful properties from A is a topic 
for future research. 

II. THE MULTIOBJECTIVE A  ALGORITHM: 
** 

^    ** 
the    A 

We    now    formulate    the 
algorithm,     define    our multiobjective    search    problem,       state 

notation,     and provide a detailed definition of the concept of dominance as 
it  is  used in this paper. 

A. Multiobjective Search Problem Formulation. The following abstraction of 
the multiobjective search problem differs from the single-objective version 
only in its cost structure and solution definition. 

Given: 

Find: 

A problem state-space,  representable as a locally- 
finite directed graph;  states are nodes in the graph 
A single start node in the graph 
A finite set of goal nodes in the graph 
A positive, vector-valued cost associated with each arc 
in the graph;  path costs are sums of associated arc 
costs 
A set of vector-valued heuristic functions estimating 
the cost to get to a solution from any node in the 
graph 

The complete set of nondominated solution paths in the 
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graph from the start node to members of the set of goal 
nodes 

As a typical example,  multiobjectlve shortest-path problems may be 
formulated in this fashion (see also Section IV below). 

Ml 
B.   A  Algorithm gfcatement.  Problems formulated in the above structure 
may be solved with A  .  The algorithm maintains three sets as part of its 
operation.   OPEN is  a set of nodes that are in the process of being 
investigated by the algorithm,  sometimes called the frontier set.   CLOSED 
consists of those nodes that have already been searched by the algorithm. 
OPEN and CLOSED are both defined in the same way as for the  s ingle- 
objective version of the algorithm.  The third set, NONDOMINATED, is needed 
only for cases in which multiple solutions may arise. NONDOMINATED contains 
the current collection of nondominated solution^paths and their associated 
costs at any point during the operation of A 
summarized as follows: 

The algorithm may be 

** 
The A  Algorithm 

1.  Put the start node in the set 
NONDOMINATED to empty. 

OPEN. Initialize CLOSED and 

2. If OPEN is empty, exit with the current set of solution 
paths in NONDOMINATED, if any. 

3. Otherwise, remove from OPEN and place on CLOSED a node n that is 
nondominated among current nodes in OPEN and paths in NONDOMINATED. 
If no such node exists, exit with the current set of solution paths in 
NONDOMINATED, if any. 

4. If n is a goal node, trace back through appropriate pointers and 
ado the newly discovered nondominated solution path or paths and their 
associated costs to the set NONDOMINATED.  Go to Step 2. 

5. Otherwise, expand n by generating all of its successors and 
establishing a backpointer to n for each.  For each successor n' of n: 

a) If n' € OPEN u CLOSED, evaluate its vector-valued heuristic 
functions as estimates of the cost to get to a solution from n' , 
add these estimates to the vector-valued costs accrued in 
reaching n' to get estimates of the total costs of solution paths 
through n' , and add n' to OPEN. 

b) If n'e OPEN U CLOSED, redirect its backpointers along newly 
discovered nondominated paths, if any. 

c) If n' had a new nondominated estimate of the cost of a 
solution path through n'and had been on CLOSED, remove it from 
CLOSED, and put it back on OPEN. 

6. Go to Step 2. 

Notation.     The  following notation will be useful  for analyzing the A 
** 
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algorithm. To the extent allowed by the different requirements of the 
multiobjective formulation, the^notatlon below has been defined in a manner 
consistent with that used for A in (Pearl, 1984) and elsewhere. 

G - (N, A) - The state-space graph representing the problem to be 
solved. N Is a countable set of nodes, each of which 
represents a problem state. A C N x N represents the set of 
directed arcs connecting pairs of nodes. Thus, if pair (n.,n.) is 
in A, then there exists a directed arc from node i to node j . G 
Is assumed to be locally finite; i.e., the set of immediate 
successor nodes for each node In N is finite. 

s - The unique start node in N. 

T C N - The finite, nonempty set of goal nodes, with generic member 7. 

** 
r  C N - The set of nondominated goal nodes; i.e., the set of ^oal 

nodes connected to s via one or more nondominated paths in G. 

PCn^S)  - {P(n ,S)) - The set of all finite-length acyclic paths in G 
connecting node i with any member of the set of nodes S. 

P (n. ,S) - (P  (n ,S)) - The set of all nondominated paths from node 
1 to any member of the set of nodes S. 

cCn^n.) 
is 

(c.(a.,n.},.. ..c^n^n )) 
with the arc connectins 

Vector-valued  arc  cost 
associated with the arc connecting nodes i and j , where M is the 
number of objectives under consideration. All these cost vectors 
are assumed to be strictly positive and uniformly bounded away 
from zero as specified by the following constraint: 

cm(ni,n1) fc S  > 0 V t»!»««) 6 A' m e  {1-2 M>- 

Note also that we define c (n, .n.) - 0 V i and m,  and we assume 
that the objective is to minimize all cost components. 

c(P)  - Actual vector-valued path cost of a specific path P,  assumed 
additive; i.e., 

** 

SG„ 

c(P) - 2 c(n, ,n.) , where the sum is taken over all pairs of 
nodes (n. ^p representing arcs on path P. 

-  {c  (P))  -  |c(P):  P € P  (s,r)) 
nondominated solution paths from s to T. 

Set of all costs of 

- The traversal subgraph defined at any stage in the search by 
the pointers that A** assigns to the nodes already generated 
(I.e., visited or searched), with the branches of SG directed 
opposite to the pointers. Note that If (n.) represents the set 
of all nodes in SG at some point in the search, then OPEN £ {n.) 
at that point In the search also. 

SG  - The explicated subgraph of G,  defined at some point in the 
search as the union of all the branches  in the traversal 
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subgraphs up to that point In the search. As Pearl points out 
(Pearl, p. 75), a path P can be In SG and not In any of the 
traversal subgraphs that make up SG . Note that if (n. ) 
represents the set of nodes in SG , then at any time during trie 
search  |n ) - OPEN u CLOSED.     e 

G(n) - {g(n)) - Set of cost vectors for all paths from s to n that are 
nondomlnated in SG .  Note that G(s) - (0). 

e — 

G  - (g  ) - Set of nondomlnated cost functions, 

**       M+       **      ** 
g : N -> R , where g (n) - c (P) 

Aft 
V n 6 (nodes on P), P e P (s,n). 

"kit "Anfr 
G (n) - {g  (n)) - Set of all costs of nondomlnated paths between the 

start node, s, and node n.  By this definition. 

** 
G  (n) 

** 
{c(P): P € P (s,n)) 

H - (h) - A set of heuristic functions estimating the cost to get from 
any node of the graph to a solution, 

M+ h: N -> R  , where h(n) is an estimate o  ".(P) 

V n e {nodes on P), P e P(n,r). 

H(n) - {h(n)) - Set of heuristic function values for a node n; i.e., 
an. estimate of the actual nondomlnated cost-to-go values in 
H    , (n).    Note that 

** 
H 

H(7) - {0) v 7 e r. 

Set of all actual cost-to-go functions, 

**       M+ 
h 1: N -> R , where 

** **   ** 
h .(n) - c(P ) V n e {nodes on P^^), P, € P (n,r  ), 

Ml 
h ..(n)  - c(P-) V n e {nodes on P0), 

**. 
P e P(n,r) - P(n,r ), and 

** 
h ^(n) - « V n « {nodes on P), P e P(n,r). 

** 
H . (n) — (h , (n)) - Set of all actual costs of nondomlnated paths 

between n and F; i.e., between n and a member of the goal set. In 
accordance with this definition we assign values as follows: 

•* ** 
.(n) - c(P) V n 6 {nodes on P), P e P (n,r) 

** 
h -(n) - « otherwise. 

**     ** 
H . - {h „) - Set of actual cost-to-go functions corresponding to 
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the nondomlnated solution paths In G.  Note that H o ^ H i • 

H  (n) - {h 9(n)) - Set of actual costs of partial paths from n to T 
along nondomlnated solution paths.  Note that H**-(n) C H**. (n). 

F(n) - (f(n)) - At some stage of the search,  the set of costs of the 
form 

** 
F (n) 

f(n) - g(n) + h(n) for some n, with g(n) e G(n), 

h(n) € H(n). 

(f (n)) Set of costs of paths that are nondomlnated among 
all paths from s through n to the goal set. 

D.   Definition of Path Cost Dominance.  Define a relation 

Rl C -(ni,ni^ x fCnf.n*) v •«! n*  e N, and V P , P, 6 P(n.,n.) as follows: 

(Pi(Pk) G ^ « dVp  ^ c(Pk). 

We say that path £  dominates path k if and only if: 

(PrPk) I »j and (Pk.Pi) g R^ 

Similarly, under these same conditions we say that the cost of path i 
dominates the cost of path k. A path P and its associated cost c(P) are 
said to be nondomlnated (in P(n. ,n.)) if and only if there does not exist a 
path P' G PCn^n.) 9 (P'.P) e R.. -^Paths and path costs may also be defined 
as nondomlnated'' with respect to specific sets of paths and costs by 
adapting the above definitions in the obvious way. A node n is said to be 
nondomlnated with respect to some set containing nodes and/or complete 
solution paths if and only if there is at least one partial path to n that 
has a solution path cost estimate that is nondomlnated with respect to the 
solution path costs or solution path cost estimates associated with the 
elements of the set. 

III. FORMAL PROPERTIES OF A ^ We first present some preliminary analysis 
for the multiobjective case. Then we prove some useful results concerning 
termination and completeness of the algor^hm. Finally, we establish some 
definitions that allow us to show that A is an admissible algorithm when 
used with an admissible set of heuristics. 

A. Preliminary Results. Using the definition of a nondomlnated path cost 
and the other notation defined above, the following is immediate: 

V n € N,  P(s,n) e P(s,n),  3 I, j € 11,2 M) 3 

c1(P(s,n)) !► g**^)  V g**(n) € G**(n)  and 

** itit ** 
c.(P(n.7)) ^ h    .(n)Vh    1(n) € H    ^feJt t « f. 

Ml 
By the definition of F    (n) ,  we have: 
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44 44 44 44 44 StSt 
V f (n) e F  (n) 3 g  (n) e G (n) and h ^(n) 6 H 1(n)  i 

**   **     ** 
f  - g (n) + h ^^(n). 

The notational definitions above also directly imply the following 
relationship: 

**   **     **      **      ** **    ** **    **   ** 
C  - F (s) - H 1(s) - H 2(s) CG(7)-F(7)V7  ■ F . 

If n is a no'i■> on any nondominated path from s to F; i.e., from s to 
some 7  € F , then 

**   **        ** ** ** ** ** 
3 P1 € P (s,n ), P2 e P (n .F ) 3 ci?^  e G (n ) and 

c(P2)  e H 1(n ) with f (n ) - c(P1) + c(P2) 

** **    ** 
and f  (n ) € C 

A somewhat more concise way of expressing this same relation using some 
different notation is as follows: 

**   **    **   **   ** 
(eq.  1) V P e P  (s.F  ) 3 f  e F  3 f  (n) - c(P) 

**   ** 
V n 6 {nodes on P), P e P (s,F ). 

It is tempting to try to conclude that 

** **    ** kit ** 
V n  e {nodes on P) with P € P (s,F ), we have F  (n) C C 

The example in Section IV below provides a counterexample showing that this 
conclusion would be false. In other words, ^he example shows that there 
may exist solution paths P througn some node n such that P is dominated 
among all solution paths,..but nondominated among those solution paths 
constrained to go through n 

The importance of F is found in its ability to identify off-track 
nodes; i.e., nodes not lying on any nondominated solution path. For any 
off-track node n 

f (n) « C  V f (n) € F (n) 

**       -kit 
or, in other words, F (n) n C  - 0 for all off-track nodes n. 

B. Termination and Completeness. The usefulness of A will be at leagt 
partly determined by its ability to retain the valuable properties of A . 
The following resu^s on termination and completeness are fundamental 
prerequisites that A  must satisfy to have some chance of being useful. 

In general, an algorithm is said to Jjg complete if it terminates with 
a solution whenever one exists. Since A seeks a set of solutions^(the 
nondominated set), the definition must be adapted to state that A is 
complete if it finds at least one (nggdominated) solution whenever any 
solutions exist. Below we show that A terminates on finite graphs and is 
complete on infinite graphs.  As part of the completeness proof, we show 
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that    A  terminates on Infinite graphs as long as some finite length path 
from the start node to a goal node exists.  Recall from Che problem 
statement that we assumed that the problem graph Is locally finite and that 
all arc costs are uniformly bounded away from zero.   These two assumptions 
are critical to the proofs of the results of this section. 

Theorem 1.  A  always terminates on finite graphs. 

Proof. By definition, the number of arcs in a finite graph is finite. The 
total number of unique combinations and permutations of that finite set of 
arcs is also finite. The set of acyclic paths in the graph is uniquely 
described by a subset of K.e set of all combinations and permutations of 
the arcs in the graph. Therefore, the number of acyclic paths in a finite 
graph is finite. 

Step 1 of the A algorithm executes exactly once per problem. The 
remaining steps form a single loop, with either Step 4 or Step 5 executing 
on each iteration. Therefore, if we show that both Step 4 and Step 5 can 
execute only a finite number of times on a given finite problem graph, then 
we have proved the desired result. 

Each time the test in Step 4 is satisfied, at least one new finite 
length nondominated path from s to F has been found. Since there are only 
a finite number of such paths, this step can execute only a finite number 
of times. 

Step 5 is a node expansion step. Each time it executes, either one or 
more new arcs are added to the current traversal subgraph, SG , or there 
are no other arcs out of the node. if there are no other arcs out of the 
node, then it is a stub (only incoming arcs attached to it) and cannot be 
on any solution path. Furthermore, since there can be only a finite number 
of incoming arcs, the node will be permanently entered on CLOSED after a 
finite number of additional visits. Since there can be only a finite 
number of such nodes in the problem graph, this can occur only a finite 
number of times. 

Each arc that is added to SG represents part of at least one new 
acyclic path in G that has been dicovered by A**. Since there are only a 
finite number of such acyclic paths in G, this can occur only a finite 
number of times. Reopened nodes also represent new acyclic paths in G. 
This is because A only reopens a node from CLOSED when it discovers a 
path to the node with a nondominated cost estimate that is different from 
any of those already contained in SG . D 

Theorem 2^ A  is complete on infinite graphs. 

Proof. As stated above, to show that A incomplete in the general case of 
an infinite graph, we must show that A terminates with at least one 
(nondominated) sg^ution whenever any solution exists. There are only two 
cases in which A  could fail to terminate with a solution: 

Case 1. A  terminates in failure. 

Ml 
Case 2. A  fails to terminate. 
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We will show that neither of these cases can occur if a solution exists. 

Case 1. When we say A terminates in failure we mean that the algorithm 
terminates before a solution path is found. ^Since solutions are collected 
in the set NONDOMINATED as they are found,^ terminates in failure if and 
only if NONDOMINATED is^empty when A terminates. There are two 
conditions under which A terminates; either OPEN becomes empty or all 
nodes on OPEN are dominated by costs of solution paths in NONDOMINATED. 
Note that in the second case, at least one solution has been found since 
NONDOMINATED is nonempty. Therefore, we only need to show that, if a 
solution exists, it is not possible for both OPEN and NONDOMINATED to be 
empty at the same time. To see this, let P(s,7) be a solution path. 
OPEN cannot become empty before P(s,7) is found. This is because whenever 
OPEN is nonempty and P(s,7) has not yet been found, OPEN must contain a 
node on P(s,7). Ve show this by simple induction as follows: 

At Step 1, OPEN contains s which is on P(s,7). 

Assume that,  after k iterations, there remains at least one node 
from P(s,7) in OPEN.  Let n be the deepest such node. 

On iteration k+1, n is either found to be dominated or 
nondomlnated in OPEN U NONDOMINATED. Unless n is nondominated 
and selected for expansion, it is left on OPEN. If selected for 
expansion, n Is either found to be a goal node in Step A, in 
which case n - 7 and P(s,7} has been found, or n is expanded in 
Step 5. If n has successors that are not already on OPEN or 
CLOSED, these are added to OPEN in Step 3a. If n has no new 
successors then either n has no successors or all of its 
successors are on CLOSED. All nodes on PCs,7) have at least one 
successor each (except 7 and we know at this point that n i* 7). 
Therefore, n cannot have no successors. On the other hand, n 
must not have successors on CLOSED because by assumption, n is on 
P(s,7), so n is at the head of a chain ofdcscentent nodes among 
which is 7. If any of n's immediate successors were on CLOSED, 
then either 1} all of them would be on CLOSED, a contradiction to 
the assumption that P(s,7) has not yet been found, or 2) some of 
n's descentants would be on OPEN, a contradiction to the 
assumption that n was the deepest node of P(s,7} or OPEN. In any 
case, at the completion of Step 5, node n will have at least one 
decendent on OPEN. 

Therefore, on iteration k+1, P(s,7) will either be found or 
it will have one or more nodes remaining on OPEN. By complete 
induction, since k was arbitrary, OPEN cannot become empty before 
a solution path P(s,7) is found, if any such solution paths 
exist. 

Case 2. In any locally finite graph, there is only a finite number of 
finite-length, acyclic paths from the start node to any node in the graph. 
This can be shown by induction as follows. 

By the definition of a locally finite graph,  there can be at most a 
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finite number of arcs originating at the start node. Therefore, there are 
at most a finite number of nodes at path length 1 from the start node. 
Assume that there are only a finite number of distinct, acyclic paths from 
s to all nodes at path length k-1 and that the number of such nodes is 
finite. Since each of these nodes may have only a finite number of 
immediate successors arrived at through a finite number of arcs, the number 
of nodes at path length k will also be finite. The set of distinct acyclic 
paths to these nodes at path length k is uniquely represented by some 
subset of the possible combinations of the paths to nodes at path length k- 
1 with the arcs from those nodes to the nodes at path length k. Therefore, 
by complete Induction we have shown that for arbitrary finite k, there are 
at most a finite number of distinct acyclic paths from the start node to 
all nodes reachable by traversing k arcs of the graph, where k is any 
finite number. 

By Theorem 1, if A does not terminate it must be searching an 
infinite path. Since all arc costs are assumed to be uniformly bounded 
away from zero in all components (c. (a) ^ 6 >0 V 1 6 {1,2, . . . ,M), a e A), 
an infinite length path must have unbounded costs in all elements of its 
cost vector. Cost estimates of nodes on such an infinite path will 
eventually become dominated by cost estimates of any finite length oaths, 
including all (nondominated) solution paths. This will cause A to 
eventually terminate on the test for dominance in Step 3.  D 

Ml 
Corollary 1^. A  is complete on finite graphs. 

Proof. This is a subcase of Theorem 2 for which the proof in Theorem 2 is 
still valid.  D 

Corollary 2. A terminates on infinite graphs if there exists any finite 
length path from s to any goal node. 

Proof.  This was shown as part of Case 2 in Theorem 2.  D 

C. Admissibiltty. One of the most useful properties of A is 
admissibility. This property guarantees that the algorithm will return an 
optimal solution whenever any solution exists. Using the following 
definition of an admissive set of mult lob jective heuristics, analogous 
results are derived for A 

Definition. A multiobjective heuristic function, h, is said to be 
admissible if 

**    ** 
3 h 2 € H 2 9 h(n) S h 2(n) V n e N. 

Definition. A set of multiobjective heuristic functions, H, is said to be 
admissible  if 

Vh    26H    23h€H3 h(n)  < h    2(n)  V n e N. 

In other words, a set of admissible multiobjective heuristic functions 
contains at least one heuristic faction that is admissible with respect to 
each of the elements in the set H _. 
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(HI 
In ord*r to prove the adraissibility of A ,  we first consider the 

following Lemma and its Corollary^ both of which presume the use of an 
admissible set of heuristics with A 

•kie 
Lemma 1, At any time before A   terminates,  for every undiscovered 

nondominated solution path P 6 P (s,r ) 3 n 6 OPEN, n e {nodes on P) 3 3 

f(n) e F(n) 3 f(n) s c(P). 

Pygof. ^^ Consider any undiscovered nondominated solution path  P  € 
P (s,r ).  If no such pg£h exists, then there is nothing to prove.  Let P 
- s.n-.n-.n. n' y There is always anode from P on OPEN.  This 
is shown by induction as follows.  At the start of the algorithm,  s is in 
OPEN.  Assume that, at some later point in the search, a nongoal node of P 

n, .  is elt 
remains on OPEN for the next iteration. 

is on OPEN.  Let n, - be the deepest such node on P. At the next iteration 
of A**, iV, -,  is either chosen for expansion or not.   If not,  then it 

If n, - is chosen for expansion, then it will bo found to have at 
least one successor on P, call it n, , and this successor will be added to 
OPEN as n, - is removed and placed on CLOSED. Therefore, since k was 
arbitrary, complet|#induction shows that there will always be a node from P 
on OPEN until 7 is chosen for expansion and P is discovered to be a 
nondominated solution path. 

Since we have shown that every undiscoverg^ nondominated solution path 
will have a node on OPEN at all times before A terminates, let n' be the 
shallowest such node from P. Since n' is the shallowest node from P on 
OPEN, all of its ancestors must be on CLOSED. Furthermore, by assumption, 
the partial path s.n^n-.n. n' from P is nondominated.  Therefore, 

**      ** ** 
(eq. 2) V g(n') 6 G(n') 3 g (n')eG (n')3g(i/)-g (n'). 

In other notation this equation states that 

** 
cCs.n^n^nj, . .. ,n') - c(P (s,n')) - g(n') 

** 
and since G  contains all nondominated costs for paths from s to n', g(n') 
€ G (n'). Using the admissibility of H, we know that for n' 

Vh 2eH 23h6H3 h(n') s h 2(n'). 

By the definition of H „,  since n' e {nodes on P) and P € P (s,r ), 3 
h**2 € H**2 3 h**2(n') - c(P) - c(P**(s,n')) 

**        ** ** 
From above we had g(n') - g (n') - c(P (s,n')) for some P (s,n')  on P 
so we can now combine to see that 

**    **   ** **  . 
3h 2eH 23h 2- c(P) - g (n'). 

Using equation 1 from the preliminary results above,  we know 

**   **   ** 
3 f  € F  3 f (n') - c(P) 
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so that 

3 h 2 6 H 2 9 h 2(n') - f (n') - g (n'). 

Combining the results above, we may complete the proof as follows: 

f(n') - g(n') + h(n') by definition 

- g (n') + h(n') substituting from eq. 2 

s g    (n') + h 2(n') for some h 2 e H 2 

by the admlsslblllty of H 

** **      ** 
- f  (n') for some f (n') € F (n') 

by eq. 1 above 

**   ** 
- c(P) for some P e P (s.r ) 

**      ** 
by eq. 1 also, since f (n') € C 

In summary,  we have completed the proof by demonstrating the existence of 
an open node n' on an arbitrary nondomlnated solution path P such that 

f(n') i c(P) for some c(P) e C  .  D 

Cg^ollary 3.   Let n' be the shallowest open node on a nondomlnated path 
P  (s,n'') to an arbitrary node n'', not necessarily a goal node.  Then 

V g(n') e G(n') 3 g  (n')eG (n')3g(n')-g  (n') 

so that A  has already found a nondomlnated path to n'and that path will 
remain nondomlnated In P(s,n') throughout the search. 

Proof.  This proof is the same as that for Lemma 1 where the fact that n' 
was on a solution path was not used to demonstrate the validity of equation 
2.  D 

Theorem 3.  A  using any set of admissible heuristics is admissible. 

** 
Proof.  By Corollary 2 we know A  terminates whenever a f^glte length 
solution path exists so it is sufficient to show that A   will not 
terminate until all nondomlnated solu££on paths have been found;  i.e., 
placed on NONDOMINATEO.  Assume that A  terminates, but there exists some 
nondomlnated solution path P that is as yet undiscovered.  By Lemma 2 

3 n € OPEN,  n e {nodes on P) 3 3 f(n) e F(r,) 9 f(n) i c(P) 

Ml 
for some c(P) e C 

**    .     .        ■,    *. A  terminates in only 2 cases: 
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1) OPEN is empty. 

2) All current partial path cost f.stim.il es for nodes on 
OPEN are dominated by solution path costs in 
NONDOMINATED. 

Case 1 is ruled out by our assumption that n was in OPEN. According to the 
condition in case 2, the termination we assumed must have occurred because 
f(n) was dominated by a member of NONDOMINATED. This is^ contradiction 
since f(n) < c(P) implies that f(n) is nondoroinated in C and therefore 
nondominated^among all solution paths that could be in NONDOMINATED. 
Therefore, A cannot terminate before all nondominated solution paths have 
been discovered,  a 

IV. EXAMPLE. The following ^julr1 objective shortest path problem 
illustrates the operation of the A algorithm on a very simple state-space 
graph. The purpose of the example is to present an overview of the general 
behavior of the algorithm, without emphasizing the computational details of 
the procedure. The computational aspects of the A algorithm in 
particular, and of multiobjactive search algorithms in general, present an 
interesting topic for further research. 

The problem state-space graph is shown in Figure 1 , which also shows 
the values of the arc costs for the problem. The value of M for this 
simple example is 2. Based on the information in the figure, we may 
calculate the derived cost Information that is shown in Table 1. Also 
shown in Table 1 are the heuristic function values used for this 
illustration. The heuristic function values were simply defined by the 
nondominated members of the set of costs corresponding to the arcs 
emminating from a node. For example, the set of costs of arcs for the 
start node is ((1,2), (3,1), (1 ,'))) , of which one is dominated so tin- 
heuristic function values for the start node an- ((1 ,/'),(), I ) ) as shown in 
Table 1. These heuristic function values are clearly atlmissible since they 
will always provide lower bounds on the possible costs of paths to the goal 
set. 

Table 1 provides the information necessary to illustrate one of the 
statements made in Section III. A. Nodes 2, 7, and 7. all provide examples 
of the fact that the set F** (n) may not be contained in C**, even if n is 
on a nondominated solution path.  As a specific example, 

F**2(2) - {(7,9),(9,5),(8,8)). 

but the path (8,2,5,7,7.) with cost (7,9) is not a nondominated solution 
path. In other words, while this path with cost (7,9) is nondominated 
among those solution paths constrained to go through node 2, it is not 
nondominated among all solution paths. 

Operation of the algorithm with the next-ar« -cost heuristic is easily 
followed using  the sequence of 11 graphs that make up  Figure t. Each 
graph illustrates the state of the search lor an iteration oi the 
algorithm. Arcs of the initial problem state-space j-raph are shown as 
dashed lines. As the arcs are traversed as part of the search, they are 
made solid  in the  figures and the final solution paths  are  shown as 
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additional numbered dashed lines in the graphs. Nodes of the initial 
problem state-space graph are shown as dashed circles. OPEN nodes are 
shown with double circles, the node currently being expanded as part of the 
search is depicted with three circles, and CLOSED nodes are Indicated with 
solid circles. As shewn in the last panel of Figure 2, A correctly 
identifies the three nondominated solution paths in this example. The 
solutions and there associated costs are 

P  1 - («,1,5.7.7^ 

IM 
P  2 - 18,1,5.8,73) 

** 
P  3 - |s,2,5.8.73) 

c(P**1)  -  (4.11) 

c(P**2)  -  (6.7) 

c(P**3)  -  (9.5). 

1 

__-rJ 

Figure 1. Example Problem Graph. 
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| 
Derived Cost : Values | Heuristic | 

j Values    j 

node j 1  G**<n) 
•* 

H ^n) H**2(n) 
■**     ■' 

F (n)   | 1   H(n)    ! 

s   j 1  (0,0) 

| 

(4.11) 
(6,7) 
(9,5) 

H*\(B) i**;<ii I 1 (1.2) | 
1   (3.1)    | 

1   | 1  (1.2) (3.9) 
(5.5) 

■**;ä) (4,11)   | 
(6,7)   | 

1 (2,1) ( 
i   (1.2)    1 

2  1 1  (3.1) (4,8) 
(6,4) 
(5,7) 

(6.4) (7,9)   | 
(9,5)   | 
(8,8)   | 

!   (2,1)    | 

3   1 1  (1.3) (9.6) 
(4.8) 

(•.«) (10,9)   | 
(5,11)   | 

1   (1.2)   I 

^   1 1  (3.3) (6.11) (00,«) (9,14)   | 1   (5,7)    j 

5   | 1   (2.4) 
1   (5.2) 

(2,7) 
(4.3) 

H*>' (4,11)   | 
(6.7)   | 
(9,5)   | 
(7.9)   | 

1   (LI)   1 

6   1 1   (5.2) 
1   (2.5) 

(8.4) 
(3,6) 

(00,co) (13.6)   | 
(8.8)   | 
(5.11)   | 
(10.9)   | 

1 (5,2) | 
1   (2,4)   | 

7   | 1   (3.7) 
1  (6.5) 

(1.4) H**1(7) (4.11)  | 
(7.9)   | 

1   (1.4)   | 

8   1 1  (3.5) 
1  (6,3) 

(3,2) ■**i<ii (6.7)   | 
(9,5)   | 

1   (3,2)   | 

9  ! 1  (7.6) 
1  (4.9) 

(1,2) («.«) (8.8)   | 
(5.11)  | 

1   (1.2)   | 

71  j 1   (4.11) 1   (7.9) 
(0,0) 

M H W (4,11)  | 
(7.9)   f 

1   (0,0)   | 

72  1 
1  (8,12) 
1   (11.10) 

(0,0) («,00) (8,12)  | 
(11.10)  | 

1  (0,0)   1 

73  1 1   (6,7) 1  (9.5) 
(0.0) H**1(73) (6.7)   | 

(9.5)   | 
!  (0,0)   1 

Table       1. Derived    cost    values    and    next-arc-cost    heuristic 
estimates for example problem. 
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V.  CONCLUSIONS.  This paper has presented some early results in an ongoing 
study of multiobjective search.  We defined an abstract multiobjectivg 

problgig and outlined an adaptation of the single-objective A 
A +for sol ring it.  By suitably adapting the terminology used 

we were able to show that the. .valuable properties of 
The behavior of the 

path 

search 
algorithm, .  ^ 
in work on A , 
completeness and admisslblity are inherited by A 
algorithm was briefly Illustrated on a simple two objective shortest 
problem. 

There are two basic directions for future research in the area of 
multiobjective search. On the theoretic^ side, mugh additional work must 
be done to complete the development of A For A , heuristic functions 
may be compared as to there effectiveness in directing search. In this 
context, the definition of dominance of one heuristic over another becomes 
useful in identifying the best heuristics. The generalization of this 
concept of dominance among heuristics to the multiobjective case will be a 
useful theoretical construct. Under specific assumptions about the 
information available to aid in the search process, it can be sho^j that A 
is an optimal search algorithm in some sense. The proof that A is also 
optimal in some sense, and the definition of the exact conditions on that 
optimality, are near-term research objectives. Another item of theoretical 
interest is thg multiobjective generalization of the AO algorithm, the 
counterpart of A for use in searching AND/OR graphs. 

The other, and perhaps more critical, direction for future research 
concerns the practical uses of multiobjective search. The preliminary work 
done so far Indicates that theje search routines will be very computation 
intensive. Issues of computational tractibility and efficiency will 
certainly become critical for any practical applications of multiobjective 
search. Actual heuristics available for real applications will probably be 
hard to develop and admissibility will almost certainly be impossible to 
prove or guaranty. Further work on searching with inadmissible heuristics 
will therefore be of practical significance. 
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ABSTRACT 

We propose an modal system of algebras for knowledge representa- 
tion. Based on this formal setting, we use the combination of semantic 
evaluation and proof theoretic techniques for the design and implemen- 
tation of Expert Database Systems. 

We see expert databases as dynamic objects and use a system of 
modal logic for the specification of their dynamic properties. The possible 
worlds of our modal system are instances of the expert database system 
which are defined as many-sorted algebras. Thus our framework is a 
modal logic system of algebras where the signature of algebra is the basis 
for the schema of the expert database. With this setting, in addition to 
ordinary database operations, many sophisticated expert facilities can be 
provided. 

1. INTRODUCTION 

Conventional database systems are mainly concerned with storage 
and retrieval of data, and the efficiency of these activities. Generally, all 
of the data must be explicitly stored and there is no mechanism for 
deriving new facts from the existing information. In expert systems, 
which are often idealized as systems that can work like human beings, 
the emphasis is largely on the deduction of new facts, and they are not 
confined to the data stored. In addition to giving precise and complete 
answers to questions, expert database systems (or inferential databases) 
should be able to cope with queries such as: "What would be the conse- 
quence if X happens?" (hypothetical queries); "Why would X happen?" 
(causal queries); "What are the objects that are directly or indirectly 
related to a certain object?" (transitive closure); "Which objects .can be 
candidates for solutions (in addition to the definite answers obtained 
from the database)?" 

Thus the key issue is to find a suitable setting in which both data and 
knowledge can be stored, accessed and updated. While theorem proving 

* A portion of the formal part of this article has been presented in [Gol-86]. 
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techniques can provide the machinery to cope with the above, we note 
that, at least with the present technology, theorem proving is not 
efficient enough for answering ordinary database queries in systems with 
large amounts of data. In the case of simple database queries, we have 
straightforward computation where we know which actions must take 
place. Therefore, there is no need for random searches and tentative rea- 
soning which require a great deal of computation time. To deal with the 
requirements above we propose the combination of semantic evaluation 
and proof theoretic techniques as tools for the design of inferential data- 
bases, whereby ordinary queries are computed straightforwardly, and 
deduction is u=ed for more sophisticated ones. 

Expert database systems (abbreviated to EDS) are seen as dynamic 
objects, where updates change the state of the database and the states 
are used for answering queries. For the dynamic part we develop a modal 
logic system. The domain of interpretation (or the universe) of a modal 
system for databases is the set of database instances, and the accessibil- 
ity relation is determined by the update functions. 

An EDS instance is seen as a collection of sets together with a collec- 
tion of functions mapping these sets to each other. As in abstract data 
type specification methodology, we use the signature of the algebra as 
the basis for the type checker and the syntax checker of the database 
language. Queries are expressions which are built up out of the symbols 
in the signature and which comply with the precise formation rules given 
by the query language. The semantics of a query is defined to be the value 
which is assigned to it by the algebra representing a database instance. 
Integrity constraints are expressed as boolean valued expressions that 
must hold in all instances. 

The power of deduction is provided by allowing inference rules which 
are activated by programs (queries) or by users. The inference rules are 
also expressions of type boolean (like the integrity constraints). Although 
the deduction rules can be invoked by the language processor, it is possi- 
ble to define operators which explicitly trigger the inferencing mechan- 
ism. [Gol-84] 

2. RELATED WORK 

2.1. The Algebraic Approach: 
This line of work has its roots in the research efforts on the 

specification of abstract data types [Zil-74 , Gut-76 , ADJ-77]. Since a 
conventional database (at a certain level of abstraction) can be viewed as 
an abstract data type, it has been proposed that a natural application 
area for algebraic specification theory is in the formal specification of 
databases. This view was taken by Ehrig et al [EKW-78] who proposed a 
hierarchic approach by  building tables and sequences.   Also taking this 
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view, Wirsing et al [DMW-82] gave a formal definition of databases and 
introduced primitives that mimic the generalization and aggregation 
structures [SmSm-77]. 

It is pointed out in [Gol-84] that a severe drawback of these works is 
that they do not cope with the dynamic aspects of databases. "We elim- 
inate this shortcoming by introducing our modal system. 

Finally, we point out the novel extensions of our approach. We give 
the following extensions to the ordinary notion of universal algebra: 

we add "variable binding operators" such as the set-construction 
operator and the quantifiers, to the collection of operators; 
and we allow the operators in the algebra to work on union, cartesian 
product and powerset of types. 

2.2. The Logical Approach: 
Three directions can be distinguished here. First and the most prom- 

inent appraoch is using Prolog as the language for all purposes (which, as 
mentioned, is inadequate for large databases) [HaSe-84]. The second 
approach is interfacing a Prolog system with a relational database system 
which will have special problems due to the addition of a communication 
system. (For example, the authors of [VCJ-83] note the limitations of 
using Prolog directly as a system and interface it with a relational data- 
base. Some other variations are discussed in [PCG-96]. The third 
approach is to consider a richer framework that can cater for a wider 
variety of tasks. Our approach falls within this category. 

Our modal logic system is similar to Hoare-style logics [Gold-82]. The 
motivation for its introduction came from our realization that the NEXT 
operator of temporal logic cannot adequately reason about the next EDS 
state because it assumes a fixed sequence of states. Note that from any 
state, depending on the update to be performed, there are many states 
that we can go to. (That is, "NEXT instance" will depend on the update.) 
Our modal operators are like the NEXT operator of temporal logic but are 
parameterized with respect to the update being performed. 

2.3. The Artificial Intelligence Approach 
A survey and tutorial on expert systems is presented in [HWL-83]. 

In this book, the authors describe many concepts which are important 
in the design and construction of expert systems, and then analyze a 
number of existing expert systems, including MYCIN [Sho-76] and its 
derivatives, DENDRAL and Meta-DENDRAL [BuFe-78], SAINT [Sla-61] and 
its successors, HEARSAY [Erm-80] and its other versions. 

A quick study of these systems shows that none have a sound formal 
foundation and that generally they use ad hoc methods for finding solu- 
tions within large search spaces. 
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3. FORMAL SPECIFICATION OF EXPERT DATABASE SYSTEMS 
The framework will be constructed in two steps. First, the static part 

will be developed and then we design the dynamic part on top of it. 
We consider four classes of symbols within a given alphabet. "We 

assume that the appearance of each symbol will determiiie which class it 
belongs to. The four classes are: sort symbols, function symbols, opera- 
tion symbols, and variables. We also assume that the two sorts boolean 
and integer are given. 

3.1. PrimiUves of EDS 
We define inductively simple-type-expressions to be: 

o     sort symbols 
o     or of one of the forms: 

o   nu%. 
o     (y^yz*   ■   yn) 
o      and V{yi), 

where for some n for 1 ^ i « n. yt is a simple-type-expression. We will see 
that P(A) will be interpreted as the powerset of the set A. 
Given n to be a natural number, a function-type-expression of arity n 
has the form 

where for 1 ^ i « n + l, y^ is a simple-type expression. Operation-type' 
expressions are defined in a similar manner. For example, the operation 
type expression for the operation symbol "+" is 

int, int -»int. 
A signature is a function which assigns a function-type-expression to 

each function symbol and a sort symbol to each variable symbol. Thus, 
variables, both local and global, are typed (sorted) by the signature and 
not by the user. There is an unlimited supply of variables of each type. 
The signature is thus the specification for the type-checker and the 
syntax-checker of the language. 
Given a signature 2 and a function symbol ^ in the domain of E, the 
arity of 99 in E is the arity of E(^). 
Fvampip- A small portion of an EDS for aviation purposes can be specified 
by giving the necessary sort symbols, function symbols and the function 
type expressions for each of the function symbols. Some of the sort sym- 
bols are "fiights", "aircrafts", 'bases' and 'staff'. Some function symbols 
are 'destination_Df', 'flight^given_to', 'captain-of and 'crew_Df'. Here we 
present the unique type-expressions for some of these functions. 
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captain_of      flights -» staff 
crew_of       flights -»P(staff) 
flight_given_to    aircrafts -» flights 
destination_Df    flights -♦ bases 
is_suitable_for    aircrafts , flights -» boolean 

For a signature S. we define the set of well-formed expressions on 2 
in the usual way. Details of this section were presented in [Gol-83]. 
Amongst the operations provided, there are a number of variable binding 
operators such as the logical quantifiers and the set construction opera- 
tor. Bound and free occurrences of variables in expressions can be 
detected syntactically in the usual way. 

Given a signature S. static integrity constraints on S are defined to 
be a collection of well-formed expressions of type boolean on I. We will 
use Tz for a set of integrity constraints on a signature I. 
Fvamplp of a static integrity constraint on our avionic EDS is: (Variables 
are written in capital letters.) 
"Ages of all crew members must be greater than 18" 

forall C ( age_Df(C) GT 18 ) 

Given a signature Z, inference ndes on S (denoted by *E) are defined 
as closed expression of type boolean on E. Note that the formal 
definitions of integrity constraints and inference rules are the same and 
the only distinction is in their designation. An example of an inference 
rule on the avionic EDS is: "Aircrafts with seating capacity less than 10 fly 
in an altitude of less than 25000". 

forall AIRCRAFT (capacity_Df(AIRCRAFT) LT 10) implies 
(altitude_Df (flight-given_to(AIRCRAFT)) LT 25000) 

An EDS schema is the triple (E. fj. ^E) where E is a signature, Tk is a 
(possibly empty) set of constraints on S, and *£ is a (possibly empty) set 
of inference rules on S, such that TSU^E is consistent. It is interesting to 
note that if l| is empty, then we have an ordinary database system. 

Obviously one of the most important features of any system is the 
language provided by it. We will see in the following section that the query 
language constructed based on this formalism, despite the mathematical 
rigour, has a very simple notation. Although we cannot talk about 
hypothetical queries (because they are expressions of our modal system) 
here we will present other types queries which demonstrate the power of 
the proposed language. (Hypothetical queries will be introduced after 
discussing our modal system.) 

For a given signature I, a query is a closed expression on Z in which 
any variable is bound only once. As examples, we construct a few queries 
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of different types. The first query is an ordinary database query. 
1. Who  is   the  captain   of  the   flight  to  which aircraft  AR008522  is 

assigned? 

captain_Df(flight_given_to(AR008522)) 

In the evaluation of this query, the result returned by the function 
'flight_given_to' will be given to 'captain-of. This is simple function com- 
position. 
2. Destinations of all flights that take off from base AM before the hour 

1400. 

{ (F,destination_Df(F)) | 
(origin_Df(F) is AM) and (departure_time_Df(F) LT 1400) J F 

While the variable F iterates over the elements of the set 'flights', a 
set is constructed that contains flight numbers and destinations of all 
those flights for which the said conditions hold. Obviously, F is a variable 
of type 'flights'. The appearance of F on the very right indicates the vari- 
able which is being bound by the set construction operator. 
3. To demonstrate the capability for dealing with queries that involve 

computation of transitive closure, we formulate a query from a medi- 
cal expert database system. 

Cures of all those diseases that can be caught as a result of having an 
ulcer. 

This query will require the computation of transitive closure of the set- 
valued function "results_Df_having". (Proofs on least fixed point and ter- 
mination are presented in [Gol-83]). 

( (Dl. cures_Df(Dl)) | Dl isin S { Dl 
where 

S = results_Df_heving (ulcer) union 
union i results_Df_having(D2) | D2 isin S I D2 

"union" is the ordinary set theoretical operator \j. "Union" is the opera- 
tor which, when given a set of sets, computes the union of all included 
sets. In the inductively defined part we have resultSL-of_having(ulcer) as 
the basis. 

3.2. Semantics of the language 
Having discussed the syntax of the language, we use the notions of 

algebra to give semantics to the formalisms. Informally speaking, a many 
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sorted algebra is a function which assigns a set (a carrier) to every sort 
symbol and a function to every function symbol. 

Recall that we allowed several forms to be simple-type-expressions. 
For a simple-type-expression 7, the set of all objects of type 7 in an alge- 
bra A. denoted by |A|r is defined as follows: 
i-     when 7 is a sort symbol then |A|r = Afr), that is the set that the alge- 

bra A assigns to it. 
Ü-    when 7 is 71U 7? then |% = |A|7lu!A|y8 

iii-   when 7 is (7i*72* ' ' ' *7n) then |A|7 = lA^* ■ • ■ »^ 

iv-   when 7 is P(7i) then |A|7 = P(lA7l), that is, the powerset. 

The evaluation in A of expressions is carried out in the usual way. 
Givfi^ an EDS schema 5 = (S.^.^E) where E is a signature, and Pi and *i 
are as before, an algebra Ais an 5-algebra iff: 
1.    For   every   function  symbol   <p   in  the   domain   of   A,   if Ufa)  is 

7i.72 7n -♦ 7n<.i then Afa) returns an element of lA1^, when given an 
element of |A|7l, an element of lA]^, • ■ ■ , and an element of jA],^. 

8.    The evaluation in A of all of the expressions in Vi results in true. 
Let S = (E. Tj;. +1:) be an EDS schema. An EDS instance, is the ordered 

pair (5,A) where Ais an 5-algebra. 
Given an expression n of type boolean, for an EDS insUmce t, we write 
i |= n iff i evaluates 0 as; true. We will use / to indicate the collection of 
EDS instances on a given schema. 

3.3. The Dynamic Aspects of EDS 
The modal logic system that we will use for reasoning about dynamic 

characteristics of the EDS is comparable with temporal logic. It was first 
presented in [GMS-83]. Syntactically, we make a number of extensions. 2 
is extended to £' by including: 
o     update symbols ito/ui. • • • , 
o     for   each   of   the   update   symbols   u0luj,   • • ,   we   introduce   a 

corresponding modal operator [«o].[ui]. ■ ■ • • 
o     global variable symbols XH.XJ,   ■of each sort 7 of E. 

The set of well-formed expressions over E is extended to well-formed 
expressions over E' by allowing the construct [ß]Q as an expression of 
type boolean, where Q is of type boolean and ß is an update symbol. The 
expression [^]n is read as: "after the update /x is performed n will be 
true". Note that each of the operators [/J.] acts as an operator in a similar 
way to the more familiar modal operators ALWAYS, NEXT, etc. In fact, one 
can think of the [ß] as the O operator of temporal logic which is 
parameterized with respect to the update being made. 
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Given n, Qi and Qz as expressions of type boolean on 2' and X as & glo- 
bal variable, we can extend our logic for deriving consequences by adding 
the following axioms and rule: 
Axi.  l-MO^-na)   s   (MOi-MOz) 
Ax2.   |- -Mn s bO-Q 
Ax3.    |- for all A" [At]n{A)   =   [ß] for all A OW 

{X must be a global variable.) 

Rul.    If    |- 0, - fls   and   |- f),.    then    |- Q2. 
Ru2.    If    |- a    then    |- [ß]Q. 

The semantics for the modal extensions is defined as follows. For 
every update symbol ß in S' we consider a function fi which when given an 
EDS instance returns an EDS instance, i.e. 
where / is the set of EDS instances. Recall that we used i |= fl to 
indicate that Ci holds in the instance i. We extend our notion of satisfac- 
tion to cope with modal expressions. Given an update symbol JJ. and the 
corresponding update function /2 we have: 

i |= MQ iff Mi) |= n. 

Other modal operators are not essential for our purposes but we can 
easily capture them if necessary. By adding the "null" update to our sys- 
tem we will get a modal system equivalent to S4. 

Transition constraints are boolean type expressions over E'. (Transi- 
tion constraints are statements that guard the system through updates.) 
For example, the constraint "ages cannot be reduced" is expressed as fol- 
lows: 

forall X forall Y ((age_Df(X) is Y) implies ([u] (age_of(X) GE Y))) 

This expression reads as follows: for any person X and any age Y, if the 
age of X is Y then after performing any update u the age of X will be at 
least Y. 

3.4. Hypothetical Queries 
Using this type of query, the user asks the expert system to make 

predictions based on certain assumptions. For example, in a company, 
the manager may ask the question: "if I increase Jack's salary by 1,000 
dollars, would he then earn more than George?" Such a query is 
expressed as: 

[increase_salary(Jack, 1,000)] sal_Df(Jack) GT saLDf(George) 
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In this query the system -will not make the update effective but -will 
assume that the update is performed and then answers the question. 

Similarly, suppose the management decides to ensure that no 
employee shall earn less than 20,000 dollars and they want to know 
whether a uniform 10% pay raise would achieve this. Such a query is for- 
mulated as: 

forall EMP ([increase_salary(EMP, sal_Df(EMP)/10)] saLDf(EMP) GT 20000) 

This expression reads as follows: "For every employee, after increasing 
the salary of that employee by 10%, is it true that her salary will be more 
than 20,000 dollars?". 

4. CONCLUSION 
Research into the mathematical foundations of intelligent systems is 

of increasing importance for a healthy growth of computing technology. 
Database systems (with different degrees of sophistication) and expert 
systems are at the heart of a great deal of work on information process- 
ing systems, software engineering development environments and on 
many branches of artificial intelligence. We note that the progress has 
been slow for systematic software design methodologies. The well- 
recognized "software crisis" is a symptom of the limitations inherent in 
the current traditional approach to the specification, design and pro- 
gramming of complex systems. In recent years, these problems have 
been becoming steadily more apparent. They will be the dominant limit- 
ing factor in our ability to apply ever more powerful computing hardware 
to solve complex problems. Ideally, the current "brute force" methods 
and ad hoc design will be replaced by sound formally-based techniques. 

Here, we have developed a formal setting for the specification of 
intelligent systems. Based on this setting, we were able lo define a func- 
tional query language powerful enough to do several novel things. The 
notation of this language is based on the well-known conventional 
mathematical notation, similar to SETL and SASL. 
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Toward optimal feature selection: 
Past, Preaeut and Future. 

Wojciech Siedlecki and Jack Sklansky 
University of California, Irvine 
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ABSTRACT. Over the last twenty-five years, extensive research has taken place on the development 
of efficient and reliable methods for the selection of features in the design of pattern classifiers, where 
the features constitute the inputs to the classifier. The quality of this design depends on the relevancy, 
discriminatory power and ease of computation of various features. 

Selecting features is an extremely difficult task, charged both with theoretical and computational prob- 
lems. An effective mathematical theory for feature selection seems achievable only for a very specific aspect 
of the problem: linear transformations for reducing the dimensionality of the feature space, with the assump- 
tion that data are drawn from normal distributions [l,2,3,4j. The theoretical problems are usually associated 
with two closely related questions: 

a) "What does it mean that a feature is good or irrelevant?" 
b) "What criteria should be used to evaluate features?". 

From the standpoint of Bayesian decision rules there are no bad features. One never can improve the 
performance (usually understood as an error committed by the classifier) of a B.iyes classifier by eliminating 
a feature (this property is called monotonicity). However, in practice the assumptions in the design of Bayes 
classifiers are (almost) never valid. As a consequence, it is possible to improve the performance of a nonideal 
classifier by deleting a feature (this phenomenon will be discussed later). Moreover, for a given amount of 
data, reducing the number of features increases the accuracy of estimates of the classifier's performance. 
These two facts have tremendous consequences for computational problems associated with feature selection 
and have led in the past to other methods for evaluating features {5,ß,7{. These methods do not evaluate 
the performance of a classifier associated with a given set of features, but rather tend to approximate the 
Bayes error for this set of features. The criteria used by these methods (for iiiätance Bhattacharyya distance 
or Vajda's entropy) satisfy the monotonicity property, which permits the use of efficient computational 
techniques. However, some evidence [8] indicates that they do not induce over an arbitrary set of features 
the same preference order as would be obtained by comparing the errors of the Bayes classifier. Thus, it 
seems that the only promising and legitimate way of evaluating features must be through the error rate of 
the classifier being designed (this also satisfies our intuitive understanding of the design policy, although it 
has some theoretical drawbacks (5,9|). 

Unfortunately, so far none of the forms of classifiers realiiab'e in practice by known techniques exhibits 
the monotonicity property. This fact is important when we realise that the problem of feature selection is 
essentially equivalent to searching a directed graph (at the root node all features are accepted) and could be 
solved by artificial intelligence or "AI" (e.g. branch and bound |6|) techniques. Moreover, the total number 
of all possible subsets of an n-element set of features totals around 2" and, therefore, even for small n (say, 
10) any brute force method leads to a computational dead end (specially when the evaluation of classifier's 
error is costly). 

Over the last five years, intensive research on feature selection has been carried out at University of 
California, Irvine [10|, leading to a group of suboptimal but efficient and robust methods. This group 
includes: 

1. methods utilising the idea of approximate monotonicity [10|, 
2. other AI methods for graph searching. 

Another promising method, currently under consideration, is based on the observation that the monotonicity 
property of classifier's error rate is highly related to the optimality of this classifier (ll|. This method does 
not require any search, but evaluates all features at the same time in a fussy decision process that involves 
the assignment of a weight to each feature. In this report we will discuss the above three classes of methods 
in more detail. 
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L. THE PAST: A HISTORICAL NOTE. The pioneerin« work in llie area of feature selection i; .\*toc\- 
at.-d with the named of Sebestyen jll), Lewis |13j and Marill and Green Il4l, who made their coatributions in 
the early fixtiei. Since at that time the theoretical framework for evaluating the error rate of classifiers was 
also in its preliminary stage of development, the original approaches to feature selection were based on the 
concept of probabilistic class separability measures and entropies. In some cases (e.g. ;13|) the independence 
of features was assumed and the features were selected on the basis of their individual merits. However, 
even such a simplified model did not guarantee the optimality of a selected feature subset (for instance, two 
independent features don't have to be the two best, as was pointed out by Cover |15|). 

The question of the trade-off be- o* Ä 1111 
tween the optimality and efficiency 
of algorithms for NP-problems (fea- 
ture selection, by definition, seems to 
qi'alify as an NP-problem) was rec- 
ognized early, and the mainstream of 
research on feature selection was thus 
directed toward suboptimal search 
methods. The invention of sequen- 
tial backward selection (SBS) in 1963 
114, gave rise to a family of subopti- 
mal stepwise forward and backward 
methods. The research in this di- 
rection was concluded by introduc- 13% 
in; the generalization of these algo- 
ritluas proposed by Kitler in 197? 
(16]. Another approach to feature 
selection based on the concept of 
dynamic programming was proposed 
by Chang [17{, but this approach 
is burdened by numerous restrictive 
requirements (e.g. the monotonic- 
it> condition and statistical indepen- 
dence of features) and, therefore, has 
not been heavily pursued by other 
researchers. 

The potential of any suboptimal 
search algorithm to select the worst Fig.l. 
possible set of features was indicated by Cover and Campenhout [18]. A breakthrough came in 1977 with 
the introduction of the branch and bound aigorithm. The application of this method, proposed by Narendra 
and Fukunaga [6j, guaranteed the selection of an optimal feature subset if the monotonicity condition is 
satisfied. The monotonicity condition requires that a criterion function J used to evaluate feature subsets 
change (in our case: grow) monotonically over a sequence of nested feature subsets [Fi,. ■ M^k}i that is 

fxCfaC.Cfk     •    ./(fi) >•/(*%)>...>./(/*). (1) 

Biiscd on this concept Narendra and Fukunaga also clearly defined which subset of features could not be 
considered optimal. Roughly speaking the branch and bound procedure searches in an optimally organized 
way the feature selection lattice, Fig.l. (In the lattice, nodes represent feature subsets and links represent 
the relation of subset inclusion. The subsets are coded by sequences of teros and ones. One means that a 
feature is present in a subset and zero means that the feature does not belong to it. The percentages next 
to the nodes denote observed error rates of a hypothetical classifier.) 

Since the kind of graph generated in the feature selection problem (each node represents a subset of 
features) has finite depth, the depth first search technique appeared very effective in this case and has 
resulted in a very efficient enumeration scheme. 

When no restrictions on examining nodes (feature subsets) in the graph have been assumed, the branch 
and bound leads to exhaustive search. However, if each nod« is evaluated with the aid of a criterion function 
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Ji and an upper limit (threshold) for its acceptable values is set (that is, some leal ure subsets are CMiisidered 
infeasible), then the algorithm backtracks whenever an infeasible node is discovered. If the criterion funrtioii 
has the monotonicity property (1), no feasible node is omitted as a result of early backtracking and, therefore, 
the gained savings in the search time do not violate the "optimality" of the selection procedure. Now, among 
all examined and, therefore, feasible subsets of features one can look for the best group of features according 
to a second criterion Jj. If J? is also monotonic with respect to a sequence of nested feature subsets, but in 
the direction opposite to that of Ji, then Ji and J2 can be interchanged, yielding a search for a feasible node 
among the best nodes, which is equivalent to a backward branch and bound scheme (in which one takes the 
empty set of features as a start node). 

AH the considerations regarding the branch and bound procedure as applied to optimal feature se- 
lection are valid only for monotonic evaluation functions Narendra and Fukunaga originally proposed to 
use probabilistic separability measures as criterion functions. This approach, however, has a number of 
disadvantages: 

a) feature selection is done based on finite samples and should refer to any particular classifier's performance 
rather than to intrinsic discriminant properties of the data, which cannot be reliably uncovered due to 
the sampling process, 

b) to use any of these criteria one has to estimate them based on the sample, which introduces some error 
and can turn a monotonic criterion into a nonmonotonic one, and 

c) as some evidence indicates |8{ certain criteria in this class can give results which are optimal in the sense 
outlined above but the selected subset of features need not be optimal, where the optimality refers to 
expected performance of a classifier which would use this subset of features. 

While the second disadvantage can prevent the search procedure from finding an optimal solution, the first 
and the third ones are much stronger when a selected subset of features is to be used to build a practical 
classifier. 

As many authors pointed out, the only remaining alternative is to use the error rate of a classifier as 
a design criterion. Unfortunately, due to phenomena similar in origin to those mentioned in tiie second of 
the above disadvantages, the error rate of a classifier (if it is not a Bayes classifier) does not satisfy the 
monotonicity condition. Such a case can be observed in the feature selection lattice presented in Fig.l. 
The error rate along the path (Illl)-(1101)-(1001)-(1000) has a monotonicity defect at the node (10U1). 
So far the lack of monotonicity in the classifier's error rate made it useless for the branch and bound 
procedure. In 1985 Foroutan and Sklansky [10{ introduced the concept of approximate tnonotonin'ty. Based 
on the example of a locally trained piecewise linear classifier they showed that the error rate might be used 
for optimal branch and bound. Although the supporting tests were done only for one data set the idea 
of approximate monotonicity constitutes another breaktrough in understanding and applying methods for 
optimal feature selection for classifiers trained on finite samples. 

2. THE PRESENT: APPROXIMATE MONOTONICITY AND AI GRAPH SEARCH METHODS. 
The concept of approximate monotonicity opened a new chapter in the research on optimal feature selection. 
It allows the use of branch and bound to obtain with high confidence an optimal subset of features even 
though the monotonicity condition is in some cases to some extent violated. Below we discuss two ways 
of coping with the negative effects of the lack of monotonicity in the error rate on the optimal branch 
and bound search procedure. Also we present other approaches to feature lattice search, originating from 
artificial intelligence (AI). 

2.1. THE BRANCH AND BOUND PROCEDURE FOR NONMONOTONIC CRITERIA.      In their 
work |10| Foroutan and Sklansky used a tolerance factor imposed on the assumed threshold for branch and 
bound search. Namely, if the assumed upper limit of the error rate for a subset of features to be considered 
feasible is emax, then a subset of features, F, in fact is assumed 

a) feasible, if the associated error rate e{F) is less or equal to emax, 
b) conditionally feasible, if emilx < e(F) < em,u(l + A) and 
c) infeasible, if e(F) > em,lx(l + A). 

In this version the best subset of features is chosen only from the set of feasible nodes in the feature selection 
lattice, but also conditionally feasible nodes are examined. In Fig.2. a feature subset (00110101) is found 
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conditionally f~a•ibt. and Nard• it continued. Th;. allow• liM lwa_.-cla ud boaad al1orillua to exanaU.~ 
tlee r~atur~ sulttet. belaincl it. · ·l.icla if feasible. .. 
~xpcrim~ats deteribed ia IIOJ, d•Apih tlae ••• of 
strict •oaotoaaicity, a proceclur~ uia1 tlae error 
tolerance wu aba. to lad ••• opti•al ••bed of 
feature. willa over 90',:(. ia comrutatioaal .. vialt 
compand with e.xlaau&iw March. 

Another way of avoiclia1 tlae aetalive elect• 
of using aa ellinaated aad, daer~fore, by de&ai
t ion nonmoaotonic error rate of a clauiler if to 
e~t im~te the expected nlue of llae error rah for 
an examined aublel of featum. Aauaniac , •• , 
.... t"p rt w-et from monotoaicity are an elect of es
timat ion errors and the cl&~~ifier•s true error rate 
should increase moaaotoaically over a Mqueaace of 
nested feature tubtets (1) we can try to atima&e 
the general trend or error rate chan1ea in the prac
t ical dassifiu. We couider the error rat.e a fuac
tion of nested feature nbset!l, which conetpoadt 
to a path in the feature Mlection araph. Since the 
observed error rate may no& be monotoaic we can 
observe that alon1 thit path it rift~ aad f.U. even 
t hough the expected error rate doa aot decrease. 

enor rate 

... ... ... ... ... ... --
2 ---.. ... .. 

8 ... ... ... -.. .. 
8 ... .. 
0 .. -.. 

rsa.2. 

8 ... .. 
0 .. 
2 

8 
i .. 
0 .. 

A! a result, it might happen that the current node it iafeuiba. baNd oa itt obterved error ra&e, b•t that it 
ought to be feasible becau~e the upected error utoeiated with a claui&er trained on an iaiaite tample il 
below the threshold of accertability. In Fia.3. the feature tubtet (00110101) would be couidertod iafaiba. 
ba~ed on the observed error rate utociated with it. How"er• u oae caa aotice the tnad aloaa thif path 
(in thi• cue we uMlinear prediction) indicata &hat the val• of ••• apected error rate aaocialecl witla tlait 
5ub~et should be leu tbaa the preaumed tlaralaold aad, therefore, t•• ••btet it treated u if it wen feuiba.. 

Thu!, if we analy1e the tr.nd of chansea of 
the ob!!erved error rate OYer a lfliUence of ne1ted 
feature sub$ds and, baaed on chis informatioa, we 
U$e the approximation of the expected error rate 
rather than the currently observed error rate, we 
may •uccessfully use the branch and bound alco
rithm to search for the optimal tablet of feat•rea. 

The strateiJ of enumeratioa in the braach 
aad bound method it uotller imponant factor ia
&uencing the ef&cieacy and optimality of t•e fea
t ure aelection proceu. Wlaea tlae moaotoaicity 
coudit ion is satitied it doa aot matter in whicla 
order we will examiae the deteendaats of the cur· 
rent node- we will alwa)·t6nd the optimun• tolu
tion and 1 he number of vifited aodes in the feature 
t~election lattice will be abo•t dee 1ame in each 
ca1e. In thit cue oae uually takn t•e aod~ witla 
the hi~hest error rate u clae aext c•rreat aM., 
for it increa~ .. !l the chance for indint the next i• 
feasible node and contequently for pnaint lOMe 
part of the lattice below it. However, when tlae 
n•onotonicity condition it no& satiffied by ••i•1 

1 

I 

.,...~ ~.,. 

... ---... ... --

___ , ..... ,~~ __ 

0 ----... --

--_. .... 

8 ... -... --... 
8 --0 ... .. -

8 .. -0 ... 
0 ... 

8 
i ... 
0 ... 

t hi!' strat ecy we co•ld pna• a pan of tile lattice iacl.ctiat 'huible _... aacl, w•icla if lilely, tiM belt aode. 
Such a cafe i• observed ia the feature teleftioa lattice •picted ia tiM Fit. I . Hen, if &lie tlamltolcl il tet 
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number of removed features 

Fig.A. 

to 15% the optimal nude (0001) will be pruned due to lliv fart thai i( is a sublet of the »et (1001), wliich 
if infeasible. On the other hand, if we »elect a subset with the lowest error as the nex node in the lattice 
this subset (0001) will be discovered in the sequence (11D1)-(0101)-(0001). Hence, the strntecy in which 
we choose the node with the lowest error rate is more likely to avoid local nonmonotonicitief and continue 
March in those parts of the feature selection lattice that would be skipped by using the traditional strategy. 

An important question in feature selection 
with the aid of branch and bound is how to choose 
the threshold that defines the feasibility of subsets 
of features. We can assume that we do not want 
a big degradation of the classifier's performance 
and, therefore, we set the threshold at a low level. 
However, we don't know what price we will pay for 
■electing an optimal subset of features. In other 
words, we do not know in advance if the cost of re- 
moving one feature from the selected optimal sub- 
set would only minimally increase the value of the 
error rate or whether by adding one feature we can 
significantly improve the classifier's performance. 
This might be important, since by properly setting 
the threshold we could avoid an examination of a 
significant number of nodes in the feature selection 
lattice. 

A way to predict the best value of the thresh- 
old would be to use a sequential forward or back- 
ward method to look for the best path in the fea- 
ture selection lattice, where the best path is a path 
along which the error rate increases as slowly as 
possible. By doing this we can scan the feature se- 
lection lattice and obtain a function. Fig.4.. depicting the trade-off between the number of removed features 
and an expected threshold, which must be set in order to find an optimal subset of features of this size. Or, 
on the other hand, we can estimate the site of the optimal feature subset given some threshold. 

Unfortunately, both forward and backward selection can easily be derailed. For instance, the forward 
•election algorithm can add two features which are subsequently the best ones but they are bad if used 
together. This could be to some extent avoided if the sequential forward and backward methods are used 
at the same time. We call this method a bidirectiona/ searc/i. Its concept originates from the MEA (i.e. 
means-ends-anaiysis method used for problem solving in AI. 

In the bidirectional search we conduct the search for the best path from two end nodes (that is, the 
node representing the full set of features and the node associated with the empty set) at the same time. The 
feature selection lattice is examined in a DFS (depth first search) fashion, in two directions: 

a) from the full set node toward the empty set node and 
b) from the empty set node toward the full set node. 

The search is conducted simultaneously from both terminal nodes and concludes in the middle of the lattice, 
resulting in a path that goes from the top to the bottom of the feature selection lattice. The path is 
determined a by local comparison of values of the criterion J associated with the feature subset evaluation. 
At every step, in the forward as well as in the backward search, for the. current feature subset all its successor 
nodes (its subsets in the forward direction and supersets in the backward direction) are evaluated and the 
most promising ones are selected. If there is a conflict, then the second best successors are selected. A 
conflict arises if at a given step the same feature is selected in both directions, that is, is chosen to be 
both added and discarded. This corresponds to the situation in the sequential forward selection algorithm 
mentioned above: a feature is considered good by the forward selection method but the backward selection 
algorithm indicates that it also could be removed with no harm. In other words, the conflict suggests 
that the information obtained from the two methods is contradictory and should be disregarded. If this 
conflict were not resolved, it would be impossible to conclude both searches in the same place in the feature 
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atdt'ct "on lattice for no path coamectiaa th~ two 
current node• co11Laiua both aoclu de&ernaiued by 
addin& ~nd removiua tlae nme feaLue at tJ.e SUM 

time. 
Au example nsalt of uiaa tile biclire.:tiCNtal 

searcb procedure~ ai•en in Fia.S. Til• cuapui
.on wu made for the featue selectioa latdce ob
tained from a piecewise liaear clanilier Lraia.d oa 
a S)-nthelic data ML with kaowa propertie.. Tlae 
ana ysis of the lat.tice IUIIHtf that the eiTOI" rate 
i~ nonmo11otonic (in facL Llae data conLaiaed lix 
deliberately inserted irrelevant feat.,..) . A• oae 
can I H, the resaltin1 error rates aloaa tile patla 
•elected by the bidirectioaalMarcla ... m to follow 
closely t ne minimum error raLea obtaiaed from U• 

hau•tive analysis. This encourqes the ue of tlae 
bidirectional March alcorithm to pndict &be vaiM 
of Lhruhold for ellicint brucll and boaad Marcil. 
Mo eower, Lhe bidinc:tioaalMarch is inMUitiwe to 
l he monotonicity of the error rate fuactioa. 

There i! one additional benefit of Kannina 
t he feature selection lattice for the bett patla: we 
can estimate the aamber of aocles tlaa& laawe to be 
ex01 mined. 

1 2 , • s ' 7 • t 
........ , ......... f•t••• 

Fia.s. 

2.2. OTHER AI METHODS IN FEATURE SELE("TIQN. Bot Ia lwuch aad boaad aad }.tEA an COIH

monly recognized as tecbniquet denloped by Af researchen. Wlaile tlae braada aDd boaltd alcoritla• caa 
supply the opLimllm 10lutioa1, provided tlaaL 10me ·conditio•• be ntifhd, tlae otlaer AI tecltaiqu .. an typ
icO!.lly h~uri!-tic and they aenerally do not ai•e .a luaraatee of lndia1 tile optimal lolatioa. Howewr, wllea 
the original dimensioaality d of feature tpace ·u lar1e (uy 4 > IS) &laea tlae optimality Mut be ciwa ap 
betau!'e the complexity of the problem imped .. tlte ... of tlte lwaaclt ud bo .. d &ecltaiqae. Of COVM, oae 
could st.art enumeratia1 nodes in the featare eelectioalaltice ia tlae backward fubioa, tllat if froln tlae aocle 
associat.ed with the empty Mt. However, if the Mlected tltnsholcl allow• tlae al1oritllm to ~i& aCMiet too deep 
in Lhe lattice, this eolution would be u aMietl u tlae qiaalwnioa of tlte braach ud boaltd eauaeratioa 
scheme. In such a cue we laave to look for eabaitate eohttiou, wlaida are IIIOft libly a.optiMal. 

The branch and bound teclaniqae in applicalioa to tlae •arda ia &lte featan ~electioa lattice il aotlaial 
but a method of enameratiaa aod .. in thu araph. lu advaataae Oftl' otlaer poe~ible na..a&iOil Kite- il 
such that no node u examiaed more titan once ud, tlaenfon, by forciaa tlte al1oritllm to Hcktrack earlier 
than at. the terminal aocle cornspoadin1 to tile e~apty Mt, we caa .U.iaate part~ of tlae lattice, wlaicla for 
some reason (in oar c&M the aocla with exc .. eiwe error rata) are ol ao iatentt to u, ud iacnaee tlte 
efficiency of the March. 

Other kno•·n AI techniques do not have this property. Tlaey 18&r&atM the optimam tolatioa ia featan 
select ion only if they are allowed to do exhautive MarU. Tlte followia1 are a few exa~ap&..: 

a) OFS, depth intte.U, wlticla, iftermiaMed witlaCMtt Hckrackiac, tua• oat to H tile eeq ... dalforward 
or bO\ck•·ard Mlectioa, 

b) 3FS, breadth fint Marcil, wlaicla hu no eqaiYaleat ill featan HlectiOil literatare ud 
c) be!-t-fint March, whicll allo llu ao eqaiwaleat. ' 

la tbe be!t·&rst. March methocl one expaade tlte top aocle aad btlildt frona it1 dflceadaats a qane accordiaa 
to decreu in1 valaet of tlae 10 called HuVcic ...,_atiNI••tiN &MOCiated witll tlaela. Next, tla.lnt aode 
in the queue if apanded and tlte qaeae apdated. Tlail proc• il ...,.ated aatil a ,,.,.,. il dehcwd. Ia 
t.be feature Hlect.ioa problem we do aot explici&ely tool for a aoaJ aode, becaue we an aaable to chtect 
whether a givea aocle is a toal or aot. lute .. , we .............. ill •ardtilla ,_. ,.n ol tlaf lea&an 
selection lattice, wlaicla •llould coataia the aocle tut ie optilul •il• ntard to ..w ...... criteriela. 
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The heuristic evaluation function would be anoi^r unknown in the delinition of the best-first search 
method. For instance, one could assume that the observed error rate of a classifi'-r is this function. 

The major disadvantage of the best-first search algorithm is its space complexity (i.e., the size of the 
computer memory required to execute an algorithm), which in the worst case, when all nodes from the 
middle level in the lattice have to be placed in the queue, equals 

Ui)s ^ "• 
where d is the total number of features. This number is prohibitive even for d as small as 20, so the full 
queue cannot be stored in computer's memory. However, we can assume in advance the maximum size of 
the queue and this version of the best-first search procedure is refered to as beam search technique. For 
instance, only the feasible subsets can be stored in the queue (although this does not give a full guarantee 
that the queue will be limited to a reasonable size). 

The limitation of the size of the queue has two consequences. First, the ^pace complexity is much less 
and can be arbitrarily set. Second, some nodes and, as a result, some parts of the feature selection lattice 
are never visited, which significantly improves the efficiency of the beam search compared to the exhaustive 
search scheme pursued by the best-first search algorithm. The second observation suggests also that the 
beam search procedure may not find the optimal solution (unless all feasible nodes are stored in the queue 
and the error rate has the monotonicity property). 

Recently we have conducted experiments with a version of the beam search procedure which incorporates 
into the heuristic evaluation function not only the error rate associated with the current node but also uses 
some prediction scheme to speed up the search process. Its algorithm contains the same elements as the 
original beam search. First the top node is expanded and the priority queue built according to increasing 
values of the error rate associated with each descendant. Next, from a few levels ahead some assumed 
number of nodes is drawn at random from the lattice. If there is a node with the error rate lower than the 
error rate of the first node in the queue, then as the current node we choose the best node in the queue from 
which there is a path toward the node on the lower level. Otherwise, we select the first node in the queue 
as the best node. Finally, we expand the best node and the process of generating goal nodes (these nodes 
are drawn only from levels below the level at which the current best node is placed) and for selection of the 
next best node is repeated. The natural stop condition is satisfied if all prospective nodes are infeasible with 
regard to a given threshold. 

The drawback to this method is that, for a high dimensionality of the feature space, the number of 
nodes checked may become very large, and the stop condition may not be reached soon enough. This could 
be resolved in one of the following ways: 

a) by setting the number of nodes checked to a finite number, 
b) by making the stop condition user interactive or 
c) by using the two options given above. 

We have tested this algorithm on the data used for the bidirectional search. The results are very encouraging: 
for each data set this method performed as well as the branch and bound algorithm, but the number of 
examined nodes was much less. However, we emphasise that the beam search algorithm is siiboptimal, and 
for this reason it is not competitive with branch and bound wherever the latter method can be used. On 
the other hand, its usefullness can be appreciated in feature selection problems in which the dimensionality 
of the feature space prohibits the use of the branch and bound enumeration scheme. 

Another interesting aspect of the beam search technique is that it can be viewed as a generalization of 
the popular sequential selection methods. Namely, if the queue size is assumed to be equal to one and we 
start searching from the node associated with the full set of features, then this algorithm is equivalent to 
the sequential backward selection method. 

3. THE FUTURE. The techniques for feature selection discussed so far assumed a search for the best 
subset of features among a number of feasible subsets. Such a statement of the problem presents several 
disadvantages: 

a) It leads to an NP-problem, which for larger tasks must be solved with the aid of suboptimal methods. 
These methods, by definition, do not guarantee that the selected subset is optimal. 



bl  Civen a selected optimal subset of features we are still unable to determine the usefulness of a particular 
feature (called sometimes its discriminatory power). 

e)  If I feature selection process uses a criterion function involving an error rate of a classifier, then it 
'-rist be immediately re' ognized as a process in which this classifier is optimiied and, therefore, trained. 
HMM  the only error rate that can be computed for this classifier is an apparent error rate, which is 
V'iown to be very biased. 

ii it very likely that a panaceum for all these problems does not exist, although we can try to solve each 
>t thei" iiuiependently. For instance, instead of selecting a subset of features we can evaluate a discriminatory 

power of each feature. A potentially promising approach is based on the concept of classifiers optimized with 
.vitard to the use of available features 111). In this approach we define a classifier as a function f: .Y x P —» Q, 

lu-io „V s a feature space, P is a set of parameters of the classifier and fi is a set of class labels (decisions). 
Wt issu lie that our classifier is ■ rainable with respect to a criterion function J: P -* TR, where S is a set of 
r;al Mvnbers, that is, we can find a parameter vector p* 6 P such that J(p*) is a minimum. In this notation 
■ claniiw F{ .p') is assumed to be an optimally trained classifier. Now suppose we discard the »-th feature, 
that it for any two feature vectors 

.: ^ [xj,...,i,,..., j,(|T, i'= [z,,., .,z|,...,x,i|r    and    x. ^ ij    but    F(x,p) = F{x',p). 

Ve cal. a classifier a sellable classifier if the effect described above can be accomplished by imposing a 
r-.tain value to the parameter vector, p. In fact, many known classifiers, including linear, piecewise linear 
.i.id quadratic ones are scalable classifiers Other types of classifiers like k-NN rule or classifiers based on 
densi y functiun estimation, which involve the use of distance functions, can be transformed to satisfy the 
C'-'Hnition of scalable classifiers. 

i.. 11; we have shown that if a classifier is a scalable classifier then its error rate satisfies the monotonicity 
cuAilttioa provided that we use an optimum training procedure to minimize the error rate of the classifier. 
Thit thtortn can oe rephrased tor a linear classifier into the following form: if a linear classifier is trained 
witti tiie aid of a procedure that guaiaalees a minimum resubstitution error rate then this error rate is 
iiic.iotonic over a sequence of nested feature subsets. With some additional assumptions a similar theorem 
v as provtn for piecewise linear classifiers |lü]. Now, if we optimally train a scalable classifier, then we will 
re:eive a vector of optimal parameters, p*. Since some of these parameters are responsible for amplifying or 
rtdvcui tiie influence of each feature (for instance, weights in linear classifiers), then by comparing them we 
can deduce the discriminatory power of each feature (assuming that all features are statistically equivalent, 
V'iat is, they have the same mean and variance). 

'.he loiiowing approach can be called a luzzy formulation of the feature selection problem: 

ivei. a scalable classifier, train it optimally over a set of statistically equivalent features and compare 
parameters associated with each feature. These parameters can be viewed as values of a fuzzy membership 
function computed for associated features and their relatively large values indicate high discriminatory power 
of these features." 

''"fortunately, the optimal training procedures are not known so far. 
T'he ipproarh sketched above may solve the first two problems. However, the problem of biasedness of 

at' error rate of a classifier built for a selected optimal subset of features is more complicated. We could 
try to use a form of cross-validation for feature selection. Given a finite sample we divide it into two parts: 
tl I traiaiag set and the test set. Next, we design a classifier and perform feature selection for this classifier 
b«tod on its observed error rate. Finally, we compute a new en or estimate for the classifier whose design is 
btttd n the selected optimal subset of features. This procedure in repeated a number of times, and each 
time v j divide the data set into two subsets in a different way. At the end of the process we take a mean of 
all ettimftted final error rates. This estimator is known as a rotation error estimator, and is less biased than 
the '••'»n'Witution error estimator. However, this solution has one significant drawback: it requires that the 
fea^'ire «election process be repeated a number of times, which further increases the already discouraging 
com put, at ion a I complexity of the problem. 

ACKNOWLEDGMENT. This research was supported by the U.S. Army Research Office Grant No. 
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INTRODUCING TREATMENTS INTO TEST PROCEDURES 

D.W. Loveland1 

Computer Science Department 
Duke University 

Durham, NC 27706 

Abstract. The problem of finding low-cost testing procedures to isolate a faulty, or 
diseased, object has been extensively studied. We enlarge the problem by allowing treatment of 
the faulty object before the identity of the object is completely known, a common occurrence in 
real life. The problem is formalized, a general well-known solution method is mentioned, and a 
limited subcase is explored, including presentation of exact (optimal) and approximate solution 
methods. We illustrate the complexity of the extended problem and why analogous results to 
the simpler binary testing problem is unlikely. 

1. Introduction. There is an extensive literature in the binary testing problem, a 
problem featuring the analysis of optimal and near-optimal test procedures with respect to 
expected cost. (See [1] for a survey of literature on this general problem.) The solutions are 
presented as decision trees. While working in this area we were struck by the fact that for com- 
puter scientists, physicians and anyone else interested in repairing faults as well as finding faults 
this was the wrong problem. In many situations one wishes not to isolate the fault as the final 
solution but to treat the fault, and treatment may often occur before the fault is isolated. 
Indeed, the treatment can also be in part a test: "Take two aspirin and, if not better, see me in 
the morning". Surprisingly, no theory of tests and treatments parallel to the theory of binary 
testing seems to appear in the literature. We outline a model for the test-and-treatment prob- 
lem and present some initial results for this model. A special case of the binary testing problem 
(the "complete" test case) has a simple and quickly computed solution, the Huffman coding pro- 
cedure. We had hoped that there might be an interesting generalization of the Huffman pro- 
cedure for the analogous case in the test-and-treatment problem but the rich interactions 
between nodes, which themselves are clusters of treatments, seems to preclude a simple algo- 
rithm to solve this special case. We then discuss an approximation algorithm for the simplest 
case and illustrate the node interaction that makes finding simple optimal algorithms difficult. 

2. The Model. We first present the model for the binary testing problem because the 
model we consider is an extension of this binary testing model. The binary testing problem is 
presented by n objects, n a priori probabilities of fault, and m tests with associated costs. Let 
^ — ("i» ••»<>•} denote the n objects, let {puPj, ••-,?.} denote the n a priori probabilities 
that report the user's estimate of the likelihood of the corresponding object being faulty, and let 
{Ti,..., TM } denote the m binary tests with associated costs {C|, ..., Cm}. 

We make various assumptions to simplify the problem analytically. We assume that there 
is only one faulty object, so X)Pi ""I- The assumption that tests are binary means that they are 
reliable and unambiguous; in particular we can model a test by a subset of the universe. The 
test set is defined as follows:   an object is placed in the test set if the test gives a positive 

*Thii r«Mreh hu been partially «upporttd bjr the Air Fore« Office of Scientific Resewch under Grant AFOSR-83-0205 and 
by the Army ReMarch Office under Grant DAAG39-M-K-0073. 
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response when that object is the faulty object. We will let T, denote the test set as well as the 
underlying test, because functionally they are equivalent. Previous analytical work has usually 
assumed that the tests all have the same cost, chosen arbitrarily as a unit cost; i.e., C,<=1, all i. 

Although this may seem draconian, much has been learned using this restriction. This 
Knowledge serves as a message regarding the more general case with arbitrary costs. (See [2], 
[3]). We return to this point later. 

The outcome of the problem is a decision tree that instructs one as to how to apply the 
tests, where the choice of test is a function of the outcome of previous tests. For any particular 
problem one follows a single path of the tree, branching as determined by test outcome, until 
the faulty object is isolated.  We seek the tree of minimum expected cost, where expected cost is 
given by 

EC = £ Pathi    pi (1) 
• — i 

with Pathi defined as the sum of the costs of the tests encountered. In the case of uniform cost 
for tests Pathi becomes the number of tests encountered. 

The model for the (binary) test-and-treatment problem that we adopt here extends the 
binary testing model by the addition of treatments {Tm+i,...,Tm+r} with associated a priori pro- 
babilities {pm+i, ■ • ■ , Pm+r) and associated costs {Cm+1, ■ ■ . , Cm+r). Our indexing convention 
reserves the first m indices for tests and the last r indices for treatments, which allow a uni- 
form notation for both tests and treatments. Like tests, treatments are representable by sub- 
sets of U, but of course the meaning is quite different. If a treatment is applied then the unk- 
nown object is considered (completely) treated if it is in the treatment set, and not treated (or 
otherwise altered) if it is not in the treatment set. However, in each case the cost of the treat- 
ment is incurred. In the decision tree that represents a given test-and-treatment (TTr) pro- 
cedure there would be only one arc below a node representing a treatment, the arc that 
represents the continuing path for non-treatment, i.e., when the unknown object is not in the 
treatment set. The procedure must treat the unknown object, so every branch of the decision 
tree will end in a treatment. 

Our objective is still the same, to find procedures that minimizes the expected cost. 
Expected cost still is defined by formula (1) used for the binary testing problem, but the notion 
of path now changes to include treatment nodes. 

Figure 1 is an example of a test-and-treatment problem presentation with two TTr pro- 
cedures presented. Although we believe that Procedure 2 is optimal, the computation to estab- 
lish that is sufficiently time consuming that optimality has not been proven. The decision trees 
have been stylized for easier reading. Although a treatment should have only one arc below it, 
we have added a second arc, with double lines, to record at the end of that arc the objects 
treated. Technically the objects treated should label the treatment made itself, the convention 
we follow when the treatment is at the end of a path and all objects associated with that path 
are treated. In general, a test or treatment labels a node, and an object with its associated a 
priori probability (alternatively, its weight ) labels the end of a path. The expected cost value 
for each procedure is also given. 
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A Sample Test-and-Treatment Problem 

Objects 
Probabilities .3 

•i 
.3 .2         .1 

06 
.1 

Tests/Treatments 

Name Set Cost 

Tests 

r. 
{2.3} 
{2} 

{3.4} 

1 
1 
1 

Treatments 7-4 {1.4} 4 
7-8 {2.5} 

{2.3} 
{3} 
{1} 

4 
5 
2 
1 

Proced ure 1 Procedure 2 

EC=l(.3)+6(.3)+... 
= 4.3 

EC=2(.3)+6(.3)+4(.2)+7(.l)+7(.l) 
= 3.6 

Figure 1 

3. Finding Low-Cost Procedures. Using an appropriate dynamic programming or 
branch-and-bound algorithm, one can determine a minimum cost TTr procedure (decision tree) 
even with arbitrary test costs. However, such algorithms take at least m 2" steps to execute in 
the general case, where, as before, n is the number of objects and m is the number of tests. 
This exponential growth in the number of objects means that in practice only small problems 
can be solved exactly. Thus there has been a great interest in fast algorithms that find low-cost 
(but not necessarily optimal) test procedures. When algorithms are presented, the obvious ques- 
tions are: (1) how fast is the algorithm? (2) how close to optimal are the resulting test pro- 
cedures? 

To proceed we need some definitions. 

A complete TTr problem has a set of tests such that each subset 5 of 1/ is both a test set 
and a treatment set. (For tests it actually suffices that either 5 or [7-5 be a test, by symmetry 
for tests.)  The complete testing problem is a restriction of the complete TTr problem to test 
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A con>i>Iete TTr problem (or testing problem) is an important subcase because it is assured 
Itat viienever a test (treatment) is desired, it exists and may be used. The importance of this 
subcase is documented by some major properties for the binary testing procedure, which we 
now state.  See [2] and [3] for details and further properties. 

The following hold for the binary testing problem with unit test costs. 

I. There is a 0(n logn) algorithm to find the optimal test procedure for the (unit C06t) com- 
plete testing problem. 

II. The incomplete testing problem is /VP-hard. (That is, all evidence is that such problems 
canrot ill be solved in 0(n* ) steps for any given integer k.) 

11.   For the incomplete testing problem the most natural fast approximation algorithm has 
een evaluated regarding its speed (easily seen as 0(mn)) and its expected cost approximation to 
ptima!.  See [2] and [3]. 

With this background in mind, we undertook the study of the test-and-treatment problem, 
'hich as mentioned earlier, seems to be the more correct problem statement for most real-life 

. nu&tions.  Our original goals were: 

A. To find a fast optimal algorithm for the complete TTr problem (for a restricted cost case); 

4. Vor the incomplete TTr problem to find a good approximation algorithm. 
Alter considerable study on the former question we have reason to doubt the interest, 

perhaps even the feasibility, of our first goal. Besides giving some quite restricted results we will 
dtmoustrate why seeking an optimal solution may not be worthwhile except in the restricted 
case we mention.   (We have to date done limited work on the second goal; that work is beyond 
tiie scope of this summary.) 

By an equiprobable TTr problem we mean any TTr problem where all a priori probabilities 
nave equal value, i.e., p, =l/n , where n is the number of objects in U. 

We now consider briefly a dynamic programming solution to the general TTr problem. 
For any subset 5 of t/, we define EC{S) by 

EC(5) = min{ min (C,- | 5 | + (2) 

EC{S n T^+ECiS-Ti)), 

min     {CrlS l+ECIS-Ti))), 
m <i <m +f 

Avhere | S \ denotes the sum of the weights of the objects in set 5, C, denotes the cost of test 
or treatment i, EC | ^ | =0, and any term reducing to EC(S) itself on the right is undefined. 
vu general the cost of computing EC{U), the desired answer, is exponential in n because there 
•N 2* subsets that need consideration. Our colleague Robert Wagner observed that it the par- 
tial expected cost EC(S) only depends on the cardinality of 5 then this minimization can be 

•1/ed in 0(n2) steps. Basically, this is because one needs to know only £C(#5) rather than 
EC(S) for all smaller subsets S. (#£ denotes the cardinality of 5). This special case can be 
realized for the equiprobable complete TTr problem with all test costs the same and treatment 
^«ta proportional to the weight of the treatment set, for example.  (See [4] for more details. A 
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method of parallel computation of the general dynamic programming formulation (2) for the 
TTr problem is presented in [5].) 

Before proceeding to discuss an approximation algorithm for a special case we should note 
that the most obvious special case is not interesting. The complete TTr problem that has all 
treatments as well as all tests with unit cost is clearly easy to solve: (imply invoke the universal 
treatment (that treatment with treatment set U) so that every object is treated by that one 
treatment. That gives an expected cost of 1. Clearly, any other procedure is more costly. For 
uniform treatment costs other than unit cost (the cost of each test) the answer remains the 
same because it costs as much to treat a subset of (/ as to treat all of 1/. 

Some experimental work has shown us that we often do quite well in an arbitrary TTr 
problem (including the incomplete TTr problem case) if we choose the treatment with the 
lowest cost/power ratio and invoke that treatment, and recurse on that strategyy. By power we 
simply mean the weight of the treatment set. This simple rule fails if a number of treatments 
have nearly the same cost/power ratio. The example in Figure 1 has all the treatments in the 
problem except the last with a cost/power ratio of 10; and this makes the outcome more 
difficult to ascertain. Treatment r» has cost/power ratio less than 4, so by our guideline should 
be favored over the other treatments. Both the procedure illustrated have T( near the top of 
the decision tree, and the reader may wish to verify that placing other treatments before Tt 

yields worse procedures. The example procedure does illustrate that one may want to use tests 
before invoking the most effective treatment for best expected cost. 

Because the single most important determiner of value for treatments seems to be the 
cost/power ratio, our special csae investigations have focused first on the subcase where all 
treatments have the same cost/power ratio. We hereafter denote that ratio by k. Test costs 
will be fixed at unit cost. Again, we demand that all tests and treatments be present. 

We have determined certain properties of optimal procedures for this special case. 

Lemma 1. No non-singleton treatment appears in an optimal procedure for this subcase. 

Lemma t. All tests occur prior to treatments. 

We omit all proofs although the proof of Lemma 1 follows very quickly from the nature of 
expected cost computations in this special subcase. Any multiobject treatment can be replaced 
by a sequence of singleton treatments for the same objects with lower expected cost, which we 
call a caeeade. For example, the single treatment given by treatment set {o „03,03} can be 
replaced by the cascade of Figure 2 with the (expected cost then reduced. 

01     / J f 
\ 

A cascade 
Figure 2 

ös 

, 
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Vv'e now give an approximation algorithm for a yet more restricted subcase, namely, the 
äubcase under consideration (complete TTr problem, unit cost tests, treatments of cost kw 
where w is the weight of the treatment set) plus the equiprobable requirement. We noted that 
for th* special case the dynamic programming method allowed computation of the optimal deci- 
ion tree in 0(n2) steps. The approximation algorithm gives a decision tree in time essentially 

hdependent of n and k (constant time). We present a bound on the relative error, a result 
il>. Kt is non-trivial, requiring considerable understanding of the nature of low-cost decision trees 
Sor this problem. We will close the paper with an attempt to illustrate why a fast optimal algo- 
iithro (beyond the special case dynamic programming algorithm) is likely to be complex and not 
likely to be found soon, if it exists. Also the problem of finding approximation algorithms for 
lea-: restricted classes must take these concerns into consideration. 

The decision tree class to be used for this special case is a simple class. The trees have the 
foUowtag properties: 
f) the superleaves of the tree are all at the same level, where each superleaf is a cascade (so the 
posit ion of the superleaf locates the root of the cascade); 
L)  the cascades differ by at most one in the number of objects treated; 
.)   the level of occurrance of the superleaves is level / (the rest is level 0) where / is the least 
integer z such that 

k < 4-2'. 

Thus all tests, and only tests, occur above level / with nearly identically formed cascades 
oe^mning at level /. The cost/power ratio k determines the transition level. 

We shall call the class just defined the class of level I procedures.  See Figure 3 for exam- 
ples of level / procedures. 

An upper bound that holds for all k is given by 

EC,- opt 
EC. <1/' 

where EC, is the expected cost of the above mentioned decision tree and opt is the minimal 
e/pt-cted cost possible. Experimentation shows that for small n the approximation is actually 
much better than the upper bound suggests. The actuel relative error does not seem to improve 
with n for a fixed k, and also varies considerably with k even for small values of k. The upper 
1 Dund is äs weak as it is partly because it represents all values of *. The theorem statement 
jw'iov* helps explain the varying relative error for small ir. 

The relative error result follows from a key theorem that holds for this special case. 

j heorem. For every n >0 and every / >0, there is a cost/power ratio value * such that the n - 
ooject level / procedure is an optimal procedure for that value of k . 

One should note that for each n and / there is only one n-object level / decision tree 
modulo the left-right orientation of branches of binary trees. The theorem states that this tree 
is optimal for some k. We can determine some of these k values but the expression is messy. 
At intermediate it values the approximation seems quite good but is hard to characterize analyt- 
/.-iiMv   Thus our relatively modest upper bound. 
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What is at least as interesting as this upper bound is a characteristic of optimal trees that 
we can hint at by example. Although there is symmetry to the problem presentation (equiprob- 
able weights, costs uniform for tests and dependence only on the number of objects in treat- 
ments) the optimal tree is not necessarily fully symmetric, due to what we call "migration of 
objects" from cascade to cascade as k changes. Without going into the specific analysis, we 
demonstrate the effect in Figure 3 where we present three decision trees for a specific TTr prob- 
lem. 

For Figure 3 we choose n »84 and k =16, which by our formula for determining the level /, 
/—min «(* < 42'), puts /—2 by virtue of the equal sign; had A—16.001 then /=3 would be 
needed. That is reflected by the same expected cost value for the level 2 tree and the level 3 
tree. (The circle with enclosed number represents the number of elements in a cascade; we 
chose n so that all cascades are equally populated to remove the "excess objects" effect. The 
branching above the superleaves represents tests that split the relevant sets of objects exactly in 
half.) 

Level / procedures are not always optimal 

Example:  a—64 A»16 

level 2 procedure:  16 obj/cascade 

J_[2.64+l(41S6)l-^-(264) 
64 

level 3 procedure: 8 obj/cascade 

^C«—^ISM+7(8M)]-^(264) 

level 2,3 tree: 

£CM—i-(2-28+8-36 
64 
+ ■JJ(4-45-r2105)] 

~ Xr(56+108+45+52.5| 
64 

Figure 3 
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The third tree of Figure 3 has cascades with roots at levels 2 and 3 so is not a level / pro- 
■edure. Yet its expected cost is lower than the two level / trees. One might have expected, 
even hoped, at the transition value of k (viewing k as increasing) where a level 2 tree passes to 
a level 3 tree, that an even splitting or each cascade from 16 members to two cascades of 8 
members each would yield optimal trees. We see by example that instead the 8-member cas- 
cades absorb an extra member and allow a 14-member cascade which is not "big enough" to 
split at that it value. This is what we term "migration". This migration can be characterized 
but the resulting algebra makes computation very messy and the determination of an algorithm 
for finding optimal trees very unpleasant, if doable, even for this simple case. It is better to use 
the dynamic programming formulation in this special case if optimal trees are needed, and in 
general we surely will settle for approximate solutions, even in the complete TTr problem case. 
(Recall that the incomplete TTr problem is NP-hard anyway, since the simpler incomplete test- 
ing problem is NP-hard.) 

We now state briefly bow the terms in the expected cost are computed in Figure 3. The 
first line in the computation of EC,, the expected cost for the level 2 procedure outlines the 
computation symbolically. We do not sum the terms Po<A, fy directly but aggregate com- 
ponents. First we factor out the common weight p,- (i.e. 1/64) so we need only detemine Patht. 
The tests, of unit cost, cost / units for each of the 64 objects.  The cascade is composed of unit 
♦reatment costs of k/64, and there is one less object subject to each sequential treatment so for 

■ 
«  objects in a cascade there are  YJ' object-treatments.   (Compare with (b/64)-« for a single 

• -I 
treatment for all « objects.) 

We presently have a model for reasonable approximate procedures in the arbitrary weight 
c^se but no upper bound or relative error yet. Such models may serve as well for the incom- 
plete case.  Finding bounds on their relative error is another matter however. 

The integrated theory of iest-and-treatment procedure design is clearly of interest and it is 
our hope eventually to better understand how to find, with reasonable effort, good low-cost pro- 
cedures for accomplishing this task. We are hopeful that at least for the complete TTr we can 
do well for the cost structure outlined here. 

Acknowledgment. We wish to thank Paul Lanzkron for bis assistance in developing a program 
that allowed us to try many examples for insight into this problem, and for contributions 
towards the proof of the upper bound result. Paul Lanzkron will be a co-author in the paper 
tiibu fully presents the material outlined here. 

References 

111     Payne, R.W. and D.A. Pierce.  Identification keys and diagnostic tables: a review.   / Royal 
Stat. Soc. (Series A) US, 253-292, 1980. 

[2j    Carey, MR., Graham, R.L.   Performance bounds on the splitting algorithm for binary 
testing.  Ada Infer S, 347-355, 1976. 

[3j    Lovcland, D.W.   Performance bounds for binary testing with arbitrary weights. Ada In/or 
PS. 101-114. 1985. 

| ij Wagner, R.A. A polynomial time algorithm for the complete test-and-treatment decision 
tree problem.  C.S. Report, Comp. Sei. Dept., Duke University, 1986. 

[5) Duval, L.D., R.A Wagner, Y Han and D.W. Loveland. Finding test-and-treatment pro- 
cedures using parallel computation. Proc. of the 1986 Int'l Conf. on Parallel Processing, St. 
Charles IL, August, 1986. 

738 



ON THE ERRORS THAT LEARNING MACHINES WILL MAKE 

A.W. Biermann, K.C. Gilbert, A. Fahmy, B. Koster 
Department of Computer Science 

Duke University 
Durham, N. C. 27706 

A learning model has been studied where binary function f of p binary variables a: ],221 ••,*,. is to be 
learned from example input-output behaviors. At each time t = 1,2,3,..., tin- learning macliine receives a 
sample input-output pair for the target function and guesses what that targrl, limction is. 

Most learning machines are capable of guessing (or learning) only L rimctions where L is less than 
the set of all possible functions 22 . There are advantages to having L lai^e: more functions can he 
learned, and in general, when the target function is not precisely learnahle there will be a leamahle func- 
tion not too distant from that target function. Thus the learning machine will be able to choose a func- 
tion which agrees with iiie target function on most inputs even though it will be in error on some inputs. 
There are also advantages to having L small if the problems with error are not too severe: learning can 
occur much more quickly if there are fewer learnable functions to choose from. This paper is concerned 
with a number of different learning machines, their associated values for L and the nature of the trade-off 
between having large L and little expected error versus having small L and short expected learning time. 

For example, the signature table learning model of Arthur Samuel was studied. A characterization 
of the class of learnable functions was found which gives insight into how the mechanism works and what 
types of functions it can acquire. The characterization specifies the form that certain matrices of function 
values must have in order for the function to be realized. This leads to a methodology for computing L 
and estimating the expected error that signature table systems will have in attempting to learn a ran- 
domly selected target function from the set of all possible functions. 

Other learning models have similarly been studied such as the linear evaluation systems, the 
Boolean conjunctive normal form learning methodology of Valiant, and "truncation machines" which sim- 
ply memorize the outputs with the assumption that they are determined by a specified subset of the 
inputs. 

The L learnable functions for a given machine may be widely spread across the space of all possible 
functions so that every possible function is near, using Hamming distance as a measure, some learnable 
function. They may also be very poorly scattered so that some possible target, functions arc very far from 
any learnable function. In order to gather information regarding the quality of these learnable function 
distributions, a new learning machine was invented, the "G-machine", which spreads its learnable 
behaviors in a near optimal fashion. The G-machine thus can learn with very low expected error for a 
given value of L and serves as a standard for comparison with other learning machines. The general 
result in some simulations was that most learning machines achieved expected errors which were surpris- 
ingly close to the best known values. 

This paper is based on work supported by the U.S. Army Research Office under 
Grant DAAG-29-84-K-0072 and the Air Force Office of Scientific Research Grant 
No. 81-0221. 
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ABSTRACT. We present the file search problem in a Decision Theoretic Frame- 
work, and discuss a variation of it which we call the common index problem. The goal 
of the common index problem is to return the best available record in the file where 
"best" is in terms of a class of user preferences. We use dynamic programming to con- 
struct an optimal algorithm using two different optimality criteria, and we develop 
sufficient conditions for obtaining complete information. 

1. Introduction 

Many areas of computer science are benefiting from the application of economic 
decision theory. The literature in data base design [Mendelson and Saharia, 1986] and 
expert systems [Hall et al., 1985] is starting to draw on theories of rational decision 
making. Mendelson and Saharia use a decision theoretic framework for defining an 
optimal data base design. They begin by defining a minimum cost answer to an infor- 
mation request, and then they balance the trade-offs between incomplete information 
costs and data-related costs over the set of possible queries. 

Hall, Moore and Whinston [1985] develop a decision model that characterizes the 
ideal (economically rational) behavior of an expert and present the model as a theoreti- 
cal basis for expert systems. The decision model combines sequential information 
acquisition with classical decision theory. Decision making is viewed as a dynamic 
process where knowledge is obtained by a sequence of actions followed by a final deci- 
sion. The information gathering actions taken are determined by the trade-off between 
the cost of collecting more information and the payoff from a, better decision. The con- 
struction of an expert system is then shown to correspond to determining a feasible 
information gathering and decision strategy. 

Moore and Whinston [1986] expand the decision model developed by Hall et al., 
and show that the file search problem can be interpreted as a special case of a class of 
decision problems called the categorization problem. They show that there are essen- 
tially two mathematically equivalent ways of looking at file search - from a decision 
theoretic perspective and from a computer science viewpoint. The decision theoretic 
approach treats file search as a decision problem with a payoff based on the value of a 
correct answer and the cost of retrieval, and then develops an algorithm that maximizes 
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the expected return. The computer science approach views the file search problem as 
finding the algorithm that minimizes the expected cost (search time). Under certain cri- 
teria, the two approaches are shown to be equivalent, and the decision theoretic 
approach is used to construct an optimal algorithm that is equivalent to the optimal 
binary search tree. In this paper, we continue to use the decision model developed by 
Moore and Whinston, and the associated information economics terminology. Since 
this terminology is not universally understood, we define three of the key terms. The 
idea of an information and decision strategy corresponds to an algorithm in computer 
science; an individual utility function represents a person's preferences over a given set; 
and a social welfare function is an aggregate of the individual utility functions and 
represents the well-being of the users as a whole. At the end of this paper there is a 
Glossary of our notation. 

We generalize the file search using the decision theoretic approach [Moore and 
Whinston, 1986] of treating the selection of an optimal algorithm as an optimization 
problem. The decision theoretic approach provides several advantages over the typical 
approach used in computer science. Instead of constructing an algorithm and then 
evaluating its complexity, we are able to develop an algorithm that we know to be 
optimal with respect to predefined criteria. In addition, these optimality criteria are not 
limited to those usually used in computer science (worst case time and expected time), 
bat include functions of both the value of the information and the cost of the retrieval. 
Thirdly, if there is a binary relation, >, on the set of experiments that defines a total ord- 
ering over the experiments and induces a binary or trinary information structure on the 
state space then we can use dynamic programming to calculate optimal algorithms. 
These conditions are general enough that we expect dynamic programming can be used 
to create optimal algorithms for a broad range of decision problems. Finally, by using 
the decision theoretic framework we are not restricted to obtaining complete informa- 
tion, and therefore finding the requested element in the file. In general, if the file is very 
large, it will not be optimal to find the best record in the file. A person concerned with 
finding "the best job" in the U.S. for him/her would generally not find it worthwhile to 
search the whole file, even if it were available. At some point the expected cost of 
further search would outweigh the expected benefits of further search even if the only 
costs involved were the time required to continue the search. 

We use the decision theoretic framework to study a generalization of the file 
search problem that we term the common index problem. To date, the primary role for 
file search and query processing has been to aid a decision maker by supplying a 
specific record or request. The user specifies some specific record and if the record 
exists, it is returned. In many decision problems, however, the need is not for a specific 
record, but for the best record available. We propose that for these goal oriented 
queries, the choice procesr should be embedded within the query system [in a sense, 
making the query processor a generalized expert system]. The common index problem 
is defined as: Given a random individual, find the element in a set that maximizes the 
individual's utility, where the utility function is a function of the index. We give a for- 
mal definition and discussion of the common index problem in Section 3. 

Metro [1986] has taken a step in the direction of goal-oriented queries by propos- 
ing a distance measure for data base queries to determine the best available records. If 
the ideal record for a query is not in the data base, then the "closest" available record is 
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returned. In Metro's formulation, however, a record will be returned only if it is within 
some minimal distance of the ideal record, so null responses to a query are possible. 
The approach that Motro takes is ad hoc; presenting no theoretical basis for the use of a 
distance function, nor presenting a method for generating an optimal search algorithm. 

In this paper, we confine ourselves to finding the best available record in a file. 
We restrict ourselves to searching a file in part to investigate the effect of the optimality 
criteria on the information and decisk   strategy. We are assuming that the search pro- 
cess will be repeated many times, and that our goal is to provide an algorithm for 
searching the file that will maximize a social welfare function. Although computer sci- 
ence has generally limited itself to analyzing an algorithm's worst case time and occa- 
sionally an algorithm's expected time, we shall analyze the algorithms using two dif- 
ferent payoff functions. 

In Section 2 of the paper we present a formal characterization of the general deci- 
sion model. In Section 3 we define the common inde    roblem, develop a dynamic 
programming solution for our characterization of it and work out two examples, one 
with each optimality criteria. 

2. Decision Model 

Our decision problem is defined by eight elements: 
D = <X, ♦, D, 0)*, A, {M.la e A}, c, r>, 

where: 

X = the set of possible (mutually exclusive) states. We use the generic nota- 
tion "x" to denote elements of X. 

4>: X-*[0,1] the probability density function. <)> defines the probability distri- 
bution function n: P(X)-»[0,1] by: 

JC(Y)=   £ <Mx) forYcX. 
X6 Y 

where "P(X)" denotes the power set of X. 

D = the set of available (final) decisions. 

co: XxD-MR is the gross payoff function. 

A is the set of "initial" (information-gathering) actions, or experiments, avail- 
able. 

Ma is the information structure associated with action a € A. (Each Ma is a 
partition of X, as will be explained in more detail below.) 

c: A-)IR+ is the cost function; c(a) is the cost of utilizing action a € A. 

r is a positive integer representing the number of information-gathering 
actions which can be taken before a final decision is made. 

Assumptions: X, D, and A are all finite, and: 
(V x € X): WO > 0. 

In particular, we shall assume that A has n+1 elements, where n ^ 1, and write 
A = {0,1,...,n}. 
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The decision-maker is assumed to have a finite set of feasible (final) decisions, D, 
and to receive a (net) payoff which depends upon the state of the environment, x e X, 
the decision chosen, d € D, and the cost of information-gathering, c. One may suppose 
(see, e.g., Marschak and Radner [1972]), that there is a deterministic relationship 
between decisions, states of the environment, costs and a set of outcomes (or effects), 
E, such that there exists an outcome function, p(x,d) mapping the set XxD into the set 
of outcomes. If the decision-maker's preferences over the outcomes may be 
represented by a real valued utility function, u(e,d), for all e € E and d e D, then the 
(gross) payoff function may be defined by 

(ö(x,d) = u[p(x,d), d]. (1) 

For the remainder of our discussion we will take the payoff function, co(), as given, and 
will identify the net payoff of a strategy with the difference between the gross payoff 
obtained and the cost of the information-gathering actions undertaken. 

The remaining elements of our decision problem revolve around the construction 
of an information structure, and the costs of obtaining information. The result of an 
information acquisition strategy, a, is a partition, 

B = {B,,..^} 
q 

on X such that Bj^Bj = 0 for i#j, and ^J BJ = X. With each set B e B, there will be 
i=l 

associated a cost of information-guchering, C(B). Thus if the decision-maker follows 
the decision function 5:B-»D, the expected net payoff for the joint strategy (a,B,5) will 
be given by: 

ß*(a,B)5)=   £     £   <|>(x)co[x,6(B)] -  ^   7c(B)C(B) (2) 
B € B x€ B Be B 

In a summary statement, we can roughly describe the goal of the decision problem 
being analyzed as: 

Choose an information strategy a and a decision function 5: B ->D in such a way 
as to maximize (2) over all a' and 5': B -4 D. 

Associated with each a € A is a set of information signals, Ya, and a function 
Tia: X->Ya. We shall assume that each Y, contains a finite number, n(a), of different 
signals, so that, without loss of generality, we can write: 

T.MU n(a)}. 
We shall also assume that: 

i.       for each as A, Tia is onto Ya, and 

ii.      n(0) = 1 (so that the a = 0 action is the null information action). 
t 

For a given element of the set of states, x e X, there is a single signal receivable 
from each of the n information signal sets. We shall only consider the case where infor- 
mation is obtained deterministically ("noiseless information"); however, it can be 
shown that noisy information can be incorporated within the present model by includ- 
ing the signals as a part of the specification of the state space. (See Marschak and 

1. For further discussion of these points, see e.g. Marschak and Radner [1972], pp. 41-44, or 
DeGroot [1970], pp. 86-115. 

v 
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Radner [1972].) 

We define 
M,y = {x 6 XITI.W^} = r\-li{y}) for a = 0,l,...,n; y = 1 n(a); 

and 
Mi = (Mai.-.M^,)) for a = O»1 "• 

2.1. Definition. Let BcX be non-empty. We shall say that a family of subsets of 
X, B, is an information structure on B iff: 

i. B is a partition of B (that is, the sets in B are pairwise disjoint, and their union 
equals B). 

ii.        (V B' e B): BV 0. 

Notice, that for a e A, M, is an information structure on X (by Definition 1). We 
shall refer to Ma as the information structure associated with (or induced by ) JL 

2.2. Definition. Let BcX be non-empty, and let a e A. We define the 

information structure induced on B b^ s^ i(B,a), as: 

i(B.a) = {BnMal,BnMa2 BnMain(a)} \ {0}. 

Notice that if BcX is non-empty, and a e A, then t(B,a) is an information struc- 
ture on B. 

Assumption: The decision-maker can take up to r information-gathering actions, 
where 1 ^ r ^ n. Since we include the null information action in A (and its associated 
cost will be assumed to be zero), we can, without loss of generality, assume that the 
decision-maker takes exactly r information-gathering actions. We also assume that 
there are no duplicate information structures, i.e., 

(V a, a' € A): Ma ■ M^ => a = a'. 

2.3. Definition. A feasible strategy for Dj a, is a sequence of r+1 pairs: 
a = <(B1,a1),(B2,a2) (Bpar),(Br+1,8)> 

satisfying: 

1. B! = {X} 
2. a. o^Bj-M for t = l,2,...,r. , 

b. Bt+1 = R(B„at) for t = l,2,...,r. 

3. 5: Br+1-»D. 

We shall denote the set of all feasible strategies for D by "£(!>)"• 

We shall often find it convenient to regard a feasible strategy, 
a = <(B1,a1),...,(Br,ar),(Br+1,5)> as being composed of two parts: 

i.       the information-gathering strategy: 



a = <(B1,a1),...,(Bpar)>, 

ii.      the decision strategy,   (Br+1,8). 

Accordingly, we define the following: 

2.4. Definition. A feasible information-gathering strategy for D? a is a sequence 
of r pairs: 

a = <(B1,a1) (Br,ar)> 

satisfying 1 and 2 of Definition 2.3; and a feasible decision strategy for D is a pair 
(B,5), where 

1. there exists a feasible information-gathering strategy for D, 
a = <(B1,a1) (Br,ar)> 

such that 
RCBpOg S B, 

2. 5: B->D. 

2.1. Costs and Payoffs of Strategies 
The following two definitions (and the preceding results) will enable us to provide 

a convenient characterization of the expected cost of a feasible strategy. 

2.2.1. Definition. Let a = <(B1,a1),...,(Bpar)> be a feasible information-gathering 
strategy for D, and let Br+1 = RCBpOr). For each q e {l,...,r+l}, and each B e Bq, we 
define the sequence <ßl(B)>2:i by: 

ßt(B) = that ß' e Bt such that B^B' * 0. (18) 

(It is shown in Moore and Whinston [1986] that ß^B):^ is well-defined.) We shall 
refer to ßl(B) as the predecessor of B at t 

2.1.2. Definition. Let a = <(B1,a1) (Bp(Xr)> be a feasible information-gathering 
strategy for D, and let Br+1 = R(Bnar). For each q e {lf...,r+l}, and each B € Bq, we 
define a(B) as the sequence (of length q-1) of actions taken by the strategy a along the 
path that yields B; that is, 

a(B) = <a(l,B),...,a(q-l,B)>. 

where we define 

a(t,B) = at[ßt(B)]fort=l q-1. 

2. That is, a(t,B) is the action taken at seep t (t - 1, ...,q-l) along the path that yields B. 
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Assumption: We suppose that, with each a € A is associated a nonnegative cost, 
c(a), the cost of employing action IL Further, we assume that c(0) = 0. 

In a given realization of the type of decision problem under study, the application 
of a feasible information-gathering strategy, 

a ■ <(B1,a1),...,(Bpcxr)>, 

will result in the determination that x, the true state, is an element of some 
B € Br+1 s R(Bpar). The cost of determining that x e B will be the sum of the costs 
of all the actions taken along the path yielding (ending in) B, and will therefore be 
given by: 

C(B) = f c[a(t,B)]. (1) 
t=i 

The expected cost of the information-gathering strategy, a, will then be given by 

7(0)=    T    7C(B)C(B); (2) 
B E Br+1 

and of a feasible strategy, a = <a,Br+1,5> will be given by 

Ho) = 7(a) =    2;    n(B)C(B). (3) 
Be B^, 

As noted earlier, the function corXxD -> IR yields the (gross) payoff associated 
with a given state x € X, given a final decision d € D. Thus if a = <a,Br+1,5> is a 
feasible strategy for D, its expected gross payoff is given by 

fi(a)=    2      2   <Mx)ci)[x,8(B)]; (4) 
B E B„, x € B 

and the expected net payoff of the strategy will be given by 

n*(o) =    I    [ I   <Kx)0)(x,8[B]) - *(B)C(B)] (5) 
B e B«,   x c B 

=    Z     S <KX)Cü[X,8(B)] -    5:    n(B)C(B) 
B e Br+i x E B BE BI+, 

= fl(a) - r(a). 

We can now more formally state the goal of our decision problem as: 

choose a* e 2(D) such that for all o € (D); 
Q(o*) - no*) ^ n(o) - no. 
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The following definitions and results will be useful in our investigations in 

Section 3. 

2.1.3. Definition. We define the finest information structure obtainable from A . 
BA

> by: 
n n-1 n-l 

B = {nMai. rMinHö n^in^kM»)) 
■=1 a=l a=l 

n-2 n 

a=l a=l 

It can be shown that BA > Br+I, for any feasible final information structure, Br+1; 
which justifies our terminology in the above definition. This gives us a simple neces- 
sary condition which must be satisfied by any feasible final information structure. 

Notice that in a given realization of the decision model, BA represents the best 
information that can be obtained even if r ^ n. (Thus, for example, the finite memory 
of even the largest computer available puts an upper limit on the number of decimal 
places one can use in representing a real number.) From the standpoint of the decision 
problem, therefore, any data concerning individual elements of members of BA is, in a 
sense, irrelevant to the decision at hand. 

2.1.4. Definitions. If B £ X is non-empty, we define the potential gross payoff 
associated with B, v(B), and the conditionally optimal decision set for B^ D*(B), by 

v(B) = Max   X   <l>(x|B)ö)(x,d), (11) 

and 
D*(B) = {d 6 D |   X  <l>(x|B)a)(x,d) = v(B)}, 

XE  B 
(12) 

respectively. 

Notice that we can equally well define D*(B), the conditionally optimal set for B, 
as: 

D*(B) = {d € D |   X   <|)(x)ci)(x,d) = 7C(B)v(B)} 
X E  B 

(13) 

Given this consideration, the following result becomes more or less immediate. 

2.1.5. Proposition. If o = <o,Br+1,5> is optimal for D, then for each B € B^i we 
must have 5(B) e D*(B). Furthermore, the expected gross payoff for o, ß(o), will be 
given by: 
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n(a)=    2:    n(B)v(B). 
B e Bltl 

3. Common Index Problem 

The common index problem was briefly described in Section 1 as a generalization 
of the file search problem. We shall formalize the common index problem using the 
decision theoretic framework just presented, but we first present the formalization of 
the file search problem in both the decision theoretic framework and the computer sci- 
ence framework. 

Aho, Hopcroft and Ullman present the file search problem as: 

... we were given a set S = {a^ an), that is, a subset of some large univer- 
sal set U [which is linearly ordered by a relation £], and we were asked to 
design a data structure that would allow us to process efficiently a sequence o 
consisting only of MEMBER instructions. Let us reconsider this problem, 
but this time let us assume that, in addition to being given the set S, we are 
given the probability that the instruction MEMBER(a,S) will appear in o for 
all elements a in the universal set U. We would now like to design a binary 
search tree for S such that a sequence o of MEMBER instructions can be pro- 
cessed on-line with the smallest expected number of comparisons. [Aho, 
Hopcroft and Ullman, 1974, p. 119]. 

3.1. The Computer File Search Problem • Decision Theoretic Framework 

This section presents the decision theoretic approach to file search developed in 
Moore and Whinston [1987, Sec. 4.2]. 

We suppose that there is some universal set, U, which is finite and linearly 
ordered, and that we are dealing with a non   mpty subset, 

S ■ {b^bj bn} c U, 

with 
bj < bi+1   for i = 1 n-1. 

We suppose that there is a probability measure on U, so that the probabilities 

Pr(b < bj), Pr(b > ha), 

PrCbj < b < bi+i)   for i ■ l,...,n-l, 

Pr(b = bj)   for i = l,...,n. 

(1) 

(2) 

and 

are well-defined, for b a random element of U. 

The basic idea is that the elements of S correspond to a stored data set drawn from 
U. We consider the problem of searching the set in order to determine whether a 

749 



randomly drawn element from U, b, is in the set S or not; and if it is in S, to determine 
its location (i.e., for which i we have b=bj). The available experiments can be denoted 
by: 

A = {0,1 n}, 

where for a = l,...,n, the experiment a is interpreted as: 

"compare b with ba". 

(and a=0 represents the null information experiment). Thus, for a € Au the possible 
outcomes of the experiment are: 

b<b„ b=b„ or b>br (3) 

For notational convenience, we shall represent the state space as: 

X = YUZ. 
where 

Y = {yi y,,}. 
with the interpretation: 

x = y; *» b = bj   for i = 1 n; 

and 
Z = {z^Zi,...,^}, 

with the interpretation: 
I b<b, if j = 0 

x = Zj*»-< bj<b< bj^ for j ■ l,...,n-l 

[ b > bn for j = n. 

We then define 
Pi = Pr(x = yj) = Pr(b = bj)    for i = l,...,n, 

qo = Pr(x = ZQ) = Pr(b < bj), 

Qj = Pr(x = Zj) = Pifbj < b < bj+i)   ft»- j = l,...,n-l, 

and 
qa = Pr(x = zn) = PKb>bI1). 

From (3) and our specification of X, we see that for each a € A], the information 
structure for a, Ma, can be written as: 

where 

M^IM.jAI^M^}. 
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Mai = (yi JtaKjta z«-i>. 

M«2 = (ya). 

Mt3 = {y»fl.-..,yn}utz«.-MZn>- 

To complete our specification of the problem, we note that we can specify D as 

D = {0,l,...,n}, 

with the interpretation: 

d = 0 corresponds to the decision b ^ S (i.e., x € Z), 

d = j corresponds to the decision b = bj (i.e., x = y) for j = 1 ,...,n. 

It also seems appropriate here to specify our gross payoff function co: XxD -* IR as 

ci)(x,d) = 0        otherwise. 

o^O   if d=0 and x e Z, or if d e {l,...,n} and x=yd, and 

The user is thus indifferent to whether the requested record is in a gap or an element of 
the file, as long as he/she is correctly informed of the status of the requested record. 

We also suppose that there exists some constant c > 0 such that: 
c(a) = c   for a = l,...,n. 

3.2. The Common Index Problem • Decision Theoretic Framework 

In the common index problem, a random individual wants to determine if a given 
element, the ideal element, from a universal set is present in a known subset (the file). 
In the common index problem, however, if the ideal element is not in the file then the 
best available element is to be returned. To determine the best available element in the 
file we must make a couple of assumptions. The first assumption is that the index asso- 
ciated with each record has an intrinsic meaning. As an example, if the index for a file 
containing data on a set of cars is the price of the car, then the index has a universally 
agreed upon meaning. The second assumption necessary to determine a best available 
record is that there exists an individual utility function associated with each potential 
user and that the utility function is a function of the index. The utility functions meas- 
ure the individuals' preferences over the elements in the file, and can be interpreted as 
measuring the amount or quality of information in a record, or merely the desirability of 
the object that the record represents. We are assuming that all of the relevant informa- 
tion for choosing between records is contained in the index. In a future paper, we plan 
to extend the ideas developed here to multiattribute data base queries where th; utility 
functions are functions of the attributes. 

As an example of the common index problem, consider a person who wants to 
vote in an upcoming election. The only information available about the candidates is a 
rating from 0 to 20 where 0 implies the candidate is left-wing and 20 implies the candi- 
date is right-wing. The election is for the U.S. economic advisor, and the set of 

751 



possible candidates is the set of all people, both historical and modem. As of election 
day, the set of candidates include: Karl Marx, Fredrick Engels, John Maynard Keynes, 
J.R. Hicks and Adam Smith. An omnipotent panel has assigned index values to each of 
the candidates as shown in Table 1. The prospective voter must find the one candidate 
that maximizes his/her utility by searching the index. The index value returned will 
correspond to the best available candidate the he/she can vote for. The search process 
is similar to the computer file search, except that the user is not looking for a particular 
record, but for the best record available. 

Table 1 

Candidate 
Karl Marx 
Fredrick Engels 
John Maynard Keynes 
J.R. Hicks 
Adam Smith 

index value 
1 
2 
6 

19.5 
20 

To formalize the common index problem, we assume that there exists some 
universal set T. The set S is the set of available alternatives from which a best element 
can be chosen. S = {S],...,sm} is a subset of T, and is assumed to be non-empty. 

Define W as the common index on T where W = [0,w] e IR+. The function y, 
y.T -» W, assigns an index value to each element in the set T. y may or may not be 
known, but we assume yis) is known for all s e S. We define 

W = {w e W:(3 s e S):w = Y(S),}. W = {w,,...,^,,}, is the set of indices of the avail- 
able elements s € S, and it is over W that the search is conducted. 

The set of potential users is designated by U, and each user is identified by his/her 
utility function u € U. The set U does not necessarily correspond to the set of people 
who may search the file, but rather to the set of possible requests they may make. Thus, 
if a person searches the file multiple times, each time with a different set of preferences 
over the index, then the person is considered to be multiple users with different utility 
functions. 

The probability distribution, h(), is a distribution over U and is assumed to be 
known. h(u) denotes the probability that user u E U will query the system. 

h:U -> [0,1] 
u:W->IR;      V u e U. 

To make the problem more tractable we will restrict the set of utility functions to 
single-peaked, symmetric functions that are strictly decreasing away from the max- 
imum. Specifically we require that for each u € U 

(3vueW and üiR+->R:u(w) = ü(|w - vu|)) 

where ü is strictly decreasing, and vu is the ideal element in W for the user represented 
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by the utility function u. 

These restrictions allow the individual utility functions to be completely character- 
ized by vu. All individual utility functions maximized at vu will have the same best 
available element; thus a user need merely specify his/her ideal point without having to 
express the complete functional form of his/her utility function. 

Due to the restriction on the individual utility functions, the best available element 
will always be the element w e W closest to vu. The problem therefore becomes: 
given a randomly drawn utility function u e U, find the k e {l,...,n} satisfying 
| wk - vu | ^ | Wj - vu |; j = l,..,,n. We now want to develop a search strategy that will 
maximize the social welfare of the users, where the social welfare function is defined 
by: 

£      X  4>(X)Cü(X,6(B)) -    T    7i(B)C(B) 
B e BIt, x e B Be B, 

To compute the optimal information structure for the search we must first define 
the decision problem's state space. We define 

X — iXo'Xlv^Xn'Xn+lJ 
where 

and 

vu<0 j = 0 

= Xj ♦- ^ 

Vu 6  [Vj-1 

vu e [vn_ 

.Vj) 

l.w] 

j = l.-.n 
j = n 

Vj > w 
j = n+l 

0 j = 0 
Vj=i (Wj ♦ wj+1)/2 i" l,...,n-l 

w j = n 

The elements of the state space partition W into half open intervals. The endpoints of 
the elements X £ X bisect the intervals between the elements of W. For example, if 
W ■ [0,10] and W = {3,7}, then X = {(-<«,0),[0,5),[5,10],(10,oo)}. 

We now define the probability that x e X is the tru»; -jtate (i.e., vu e Xi)- First 
note that the probability measure h() induces a probability measure h*() on W, where 
h*(w) is the probability that vu = w. The only restriction needed here on h(-) and h*() 
is that they can be used to generate a probability distribution for the state space, X. If 
h() is a continuous distribution on U, the probability that % is the true state is ty(x) 
where: 

3. This is essentially the assumption basic to Coombs' "unfolding technique". See Coombs 
[1950] snd, for a discussion of empirical tests and extensions. Coombs, Dawes, and Tversky 
[1970], pp. 55-66. 
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/O      j6 {0.IH-1} 
:j)~|pj    J€ {l,...,n} 

and 

pj = J h*(w)dw 
VJ-I 

The set of available experiments is defined by A = {0,1,...,n} where a = 0 is the 
null experiment and a = 1 n can be interpreted as: 

compare v,, with v^j and v. 

With possible outcomes 

vu < Vg.! or v,.! ^ vu < va or vu ^ v,. 

For each a € A] = A\0 the information structure induced by a, Ma, is trinary. 

Ma = (Ma^M^,!^^} where 

Mal = {X0 Xa-l) 

Maz = {X.} 

Ma3 = {Xa+l.-,Xn+l}- 
and 

Moi = M^ = (>, M03 = X 

Mn+i.i = X, Mn+1>2 = MUu = <> 
To complete the specification we must define D, c(a), and o)(x,d). The decision set is 
D = {l,...,n} where d = j corresponds to the decision that vu € Xj. and that the best 
available element is Wj. 

The cost function is c(a) = c for a = 1, ...,n where c is a strictly positive constant 
and c(0) = 0. 

We shall look at two payoff funcuons: 

/ü)>0    if vu€ Xd 

otherwise 
and 

ci)(x.d) = -|wu-wd| 

where 

Wd e Xd and ^u is suchthat vu € Xu (^dis ^ element w € W chosen by the 
search process and wu is the element w € W that maximizes ü( | vu - wj |) 
Wj € W). 

The first payoff function identifies the social welfare function with the utility of 
the designer or operator of the system; the idea basically being that if the programmer 
(or operator) finds the best element in the file for a given user, then he/she gets a pat on 
the head, and gets trouble otherwise. The second payoff function identifies the social 
welfare more closely with the utility of the user, and is used as an approximation to the 

754 



function ü)(x,vu,d) given by: 

a)(x,vu,d) = -(|wd - vu| - |wu - vu|) = |wu - vu| - |wd - vu|. 

where, again, 

and 

wu is that Wj such that vu e Xy 

wd is the element chosen by the search process. 

Note that we always have 

ti)(x,d) s -|wu - wd| ^ |wu - vu| - |wd - vu| = a)(x,vu,d). 

Moreover, if 

then 

If, however. 

wd S wu ^ vu, or wd ^ wu ^ v u» 

a)(x,d) = w(x,vu,d) 

wu ^ vu > wd or wd > vu ^ wu, 

the two payoff functions will differ.    On the other hand, since 

a)(x,vu,d) * Iwj - vu| - |wd - vu| 

is a function of vu as well as x, we cannot use it as the payoff function in our problem 
(that is, its use would necessitate a different specification of the state space). *5 

The dynamic programming solution follows in a manner almost identical to the 
one developed in Moore and Whinston [1987, Sec. 6.3].    We present it here for 

4. Notice that we cannot have wu > wd i vu or vu ^ wd > wu; given the definition of wu. 
5. If it were the case that for each u € U, vv were an element of W, then this difficulty would 
disappear; i.e., tü(x,d) would always equal u(x,vu,d). However, this is a condition which we 
would not expect to be realized in practice. 
6. The key condition needed to develop this sort of dynamic programming solution is that the 
relation >* defined on A by 

a >• a'«» Mrt^JAn c M,, 
is a (strict) linear order; that is, that it is total, asymmetric, and transitive. Notice that this 
condition is satisfied here. 
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completeness. The purpose is to calculate the information and decision strategy, a*, 
such that fl*(o*) ^ n*(o), V o e 1(D). We assume r ^ n and we define for 
i € {0,1 n} and j <= fi+l,...,n+l}. By c X where 

j-i 
Bij ■ Mjin^i3 (= {J ^k2 for our given state space) 

k=i+l 

1. Forke {l,2,...,n} we define ACM^) by 

A(MU) = KCM^vCM^), 

and for i e {0,1,...,n}, we define 

A(Bi(i+1 = 0. 

For i e {0,l,...,n-l} and j 6 {i+2,...,n+l} we define ACBy) by 

AOjj) = Tt^MBij) = n(MM^MMi+2t2) = AM^^ 

2. For each i e {0,l,...,(n+l)-3} we calculate 

fG) = ACBjj) + A(Mj2) + A(Bj>i+3) - 71(8^3)00); j = i+l,i+2 
and 

f(0) = niB^MB^i) 
We then define 

A(BM+3) = Max{f(0).f(i+l)/(i+2)} 
and 

ä(i,i+3) = Min{j e {0,i+l,i+2} | f(j) = A(Bu+3)} 

3. For each i € {0,l,...,(n+l)-4} we calculate 

fO) = ACBjj) + A(Mj2) + A(Bjfi44) - «(B^^O); j = i+U+2.i+3 

f(0) = wmuJKßm* 

A(Biii+4) = Max{f(0).f(i+l),f(i+2),f(i+3)} 

ä(i,i+4) = Min{j € {0,i+U+2,i+3} | fO) = ACB^)} 

4. Having found A(BU+0_1))   i = 0,l,...>n+HI-l)J 2 3 

7. Notice thai if C(i+1) - C(i+2), then f(i+l) - f(i+2). 
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Wc compute for i e {0,1 n+l-I} 

f(j) = ACBij) + A(Mj2) + A(BitM) - 7C(BU+I)c(j) for j = i+l,...,i+I-l 

f(0) = wß&Hßwt 

A(BifW) = Max{fa) | je {O.i+1 i+l-1}}, and 

ä(i,i+I) = Min{j € {0,i+l i+l-1} | f(j) = A(Biii+1)} 

S.      Proceeding as above, we eventually obtain 
A(B0.Ilfl) = A(X) anda(0,n+l). 

We then define the strategy o* = <(B*1.a*1),...,(B*pa*r),(B*r+1,5*)> by 

a*i{X) = ä(0,n+l) s a*. (16) 

We obtain one of two cases. 
a. oc^CX) = 0 and 3*2 = Ma* = {X}; in which case, we complete the definition of 

o* by defining 
a*t(X) = 0   for t = 2 r, (17) 

and let 
d e D*(X). (18) 

b. a*! € {l,...,n}and 
B*2 = Ma# = {Bo,»^!,^^,«,^!}. 

Here we define a*2 by 

a*2(Bo..O = ä(0'a*). a*2(M,.2) = 0. 0*2(8.^1) = ä(a*,n+l). (19) 

Having obtained ocVi and B*t, for t e {3,...^}, we have that each B e B*t is 
either of the form 

B = By   for some i€ {0,l,...,n}j e {i+2,...,n+l}, 

or is of the form 
B = Mk2   for some ke {l,...:n}. 

We then define a*t on B*t by: 

{ä(ij)   if B is of the 
0 otherwise. 

form (20) with j > 1+2. 

(20) 

(21) 

(22) 
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Proceeding in this fashion we eventually obtain B*r+1, and let 5*(B) be an element 
of D*(B), for each B e B*r+i • 

It will be an easy consequence of the following result that a*, as defined in (17)- 
(22), above, is optimal for D. 

3.2.1. Theorem. If o = <(B1,a1),...,(Br,ar),(Br+1,5)> is a feasible strategy for D. 
q e {!,...,r+l}, and i e {0,1 n} and j e {i+2,...,n+l} are such that By e Bq, then 

I        I  (t)(x)co[x,5(B)] - £      J      Jt(B/)c[at(B
/)]^A(By),       (23) 

B € 8^,(8«) x e B fc=q B' e 8,(8«) 

where for q = r+1, we define 

Z      E     *iB')c[al(B')] = 0. 
t=q B' e 8,(8^) 

Proof. We distinguish two cases, based on the value of q. 
a. q = r+l. Here the left-hand-side of inequality (23) becomes: 

£   (j>(x)co[x,6(B)]; (24) 

and, since (24) is less than or equal to 
Jt(Bij)v(Bij) ^ A(Bij). 

the desired inequality follows at once. 

b. q e {l,...,r}. Here we establish our result for arbitrary i e (0,1 n-l}by 
induction on I = j-i, as follows. 

i. I = 2 (and j ■ i+2). Here we have B^ € BA and thus 

«WBy) = {By). 

so that the left-hand-side of (23) becomes: 

£   <Kx)ü){x.5(B)] - £ 9ß&Hß$ 
xe Bu fc=q 

^   2   <Kx)ü)Ix,8(Bij)]^K(By)v(By)=:A(Bij). 
xc 8V 

8. Notice that if B € Bq, then there must exist i e {0,l,...,n} and j 6 iH-2,...,n+l} such that 
B = B.j. This is intuitively fairly apparent and can be proved rigorously by an argument 
essentially identical to that in Moore and Whinstoo [1967. Corollary 6.2.6.]. 
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ii. Suppose the desired inequality holds for j = i+1, where I € {2v..,n-i}. Then 
for j = i+l+1, we have three possible cases. 

Case 1. OqCBy) s k e {i+l....^-!}. Here it follows from Theorem 6.2.5 of Moore 
and Whinston [1987] that we can write the left-hand-side of (23) as: 

Z        I  <Kx)co[x.8(B)j -  Z       I     ndmatCBOl (25) 
B € B^CBft) x E B t=q+l B' € 8,(8^ 

+       Z        Z  <j>(x)0)[x.5(B)] -  Z        Z      ^B'^^B')] 
B e Br+1(Bkj) x G B t=q+l B' E 6,(8^ 

+       Z        Z  <D(x)ü)[x.5(B)] -  Z        Z      7t(B')c[at(B')l 
B 6 B,tl(Mö) x c B t=q+l B' e B,(Mk2) 

- «(B^cOc). 

However, since k € {i+1,... j-1}, and j = l+i, it follows thatk-i ^ I and j-k ^ I. Con- 
sequently, it follows from our inductive hypothesis that (25) is less than or equal to 

A(Bik) + A(Bkj) + AO^) - JC(Bij)c(k) S A(Bij) (26) 

Case 2. a^By) = k ^ {i+l,...o-l} and 
IWBy) = {Bjj}. 

Here it is immediate that the left-hand side of (23) is less than or equal to 
«(BjjMBij) ^ A(Bij) 

Case 3. o^By) skä {i+1,... J-1} and 

In this case, it follows that for some t € {q+l,...,r} we have 

at(Bij) = k'€ {i+1....J-l} (27) 

a.ßy)^ {i+l....j-l}   for s = q t-1; (28) 

and thus 

Z       Z  ♦OOcoU.SW] - Z     Z     ^>WW 
B € Br+ifB«) x E B t=q B' € B^B«) 
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t-1 
Z        Z  <|)(x)co[x,5(B)] - Z itCB^WBij)] 

B e Br.iCB^) x € B s=q 

- Z      Z     n(B,)c[al(B
/)] 

S=t B' € 8,(60) 

^      Z        Z  <t)(x)co[x.8(B)] - Z      Z     ^'^[a.CB)]; 
B E B^CBy) x E B s=t B' € B.CBij) 

and it follows from our analysis of the preceding cases that the right-hand side of (28) is 
less than or equal to A(B^). 

D 

3.2.2. Corollary- The strategy o* = <(B*1,a*1),...,(B*r>a*r),(B*r+i.5*)>, defined 
in (17)-(22), above, is optimal for D. 

Proof. It is an immediate consequence of our definition of a* (in particular of our 
definition of a^X) and 5*) that: 

n(o*)-r(a*) = A(B0)I1+1) = A(X). 
Consequently, it follows from Theorem 3.2.1. that o* is optimal for D. 
D 

We now continue the example discussed at the beginning of this section, which 
illustrates how the payoff function affects the optimal information structure. Since the 
utility functions can be represented by the index value where they are maximized, we 
will define U = W = [0,20]. Since U = W. h() = h*(), and we define h*() by 

h*()=i 

1/30 0 ^ w < 1.5 
3/50 1.5£w<4 
2/145 4^w< 11.25 
1/17 11.25^ w< 19.75 
4/5 19.75 ^ w S 20 

r 

and let W = [1,2,6,19.5,20]. 
We must now generate an information and decision strategy that is optimal with respect 
to our payoff function. The decision problem can be defined as 

D = <XAD,co*,A,{M, I a € A},cjr> 
where: 

X = {(-oo,0),[0,1.5),[1.5.4),[4,l 1.25).ll 1.25,19.75),[19.75,20],(20,~)} 

<t>(Xo) = 0.   «MXi) = .05,   4KX2)=15,   <KX3) = .l 
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<KX4) = -5,   <KX5) = -2.   <I>(X6) = 0 
D = {1,2,3,4,5} 

A = {1,2,3,4,5}; i.e., experiment j consists of comparing vu with Vj.! and Vj 

c = 1 and r = 5. 

When we use the payoff function, 

f to > 0    * vu e Xd 

^^^[O otherwise 

the resulting information structure is a binary tree (Figure 1). When 
(ü(x,d) = -1 wd - Wj | is used, the resulting information structure consists of taking a 
single experiment at Xz ■ K.^ 1-25). If the optimal value, vu, is an element of X3. then 
we choose W3 = 6 as the best available element (d = d3). If vu is less than X3. we 
choose W2 = 2 as the best available element, and if vu is greater than X3 we choose 
W4 = 19.5 as the best available element (see Appendix B for the detailed calculations). 
In this case the expected value of distinguishing between Xi and Xi and between X4 and 
X5 is not worth the expected cost of doing so. It is important to note that complete 
information was not obtained. Computer science generally assumes that if the 
requested record is in the file, then it will be found and returned. Using the decision 
theoretic framework, however, that is not the case for either the common index prob- 
lem, or the file search problem. Complete information will be obtained only if the 
expected payoff exceeds the expected cost of doing so. It is also not necessarily the 
case that the optimal algorithm will be the same for the file search problem as the com- 
mon index problem, even if similar payoff functions are used. 

We want now to determine the conditions under which complete information will 
be obtained for each payoff function. 

3.2.3. Definition: We say that a strategy o* strictly dominates a if 
n(o*) - r(o*) > n(o) - na). 

3.2.4. Proposition: Suppose D is a common index problem with the payoff func- 
tion 

fw    ifvueXd 
(o(x,d) = |0     othcrwisCt 

and that r ^ n and 9(0 > c, where: we define 0 > 0 and c by 

6 = min{Ä(B) | B € BA} and c = maxc(a) ■ c. 
• 6 A 
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- 

X4 

X5 

Figure 1. Optimal Binary Search Tree for the Common Index Problem 

{w > 0   if vu € xd 

Q 

If a = <(B1,a1),...,(Br,ar),(Br+1,5)> is a feasible strategy for D such that for some 
B* e Br+1, B*4 BA, then o is strictly dominated. 

Proof. The proof of this can proceed by an argument essentially identical to die 
proof of Corollary 6.5.2 and Proposition 6.5.3. in Moore and Whinston [1987]. 

We shall prove a similar result for the common index problem with the alternative 
payoff function 

a)(x,d) = -|wd-wu|; 

but it will be convenient to first establish the following lemma. 

3.2.5. Lemma. Suppose D is a common index problem with the payoff function 

ü)(x,d) = -|wd-wu| 

Pj=<MXj)>0   for i = l....,n. 

and that 

762 



a = ^BLOC,) (Bpar),(Br+1,5)> 

is a feasible strategy for D, then given any B € Br+1, 

i.       there exists i € {1 n-1} and I € {1 n-i} such that B* ■ {Xi.-.Xi+i)» ^ 

ii.     if 5(B*)^ {i i+l}, then a is strictly dominated. 

Proof. Part (i) of our conclusion follows from Theorem 6.2.3. of Moore and 
Whinston [1987]. To prove part (ii), we distinguish two cases. 

a. 8(B*) ^ i-1. Here if we define a new strategy o* which is identical to o except 
that we take 

5*(B*) ■ i, 

we will have; writing d = 8(B*): 

fl(o*) - r(o*) - [ilia) - r(o)] 

=   Z   <Mx)tü[x.6*(B*)] -   ^   <t)(x)to[x,5(B*)] 
XE  B* X6  B* 

=   Z   (Kx)[co(x.i)-ü)(x,d)] 
X6 B* 

= -Z Pi+kdWj+k ' Wjl - IWj+k - Wd|) 
k=0 

I 
= -Z Pi+k(Wi+k - Wj - wi+k + wd) 

k=0 

I I 
= -Z Pi+k(Wd - Wj) = -(wd - w^Z Pi+k 

k=0 k=0 

I 

■ |wi-wd|ZPi+k>0. 

b. 6(B*) ^ i+l+l. A similar argument will suffice for this case, except that we 
here obtain o* from o by changing 8(B*) to 

5*(B*) = i + I. 

Using Lemma 3.2.5, we can now prove the following. 
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üon 
3.2.6. Proposition: Suppose D is a common index problem with the payoff ftinc- 

ü)(x,d) = -|wd-wu| 

that r > n, and 
0     Min    |wj+1 - Wj| >c, (29) 

where 6 > 0 and c are defined by 

»Ai^ 9 = min{7c(B) | B € BA} = minföjlj e {l,..Mn} 
and   c = max c(a) = c. 

■ E A 

(30) 

If G = <(B1,a1),...,(Bpar),(Br+1,5)> is a feasible strategy for D such that for some 
B* e Br+1, B*^ BA, then o is strictly dominated. 

Proof. As noted in Lemma 3.2.5, it follows from the fact that B* e Br+1 that there 
exist i e {l,...,n-l} andl e {l,...,i-n} such that 

B* = {Xi Xi+i): 

and, since we also have B*^ BA, it follows that 

Furthermore, since r ^ n and B*4 BA, it is easy to see that there must exist some 
q e {l,...,r} such that 

i[ßq(B*).aq(ßq[B*])] = {ßq(B*)}. 

If q < r, and we define a new information-gathering strategy 
a' = <(B1',a1') (Br'.ar> 

(31) 

(32) 

by letting: 
(B^cO = (B^ctt)   for t = l,...,q-l, 

and for t > q: 

at'(B)=jat. 

^(B) 

^i(B) 

for B € Bt\ßt(B*) 

for B = ßt+1(B*) and t < ^ 

for B = ß^^B*) = B* and t = r; 

t Notice that ßq+iCB*) = ßq(B*), so that this function is well-defined. 
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it is clear that 

and 
Via') S Ha). 

From these considerations, and from part (ii) of Lemma 3.2.5, we can see that it suffices 
to prove our result for the case where 

B*€ Br,   aI(B*) = 0. (33) 

and 
5(B*) € {i i+I} (34) 

[see (31), above]. 
Now, we are going to prove that o is strictly dominated by defining a new strategy 

o* which differs from o only in that we will set 
a*(B*) € {i i+I}, 

and we will re-define 5() on i[B*,cxr(B*)]. Notice that for any such altered strategy, 
a*, we will have 

fl(a*) - r(o*) - [0(0) - Ho)] (35) 

I Z  (|>(x)a)[x,8*(B)] - ^♦^[(^♦(B*)] 
B e i(B*.ar»(B*)] x € B 

T   <|)(x)co[x,5(B*)]. 
X€ B* 

I L  <I>(X)(Cü[X,8*(B)] - a)(x,8(B*))) - 7c(B*)c[ar*(B*)] 
B e iLB'.a.VB*)! x € B 

Defining 
i* ■ 8(B*), 

we now distinguish two cases. 
1. i* = 1. Here if we set 

a*r(B*) = i + I - 1 = i* + I - 1, 

we will have 
UB-SaVB*)] = {{Xi.....Xki-2}.{Xi+i-i}.{Xi+|}}. 

where we follow the convention that 
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(Xi Xi+i-2} =0   if I = 1. 

If we then define 5*() on UB+.aVB*)] by: 

Ji = i*    if B e {{Xi....,Xi+i-2}.{Xi+i-i}} 
5*(B)=[i+l if B = {Xi+.}. 

equation (35) becomes: 

ilia*) - r(a*) - [QCo) - r(a)] 

= -Pi+i(0 - |wi+, - wjl) - 7t(B*)c(i + I) 

= Pi+i(wi+i - wi) - K(B*)c(i + I) 

^ Pi+i(wi+i - wj) - 7C(B*)c(i + I) 

> eMin|Wj+1 - Wj| - c(i + I) > 0, 

where the last two inequalities are by (30) and (29), respectively. Thus <J is strictly 
dominated. 

2. i* ^ i + I. Here if we se* 
a*r(B*) = i+l, 

and define 5*() on i[B*,ar*(B*)] by: 

U      forB = {xi} 
8*(B) " \i*    for B € {{XMUXM XwH 

(where again we follow the convention of letting {XM Xi+i = 0 for I = 1), we can 
show by an argument similar to that used in case 1 that 

n(o*) - r(o*) - [Q(o) - r(a)i > o. 

D 

For both payoff functions, the condition for complete information presented in 
Propositions 3.2.4 and 3.2.5 is sufficient, but not necessary. In the future, we hope to 
find either necessary conditions or at least tighter sufficient conditions. 
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4. Conclusion 

We have found and characterized a solution for a version of the common index 
problem. There are other ways in which one might formalize the problem, and we 
intend to explore some of these in later work. Our present view, however, is that the 
principle weakness in the applicability of the solution presented here lies in our 
assumption that the preferences of the ith user can be represented as a composite func- 
tion 

ui(s) = üi(l7(a)-vi|), 

where 7:8 -* W is the same index for all users. On the other hand, psychological 
researchers have apoeared to obtain good results with this sort of model in a fairly wide 
variety of contexts, but at the same time it is clear that this is a restrictive assumption; 
particularly in that it is necessary for applications that the Y() function be known (up to 
similarity transform), or at least that its values at the points in the file be known. We 
are currently investigating the question of whether and how this assumption can be 
weakened. 
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Appendix A 
Notation 

T 

S 

U 

u 

Vu 

h() 
W 

Y 
A 

w 
h*() 
X 

♦ 
n 

D 

oo* 
A 

M. 

c(a) 

r 

B 

B 

t(B,A) 

a(t,B) 
n* 
fi(a) 
r(o) 
C(B) 

V(B) 

D*(B) 

BA(d) 

Xd 
\|f(B) 

BA 

Universal set of possible elements from which to choose 

S c T. Set of available Alternatives. 

Set of possible users. 

u € U utility function representing a specific user. 

The index of ideal elements for user u. 

Probability distribution over U. 

Common index over T. 

Y:T -» Y Function that assigns an index to each element of T. 

{w € W | w = 7(S),s € 8} set of indices of the available elements. 

Probability distribution on W. Induced by h(). 

Set of possible mutually exclusive states. 

Probability density function over X. 

Probability distribution over the power set of X. 

Set of final decisions. 
Payoff function. 

Set of initial experiments. 

Information structure associated with a e A. 

Cost of using action a. 

Number of experiments that can be taken. 

Partition of X. 

element of B. 

Partition of B induced by experiment a. 

Action taken on the set B of time t 

Expected payoff for a search strategy (social welfare function). 

Expected gross payoff for the strategy a. 

Expected cost of the strategy o. 

Cost of a path resulting in B. 

Potential gross payoff associated with B. 

Conditionally optimal decision set for B. 

Set of elements in BA for which d is the optimal decision. 

Union of the elements in B A(d) for a given d. 

Max{7C(BnXd | d € D} for B c X. 

The finest possible partition of X. 
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Appendix B 

Cü(x4) = -|wj-wd| 

AMQ^O ÄB02 = 0 
AM12 = 0 AB13 = 0 
AM22 = 0 ÄB24 = 0 
ÄM32=0 AB35 = 0 
AM42 = 0 AB46 = 0 
ÄM52 = 0 
ÄM(i2 = 0 

KQI JÜI J2I i(3I i(4L m 
AB03 = -0.05 -0.05 
AB14 = -0.2 -0.2 
AB^ = -0.6 -0.675 
AB36 = -0.025 -0.025 

-0.2 -0.2 
-0.25 -0.25 

-0.6 -0.6 
-0.7 -0.7 

AB^ = -0.3 -0.45 
AB15 = -0.75 -1.55 
AB26 = -0.725        -0.725 

-0.5 -0.3 
-1.35 

-0.35 
-0.75 
-0.825 

-0.95 
-0.8 -1.4 

AB05 = -0.85 -4.9 
ÄB16 = -0.975        -3.05 

-1.55 -1.4 -0.85 -1.1 
-1.675 -0.975 -1.15 -1.7 

AB«; = -1.075 •1.975 -1.725 ■1.075 -1.3 ■1.85 

Figure 2. Details of the Dynamic Programming Solution 
forcB(x,d) = -|wj-wd| 
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Jw    if 
■^■l«     ot 

Vue Xd 

otherwise 

AM^ = 0 AB^ = 5 
AM^ = 5 ABja = 15 
AM22 = 15 AB^ = 10 
AM32 = 10 AB35 = 50 
AM42 = 50 AB^ = 20 
AM52 = 20 
AMI1+12 = 0 

m» fd) f(2) f(3) f(4) f(5) 

AB03 = 19.8 3 19.8 19.8 
AB^ = 24.75 3.75 24.75 24.75 
AB25 = 59.4 30 59.4 59.4 
AB36 = 69.3 35 69.3 69.3 

AB04 = 29.7 4.5 25.45 29.7 29.5 
AB15 = 74.25 37.5 73.65 74.25 74 
AB26 = 79.2 40 78.5 79.2 78.6 

ABo5 = 79 40 78.45 78.6 79 78.9 
AB16 = 93.8 47.5 93.25 93.35 93.8 93.3 

AB()6 = 98.7 50 97.8 98.2 98.1 98.7 98 

Figure 3. Details of the Dynamic Programming Solution for 

0)(x, 
fro    * vu e & 

l,d)=|0     otherwise 
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Comments on Multiple Bifurcations 

John Guckenheimer 

Cornell University 

This lecture is a summary of several problems involving 
bifurcations in systems of ordinary differential equations that depend 
upon several parameters. All mathematical details of the problems 
discussed here appear in papers listed in the bibliography. The 
discussion here is concerned with the philosophical viewpoint and 
practical significance of this type of study. 

flany applications of mathematics involve solving systems of 
ordinary differential equations that depend upon several parameters. 
Although there are many well established algorithms for numerically 
integrating Individual solutions of such systems, achieving a qualitative 
understanding of the dynamics of systems of moderate size and how 
these dynamics vary with parameters is still a formidable task. Even 
for simple models such as the Henon mapping and forced oscillators with 
one degree freedom [n], the details associated with chaotic behavior in 
systems with nonhyperbolic ncnwandering sets still eludes us.  6oing 
further to describe the details of bifurcations in these systems is still 
more complex, and it is presumptuous to expect answers that are 
mathematically complete. The recent work of Chenciner [1] is a good 
benchmark for the level of detail that can be achieved at this time in 
studies of bifurcations which involve chaotic and quasiperiodic behavior. 

By definition, bifurcations are qualitative changes in the dynamics 
of a system which occur as parameters are varied. A simple example Is 
the Hopf bifurcation which occurs as a family of periodic orbits emerge 
from an equilibrium which has a simple pair of purely imaginary 
eigenvalues. The approach to bifurcation theory adopted here relies upon 
a progressive classification of more and more complicated bifurcations 
which occur robustly in families of increasing numbers of parameters. 
The viewpoint is one of looking for generic or typical cases which are 
expected to occur in a wide variety of examples. The mathematical 
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techniques trace their origins to trans versa I ity theorems. The search 
for simplicity in the typical bifurcations and their classification is 
complicated by the presence of symmetry. Many physical systems are at 
least approximately symmetric with respect to various symmetry groups, 
and this approach to bifurcation theory requires that careful, explicit 
consideration of the symmetry be built in from the beginning. The 
complications inherent in the presence of symmetry increase the 
mathematical richness of the subject. 

From a practical point of view, bifurcation problems involving 
degenerate equilibria are approached in the following manner.   One has a 
system of differential equations with an equilibrium point at which the 
linearization has zero or purely imaginary eigenvalues.  In the presence 
of a symmetry group for the system of equations, the symmetry may 
force the eigenvalues to have high multiplicity. An initial classification 
of bifurcations is made, based upon the structure of the generalized 
eigenspaces associated to zero and purely imaginary eigenvalues. Having 
determined this information, one proceeds to calculate normal forms for 
biifurcations with the specified type of linear part. This entails an 
algebraic calculation in which the Taylor expansion of the equilibrium is 
transformed by near identity coordinate transformations into one for 
which there are as few nonzero terms in the Taylor expansion as 
possible.   In the case of a system with a symmetry, one can insist that 
the coordinate transformations respect the symmetry. Different 
bifurcations correspond to the vanishing of terms or expressions in the 
coefficients of the normal forms which play an essential role in 
determining qualitative features of the dynamics.  Finally, parameters 
are introduced to the normal forms in a way that hopefully produces a 
family of equations whose main dynamical features remain qualitatively 
unchanged if the family is perturbed. 

The normal form equations are closely related to the reduced 
bifurcation equations that are often obtained by introducing asymptotic 
expansions at a bifurcation. In either approach, one is faced with the 
problem of solving systems of differential equations with polynomial 
right hand sides. This is a notoriously difficult mathematical problem in 
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general, and each example requires individual treatment at this time. 
Beyond the calculation of the location and stability of the equilibria, 
further analysis of the dynamics has relied upon either numerical data or 
perturbation arguments. In many multiple bifurcation problems, it has 
been possible to analyze the occurrence of periodic orbits and invariant 
tori via perturbation methods that begin with systems which have 
explicit analytic integrals. By appropriately scaling the variables, 
coefficients and parameters of the normal form, one can seek to obtain a 
limit in which the system does have explicit integrals. For two 
dimensional systems (or ones which can be reduced to an analysis of two 
dimensional systems) with trajectories lying in algebraic curves, the 
perturbation arguments involve the study of abelian integrals and how 
these depend upon the parameters of the system. These arguments 
establish a connnection between these problems and algebraic geometry. 

Following the analysis of the dynamics of the normal form 
equations, one still has an additional step that is needed to complete the 
mathematical study of particular bifurcations. This final step involves 
defining an appropriate equivalence relation between families of vector 
fields and showing that the normal form is stable with respect to this 
equivalence relation; i.e., perturbations of the family lie in the same 
equivalence class. This aspect of the work involves verifying that the 
computation of the normal forms to higher degree produces systems 
which do not differ qualitatively from the normal form which has been 
analyzed in detail. There is a subtle and difficult point frequently 
encountered here in that "flat" terms with zero Taylor expansions may 
play an important role in determining the dynamics of a system which 
has been formally reduced to its normal form. Perturbations methods 
that successfully cope with these flat terms are lacking in the theory. 
The issue of choosing an equivalence relation in terms of which stability 
of a family will be determined is also an awkward and messy issue to 
deal with in many of the examples. 

The analysis of codimension two bifurcations by the methods 
outlined above has been quite successful. Corresponding to the three 
cases of a two dimensional generalized eigenspace for zero, a zero and a 
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pair of purely imaginary eigenvalues, and two pairs of purely imaginary 
eigenvalues with an irrational ratio, there are analyses of two parameter 
families of vector fields which are reasonably complete apart from the 
difficulties mentioned in the previous paragraph [111. Recent analytic 
work has sought to extend these analyses, to higher codimension 
bifurcations which involve degeneracies due to the vanishing of certain 
nonlinear terms in the normal forms [4, 6]. Perhaps the most intricate 
proDlem of this type which has been examined thus far is a four 
parameter family  of two dimensional vector fields  studied by 
Danqelmayr and Guckenheimer [41. The system they studied is 

x «y 

y = -(x3 * x,x2 * X2X + ^3) * U&i - x2) • 
One motivation for studying this system is that it represents the effect 
of symmetry destroying perturbations on a codimension two bifurcation 
within the class of systems that are symmetric with respect to rotation 
by TT in the plane.   In this work as well as that of other groups who have 
studied codimension three bifurcations of two dimensional vector fields. 
it is necessary to examine "global" codimension two bifurcations which 
entail the exitence of homoclinic or heteroclinic orbits as part of their 
Geqentr5cy. 

A second area in which there has been extensive recent activity 
extenamg the analysis of codimension bifurcations involves degenerate 
bifurcations in the presence of 0(2) as symmetry group. Here 0(2) is the 
group of 2^2 orthogonal matrices, including the reflections that reverse 
orientation.  There are many different cases of codimension 2 
bifurcation of equilibria in the context of systems with 0(2) symmetry. 
This is due to the variety of representations of 0(2) which produce 
different combinations of purely imaginary and zero eigenvalues. A 
vigorous effort which includes studies of Chossat et al [2,31, Dangeimayr 
and Knobloch [51, Golubitsky et al. [7,81. Guckenheimer [101, Keyfitz et al. 
[121, and Knobloch [131 has extended the initial analysis by Ruelle of Hopf 
bifurcation in the presence of 0(2) symmetry to many of the 
codimension 2 cases which occur. There are applications of these 
results to a number of systems, perhaps the most notable being 
Taylor-Couette flow and the study of oscillatory behavior In systems 
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which are homogeneous in one spatial dimension with periodic boundary 
conditions. The volume edited by Golubitsky and Guckenheimer [7] 
provides a thorough overview of work in this area through the summer of 
1985. but additional work on problems of this type has been appearing 
since then at a rapid rate. 

The complexity of recent studies of multiple bifurcation 
phenomena prompts a reconsideration of the utility of the results for 
applications. One motivation for the study of multiple bifurcations is 
that they represent an entree into parameter space regimes in which 
complicated dynamical behavior occurs.  Without integration of a system 
of equations, the location of parameter values at which multiple 
bifurcations occur identifies regions in which complicated dynamics 
appears. This is thoroughly nontrivial for applications like the dynamics 
of chemical reactors in which the parameter space of a system has a 
high dimension that cannot be searched with fine resolution in numerical 
studies.  It is also important for problems of fluid dynamics in which 
numerical integration of the underlying equations requires enormous 
computational resources and is therefore expensive when it is feasible 
at all. A difficulty which is encountered in such problems is that more 
degenerate bifurcations and larger symmetry groups entail more nonzero 
coefficients in normal fornm. For application la problems in which one 
is confident of the validity of equations describing a mathematical 
model, one finds extensive algebraic manipulations are required to 
compute the coefficients of the normal forms associated with the model. 
These can be performed in some cases with symbolic computational 
systems such as MACSYMA. SMP. MAPLE. SCRATCHPAD or REDUCE, but the 
problems quickly strain the limits of this technology.  In other cases, a 
valid mathematical model for experimental data is not readily available 
and one must try to estimate or fit the values of normal form 
coefficients to data. When there are many coefficients, this is a 
formidable task. 

A second difficulty which arises in applying the results of a 
multiple bifurcation analysis of a high codimenslon bifurcation to 
experimental data is that there are qualitative features that seem to 
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occur in very small parameter regions and are difficult to detect 
quantitatively.  This observation is based upon numerical computations 
in which it is difficult to resolve subsidiary bifurcations that occur 
close to one another in a multidimensional parameter space. Experience 
seems to indicate that some features are easily missed unless one works 
systematically, piecing together complicated stability oiagrams from a 
knowledge of the stability diagrams of lower codimension bifurcations 
which occur in examples.  The incidence of errors in drawing stability 
diagrams on the basis of numerical computations with standard floating 
point calculations has been quite high. Perhaps one should not be overly 
concerned with these difficulties when dealing with applications, but the 
goal of the theory is to develop a comprehensive explanation of 
complicated dynamical phenomena found in the mode interactions 
associated with mult.pie bifurcations,  ignoring aspects of the problem 
that are quantitatively insignificant can easily lead to a mathematically 
inconsistent picture.  No good resolution of this dilemna has appeared. 
It suggests that considerable caution should be used in trying to use 
numerical software for such tasks as tracking periodic orbits of a 
dynamical system in the close vicinity of highly degenerate bifurcations. 

Acknowledgment: Thts research has been supported in part by the 
National Science Foundation and the Air Force Office of Scientific 
Research. 
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ABSTRACT. In evaluating goodness of a class of designs, researchers 
have used a measure of design efficiency proposed by F. Yates In the 
thirties. This measure considers only Intrablock Information and does not 
make use of the Information contained In the Interblock variance. The 
measures of efficiency proposed here are dependent upon the ratio of the 
Interblock and intrablock components of variance, i.e., aifo* ■ T- The 
efficiency of one block design to a second may not remain invariant with 
respect to this ratio. Incomplete block designs which were inefficient 
under the intrablock measure, now become quite efficient for some ratios of 
f. Likewise, the indications are that Interblock information should always 
be recovered when analyzing data from experiments arranged in an incomplete 
block design. 

I. INTRODUCTION. In the mid-thirties Yates (e.g. in 1937) Introduced 
an efficiency factor for partially confounded factorials and for incomplete 
block designs. The factor is computed as the ratio of the average variance 
of a difference between two adjusted means (or for factorial effects) to 
the variance of a difference of two means from an orthogonal design such as 
a completely randomized or randomized complete block design assuming no 
change in the error variance o2 for the two designs. It is common 
practice In statistical literature to present this efficiency factor for 
designs and to discuss optimallty of classes of designs in terms of the 
Yates efficiency factor, which only makes use of the intrablock error 
variance. No use is made of the information contained in the Interblock 
variance obtained from the incomplete blocks (eliminating treatment- 
effects) sum of squares. A more proper efficiency factor should make use 
of the information contained in both the intrablock and the Interblock 
variances.     Some measures accomplishing this are presented in this paper. 

BU-851-M  in   the  Technical   Report   Series  of  the  Biometrics  Unit,   Cornell 
University,   Ithaca,  NY    14853. 
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II. BALANCED INCOMPLETE BLOCK DESIGN. A claselcal balanced Inco«- 
plete block design (BIBD) consists of v treatments arranged In b Incomplete 
blocks of size k, k<v, with r repetitions of each treatment, and with each 
and every pair of treatments occurring together in an incomplete block \ 
times. The standard relations are bk ■ rv, \ * r( k-1)/(v-1) , and 
e - (1-k1 )/(l-v1 ) - v(k-l)/k(v-l). The factor e is the Yates efficiency 
factor.     The usual  response model  assumed  for a  BIBD is 

fhij "Vj (** ph + *hi + Tj + htsh (i) 

where Y^ij Is the response for the Jth treatment in the 1th incomplete 
block in the hth complete block, h"I,...,r; i"l,...b/r; j"l,...,v; n|,ij is 
one if the jth treatment occurs in the hith incomplete block and zero 
otherwise; )i is a general mean effect; pj, is the hth complete block effect; 
B^j   Is   the   hith   random  Incomplete block effect  distributed with mean zero 
and  common  variance   a 
random  error  effects 

2 

p,   Tj   is   the  jth  treatment  effect,  and    ^hlj  are 

which  were  distributed with mean  zero and varlanc ance 
An analysis of variance is given in Table 1 

TABLE 1.  Analysis of variance for a resolvable BIBD. 

Source 
of variation 

Total 
Correction for mean 
Treatment (ignoring incomplete 
block effects) 

Within treatments 
Blocks (eliminating 

treatment effects) 

Complete blocks r-1 

Incomplete blocks (elim. tr.) b-r 

Degree 
of   freedom 

bk - vr 
1 

v-1 
v(r-l) 

b-1 

Intrablock error vr-v-b+1 

Expected value 
of mean   square 

bk-v 
•I ♦ ■! 

b-i   B 

a2   ♦    — k<r* e r $ 

"5 

'Expected mean square for pj, ■ 0, i.e., no complete block effects. 

Intrablock information   w ■ l/o| 

Interblock information   u1 ■ l/(a| + kaj) 
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For  Intrablock  contrasts   the  variance  of  a   difference bptwppn  tvn 
estimated   treatment   effects   is   2o|/re,   when   e-( I - 1/k ) /( I - I/v) .        > 
interblock  contrasts   the   variance of a differenm   hotwoon   iwn  t i •• 
effects  is 

,ii ii' 

11 

2(o2
c + ko§) 

(2) 
r(l-e) 

For   the  combined  estimator  of  a difference between two treatment  effects 
the variance is 

2 

r 

1 - e 1-1 

ko2 

B 

2a1 (    1 + k r 

 l      r (      1 ■♦• k e y 
(3) 

where y - o|/o|. 

Since  the   intrablock  contrast  variance   is   of   the   form 2o|/re,   it 
would  be   logical   to  have the combined estimator variance In the same form 
i.e.,   2a|/rei,  where 

* 
Jl 

1  ♦ k e y 

1 + k y 
1 - 

k(l-e) 

I  ♦ k y 
(4) 

A second measure not  involving e Is 

1 + k y 

1 ♦ (k+l)y 
•    1 - 

k ♦  1   ♦  1/y 
(5) 

2       2 
The latter measure of efficiency depends only upon y ■ 0p/oe and k; 
note that (4) is also a function of k and y since e-k/(k+l) for v«k2 and 
r"k+l. A comparison of the two measures Is Riven in Table 2 for k-3,7, and 
11. There Is little to choose between ej and e* and it is suggested 
that e* be used as a measure of efficiency rather than ej- Note that 
as y approaches zero the efficiency for all k approaches unity. When y 
approaches Infinity, the Yates efficiency factor e is approached for all k. 
For small k, e Is relatively low indicating an inefficient design. How- 
ever, e* Indicates that deaigns with small k are quite efficient If y Is 
1/4 to 1/16, say. From these results, it is suggested that Interblock 
information should always be recovered and that inefficiency of incomplete 
block design Is not a problem. 
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TABLE 2.  Intrablock - Interblock efficiencies  for various values 
of r for k ■ 3,  7,  and 11. 

r i .f 
3 

k 
7 

*! 

11 

f «f 

0 1 1 1 i t 1 

1/32 .98 .97 .98 .98 .98 .98 

1/16 .96 .95 .96 .96 .97 .96 

1/4 .89 .88 .92 .92 .94 .94 

1/2 .85 .83 .90 .90 .93 .93 

1 .81 .80 .89 .89 .92 .92 

2 .79 .78 .88 .88 .92 .92 

4 .77 .76 .88 .88 .92 .92 

« .75 .75 .875 .875 .917 .917 

e* 
1 

1  + ke  r 

1  + k y '? 
1 + k r 

1 + (k+i)r 

For a  randomized  complete block design,  the variance of a difference 
between  two arithmetic means  Is 

z 
2a ( v - k 

i + ri 
V - i 

(6) 

whereas the variance of a difference between two adjusted treatment means 
from a BIBD is 

2a* 

re. 
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(8) 

Now (6) 2 (7), their difference being 

v - k 1 + k r 
1 +   y  -    

v - 1 1 + ke y 

v(v-k)(k-l) y2 

m   ———————^—.—— , 

(v-l)(v-l + v(k-l) y) 

(8) is zero when y • 0 and/or v ■ k. Equation (8) could be another measure 
of intrablock - interblock efficiency. Perhaps a more appropriate measure 
would be a ratio rather a difference to obtain 

e* e3 

, (v-k)y  . i/eni + -Tr)- (9) 

The measure e* would conform more to the definition of efficiency origin- 
ally presented by Yates but would include both intrablock and Interblock 
infomation. 

III. OTHER BLOCK DESIGNS. A class of generalized N-ary designs were 
discussed by Shafiq and Federer (1979, 1983). For these designs the 
response model equation  (1)   is  replaced by 

Yghij   * H +  Ph  +  ßhl + ^J   +  eghlj (10) 

nhli   "  0   there   is   no   response Yg^jj.     The 
in   (1). 

where   g  ■  0,..,nj1ij   and when 
other symbols are as defined in (1). The above authors generalized the 
Yates efficiency factor for this class of designs and they also proved 
that the Fisher inequality vlb holds for this general class of balanced 
block designs. The efficiency factor e* for the generalized balanced 
block design is 

e* el 1   - 
c   -  \ 

r(k + y"1) 
(11) 

where   c   ■   £   £   n^^j ,   n^j   is   the   number   of   times   treatment  j   occurs  in 
block hi,   and r ■  E £ n^ij   ia   the number of replicates   for  treatment  j. 

For the class of resolvable Incomplete block designs known as lat- 
tices, the average variance of a difference between two adjusted treatment 
means  is 

k+1 
{—^  1   (r-l)« + u' 

k-r+1 

T<Ji 
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20* 
■ e 

r      '  k+1 

As before, we may take 

k+1 

(_1_W !  
'     k+1     ' ^    r-1  +  (1+ky)"1 

k-r+l 

) 
(12) 

e* el r        ^     r-1   +  (1 

k-r+l 

+kr) -1 •)■: 
(13) 

Note  that   r  is  the number  of  confounding  arrangements  and  i"2 for the 
simple  (double)  lattice,   r"3  for the triple lattice,   etc. 

An Intrablock - Interblock measure of efficiency like e* would be 

1 - (l+ky) 

•1 
r+ —( =r) 1 k+1       v     r-1  + (l+ky)       /J 

[lt —r] 
L k+1 J 

(14) 

Note   that   v«k2   and   r   la   the   number   of   geometrical   factorial   effects 
ronfounded. 

Using the average variance of a difference between two adjusted 
treatment effects, we could construct ej and e3 for any class of in- 
complete block designs. The ideas in this paper may be used to construct 
efficiency factors similar to ej and e* for cubic lattices, for lattice 
squares,   and for other designs. 
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COMPUTING ASYMPTOTIC CONFIDENCE BANDS 
FOR NONLINEAR REGRESSION MODELS 

John J.  Peterson 

Department of Mathematics 
Syracuse University 

Syracuse,  New York    13244-1150 

ABSTRACT. This paper introduces an easy-to-implement, quadratically con- 
strained, optimization algorithm that is particularly suited to computing 
asymptotic confidence bands for many nonlinear models. Convergence of 
this algorithm is proved and several applications are discussed. These 
applications Include: nonlinear regression, multinomial logistic 
regression,  and covariate-dependent reliability models. 

1. INTRODUCTION. In nonlinear regression, investigators are often 
Interested in the underlying form of the response curve. As such, 
simultaneous confidence bands are particularly useful in nonlinear 
regression. If a closed confidence region exists for the regression 
parameters, then in theory an approximate confidence band can be obtained 
for the nonlinear response function. This is achieved by minimizing and 
maximizing the response function over the confidence region for various 
values of the predictor variables. Such confidence bands are generally 
conservative, but close to nominal value if the predictor variable can 
take on a considerable range of values. Procedures for obtaining approxi- 
mate confidence regions that are closed and have a quadratic form can be 
found in Bates and Watts (1981) and Hamilton, Bates and Watts (1982). 
However, even with this simplification, construction of the confidence 
band generally requires solving many pairs of nonlinear programming 
problems. In fact, in one of the very few papers on confidence bands in 
nonlinear regression, Khorasani and Milliken (1982) only describe the 
general process as a "computational tedium" and go on to discuss two 
special cases where the confidence bands have a closed functional  form. 

Indeed,   consideration of general, nonlinear optimization techniques 
(for nonlinear constraints) may discourage practioners form attempting to 
compute  confidence bands  for nonlinear regression models.    Nonlinearly 
constrained optimization procedures  that  seem to be available in the 
literature can be classified into Lagrangian-penalty function approaches 
(Bertsekas,  1982) or feasible direction approaches (Ben-Isreal,  Ben-Tel, 
Zlobe,   1981).     These procedures are for quite general problems,  and may 
require  substantial calculations to complete one iteraLion.    This can be 
undesirable since the confidence band requires the solution of many pairs 
of  nonlinear optimization  problems.   Furthermore,  these algorithms are 
considerably more difficult   to  implement  in practice than the widely 
available   procedures   used   to   estimate   the   parameters   in  nonlinear 
regression.     However,   by   exploiting  two properties   special   to most 
regression  Inference  situations,  it is possible to compute approximate 
confidence bands for nonlinear regression models in a relatively easy and 
efficient manner. 
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In this paper an algorithm Is presented for computing confidence 
bands for nonlinear regression models using a quadratic confidence region 
for the regression coefficients. This algorithm is especially easy to 
implement if matrix oriented software is used such as PROC MATRIX (SAS 
Institute,  Inc,   1985a),  IML (SAS Institute,  Inc.  1985b),  or APL. 

In the following sections, an algorithm for computing asymptotic 
confidence bands is presented and investigated. In section 2, the 
problem is formulated. In section 3, the algorithm is derived and a 
stepsize modification is briefly discussed. A convergence theorem is 
proved in section 4. Also in section 4, a geometric justification is 
given for the algorithm's convergence properties. Finally, in section 5, 
applications of the algorithm to other nonlinear simultaneous estimation 
problems are discussed. 

2.     PROBLEM STATEMENT.    In this paper we define the nonlinear regression 
model as. 

yt - f(xt,e) + et. 

where the et's are independent, normally distributed random errors with 
zero mean and variance o^ for all Xj- values (t ■ l,...,n). The 
xt' s are (possibly vector valued) predictor variables, and 9 is a pxl 
vector of unknown model parameters. Here, f(x,9) is a known function of 
0 for each xeX, where X is the set of all possible predictor variable 
values. For notational compactness f(x,6) will sometimes be denoted as 
simply f(9). 

It is assumed that an approximate 100 (l-o)% confidence region for 
9    can be written in the form 

eß - {9:   (9-9)'  C (9-9)  i ha}, 

A 

where     9     is   the  least  squares estimate of    9, C is a    pxp    positive- 
definite,   symmetric  matrix,   and     ba     is  a  (boundary)  value  that  is 
determined by    a.       Typically,  ba    has the form    ps' F(p,n-p;a), where 
s'     is  an  estimate of    o^,   and C has the form P'P    where P    is the nxp 
matrix of partial derivatives 

j 

 f(xt,9),      t"l,..,n,  j"l,...,p. 
Mj 

See Bates and Watts (1981) and Hamilton, Watts, and Bates (1982) for 
other possible formulations of ba and C, and for possible reparameteri- 
zations to Improve the coverage probability of the 100(l-a)% confidence 
region. 

A further assumption imposed upon f is that for each xcX, and 
each 9eea, f is a continuously differentiable function of fl, with 
Vf(9) # 0 on e0. This condition is satisfied quite often In practice. 
In  fact,   most    f(9)    will be monotonic in each    94    on 0W    for all    xcX. 
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Approximate 100(l-a)% simultaneous confidence bounds for the set of 
functions    {f(x,e): xcX}    can be obtained by computing 

(2.1) [min f(e), max f(e)] 
er e. 

for each xeX (Rao, 1973). Computation of the pairs (2.1) for various 
x's in X requires the repeated use of nonlinear programming. However, 
the optimization problems in (2.1) have two important characteristics 
which will be exploited in deriving the algorithm used to construct the 
confidence band for f(0). Firstly, 6a is a closed, quadratic region. 
Thla property is not only useful in deriving the iterative form of the 
algorithm, but it also proves useful in establishing global and local 
convergence properties. Secondly, the assumption that f(9) is continu- 
ously differentiable with Vf(e) #0 on ea for each xeX, implies that 
(2.1) can be simplified to 

(2.2) [min f(e), max f(e)) 

where 9^ is the boundary of 6a# 

3. THE ALGORITHM. In this section the algorithmic maps for seeking the 
solution to (2.2) are derived. If f(9) was linear in 9 then (2.2) 
could be obtained in closed form by using the method of Lagrange multi- 
pliers. The algorithms to be presented attempt to solve (2.2) by 
obtaining successive linear approximations to f(9). In theory, stepsize 
modifications may be necessary to obtain convergence. 

To begin, approximate f(9) by 

(3.1)       f(9o) + Vf(9o),(9-9o), 

where  9o is the starting value.  The optimal values to minimize and 
maximize (3.1) over 6^ can be obtained by solving 

(3.2) [min Vf(9o),0, max Vf(eo),e], 
e^      eb 
a a 

for   a   fixed     QQ.     Finding  the     9-value8  to  solve  (3.2)   by  Lagrange 
multipliers involves solving 

(3.3) Vf(9o) • XVg(9), 

where    \  is  the Lagrange multiplier and    g(9)  - (e-9)lC(9-9) - ba. 
Using (3.3) to solve for    (9-9)    yields 

(3.4) (9-9) - 1/2 X"1 C-iVfOo). 
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Substituting rhe 

and solving for \ 

(3.5) \ 

right  hand   side  of  (3.4)  into the equation 
yields 

1/2 
. t 1/2 {b-J Vf(eo), c-ivf(eo)^     . 

g(e) 

Since     g(9)     is   convex,   all  gradiant vectors, Vg(9),  for    9 e 9^,  ara 
normal   to  the  outside  of     8^,   the  direction of  steepest ascent.     It 
follows,   then,   that  the     X-value  associated with the minimum in (3.2) 
corresponds   t»  the minus   sign  in (3.5),  whereas the \-value associated 
with the maximum corresponds to the plus sign. 

Substituting the expression for \ in (3.5) into (3.4), and adding 
9,  yields the following iterative expressions, 

A 1/2 

(3.6) 9k+1  - e  i ba C-l  Vf(9k)   {Vf(9k),C-lVf(9k)}-l/2, 

for k = 0,1,... The plus and minus signs correspond to the iterations 
for computing theAmaximum and minimum respectively. In practice, 9o 
can be taken as 9 since the first Iteration will put Oj on 6g. 
The (gradient-based) algorithmic maps corresponding to (3.6) will be 
denoted by G*(9) for the minimum and by G (9) for the maximum. To refer 
to G* and    G    simultaneously the  generic  symbol    G    will be used. 

In practice, this author has never encountered a situation where G 
failed to converge. In theory, there can exist f(9),s, as described in 
section 2, for which G* (G ) may produce an increased (decreased) 
value. However, it will be shown in the next section that by modifying G 
with stepsize adjustment, algorithmic convergence can be proved. In more 
standard  iterative notation (3.6)  can be written as 

(3.7) ek+l - ek + dk. 

1/2 

where    dk -  (9  -  9k)  I baC-1Vf(9k)   {Vf(9k),C-1Vf(9k)}-l/2- 

Here,      dk     is   interpreted   as   a   direction  vector.      It   takes 
distance   ||dk||     in the  direction  induced by 
adjustment,   (3.7)  is modified to 

9k    ■ 
dk.    To obtain a stepsize 

(3.8) 9k+l " ek + sdk' 

where s e (0,1]. The stepsize modifications of G*, G , and G are 
SG*, SG*, and SG respectively. It will be shown that there exists a 6 
t (0,1] such that for any s e (0,6), the resulting 9k+i ■ SG(9k) will 
be an  improved value on    6a. 

It should be noted however that SG may converge to a suboptimal, 
fixed point of the SG-map. This is not surprising in that no algorithm 
can guarantee convergence to a global, or even local, optimum unless 
strong   conditions   are   imposed   upon   the   objective   function.      It   Is 
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therefore  recommended that  if     9, is  not   small,   different   starting 
values  on 6g  should be tried other than    G(8).    This can b^ achieved 
by  replacing  the  initial  gradient-direction vector,    Vf(6),  by some 
other direction vector, VQ,    at the first iteration.    The resulting    6, 
value will   fall  different  parts  of    6^    depending on  the  relative 
orientation of    9{j    and the hyperplane    vlB. 

4. CONVERGENCE. In this section a convergence theorem for SO* is 
proven. The proof SO follows similarly. Following this a geometric 
interpretation of the convergence properties of    G    is presented. 

The convergence proof in this section employs three important 
results in nonlinear optimization theory. We refer to these three 
results as: The alogrithmic map convergence theorem, the descent 
direction theorem, and the composite map theorem. Proofs for these 
theorems can be found in Bazaraa and Shetty (1979). Before presenting 
these results, we need to elaborate on the notion of an algorithmic map. 
An algorithmic map is a point-to-set map, A, that assigns to each point 
in the domain 6, a subset of points in 6. The map A is closed at a 
point 8 e 6 if 0^ -> 0 and a^ -> a, for a^eACS^) , imply a e A(9). If 
A is a point-to-point map, then continuity of A implies that A is 
closed. A is said to be closed on some 6Q C 6 if It is closed at each 
point in ÖQ. 

ALOGRITHMIC MAP CONVERGENCE THEOREM. Let 6 be a nonempty, closed set 
in Rp, and let Q C 9 be some solution set. Let A:9 -* 6 be an 
algorithmic  map.   Given    6Q e 9,   suppose that    A   generates the sequence 

'^k'K'O    which  is  contained  in  a  compact  subset oi     6.    Suppose also 
that  there is a continuous function    f(e)    such that    f(e)  <  f(e)    if 8 
i  &    and  8   e  A(6).If A is  closed over the complement  of    Q,    then all 
the   limit  points  of 
8 e &. 

^ek^"0    are  ln      ß    and   f(e0 "* f^e)    for 80ine 

The solution set considered for SG* and G* in this piper is of the type 
Q* ■ {8: 8 e 6a, |6-G*(8)H £ e} , where e is some small, positive, 
error tolerance. The solution set for SG* and G" is fi* ■ {8: 8 e 9a, 
Ne-G*(8)| S e}. Both 0* and fl* contain the fixed points, 8* and 8*, of 
G* and G    respectively. 

DESCENT DIRECTION THEOREM.    If there is a vector   d 
0 then there is a    < > 0   such that    f(e+9d)  < f(e) 

such that    Vf(8)'d < 
for all    s e  (0,6). 

COMPOSITE MAP THEOREM. Suppose Mi is a point-to-point map continuous 
at 8, and M2 is a point-to-set map closed at Ni(e). Then the compos- 
ite map    M2M1 is closed at    8. 

THEOREM 4.1. The composite algorithmic nap SO* (80*) generates a 
■•quane«, {•jJlpO» with ltf ll«^ point in the solution set fi* (ß*) 
containing •* (I*). 

PROOF. 
••t e0 

Firat wo show that 80* always gonoratoi iiointa in tho compact 
Than wa ihow that thia aaquanoa of point-, on 8a la atrictly 
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decteasing.     rUveH  A pbirtt    9  t  0a,   the point-to-point map,     G*,  gener- 
ates   a  point   G*(8)     on    6^.     Since    6a     is   a  convex set,  any linear 
stepsize   interpolation  between     8    and    G*(e)    must lie in    60.  Hence, 
the composite map SG*, always generates points in    6a. 

Next,  define  the function, 

hk(e) - Vf(ek)
,(e-ek). 

Note that 
eö, hk(ek+1 

ek+l ■ G*(ek) minimizes hk(e) on 6a. Since 
) < hk(6)  for all  9 e 9a, not equal to 6k+i. 

Vf(e)#0 on 
Since all 

Gj^'s are in ea,  hk(ek+i) < hk(ek) - 0.  But hk(ekfi) < 0 implies 

Vf(e),dk < o 

since  dk « O^+j - ek by (3.7).  Thus by the Descent Direction Theorem 
for each k, there is a 6  < 0  such that 

(4.1) f(ek + sdk) < f(ek) 

for some s l (0,i). Let S denote a closed line search map that 
generates at least one s satisfying (4.1) at each iteration for some s 
eln.l]- (S is a point-to-set map, where S is the set of s-values in 
[n,l) satisfying 4.1). Here n is some small, positive value less than 
6. Any stepsize adjustment based on a linesearch, or simple stepsize 
halving, forms a closed algorithmic map if the search interval is closed 
and f is continuous (Bazaraa and Shetty, 1979, section 8.3). Since G* 
is a continuous point-to-point map, it follows by the Composite Map 
Theorem that SG* is a closed algorithmic map. Since SG* generates a 
sequence of improving, points on the compact set, 8a, the Algorithmic 
Map Convergence Theorem implies that SG* converges as stated. The 
proof for    SG      follows similarly. 

Theorem 4.) shows that G will converge if a stepsize adjustment 
is made. However, with examples fed in practice G has never failed to 
converge quickly ( 3 to 4 iterations). At first this may seem curious 
since G is a constrained, steepest descent (ascent) mapping. The 
steepest descent algorithm is not generally considered to have good 
convergence properties. This consideration has arisen out of the 
tendency for steepest descent procedures to zig-zag back and forth along 
long, narrow valleys (or ridges) and thereby make slow progress toward 
the optimal point. (See Bazaraa and Shetty, 1979, Figure 8.14.) However, 
for most nonlinear regression models used in practice, f(e) does not 
have such valleys or ridges on ea. To see this note that for most 
regression models, f(e) is monotonic in each Oj on 8a. Without loss 
of generality, we may assume that f(e) is Increasing in each Oj if it 
is momtonic in each 9j. But if f(9) is increasing in each Oj on 
9a, then Vf(9) must lie in the nonegative orthant for all 9 e 9a. 
Hence the angles between any two such gradient vectors cannot exceed 90°. 
So, for most regression models, the contours of f cannot for« long 
Mttow vaiieys  or   ridges. 
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It is also reasonable to assume that    G    will converge quickly for a 
sufficiently  large   sample size.    This is due simply  to the fact that as 
the  sample   size  Increases  the  size  of 
overall  linear  approximation  to     f(9) 

0a    decreases,  thus making the 'a 
on 6, more  accurate. The 

overall low curvature of the contours of f make it unlikely that a 
fixed point of G* (G ) will not be a global minimum (maximum) of f(6) 
on   6g,, especially if 6a    Is relatively small. 

5. OTHER APPLICATIONS. Besides the obvious extensions of SG to 
weighted least squares regression and to Scheffe'-type simultaneous 
confidence intervals for several £±(9), there are other applications to 
confidence band estimation. Outside of the (nonlinear) mean response 
setting, there are some useful applications to simultaneous probability 
estimation. Such situations often arise from covariate dependent 
probability models. As discussed below, applications include multinomial 
logistic regression and various forms of covariate dependent reliability 
models. All of these models satisfy the original issumptlons on f(9) 
given In section 2. 

Large sample confidence bands for the unlvariate-response, logistic 
regression probability model exist in closed form (Hauck, 1983). 
However, this is not the case for multinomial legist Lc regression. The 
probability model has the form. 

(5.1) exp(x,Bi)/ * exp(x,B8) 
8-0 

for the  ith out of    (m+1)    possible outcomes,  conditional on the predic- 
tor variable    x.    Here each      Bi    is a vector,  and    BoB0. 

Heteroskedastlc regression models are often used in econometrics. 
Some of these models allow the standard deviation of the error variable 
to be a linear (Rutemiller and Bowers, 1968) or log-linear (Harvey, 1976) 
function of predictor variables. To form a confidence band about the 
reliability, Pr(Y > y'Vx) (with y* fixed), we must work with p(x) ■ 
l-F{(y*-x,B)/g(x,r)}, where F Is the distribution function of the 
standardised residuals and g(>) is the identity function or exp( •) • (In 
the former case, the estimated x^r's should, of course, not be near 
zero.) Since F is strictly increasing in applications, a confidence 
band about 

(5.2) (y*-x,B)/g(x,r) 

can be directly converted into a confidence band for p(x). The large 
sample confidence band for (5.2) will not generally exist in closed form. 
In this case SG can be usec4. to search for the optimal (B,r)-polnts to 
form the confidence bounds for (5.2) and convert them to bounds for 
p(x). 

For parametric, oi semi-parametric, proportional hazard models 
(Elandt-Johnson and Johnson, 1980), it is possible to get a relatively 
tractable expression for the conditional probability, 
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(5.3) Pr(max{To,...,Tj} < min {Tj+i,...,Tk}/x), 

provided j  is small (Peterson, 1986).  Here each T^ is a response 
time with hazard function 

h^t) ■ hB(t)exp(x,ei), 

where hg(t)  is the common baseline hazard and Og " 0. For j"0, (5.3) 
has the logistic form in (5.1).  As in the previous two examples, SG 
can be used to search for optimal points on the corresponding 6g in 
order to compute a confidence band for (5.3). 
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TESTING CURVE FIT 
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ABSTRACT. A test is derived for the hypothesis of residual randomness 
in a curve fit. The test is based on a binomial process wh^re the main 
problem involved is equivalent to finding the distribution <f the number of 
runs In a sequence of coin tosses. Although this distribut on turns out to be 
quite simple in form and easy to apply, its use in testinu ourve fit seems to 
have been neglected in the statistical literature. We also obtain the more 
general distribution of the number of runs in a sequence of throws of a multi- 
faceted die, which is used to test sequences for randomness per se. 

I.  INTRODUCTION. One question we wish to answer in this paper is: 
"Will it do any good to add more parameters to my model in order to get a 
better fit of the curve to the data?" The answer to this question is "yes" if 
we can reject the hypothesis of residual randomness, and no" if we cannot. 
We will be concerned only with the signs of the residuals and not their magni- 
tudes and we will examine the residual signs in a left to rirht manner. For 
example, the residual sign sequence ++♦+-++♦ + contains exactly five runs 
of lengths 4, 1, 3, 5, and 1. The number of runs is equal to the number of 
changes in sign plus one. 

If we assume (as our hypothesis of randomness) that tlv probability of 
obtaining a positive (or negative) residual at any point is one-half, the 
analysis of sign runs is equivalent to the analysis of runs of heads and tails 
in coin flipping. 

Suppose, for example, that someone were to flip a coin for us one hundred 
times. Our hypothesis is that this is done with a fair coin. Suppose also 
that the first fifty flips come up heads and the second fifty flips come up 
tails. What could we conclude from this? We could either conclude (1) that 
an extremely unlikely event has taken place (why?), or (?) that the flipper 
has flipped a two headed coin fifty times and then exchanged it for a two 
tailed coin and flipped that fifty times. Statistics is based on the idea 
that conclusion (2) is the shrewder of the two. In the context of residual 
signs, we would just say that "the fit Is obviously very poor." Saying this 
another way, we reject the possibility that an extremely unlikely event has 
taken place in favor of the possibility that our original hypothesis (on the 
basis of which the probability of the unlikely event was computed) is false, 
I.e., we reject the hypothesis. 
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II. RUN DISTRIBUTION. First we need to answer the following question: 
"What is the probability of obtaining i runs in n flips of a coin?" We will 
call this probability r^4    we know from basic probability theory and the bino- 
mial distribution that the probability of obtaining i heads in n flips is 
given by 

t^/l" (0 < i ( n) 

The interesting thing is that the probability of obtaining i runs in n flips 
may be obtained mnemomcally by merely subtracting one from each variable 
parameter in b,-: 

ri  ("I^/Z""1  (1 < i < n) 

One feels that a result as simple and practical as this should be common 
knowledge. Is it? As is often the case, our result can be easily guessed by 
examining a special ca e. Take n = 5, and draw the tree of all possible out- 
comes . 

A A A A A A A A A A A A A A A A 
+ - + - -f - + + - + - + -♦ + - + - + -♦- + 

123234:234 5 434322343454323432321 

Also, label each leaf of the tree with the number of runs in the path 
leading to it. The probability weight of each path is 1/32. A leaf labeled k 
will be called a k leaf. We then simply count the number of k leaves (1 < k < 
5) to obtain the entire probability distribution-. 
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(n « 5) 

1 ri 

2/32 ■ 1/16 r (J)/t- 

8/32 ■ 4/16 = (J)^4 

12/32 ■ 6/16 ■ l*)^* 

8/32 s 4/16 ■ (J)/t* 

2/32 = 1/16 = (f)/24 

Me therefore guess that; 

ri - (T-})^-1 

In general. 

Reasoning «ore rigorously (and recursively): 

Suppose we have labeled the leaves of an n tree. We then want to extend 
the n tree to an n+1 tree by adding two leaves onto each previous leaf and 
labeling then. If a leaf labeled k (k leaf) has two more leaves added to it, 
one leaf will also be labeled k and the other will be labeled k+1. Note that 
each k leaf "grows" a k leaf and each k-1 leaf also grows a k leaf, but no 

other leaves grow k leaves. Therefore, if there are R k 'eaves in the n 

tree, there will be R? ♦ R|1 j k leaves in the n*l tree. We therefore have the 

recursion: 

,n+l 
k-1   k 

This is the sane as the recursion for the binomial coefficients: 

(k > - W + (k) 

Again, we can easily guess the solution to the recursion as: 

Rn = 2ln'1) Rk  Zlk-l' 
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This checks in the recursion since 

Rn  + Rn Rk-1  Rk 
2(n"1) ♦ 2(n"1) 

«CJi * Cl!» 

21  n ) ,n+l 

We also know that R 1 2 and this checks also. 

We therefore have: 

_n 1          .n-l% 1 
r-j   = Ri •   --  = 2   .  , •     mm 

2"         M-l' 2n 

n-l 
{i'J)/2'

1-l for any n and 1 < i < n 

III. THE TEST. The main idea behind the run test in curve fitting is 
that regardless of the fit, the number of positive residuals will usually be 
roughly the same as the number of negative residuals, while the number of runs 
will be smalj for a bad fit and larger for a good fit. Technically speaking, 
a large number of njns violates randomness to the sane extent that a small 
number of runs does, but we do not apply the term "bad fit" to a case where 
the number of runs is unusually large. Our test is therefore a one-sided 
test. To answer the question of how small small is, we must arbitrarily 
assign a significance level to the test. The significance level is simply the 
probability of the "unlikely event" (that the number of runs is small) based 
on the hypothesis of good fit. A high significance level (say 1/10) might be 
used if we want to be fairly liberal in adding more parameters to obtain a 
better fit. Lower significance levels can be used if we wish to be more con- 
servative about adding more parameters. 

The criterion -for rejecting the fit is given by: 

c-j ^ a = significance level 

where i is the observed number of runs and 

c, « E rj 
j«l 

is the cumulative probability that the observed number of runs is at most i. 
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If we wanted to, we could compute tables relating various values of n, ♦, 
c-j, and a, but in this day of personal computers it hardly seems worth it - 
especially since the computation to test for good fit is so straightforward. 

IV. ALGORITHM FOR TEST. Me note in passing that 

ri+l/ri 
(V)  2n-l 

_(n-lM_ 

i!(n-l-i)! 

(i-l)!(n-i)! 

""fnM)" ~ 

(n-i)/i 

Therefore, 

,n-l ri+i » (n-i)r1/i  , rj x 1/2" 

This recursion gives us an efficient means of computing c,. 

Given n (the number of residuals), i (the number of uns), and a (the 
significance level), the test algorithm will end in one of two ways (as j is 
Increased): 

1. Cj > o and j < i with no rejection of good fit hypothesis, or 
2. Cj < o and j = i with rejection of good fit hypch-^sis. 

Me may then just write down the test algorithm: 

input: n,i,o 

C:=0 
l 

j:«l 

r:»l.0/2.0**(n-l) 
I 

-•-»c: «c+r 
T   i 

t oa and j<i?y5s good ft- end 

T c<a and j«i?y- bad fU ■• end 
t  ino 
t r:-(n-j)*r/j 
t  i 

»-j:»j+l 
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V. MOMENTS OF THE RUN DISTRIBUTION. We first obtain the moment 
generating function of the run random variable: 

1 * 

n 
M(t) - E(eti) - E rM 

j-l 

Therefore, 

,   E iJ:l! etj . E i_j ' et(j+i) 
11  Z"'1      j-0 Z""1 

= 20=1 i n H#t*J • in'1'j 

M(t) . ----(i+etin-l 
2n-l 

M^t) 

M(0) « 1 

et 
..  (i+et)n-l + -.._ . (n-l)(l+et)n-2 . e^ 
2ri~l jn-i 

•* ,  . „ ,    (n-De* 

l+ne* 
M(t)(—--) 

l+e* 

Therefore 

M'(0) - M(0)(---) . E(i) 
2 

n+1 
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l+ne1 

M"(t) - M'{t){:"r) + M(t)(- 
net(l+et) - et(l4net) 

(l+e*)4 
) 

l+ne*   M(t)et(n-1) 
M'(t)(—r) ♦ -7™:—: 

n+1  n-1 
H"(0)  « M^O) • — ♦ — 

2    4 

n-1 
M» ♦ —- » E(i») 

Therefore, 

n-1 
a« . — 

He therefore have the run mean and standard deviation: 

n+1 

fci 

VI. ASYMPTOTIC RESULTS. For large n. Me nay further simplify our test by 
using approximate asymptotic formulas based on the normal approximation to our 
run distribution. If we think of our run random variable i as being con- 
tinuous such that f(x) > r^ for i - k < x < 1 ♦ fc, and we further approximate 
f by the normal density g, MO may write 

c.j « E rj » /   g(x)dx • 6(i+J!|) 
j-1     — 

- •( ) 
a 

where ♦ Is the standard normal distribution function: * 

•(x) ■ /X — e-JK'dt 
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Therefore, we have, approxinately 

a 

but 
j 

n+1 Kn-l 
ji ■ —   and   a ■  

2 2 

Therefore 

n+1 

Ci » •(-"2™-) 
/nPl 

2 

2i*l - (n+1) 

2i-n 

•n-l 

Equivalently, 

2i-n 
-"; » •-'(ci) 
•n-1 

Therefore, 

i « l|(n ♦ •-,(Ci)/r^T) 

but 

♦-'(Ci) « -♦-'(!-€<) 

Therefore, me have the simple asymptotic percentile 

i« " %(n-f-'(l-o)!^!) 

where Me reject good fit on the a significance level if i < ia. For signifi- 
cance levels of 0.1. 0.01, and 0.001 we have from any table of the normal 
distribution: 

♦"'(0.9) « 1.2816 . ♦-M0.99) a 2.3263 and *-'(0.999) - 3.0902 
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Therefore, 

and 

io.l ■ Jl(n-1.28161^1) 

iQ.Ol " Jl{n-2.3263l/rv:T) 

^.OOl ■ Wn-S.O^/n^l) 

VII. GENERALIZATIONS. The previous formulas can be used to test for 
residual randomness in a curve fit if we are only concerned about the number 
of runs being too small. If, on the other hand, we are concerned about ran- 
domness per se, we must not only be concerned about the number of runs being 
too large, but we must go even further in our testing. Take the following 
sequence as an example: 

HHTTHHTT...HHTT 
(alternate pairs of heads and tails) 

For a sequence such as this of even modest length, it becomes intuitively evi- 
dent that the sequence is nonrandom,- yet, our basic run test would declare it 
perfectly random because the actual number of runs is (almost) exactly equal 
to the expected number of runs. 

How do we mathematically reconcile this fact with our intuition? We 
create a new sequence of composite symbols. In our example, we have used the 
symbol alphabet {H,T}. Me now step up to the symbol alphabet JHH, HT, TH, 
TT). Me could say, for instance, that 

a > HH 

b » HT 

c » TH 

d « TT 

Our example sequence would then be.- 

adadad.. .ad 

a sequence whose randomness could easily be rejected by our basic run test 
(for too many runs as opposed to too few runs). Me could also take triples or 
quadruples as our composite symbols. In the case of quadruples, our example 
sequence would obviously consist of only one symbol (too few runs). 



I 

It should now be clear that the next basic question we want to answer is.- 
"What is the probability of obtaining i runs in n trials where each trial has 
m equally likely outcoiies?" Drawing a multiway tree and counting will not 
suffice to answer this question, but reasoning recursively will. Imagine an m 
way tree representing n trials with its leaves labeled with the number of runs 
in the path leading to each leaf. We now want to grow m leaves on each leaf 
of the n tree in order to obtain the n+1 tree. Consider a leaf labeled i (i 
leaf) in the n tree. Regardless of what symbol this leaf represents, it will 
grow exactly one i leaf and it will grow exactly m-1 i+1 leaves. By the same 
token, a leaf labeled ->-l in the n tree will grow one i-1 leaf and m-1 i 

leaves. No other leaves of the n tree grow i leaves. Since th*»re are R? i 

leaves and R.  i-i leaves in the n tree, the number of i leaves in tha n+1 

tree is given by the recursion: 

„n+1  _n  , .%_n R.  « R. ♦ (m-DR^j 

It is clear that we wart 

R- » m 

because there are m  sequences with only one run. 

Examining the recursion for various values of n and i enables us to once 
again guess the solution: 

Ri « m(m-l)  (^j) 

Checking this solution  in the recursion: 

R- ♦ c«-««j., - "»o»-i)i'1{":1
1) 

♦ {in-l)m{m-l)i"2(J^) 

Also, 

n" _ _,_ , %0,n-l Rj' « m{m-l) ( 0 ) « m 

and we see that our guessed solution is indeed correct. 
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Sine« th« total nunber of paths in the n tree is nn, we have: 

n • RJ/»" - (J:})(«-l)i-l/»n-l 

• Prob (i runs In n throws of an m  faceted die) 

As before, It Is a trivial aatter to obtain the recursion for r^ to be 
used in coaputlng the cumulative distribution function c^. 

n+l ■ (■-l)(n-i)ri/i 

rj « l/e^-l 

ci+l ■ Ci ♦ ri+1 

cl " rl 

The aoaent generating function «ay be obtained in a manner sieilar to the m ■ 
2 case: 

M(t) • E(et<) - E etJ(,J"J)(«-l)j"1/en"1 

j-l j-l' 

n-1 
t •t(J+1,{n:1)(«-i)J/«n-1 

J-0        J 

in"1 J-0  J 

■ -;-T » ♦ (■-!)•*)n"1 

Using the first and second derivatives of M at t ■ 0 gives us the aean and 
standard deviation of the nueber of runs. 

n(e-l) ♦ 1 

/(n-l)(»-l) 
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An asymptotic normal approximation to Cj is therefore given by: 

i^-y 
Ci » • { ) 

(m-l)(i-n*J|) ♦ i-\ 
(""/TSTT^Ty""> 

Another question one might ask is: "What is the most probable number of 
runs (the mode) in n throws of an m faceted die?" Using the recursion formula 
for r-j, it is easily concluded that: if m divides n(m-l) exactly, we have two 
modes, i and i+1, where i & n(m-l)/m; and if m does not divide n(m-l) exactly, 
we have one mode i, where i ■ the greatest integer less than n(m-l)/m+l. 

We can use these modal values of the run distribution to define the idea 
of "run perfect" superrandom sequences. That is, if the basic symbol sequence 
and all composite symbol sequences up to a given composite symbol length f 
each have the modal number of runs, we say that the original sequence is run 
perfect up to this I value. 

In [1], the authors display a page of H's and T's and ask whether this 
sequence represents the flips of a fair coin. They do not answer the 
question, but the answer is: very probably not, because the probability of 
obtaining the given number of runs or fewer is less than three chances in one 
thousand. As a complement to [1], we display the following sequence of 1200 
flips which is demonstrably more random (after the fact) than most such 
sequences produced by a real coin, because the sequence is run perfect for 
composite symbols of up to length ten. 

HTTHTHTHTMTTMHHHTHTTTHTTHITMTHMHHTTHMTHMTHHHHTTTTI 
'HTTMMMTTHTtHHH«THTITMTTHMTMmMHTTTTHMHlMMtlTTMTTT 
HTHHH1 HHHHHTHHT1 HI HI HT HI MT IHMHTTHHHT THMT T T THHTTMTH 
TTMIHTHHHHTMITMTTTMHTTMHTHHMTMTTTTTTMTHTTMHTHHMHIH 
TTTTHHHHHHHHTTWTMH1MTHHHHTHHTHTHMHTT1HTTMTTHTTTHH 
TMH1 TT tHTMnHMTHlHTHHTTTMHTTMHHIHTHT TTMHTHT THT T1HT 
) THtiHHHTTTH'lTTHTMTMTTHHTHTTMMHI THMHHITTTlTHHhHTHT 
HUT HI TTHHHmHTTHTMrnTTMTHlHHTHTTTTTHHTTHTMHHTTTTHT 
TTTn-MTHTTHTMHTMMHHTTTTMMHTHTTMTHTTTTTHTMMHHMIMHIH 
HHMTTTHHMHTTTTTMHMMTTTTTTHHHHMTMMTTHHIMHHTIMTTTTM 
THTHHTTTHTTTHTHMHHTTHHTHTHHTTMHHHTTHMTTMTMTHTTTTHM 

HTHTHHTIHMMTTTHTTMTTTTriTTTHTMTHtHMTMTTMMTMMMTTTTT 
MHHHTMHTTMTITTTHMHHTMTHTHTTTTTHHHMTTHTTTTTIMTHTTTH 
TTMTTHTTTMKHTTTMMHHTTHHMTlHMMHHHHTTtTMTTTTMMHTTMTH 
THHMHTMIHKHMIHTHTHHHTMMTHTMTTTMTTHHHHTTTHTTTTTTMHI 
MTTTHMTMMHHMHHHTIHTHTTHTTHMMTTTTTTTTMHHTTMMTTHTTTT 
HTHTTHTHKTTTTTKTHHHHHTHTTTHHTHTTNHTHHHTTHTHHTTHTTH 
THHHTHHMHTMHMHTTHTHHTMTTTMMTHTHHnMTMTMMTTTTHHHMHT 
THTTHTTIHHHTHHHHHMHHHTHHHTTTTHTTTHHITTMHTHHHMHMHTM 
HTTHTHHTTTTHTTHTHTHTHHHHTHTHHTHHHHTHHHHHMHHTHTHHHH 
TTTTMHTlMMTMTMMMTHMMTHTHTTMIHHHHTTHTMHTTHTHTTHTMMT 
MTHTTTHTMHTTTTHHTTMHTMMMMTIMTHIMTTTTTHMMMrlMHMTMMHT 
TTTTHTTHTTTHTHTTTHMMHTHTTMHHTTHMTMTTMTHHMHHTTTTTIT 

MHTMMHHTIMTIHHTTTHTTTT TMHTIHHl HT THMT THTT TH1MTMHMMH 

REFERENCES 

1. P. J. Davis and R. Hersh, The Mathematical Experience. Houghton Mifflin 
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ON THE ESTIMATION OF SOME NETWORK PARAMETERS IN 

THE PERT MODEL OF ACTIVITY NETWORKS 

Salah E. Elmaghraby 

Graduate Program in Operations Research 
North Carolina State University» Raleigh, NC 

[3] 
The PERT model of activity networks ' (ANs), which dates to the lat^r Hal* 

of 1957« represents a landmark development in the theory and practice of operat- 

ions research for several reasons^ not the least important of which is that it 

represented the first attempt at the explicit recognition of randomness in th^ 

duration of activities within the context of project planning and control. The 

model's almost instantaneous popularity» which was bolstered by requiring all 

tenders to the DoD to be couched in the vernacular of PERT» invited theoreticia- 

ns to take a closer look at the model's constructs, and they found them lacking. 

The critique of the assumptions and derivations of the original PERT model 

are presented in Chapter <» of Elmaghraby's book . There one can also find 

description of some early attempts at rectification relative to the estimation 

of the expected duration of the project» and to the estimation of its probabili- 

ty distribution function (pdf). 

Briefly» the main line of criticism to ehe estimation fo the pdf uf the 

completion time of the project runs as follows. The duration of the project I« 

the time of realization of its last event. Now, assuming the nodes of the net- 

work to be numbered sequentially from 1 to n in the 'acitivity-on-arc' mode of 

representation» the last event is node n and its time of realization is 
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denoted by T . Evidently» it is a random variable (rv> equal to the maximum of 

a finite number of rv's, each representing the duration of a path from the start 

node (node 1) to the terminal node (node n). These paths are not independent 

because they usually share activities. Even if they were considered 'approxima- 

tely' independent» their durations are only approximately normally distributed. 

But the time of realization of node n is definitely not normally distributed. 

In fact» under the assumption of independence» the pdf of r is the product of 

the individual path pdf's, which is known to converge to the step function as 

the number of paths grows without bound. Finally» even if we are willing to 

'approximate' the pdf of T by a normal distribution» it should be with a diffe- 

rent mean and different variance from that suggested by PERT! 

This talk is besed on the paper with the same title by Elmaghraby» ref.CSl» 

which should be consulted for a more detailed exposition of the concepts outlin- 

ed here. 

The introduction of uncertainty in the duration of the activities has enri- 

ched the field with new concepts which came into being in response to a variety 

of questions. These latter may be viewed as the probabilistic counterparts to 

their deterministic equivalents. For instance» since (almost) any path may be 

the critical path (cp)» in the sense of being the longest path in a realization 

of the project» it is meaningless to inquire of the cp» but it is meaningful to 

inquire of the probability that a particular path is the cp. This gave rise to 

the concept of the 'criticality index' of a path» and subsequently to the conce- 

pt of the criticality index of an activity. The issue of the duration o the 

project is now re-cast into the determination of the pdf of r or» for that mat- 

ter, the pdf of f for any node j in the .network. Interestingly enough, resear- 

ch   in   the   approximation   of   the   pdf   gave   rise   to   the 
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concept of 'network reducibi 1 ity'» which is of both theoretical as well as prac- 

tical significance. Finally» the probabilistic counterpart of the critical sub- 

network (i.e. i the set of cp's) in the CPU model is the set of minimum number of 

paths whose criticality index is at least o> 0<oKl. Alternatively« a set of K 

paths are referred to as the 'topmost K-cp's' when their criticality index is 

the maximum among all sets of K paths in the network. 

The approaches to the solution of the problems posed adopt one of the foll- 

owing four avenues: the analytical determination of the exact value(s)< analyti- 

cal approximation» analytical bounding» and estimation via Monte Carlo sampling 

(MCS). The difference among the various approaches is almost evident from their 

names» but a word of clarification is still in order. 

There is no substitute for the analytical determination of the exact val- 

ue(s) that is sought. However» it is not always possible to achieve that loft,.' 

objective» or it is possible but not economical in effort. Then approximation 

is admissible. There are two analytical approches to achieve such approximat- 

ion» in addition to the approach via MCS. The choice among these options is a 

matter of taste; it is also a matter of the requirements of the analysis. For» 

sometimes analytical approximation may give no clue to the error committed. If 

the magnitude of the error must be controlled» then analytical bounding may be 

the only route open to the analyst. Finally» recall that MCS does not bound the 

error» but only the probability of committing an error of specified magnitude. 

The accompanying diagram gives a global view of the methodologies adopted 

in the resolution of this problem» and represents a synopsis of the talk presen- 

ted at the conference. 
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SOLIDIFICATION AND MELTING WITH 
INTERFACIAL ENERGY AND ENTROPY 

Morton E. Gurtin 
Department of Mathematics 
Carnegie Mellon University 

Pittsburgh, PA 15213 

ABSTRACT.  The classical theory of btefan for solidification 
and melting is too simplistic to describe phenomena such as super- 
cooling, superheating, and the formation of dendrites.  Recently, 
a general theory was developed for phenomena of this type; this 
paper describes that theory, a theory based on general therroodynamical 
laws which are appropriate to a continuum and which include contribu- 
tions of energy and entropy for the interface between phases. 

1. INTRODUCTION.  A classical problem of mathematical physics 
is the Stefan problem for the melting of a solid or the freezing of 
a liquid.  The underlying theory, however, is too simplistic to 
describe phenomena such as supercooling, in which a liquid supports 
temperatures below its freezing point, or superheating, the analogous 
phenomenon for solids, or dendrite formation, in which simple shapes, 
such as spheres, evolve to complicated tree-like structures.1 The 
past two decades have seen the development of more general theories 
for phenomena of this type, a critical ingredient being a free-boundary 
condition at the solid-liquid interface  I = I(t)  in which the 
temperature depends on the curvature of I.  In these theories questions 
arise as to what are the interface conditions;3 in fact, it is not 
clear which of the interface conditions are constitutive assumptions 
and which follow directly from the underlying balance laws. 

Here we shall discuss a recent paper of Gurtin (1986].  That 
paper develops a theoretical framework for theories of the above 
type starting from general thermodynamical laws which are appropriate 
to a continuum and which include interfacial contributions for both 
energy and entropy. 

2. GENERAL RESULTS.  The chief assumptions - -»part from general 
equations of state for the bulk and interfacial quantities - are that 
the interface I produce no entropy and that the temperature be 
continuous.across I. Among the main results are the interface 
conditions 

Cf. Chalmers [1964] and Delves U974] for discussions of these phenomena. 
2 
Mullins [1960], Mullins and Sekerka [1963,1964], Voronkov 11965].  See 
also the review articles by Sekerka [1968,1973,1984], Chernov [1972], 
Delves [1974], and Langer [1980]. 

3 
Cf. Rogers [1983] for a discussion of some of the inconsistencies in 
the literature. 

4 
Cf.  Moeckel   [1975],  Fernandez-Diaz  and Williams   [197y],  and 
Wollkind   [1979]   for  the first relation in   (1). 
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[q] 'm ~ v[E] - vKe - e on I, 

T = UEJ - He)/([S] - its) on I, 

vm • n = 0 on öl, 

(1) 

in which T  is the temperature; [E] , [S] , and [q]  are the jumps 
in energy, entropy, and heat fiux across the interface; e  and s 
are the interfacial values of energy and entropy; *, v, and m, 
respectively, are, for the interface, the sum of principal curvatures, 
the normal velocity, and the unit normal vector (outward relative to 
the region occupied by phase 1) ; e  is the time derivative of e 
following the interface; n is the outward unit normal on the boundary 
of the region B occupied by the body. 

The first of (1) is essentially the first law of thermodynamics 
at the interface.  The second - derived within the fully dynamical 
theory - is a condition of local equilibrium expressing balance of 
free-energy across the interface.  The third is a contact condition 
ior that portion of the interface which intersects the boundary of B; 
it asserts that - where the interface meets  dB - it is orthogonal 
to  dB or stationary. 

Two types of boundary conditions are discussed:  an isolated 
boundary on which q • n = 0; an isothermal boundary on which T is 
constant.  It is shown that, for either of these boundary conditions, 

interfacial area is uniformly bounded in time,      (2) 

at least when B is bounded. 

3.  EQUILIBRIUM THEORY.  For isothermal boundary conditions 
stable states are defined as minimizers of a global free-energy. 
It is assumed that the bulk free-energies cross at a single 
temperature TM; it follows that - for bounded B - stable states 
are always single phase,  the stable phase being the phase with 
lower free-energy.  TM theretore represents tne temperature at 
which a change in stable phase occurs, and, for that reason, is 
referred to as the transition temperature. 

is "phase 2 
Thus for a 

Our convention for jumps and for the latent heat L 
minus phase 1", with phases labeled so that L ^ 0. 
solid-liquid system phase 2 would denote the liquid. 

MM it is important to emphasize that the bourdary is held 
at constant temperature; two-phase solutions are possible 
when, for example, the body is isolated and the total energy 
constrained. 
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The question of stability for unbounded B is far more interesting 
There the results, expressed in terms of a solid-liquid system in 
isothermal equilibrium, assert that:' 

(i)  There are no stable states in which the bounded phase is solid 
and the unbounded phase supercooled liquid. 

(ii)  Under the conditions of (i) , minimizing sequences of the 
free-energy are consistent with interfacial instabilities such as 
the formation of complicated arrays of thin spikes, behavior indica- 
tive of dendritic growth. 

4.  QUASI-STATIC THEORY.  A quasi-static model is developed for 
situations in which the interface moves slowly compared with the time 
scale for heat conduction. The chief constitutive hypothesis under- 
lying this model is that - in each of the phases - both the bulk energy 
and the bulk entropy are constant.  It is also assumed that the conduc- 
tivities k^, the interfacial energy e, and the interfacial entropy s 
are constant.  Let B.(t)  denote the subregion of B occupied by 
phase i  (i = 1,2), and let 

u = T - Tw. 

8 
Then these assumptions lead to the system 

Au = 0, q = -k.grad u in Bi, 

u = -hK/(l-aiC),  (q) -m = (L-ite)v  on I, 

vm • n = 0 on  öl, 

(3) 

where 

h = TMf(TM,/L'   a = TMS/L (4) 

with f(*)  the interfacial tree-energy and L the latent heat. 
Global growth-conditions are established for (3) under the two types 
of boundary conditions discussed previously. In particular, letting 

M ■ TMf(T0)/L,   ß = e/L, 

In their paper of   il9b3],  Mullins and  Sekerka,  working with  the 
dynamical  theory described by   (13),   established  the instability 
of  the interface or  infinitesimal perturbations of a sphere 
solidifying in a  supercooled melt.     The assertions   (i)   and   (ii) 
are analogs,  within the equilibrium theory,   of  the Mullins-Sekerka 
instability. 

grad, div, and A are the gradient, divergence, and Laplacian operators; 
for F « F(t) and f ■ f(x,t), F* = dF/dt and f = öf/dt; vol(-) and 
area(')     denote the volume and area measures. 

8 
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it is shown that: 

(iii)     for an isolated boundary, 

vol(B2r   +   parea(I)'   = 0,       area(I)*   <  0; 

(iv)  for an isothermal boundary (u = u0 = constant on  dB), 

u0 vol(B2r + naread)' < 0. 

(5) 

(6) 

The results (5) and (6) seem to indicate (asymptotically 
as t -> oo) interfacxal instabilities such as those described in 
(i) and (ii), as well as an instability characterized by a solid 
phase whose volume tends to zero, but whose interfacial area does 
not.  This phenomenon is referred to as the formation of a dendrite 
with null volume. 

5.  THEORIES BASED ON THE CAPILLARITY RELATION.  Thus far no 
ctssumptions have been made concerning the size of the interfacial 
quantities; even though the hypotheses underlying (3) are strong, 
tue theory is exact in the sense that the underlying equations 
ore fully compatible with the first two laws of thermodynamics. 

Consider now the general relations (1), but in situations for 
which interfacial energy and entropy are small.  Then, to within 
terms of higher order in these quantities, 

[q] • m m  Lv, 

u * -htc. 
(7) 

with h as defined in (4).  The relations (7) are central to the 
modern work on solidification. 

A model is developed based on the interface conditions (7) in 
conjunction with assumptions of constant specific heats and constant 
conductivities.  These assumptions lead to the equations 

(8) 

C^*   =  -div q. q ■ -k. gradu in Bi 

u =  -hK, [q] • m = Lv on X« 

vm • n  =  0 on ÖI 

The assumption 

is common in the literature; granted (9), the following growth 
conditions follow from (8): 

(9) 

the references cited in Footnote 2. 
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(v)     for an isolated boundary, 

{vol(B2)   + CVv^J*  = 0, 

2,. lh area{I)   - u    vol(B,)   +   (C/2)   /   (u-um)^]*   <  0; 
m c ■ 

(vi)     for an isothermal boundary, 

(h area(I)   - u0 vol(B2)   +   (C/2)   /   (U-UQ)^]'   <  0. 2-,. 

B 

Here V = vol(B), C ■ C./L, and u  is the mean value 
of u. i        m 

(10) 

(11) 

A standard model for solidification follows from (8) when the 
terms C.u*  are neglected: 

Au = 0,   q = -k. grad u   in B. , 

u =  -hK,     [q]   «m = Lv on    I, 

vm • n = 0 on    öl. 

Here   (10)   and   (11)   are replaced by: 

(vii) for an isolated boundary, 

voKB^*   = 0,       area (I)*    <   0; 

(12) 

(13) 

(viii) for an isothermal boundary. 

u0 voKB^'   + h area a)'    <  0. (14) 
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NUMERICAL COMPUTATION OF THE APPROXIMATE ANALYTICAL 
SOLUTION OF A STEFAN'S PROBLEM IN A FINITE DOMAIN 

Shunsuke Takagl 
U.S. Army Corps of Engineers 

Cold Regions Research and Engineering Laboratory 
Hanover, NH    03755-1290 

ABSTRACT.    The approximate analytical solution of Stefan's problem In 
a finite domain with constant boundary and Initial conditions was found and 
reported last year.    This year we report  the numerical computation of  the 
analytical solution.    We start with the presentation of  the temperature 
solutions, which are easily verifiable.    The interfacial position is deter- 
mined by solving a complicated nonlinear equation composed of a summation 
of transcendental functions, which we describe in detail. 

I.    THE ANALYTICAL SOLUTION.    We  consider  the  simplest  freezing prob- 
lem in a finite domain 0 <_% < I,    The boundary temperature T^ at x ■ 0 
and Tg at x - t are constant,  the latter being also the initial tempera- 
ture.    The freezing temperature is Tp. 

At t - 0,  a new phase emerges at x - 0, whose  temperature we express 
hy Tj(r,,  Kjt), where  tCj Is the thermal dlffusivlty of  the new phase.    The 
domain of the new phase is 0 <. x £ s(t),  where initially s(t) * SftSt and 
finally 8(") - constant,  SQ being a constant.    We express the temperature 
of the old phase by TifCx^jt), where  KJI is the thermal dlffusivlty of 
the old phase.    The domain of the old phase is s(t)  <, x £ £.    The quanti- 
ties of the new and old phases are designated by  the roman numerals  I and 
II, respectively, used as a sub- or superlndex.    The conditions to be 
satisfied are: 

Tl (0,  Kjt) - TA    , 

T^sCt),  iCjt) - T^sU),  Krf] - Tp 

(1) 

(2) 

K 
IT, 

lET 
it 

- K 
s(t) 

II 
II    3x 

TII ^  ^11°  " TB    • 

8(t) 

T     ds 
^ dt   ' (3) 

(A) 

and 

Tjj  (x,0) - TB      for      0 < x < I  . (5) 

The approximate analytical solution we have  found   [1]  is as  follows: 
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The new and old phase  temperatures are given by 

TjCx.^t)  - TA + [TF - TA)  Erf -^ / Erf 
AtCjt 

s(t) 

/4ic t 
(6) 

for 0 < x < 8(t),  and 

T    - T       N 
m    ,           ^s       ~           B    F    r     r     .    2nt-hc ,  (2n-t-2)t-x1                ._. 
T    (x.ic    t) - T =-     I    [erfc   -    erfcv         f—|    ,        (7) 
H       "            B          RN        n-0            /AKjjt ^^S? 

for s(t)  <. x <. Af   respectively,  where 

.    .   f  [erfc2"* t 9il> - erfc(2n^2^ - »(t^j   # 

n-0 ,^rrit AKjjt 
(8) 

Substituting  (6) and  (7)  Into (3), we find the equation for the 
determination  of  s(t), 

KjCIL - TA)    l-1erfc(8(t)//4i^F)        ^(iL - TF) QN 

•*r Erf(s(t)//41crt) /Ü* 
II 

JL _ Lp«s(t) 
^N /5t 

(9) 

where 

N 
QN .   [ [r»#rfe2a*±JSßl      ♦ i-ierfc(2n^2)t - altj] i 

n«0 /^„t AKlIt 
(10) 

It  is obvious   that   the  temperature solutions  (6) and  (7)  satisfy all 
the assigned conditions but  not  the differential equation of the heat con- 
duction, unless N = 0,  s(t)  - sg/t and the second summand  In RN is 
negligible.    In other words,   the solution is exact at  the Initial stage, 
where  the semi-infinite  domain  solution  is applicable,  but   Is  approximate 
beyond the initial  stage.    The approximate solution,  however,  approaches 
the exact one as the  limit as t_ and N Increase indefinitely together, as 
proved in  [1].    We may remark  that  if we adopt a hypothetical procedure 
that _t in s(t) and  R^ are an extraordinary parameter that may be kept 
constant during the  time differentiation,   the solution  is always exact. 

The summation  in (7)>   (8)  and (10)  follow a convention.    Because the 
magnitudes of erfc x and  1~ erfcx are governed by exp(-x  ), we apply the 
same convention to all the summations.    We explain the motivation for the 
convention here.    It  is  formalized  later. 
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Initially the second summand In the Oth (I.e. n-0) hracket and the 
dual sununands In all the subsequent brackets are less than some small 
number 10~,ll,, where m Is a positive number.  These summanHs are In this 
case regarded negligible.  The temperature distributions then reduce to 
that of a semi-Infinite domain. We call 10~m the threshold number, and m 
the threshold power. 

At an appropriate time, called the first lead time, the second summand 
In the 0th bracket exceeds the threshold value. We then add It, completing 
the 0th bracket. At the second lead time, the first summand In the 1st 
(I.e. n»l) bracket exceeds the threshold value. Summands appear succes- 
sively In this way and the brackets are completed successively. We let 
mainly m ■ 10 In our numerical computation. 

To describe the successive emergence of latent summands, we use a 
sequence of lead times as a parameter. The parametric lead time grows to 
Infinity together with N. 

II. INTERFACIAL COORDINATES.  Introducing the nondlmenslonal Inter- 
faclal coordinates C and n by 

5 - 8(t)/* (11) 

and 

n - (4«I1t)
!/2/t (12) 

and defining 

N 
\(.t> 1) -    I    [l    erf( 2n+5 k-1 -k 

+ (-1)     1   •   I    erfc 2n+2-C 
] 

n-0 
(13) 

for Integers k > 0,  we rewrite  the transcendental equation  (9)  to 

W(5, n) - Erf(ee/n) - (aa/ZÖexpHß? /n)2)  • 

• V«. n)/{(bC/n)u0(C, Ti) + ojd, n)} 0 , 

(14) 

where 

and 

ß - (.<11/<l) 
1/2 

a - JKKj/KjjKTp - TA)/(TB - T,) 

b - 2Lpic    /(KTT(T_   - T_))   . ir *• ir B 

(15) 

(16) 

(17) 

825 



The domains of £ and n In W(£, n) are: 

0 < € < 5. (18) 

and 

o < n < - , 

where 

5. - 8(-)/t , 

at which n becomes Infinite. sC») Is found by solving 

KI(TF " TA)   KII(rB " V 
s(-) Z -  s(») - 0 . 

(19) 

(20) 

(21) 

an expression of the linearity of the final temperature distribution. The 
derivatives of \(K,  n) are given by 

n • 3ük/3n - -ük+1 , 

n • 3ük/3n - k uk +   1 ük+2 . 

The derivatives W^  and  W^ are given by 

St n      (3C/n)2     „  ._      . 
e • w^CC, n) 2 8 

1 + M u  /(bin    + uj + 
n     o ^n     0       1J 

(22) 

(23) 

+ |(b iß  + 2  ü*  -ü0U2)/(^iu0 +VJ' (24) 

/ir _    (35/n)2 

n e 

H 
■-ir-'K 

»„(I, n) 

p.  [i ♦ ißiiij . 
n     ^ 2    -^ 

^„a. 
- ^v, • [i - ^H) - i ü0ü3 ♦ i «^I/Äi  ♦ üj2   . (25) 
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The first Summand in the Nth bracket of UgCCi n) becomes effective 
when the inequality 

erfc((2N+e)/n) > 10 m (26) 

is  satisfied,  or,  when 

(2N+0/n < «  , (27) 

where erfc z ■ lO"111. We call z the threshold root, whose values are 
shown In Table 1 for several values of threshold powers m. The second 
summand in the Nth bracket of UgC^.n) becomes effective when 

(2N+2-0/n < z. (28) 

Given £ and n that satisfy nz - £ > 0, we find the maximum N among the non- 
negative integers that satisfy (27T, and sum up (13) to obtain ÜQ(C,T)), 
  113(5,n). The second summand in the Nth bracket in (13) is simply 
added if it does not underflow. 

The graph of W(£, const.) runs as shown in Figure I.  It cuts the C 
axis from below. Numerical computation shows that the graph is steadily 
increasing in the domain 0 <. £ <. 1 •  If the tangent at a point on the curve 
In this domain cuts the £ axis to the right of the origin, we may apply the 
Newton iteration to find the root £. 

The graph of W(const., r\)  runs as shown in Figure 2.  As n tends to ", 
the graph approaches to the U axis from below. To find the root n we first 
discover, as shown in the figure, such points P and Q on the n axis that 
satisfy W(P)«W(Q) < 0, where Q needs to be located to the left of the mini- 
mum B.  Let S be the regula falsi [2, 3], i.e. the Intersection of the n 
axis with the straight line connecting points W(P) and W(Q). Interval PS 
is narrower in this figure than interval PQ; therefore, we use the former 
to locate the root R in this case.  If the tangent drawn at point W(S) 
falls in the interval PS, we apply Newton iteration at S.  Otherwise we 
subdivide the range PS by a new regula falsi, and repeat the procedure. 

In the 0th bracket, C/l, or, equivalently, BQ,   is constant prior to 
the entrance of the second summand.  The constant zine satisfies the condi- 
tion 

(2-5)/n > z , (29) 

which defines a domain  contiguous   to  the one found  by  letting N » 0 in 
(28).    The end of the constant  coefficient  zone may therefore be defined 
by the  solution of  the  simultaneous equations W(C,   1)  - 0 and  5 +  H z - 2 - 
0.    Table   1 shows  the  end  of   the constant  coefficient   zone  for  various 
threshold powers in the case of  the  freezing of watir,  TA - -50C, Tp - 0oC 
and 5+nz-2-0.    The material constants used are:    Kj - 2.2180 J/(m s 
C),  Kll - 0.5688 J/(m s  C),  K1 -  1.15xl0~6 m2/8,   Kli -   1.44xl0~7 m2/s,  L - 
3.35176xl05 J/kg.    These values yield 5- - 0.795898)952. 
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On a renewed assumption that the domain Is semi-lnfInlte whose tem- 
perature at x « " is 50C, we have computed, on the basis of the threshold 
powers shown in Table 1, temperatures at x - A at the times when the inter- 
face reaches the end of the constant coefficient zone, which are Included 
In the table. We accept that the temperature In a semi-Infinite domain 
applies prior to a time at which one of the computed temperatures Is deemed 
close enough to 50C. 

Table 2 shows the nondlmenslonal Interfaclal coordinates for m ■ 10. 
The table also shows the differences of the temperature gradients at the 
terminals of both phases, a quantification for demonstrating the approach 
to the final steady temperature distribution. 

The minimum absolute value of W(C, n) chosen In this computation for 
defining the root of the equation (14) Is 10" . If the power Is higher 
than 10, the solution process described above does not necessarily converge 
because of the error bound in the subroutine for evaluating EQ(X), which 
we have defined through the formula 

erfex = e   • E0(x) . (30) 

The subroutine Eo(x) produces 12 effective digits for any nonnega- 
tive x.  The program uses Erfx continued fraction [4] from x - 0 to 0.5, 
ERFC 5707 RATIONAL APPROXIMATION [5] from x - 0.S to 8,0, and erfcx con- 
tinued fraction [4] from x = 8.0 to <». 

The computer programs will be made available, which are written In 
Fortran 77 and run on the PRIME 9750. 

• 
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Threshold 
power 

Threshold 
root ^ nend Wnend 

T at x - * In a snml- 
inf Inlte domain 

3 2.326753766 0.2386364804 0.7570046928 0.3152377821 4.529240666 

4 2.751063906 0.2056840653 0.6522261918 0.3153569542 4.770161762 

6 3.458910737 0.1671161673 0.5299020333 0.3153718175 4.941947352 

8 4.052237244 0.1444140153 0.4579164232 0.3153719935 4.984650553 

10 4.572824967 0.1290340786 0.4091488161 0.3153719955 4.995826039 

12 5.042029746 0.1177331889 0.3733152929 0.3153719956 4.998842966 

H 5.675846347 0.1052780845 0.3338219183 0.3153719955 4.999826798 

Table 1.    End of the Constant Cbefficlent Zone, ^gid ^ rWid» 
for Various Threshold Pbwers. 

0*0) 0.3153719956, which Is Identical to CAl In the constant coef. zone. 
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Abstract: 

Solid substrates, when exposed to undesirable vapors, can experience 
temporary or permanent material damage by the adsorption of these 
vapors. However. the supply of thermal energy to the contaminant can 
put them back into the gaseous phase. In this analysis the effect of 
heating as a means of decontamination of substrates is examined in 
detail. In particular, the use of thin electrically conducting films 
imbedded in the substrate is considered as a heat source. 

In the current development a one-dimensional model for infinitely 
large substrates is adopted. The thermal transport mechanisms 
include heat generation in the conductive layer, unsteady heat 
conduction through the solid substrate, heat of desorption in the 
adsorbed layer and thermal convection in the gaseous exterior. The 
mass transport of the contaminant takes place by diffusion in the 
substrate and desorption at the surface. These coupled phenomena are 
mathematically modeled by a set of governing differential equations 
and boundary conditions. This set of equations is solved numerically 
by finite-difference methods. The analysis predicts the temperature 
ana contaminant concentration of a solid undergoing heating. Results 
for some special cases have been included to 'exhibit the typical 
behavior of such systems. For most cases the heating process 
decontaminates the solid. However, for some cases the heating 
increases the solubility of the contaminant and may increase its 
concentration after long periods. 
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Nomenclature 

concentration of absorbed vapor within the solid 

D 

h 

H 

k 

L 

Le 

m 

Nu 

P 

Q. 

R 

t 

T 

T 

maximum vapor concentration that is dissolvable in the 
solid (This is related to the available absorption sites 
per unit volume) 

specific heat 

mass diffusion of vapor (in ambient gas or solid) 

heater depth from outside surface 

dimensionless adsorption depth [equation (328)] 

thermal conductivity 

thickness of the slab 

Lewis number ( ■ a/D) 

mole friction of the contaminant vapor molecules 

Nusselt number 

partial pressure of vapor 

volumetric heating rate 

molar heat of adsorption for the first layer of adsorbed molecules 

molar heat of condensation 

molar heat of solution 

universal gas constant 

time 

temperature 

surface temperature 

ambient temperature 

dimensionless partial pressure (also equal to mole fraction) 

coofdiiiita normal to the slab 
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> < 

Greek Letters 

a - thermal diffusivity 

A 

e 

thickness of heating element 

coupling parameter governing the thermal transients of the 
slab surface [Equation (3.27)1 
solubility parameter which links surface coverage and bulk 
concentration at the surface [c - e6/(1 + £6)1. 

6 

a 

e 

property ratio 

density 

dimensional surface coverage 

available adsorption sites per unit area 

dimensionless surface coverage ( ■ o/oo) 

Subscripts 

0 

1 

2 

D 

9 

k 

L 

m 

s 

t 

V 

a 

upper surface 

substrate material (plexi-glass) 

heater material (Indium-Tin Oxide) 

Ambient far-stream quantity 

mass diffusivity ratio 

for property of gas-vapor mixture 

thermal condictivity ratio 

lower surface 

mass transfer 

at the slab surface; propeny ratio between solids 2 and 1 

thermal 

contaminant vapor 

thermal diffusivity ratio 
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INTRODUCTION 

The problem of contamination of solids by chemical vapors is one of important 

consideration in many industrial applications. Typically, industrial equipment exposed to 

undesirable vapors will undergo contamination by the vapors being adsorbed on solid 

surfaces. After long periods of exposure, absorption of the vapor into the solid will take 

place. This can cause deterioration of materials such as plexiglass windows and may 

result in the entire unit being temporarily non-functional. 

In the present analysis we examine the process of decontamination by heating the 

plexiglass substrates with imbedded electrically conducting layers. The application of 

such heating elements for the purpose of deicing is well known. However, little is known 

about its overall effectiveness for the removal of adsorbed and absorbed contaminants. 

While the heat input supplies energy to the contaminant molecules and sets them into a 

free state (gaseous state), it also increases the solubility of the contaminant in the solid 

substrate. It is therefore necessary to carry out a detailed mathematical analysis to 

determine the effect of heating on adsorbed and absorbed contaminants. 

In the current study we make some fundamental assumptions relating to the 

adsorption/desorptlon kinetics and then develop a one-dimensional model for the removal 

of physically adsorbed contaminants. The mathematical analysis provides information as 

to what data are needed to predict the performance of such a decontamination system. 

At the same time some typical cases have been run to simulate such predictions. Also 

included are cases for which the increased solubility due to heating may cause the 

contaminant level to increase. 

Kinetic Theory of Adsorption and Desorption 

According to Langmuir's [1] monolayer model, adsorption takes place at a constant 
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heat of adsorption Qa.    The ratio of the occupied adsorption sites, a, to the maximum 

available, o0, on a unit area is given by 

6 
V 

(2.1) 

where k3 is a constant and p is the partial pressure of the vapor. This model for 

adsorption is suitable for low pressures. A model for multilayer adsorption was 

suggested by Brunauer, Emmett & Teller [2] in 1938. By simple accounting of the number 

of molecules in each layer, they gave 

e 
kx 

(2.2) 
(1-x)(1-x  +   kx) 

Here x  ■  p/p0 where p0(T) is the equilibrium vapor pressure at temperature T, and 

10 -QJ/RT 
k  -  e   "   a     ).    The heats of adsorption  Qa and Q0 correspond to  monoiayer and 

multilayer states, respectively.   The total heat of adsorption is given by 

Qf(9)   -   [Q.   -   (Q,   -   QJxieo/N   -   QBo/N, 

where N Is the Avogadro number and Q Is defined as 

Q -  Q,   -  (Qa  -  Q0)x, 

(2.3) 

(2.4) 

The fundamental principle behind the decontamination lies in behavior of 6 with 

temperature. From (2.2) it is clear that for small x. 6 Is nearly proportional to x. However 

po(T) Increases with T and hence x * p/p0 decreases with T. Therefore 6 decreases with 

T, indicating a reduction in the amount of contaminant adsorbed in the surface of the 

solid.  It is clear that by raising the temperature a surface may be decontaminated. 

In the next section we formulate the governing differential equations for substrates 

electrically heated by imbedded conductive layers. 
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3.DEC0NTAMINATI0N OF SUBSTRATES BY ELECTRICAL HEATING:   FORMULATION 

Description of Problem 

Since with a rise in the temperature of the substrate, decontamination of the 

surface takes place, the possibility of heating by imbedded elements (such as in an 

automobile windshield) is considered here. The application to defogging and deicing is 

well known [1,4,8-9]. We adopt here a one-dimensional model in which the heat and 

mass flow in the direction parellel to the plane of the substrate are considered negligible. 

At this point we can define a specific one-dimensional time-dependent problem. 

Let us consider a long slab of thickness L which is exposed to an environment 

containing a chemical vapor and some inert gases. An electrically heated layer of 

thickness 5 is imbedded in the slab to a depth h (see Fig. 3.1). The substrate is referred 

to as phase 1 and the heating element as phase 2. The chemical vapor deposits Itself on 

the surface of the substrate by adsorption and then diffuses into the bulk of the 

substrate. 

The physico-chemical processes involved are as follows: 

Mass Transfer 

1. Diffusion and convection of contaminant vapor in the environment takes place 
due to the wind pattern, or to the motion of the substrate. This sets up a 
velocity profile near the surface of the substrate. As a result, convective 
transport of the contaminant to or from the surface takes place. 

2. Adsorption/desorption of the vapor at the solid surfaces. 

3. Diffusion of vapor into the solid phases (1 and 2).   Chemical reactions within 
the solid are not being considered. 
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Heat Transfer 

1. Heat release by electrical heating within the conductive layer. 

2. Heat conduction in the solid phases 1 and 2. 

3. Heat associated with adsorption/desorption at the surface. 

4. Thermal diffusion and convection in the gaseous environment. 

Assumptions 

1. Fluid flow processes are considered only for their effects on heat/mass 
transfer. Simple lumped parameter models (i.e., heat and mass transfer 
coefficients) are to be used for these processes. 

2. The adsorbate (solid) is infinite in length. A one-dimensional formulation is 
used for the solid phase. 

3. A uniform volumetric heat generation rate q"' is considered in the 
conductive layer of thickness 5. Any chemical reactions within the solid 
phase and the latent heat release thereof is not considered. 

4. The concentration of the sorbed species within the solid is linearly related to 
the surface concentration of the adsorbed layer within certain limits. 

5. The solid surfaces are taken to have reached an adsorption equilibrium with 
the surrounding gas-vapor mixture. At this equilibrium, the "fraction" of the 
surface covered (6) depends on the surface temperature Tt and the partial 
pressure pyt of the vapor adjacent to the surface. Furthermore, at equilibrium, 
pv s is purely a function of the surface temperature and the heat of adsorption. 

If p .is different from Qmea, (the far-field partial pressure) then vapor transport 
takes place in the gaseous phase as well. 

6. For the present model, only physical adsorption is treated for a multi- 
molecular adsorbed layer.   The heat of adsorption for the first layer, Qa, 
is different from the subsequent layers, for which it is taken to be the 
latent heat of condensation, Qo. For the first layer Qa actually varies with the 
fraction covered but here we take it to be the average value. 

7. The dependence of the partial pressure with temperature is given by 

p     ■ xp     "xp _e Kv,i        Ko.t      ^o« 
• *▼-     T    ' (3.1) 

where * " mvs is the mole fraction of the vapor in the air adjacent to the 
surface. 
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Governing Equations 

At this point the problem may be precisely cast into a mathematical form as a 

closed set of partial differential equations. With the assumptions made in S3.1, the 

equations for heat and mass balance are as follows: 

Gas Phase 

Heat transfer between solid surface and air: 

% - h
g,(Ts - T«) 

Vapor mass flux between solid surface and air. 

ig,v = VgK.s -mv,<») 

where 

h
gt * Nutkg/L 

h      = Nu   D   /L gm m   gv 

with 

Nu 
k 

9 
m 

V 

D
gv 

■ Nusselt number 
= thermal conductivity of gas 
■ mole fraction of the vapor 
■ binary diffusion coefficient between vapor and air. 
= density. 

(3.2) 

(3.3) 

(3.4) 

(35) 

Equation (3 2) and (3.3) are based on lumped parameter modeling of the convective 

transport.    The Nusselt numbers, Nu, and Num depend on the external flow conditions. 

The general characteristics of these Nusselt numbers are available in most heat transfer 

textbooks (see, e.g., Burmeister [2]). 

Solid-Gas Interface 

Heat transfer at the interface: 

q   - q   = q Mg       Ma       ^s 

//here 

(3.6) 
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q, - -k 
IT, 

3V 
v=0 

or 

31, u     1 

and qa is the heat release by adsorption. 

Mass transfer at the interface: 

i     + i   ■ i 

where 

,2_. j, * mass rate of adsorption (g/cnr-sec) 

i.V 'iv = mass flux ^rom th9 so,'d 

3c Iv, 

j«,v "     D1v  3y   ly-O 

3c 

j..v •+D; 
lv, 

v   3y   ly-L 

(3.3 

Adsorption Equilibrium 

and jg v is given by (3.3) 

(37) 

(3.8) 

(39) 

e 

where 

From (2.2) 

kx 

{l-x)(1-x +kx) 

(Q1,-Q0l/RT 
k ■ e 

and following (2.4) it can be seen that 

Q - Q0 - (Qa - Q0)(1-x) 

(3.10) 

(3.11) 

(3.12) 

By employing the quasi-equilibrium assumption we may write the adsorption heat flux as 
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0o. 

q. N 
eo (3.13) 

and 

0o. 

i. ■ -ji*** "moo9 (3.14) 

where N is the Avogadro number, o   is the maximum number of available sites per unit 

area, M   is the molecular weight of vapor, and m is the mass of one molecule of the 

vapor. 

Solid Phase 1 

Heat transfer: 

1", 3'T, 

a, 3t 3V2 

where a1 is the thermal diffusivity and T1 is the temperature. 

Mass transfer: 

i   3c,       32c1 I 1v IV 

Div 3t 3V2 

(3.15) 

(316) 

where D1v is the diffusion coefficient, and c1v is the mass concentration in g/cnrr 

We assume a linear relatloship between the superficial mass concentration that is 

adsorbed at the surface and the volumetric concentration adjacent to the surface. This is 

the basis of assumption 4 in § 3.1.  Thus at y - 0 and y ■ -L, 

maoe ' (t)cu (3.17) 

where 4» is a constant with dimensions of length.   This is called the penetration depth. 

The relationship (3.17) is used for cases when 

mo 
<<c (3.18) 

wh9re co is the maximum possible concentration. 
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Solid Phas_e 2 

Heat Transfer 

1 8T2     32T2     q" 

o2 3t       3Y 
+  

2 k2 
(3.19) 

where q'" represents the volumetric heat generation rate in cals/cm3-sec. 

Mass Transfer 

3c,..     3c 1   "^v 2v 

D2v  3t        3v2 

The boundary condition between solid 1 and solid 2 at y = -h and y 

Tt-T, 

3T,        3T2 

1 3y     2 3y 

(3.20) 

-(h+6) are 

(3.21) 

and 

C1v M C2v 

3c1v 3c2v 

(3.22) 

The initial conditions are 

T, - T2 - T.       at  t - 0 

c1v - c2v - 0       at  t - 0 

(3.23) 

The equations (3.1-3.23) form a closed set.    However,     it is convenient to identify 

dimensionless groups and make these equations nün-dimensional. 
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Pimensionless Grouping 

The dimensionless parameter are selected as follows: 

htL 
Nu,— 

g 

Nu, 
gv 

mo. 
€  = K 

A = 
m0o   Co     R 

Lc 
P,   CP1 

ma 
H =    -     (dimensionless adsorption depth) 

RT„ 

Q   = — 
•     RT„ 

(3.24) 

(3.25) 

(3.26) 

(327) 

(3,28) 

(3.29) 

(3.30) 

(ratio of saturation density at infinity to maximum solubility in solid 1) 

r,,, ■ vapor mole fraction at infinity 

(3.31) 

(3.32) 

q* ■ —-=—(dimensionless volumetric heating rate) 
1 00 

ma0 

e =   — (dimensionless penetration depth) 

K - Vki 

(1>„   a D   /D, 

Le. = a./D, 1       Iv 

♦as = 0l2/ai 

(3.33) 

(3.34) 

(3.35) 

(3.36) 

(3.37) 

(3.38) 
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♦D. - Wh 

K ' k2/k1 

T* - T/T« 

(3.39) 

(3.40) 

(3.41) 

c,   • c, /c 1v 1v    o 

V* - y/L, h* - h/L, 6* -6/L, t* - a^/L2 

(3.42) 

(3.43) 

By combining (3.2), (3.6), (3.7) and (3.13) we obtain 

de    .       »    « 3Ti 
Nut 4>fl{T   - 1) -A^;[Q0 *(Q-QMl-x)] -±— at y - 0 or y -L. (3.44) 

Similarly, by combining (3.1), (3.3), (3.8), (3.9) and (3.14) we find 

X    Q(1 - 1/T ) - "U 
NUm^ooPo r« -_e 0 '   -Le^ö - ±^-      at y - 0 or y - -L 'fti^oa^o '<*> 

3V 
(3.45) 

The adsorption equilibrium given by (3.10) and (3.12), when non-dimensionalized. 

gives 

kx 

(l-x)(l-x +kx) 

with 

(3.46) 

*      *    « 
(Q   - Q l/T 

k - e   *     0   • (3.47) 

The remaining equations may be written as 

BT,      3T, 

at*    ay*2 

1 ac,      i a2c 
'1v 1v 

at*       LOT 3ys 

(3.48) 

(3.49) 
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ST; 

3,- ' ♦«■ 

3^ 
■     •* 

^   *2 +q 

3V2 

3c
2v 

3t* 
= <»D, 

1     32c2v 

Le,   3y*2 

with boundary conditions 

• 
C1v" 

ee at    v- 0,-1 

(3.50) 

(3.51) 

(3.52) 

Ti ' T2'- 

•T, 

3V* 

3T, 
<t> ks 

3/ 
and 

at v » -h ,-(h   ♦ 6 ) 

C1v ' C2v; 

3civ 3c2v 

V^D837  atv 

and initial conditions 

T, » T2 »1      at   t* - 0 

-hV(h* +6*) 

(3.53) 

(3.54) 

(3.55) 

c,   » c, = 0      at  t   » 0 1v 2v 

We next examine the magnitudes of the various dimensionless parameters so as to 

identify the relatively important transport mechanisms. 

2. IDENTIFICATION OF THE IMPORTANT TRANSPORT MECHANISMS 

In this section we first state the approximate range of physical properties and 

external conditions for typical situations of practical interest. This is followed by an 

estimate of the magnitudes of the dimensionless groups. 
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Physical Properties 

Plexiglass substrate (Poly Methyl Methacrylate) 

Property Value Range 
at 378K 

Density, 

Specific heat. 

Thermal conductivity. 

Thermal conductivity, 

Mass dlffuslvity (02), 

Air at 20oC 

Thermal conductivity: 

Thermal dlffusivity: 

Mass Dlffusivity (02,N2) 

0.6267x10 

0.2216 

0.2 

-4 

Electrically Conducting Layer (Indium Oxide + Stannic Oxide) 

Pi 1.19 1.0 g/cc 

CP1 
0.37 .5 cal./g-K 

*1 BxlO-4 1-10x10"4 cal/cm-sec-K 

a1 I.UxlO"3 1-10x10'3 cm2/sec 

D1v 1x10"a 10'6-10"8 cm2/sec 

cal/cm-sec-K 

cm2/sec 

cm2/sec 

Density: p2 6.3 

Specific heat: cp2 0.2 

Thermal conductivity: k2 0.0136 

Thermal dlffusivity: o2 1.08 x 10"2    . 

Mass dlffusivity:   02 Not Available (consider: D2v/D1v * 10'', 1 and 10) 

Thickness of layer:   5 typically 1000 A» 103cm, (consider:   1 - 10 x 10~3cm) 

g/cc 

cal/g-K 

cal/cm-sec-K 

cm2sec 
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Heats of Adsorption 

The  ambient temperature  is taken to  be T« ■ 20oC (293 K).    Assuming  Qa - 3 

kcal/g-mole, we obtain: 

ft 
With this as an approximate estimate, a range Qa ■ 1-25 is considered. 

Similarly, with Q0 a 1 kcal/g-mole, Qo - 1-5 is considered. 

Heating Levels 

The   maximum   heating   levels  quoted   in   the   literature  are  of  the   order  of  4 

cal/cm2-sec.   Therefore, the volumetric heating rating (for 6 ■ 10"3cm) is 

q   ' —- ■ 60. 

We consider q* ■ 1-100. 

Solubility Parameter 

The solubility parameter e is estimated as follows: 

At the surface we have clv - ed.   As 6 takes on large values (say, 10) the solid 

phase will also approach saturation (c1v * 1).   Therefore, we take c ■ 1/10 ■ 0.1. 

Adsorptjon Depth 

The dimensionless adsorption depth, H - moo/Lco is estimated by examining the 

solubility of N2 in Poly Ethyl Methaclylate.   At 250C the solubility is 
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8 - 7.5 x 10~2c.c.gasSTP/c.c.sub8trite 

where s is defined by c1v » sp.   Assuming a partial pressure of p - 0.1 atm, we find the 

volumetric concentration c.   to be 
1v 

3«. >. ICTD\/f r- c,w - 7.5 x 10'Jc.c.(STP)/c.c. 

In units of mass concentration this is 

c1v - 9 x 10"6g/c.c. a io_5g/c.c 

We therefore take co e 10'5 g/c.c.  If the gas is more soluble, co may be as large as 10 3 

g/c.c.  For very low solubilities it may be 10~7 or 10'8 g/c.c. 

Dlmenaionleaa Groupe 

The maximum number of available sites is of the order of o   - 1014/cm2.    The 

parameter H is therefore given by 

mo 

Ic 
0 A H -  10 4 

o 

where L is taken to be 1 cm, and m - 4.67 x 10-23g for N2. 

The dimensionless parameter A is given by 

mooR        co R 0 
A  H « 10"9 

LPicpi       piCPi 

From these estimates it is clearly seen that surface transients (6 terms) would be 

negligibly small.   Furthermore, due to the very small mass diffusivity of the solid (10~6 - 

10~7 cm2/sec) compared to that in the gaseous phase (0.1 cm2/sec), the mass transfer 

relationship betwen the surface and the ambient reduces to the quasisteady relation   c1v • €6 

where 6 is the surface coverage at the adsorption quasi-equilibium. 

The   above   linear   relationship   can   be   generalized   by   considering   saturation 

phenomena within the solid and a Langmuir type absorption isotherm, c ■ e6/l + e6 can 

be  employed.      The   results   of the  estimates  of  these   dimensionless  groups   are 

summarized in Table 1. 
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Dimensionless Parameter 

Nu, 

Nu 

Range 

0(100) 

0(100) 

Comments 

Included in the model 

This is large, but irrelevant 
since gas-phase mass transfer 
does not affect problem 

A 

A 

Q 

• * 
q 

H 

lO"9 Negligible 

1-5 Included 

1-25 Included 

1-100 Included 

lO'6 - lO"1 Irrelevant 

<1 Strongly temperature dependent. 
Consider values 10~4 - 1 

6* 

h* 

I*, 

♦a. 

K 

0.001 

0 < h* < 1 

0.05 - 0.5 

105 - 108 

102 - 105 

1 - 10 

10 - 100 

Consider 0.001, 0.01, 0.1 

No data available, trv 0.1, 1, 10 

Table 1:    Summary of estimate of magnitudes of dimensionless parameter 
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5.RESULTS AND DISCUSSION 

The non-dimensional governing differential equations together with the 

simplifications discussed in §4 have been programmed for a finite-difference solution. 

The results from the various sets of data have been plotted in Figs. 5.1-5.5. Here we 

discuss each case in detail. 

In Fig. 5.1, the temperature profile at various times is shown. The heater is placed 

at y* = -0.25. The thermal parameters for this plot are q* - 50 0, 6* - 0.001, $ks ■ 50.0, 

Nut0 = 200.0 and NutL ■ 10 0.   The plot shows the following important features 

1. The region near y" = 0 reaches a steady state faster than the rest of the 
substrate. This is because of the higher Nusselt number and the shorter 
distance from the heating element. 

2. More heat leaves through the surface y* = 0 than y* ■ -1.    This is owing to 
the  relatively   lower  thermal   resistance  of  the   region   -h* < y* < 0  than 

•       * ._* 
-1 < V  <.  -h . 

3. A large Nusselt number causes the corresponding surface to be cooler and, as 
a result, leads to higher adsorption. The heating is therefore wasteful. If the 
Nut is controllable, then it should be minimized so that very high heating 
levels are not needed. 

4. The maximum steady temperature in this case is Tma)(/T0(> = 1.5. Assuming 
To, ■ 300K, we have Tmaj( ■ 450K. At such high temperatures the plexiglass 
would deteriorate. 

In Fig. 5.2 the dimensionless surface coverage of the contaminant on the outside, 

(60) and on the inside (6L) are shown as functions of time. The parameters for the graph 

are: 

H 6* ♦k. H, q Nu.o NutL ♦a. 
Run 1 0.5 0.0001 10 0.05 50 200 10 1 

Run II 025 0.001 50 0.25 50 200 10 5 

Run III 0.5 0 001 50 0.25 
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Run IV      0.5 0.001 bü 025 10 2 2 5 

In addition we use Qa ■ 5.0, Qo " 1.0, py0 - 0.5 and pvL - 0.01..  The following features are 

observed. 

1. Curves I and II, between which there is no systematic change in the thermal 
parameters, both reach the same steady state value for 60 and 9L. This is 
because the groups 

1 ♦ Nu^h* 
Q _ «___ (51) 

1 + NutL (()kfl(l-h ) 

and 

q   6   #1. 
Q  (5 2) 

VNuto + Nu,L
Qi) 

have approximately the same values for these curves. 

2. The curve II corresponds to a larger thermal diffusivity than curve I. It 
therefore approaches a steady state faster. For curve IV the Nusselt number 
is lower that curve III. The eigenvalues determining the rate of thermal 
transport are smaller for curve IV and the transport process lasts longer in 
this case. 

3. The higher level of adsorption on the outside is due to larger partial pressure 
of the vapor on the outside. 

In Fig. 5.3, the effects of partial pressure of the vapor and the heats of adsorption 

on the fraction covered are shown. The plots correspond to fixed values of the 

parameters Q1 and Q2 (Q1   ■ 0.0317; Q2 = 11.5556) or fixed values of the parameters 

T0 - 1 + Q2 (5.3) 

and 

TL = 1 + 0,02, (54) 

1  We find that 9L < 6o because TL > To.  This is due to the convective cooling 

which occurs in the outside. 
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2. Each curve shows a steep linear portion for small pressures, a flat portion for 

moderate pressures, and saturation (6 •*■ ») as the partial pressure approaches 

saturation. 

* 
3. At large Q , the linear and the flat portions are separated around 8-1.   this 

implies that for large Qa (such as in chemisorption) a monolayer is formed 

first until 6-1. Subsequently, more layers build up. For Qa Qo, all layers 

may be formed simultaneously. 

• 
4. At large Q . the saturation phenomenon is delayed.   This happens because the 

O' 

(Q   - Q >/T 
parameter  k = e   a      0    s,   which   signifies   the   ratio  of  adsorption  times 

between the first and the subsequent layers, decreases. 

In Fig. 5.4, the concentration profile within the solid is plotted. The solubility has 

been assumed to be the same in both the substrate and the heating element. Also the 

ratio of the two diffusivities is taken to be unity. 

The parameters are: L* - 0.5, 6* - 0.001, ^ ■ 5.0, ♦□, ■ 1.0, tko - 50.0, Le, - 500, 

4>ka - 0.25, ♦^ - 5.0 x 105, Q* - 5.0, Q^ - 1.0, q* - 50.0, Nut0 - 10.0, NutL - 200.0, e - 0.1. 

p*0 - 0.5 and q*L «0.01. 

We observe from the plot that: 

1. The time taken to reach mass transfer steady state is approximately equal to 
Le, x (time for thermal steady state). 

2. For short times, diffusion occurs from both ends and the effects from each 
end grow independently until they interact. 

3. As time increases, the concentration profile becomes monotonic and a 
straight line is obtained for constant mass diffuslvity. At steady state, a 
steady stream of vapor diffuses from the higher concentration side to the 
lower concentration side. 
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4. The surface concentrations are given by 

c0 - e80/(1 ♦ e90)     at y* -0 (5.5) 

and 

cL - EeL/(1 + eeL)     at v* -1 (5.6) 

Here 60 and 6Lliare functions of the thermal parameters Q1 and Q2, the heats 
of adsorption Qa and Q0, and the partial pressures pv0 and pvL. Thus after the 
thermal steady state is reached, c0 and cL remain constant due to thermal 
equilibrium. 

In Fig. 5.5, we have plotted the variation in the steady state bulk concentration 

(cbulk ■ J^c'dy*) as well as Tmax ■ Tma)/Tn as a function of q*. The important feature 

incorporated here is that the solubility parameter e is taken to be temperature dependent. 

It is given by 

(5.7) 

where Qs * Q/RT« is the heat of solution.   Since the solubility changes with changing 

temperature, the heat of solution plays a role.   The program was modified to include this 

addition parameter.  The plot corresponds to the following values of the parameter: 

L* - 0.8. 6' - 0.001, ♦,,, - 50.0, ^ - 0.25, 

Nuto - 200.0, NutL - 10.0, e0 - 0.1, Q, - 10.0. 

< - io. P;o ■ 05. P;L - 0.01. QJ - 0.0-1.0. 

The results exhibit the following features: 

* 
1. For very low heat of solution. Q the bulk concentration decreases 

monotonically with the heating level q . it may be noted that the duration of 
heating does not determine the level of contamination after the attainment of 
thermal and mass transfer steady states. For this reason the level of Initial 
contamination or the initial temperature do not affect cbu,k. 

2. For a reasonably large heat of solution, while the surface coverage (60 and 6L) 
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decreases with increasing temperature, the dissolved contaminant in the bulk 
increases, this usually happens when the heating levels are low and the 
change of 80 and 6L are not as rapid as that of the solubility. If the outside 
environment is very cold and if the convective cooling is strong, the interior 
of the substrate may be very hot, but the surface will remain fairly cool. As a 
result, the heating may not substantially remove the surface contaminant and 
at the same time it will increase the solubility. This will lead to increased 
contamination if heating is sustained for long periods. 

3. An  important consideration for design would be the maximum temperature 
reached: 

T0 ♦TLhVn-h*) *qVhXs 

T«.. :    ........ • (5.7) max 1 *h7(l-h ) 

. 

If  !„ » 300K,  then  for  a   material   such  as  plexiglass,  we  would   require 
Tmax < 1.5 to avoiding thermal damage. 
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GAS  + VAPOR (-OUTSIDE") 

Solid Phase 1 

Z Solid Phase 2 (Conducting Layer) 

3n 

Solid Phase 1 

GAS  + VAPOR ("INSIDE") 

Fig. 3.1 
One-dimensional model of substrate with 

imbedded heating element 
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0, 

Fig.   5.2 

Dimensionless surface coverage at various tines. 
The upper surface is denoted by "    and the lower one by t. . 
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0.135 

max 

0.110 

f. 
1« fr 

Fig.  5.5 

Steady state average volumetric concentration c^i^ and 
T^av. as function of heating level maximum temperature,  >nil*t n» iu„\.\.<un »> mmmmwwm i 

Note that for Qs = 0?i-0.5 an Increase in heatinq Jevel 
q" from 0 to about 25 actually increases in the contaminant level 

in tne steady state. 



THE POISEUILLE FLOW OF A PARTICLE-FLUID MIXTURE 
EFFECTIVE VISCOSITY 

Donald A. Drew 
Department of Mathematical Sciences 
Rensselaer Polytechnic Institute 

Troy, NY 12180-3590 

Abstract. The equations of motion for the Poiseuille flow of a 
particle-laden fluid mixture are salved for a symmetric flow in a 
channel. We assume a formula for mixture viscosity as derived by 
Graham. For mixtures with particle concentrations below the 
effective maximum packing, this results in a flow with the 
particles concentrated at the core and a clear fluid layer at the 
walls separated by a transition layer where the particle 
concentration varies between the packed value in the core, and 
zero in the clear layer. This flow structure leads to a 
flow-pressure drop relation which can be interpreted as an 
"effective viscosity" for the mixture in Poiseuille flow. This 
points out the difficulty in measuring the mixture viscosity 
using such a flow. If the walls are porous, the flow leaking 
through the the walls leads to a force opposing the formation of 
the transition layer. If this force is sufficiently large, the 
clear layer does not form and particles can foul the wall, 
reducing the effectiveness of this device as a filter. 

Introduction. The two-fluid model for the flow of a dispersed 
mixture is based on equations of conservation of mass and 
momentum for each material. These equations are assumed to 
govern the multidimensional motion of such mixtures, provided the 
correct constitutive equations are supplied. One test of the 
constitutive equations for a multidimensional flow is plane 
parallel flow, where the equations should be able to predict the 
velocity profiles and the concentration across the channel. 

Equations  of  Motion.   The mass and momentum equations for the 
flow of a particle-laden fluid mixture are: 

(1) 

(2) «t ♦ v.  (1 - o) v-f = 0 

<3> • ft ^ * Vp • » Vpl - -V. » pp +  (ppj - ppj 

> « S (vf ~ vp) 

> « Pi   c vm 

• ■ 

«Vf 
at" + Vf • * v^ J  B? ■ vp • • Vp 
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+   a N  L   (vp  - vf)  -»[»-♦ vf]   +  FF +     * IP 

■   Ipi t>p  0 

(4)     (i - .} Pi  l|2i v* Vf (l   -   a)   T   pf 

(Pfi   -  Pf)   '   «     4   ■   S   [vp  -   Vf) 

+   a    pf    C vm 
«v, 
|t      +   Vp   •    "   Vp -F Vf •    ♦ Vf 

+   a    p^    L    (vf    -   Vp)    "»(*-»   Vf] Fp 

+   T    .     (l    -   «)    tf    +    •    a    •    ifi 

+   v (l    -   o)    tfT   _    (l    -   a)    pf   g 

Here « is the volume -fraction of particles, Pp is the particle 
density, p-f is the -fluid density, Vp is the particle velocity, v-f 
is the fluid velocity, pp is the particle pressure, ppi is the 
pressure at the particle interface, pf is the fluid pressure, pfj 
is the fluid pressure at the interface, S is the drag 
coefficient, Cvm is the virtual mass coefficient, L is the lift 
coefficient, FF is the Faxen force, g is the acceleration due to 
gravity, Xp is the particle shear stress, ipi is the particle 
shear stress at the interface, T( is the fluid shear stress, Xfi 
is   the   fluid   shear    stress   at   the   interface,    ij5   is   the   particle 
turbulent    shear 
stress. 

stress,    and    tj       is    the    fluid   turbulent    shear 

The virtual mass and lift force is calculated by Drew and 
Lahey (19B6) by considering the force on a single sphere 
accelerating relative to an inviscid fluid which is undergoing a 
pure shear plus a rotation. This results in Cvm = 1/2 and L ■ 
1/2. For our present purposes, we shall assume that the virtual 
mass-lift   combination   is   objective.       This   forces   the   choice   L   = 
f-vm* 

The Faxen force is comparable to the viscous forces in the 
fluid phase. This term is not usually included in two-phase flow 
models,    and   consequently   its   form   is   not   common   knowledge.       We 
assume 

(5) FF   =   k Uf Vf 
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The pressure terms are very important for wave propagation in 
bubbly flows. Single sphere calculations such as the ones used 
to determine the forms of the virtual mass and lift suggest; 

(6) pp = ppj = p-fi = Pf -| Pi    Ivf - Vpi2. 

Stuhmiller (1977) gives t = 1/4 for inviscid flow. 

The stress terms are most difficult to model. If the 
particles are small and rigid, they are essentially stress 
transmitters on the microscale. Thus, we assume that the 
particle stress and the interfacial stresses are the same. 
Therefore, 

(7) ip = ipi = Tf i . 

The stress which the particles are transmitting corresponds to 
the extra needed to make the mixture more viscous. To account 
for   this   effect,   we   take 

<B) Ipi   =   P    (">    Tf   . 

For the viscous stress, we take Ishii 's (1975) form, which is 
derived from averaging the microscopic viscous stre&i tensor. 
This  gives: 

(9) If   =   u    il'    vf    *    l"   vfJ    I    •    Ta     (vf [»    Vf     *     [*    Vf)T] 

[vf   -   v,,) 

The Reynolds stresses are responsible for diffusive effects 
in the momentum balance. For the Reynolds stress in the fluid, 
we take a simple form of a model proposed by Drew and Lahey 
(1979) which has coefficients which can be calculated from 
inviscid   flow   around   a   single  sphere   Lamb(1933).      This  gives: 

(10a) ij   =   »   Pf   a    ivf   -   Vp I      ^  +   a    />f   b    [vf   -   Vp) (vf   -   vp) 

For the Reynolds stress in the particle phasf, we a^sutni1 that the 
particles follow closely the mutiuns of the fluid. This leads 
toz 

(10b) Ip   =      PP   c    ,v*   "   VP '     i  +   ^p   d    (vf vp) tvf        vp) 

Plane Poiseuille  Flow.  Let us specify the flow conditions.  We 
wish to examine the symmetric flow in a channel of width 2h.  We 
shall neglect gravitational forces.   Then the no slip condition 
on the fluid gives v-f = 0 and the condition of impenetrability of 
the wall to particles gives n • Vp = 0 at y = ± h.  We also 
impose conditions that the total flow is given, and the 
concentration of the incoming fluid is known. 
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(11a) J_h   i    •   vf   dy   =   2  h  Va 

(lib) L i   "   VD  dy  =  2  h  Uc 

(lie) |_h • (y)   dy  =  2 h   <■>. 

For   plane   parallel   'flow,   let 

(12a) vp   =   U(y)    i 

(12b) vf   =   V(y)    i 

( 1 .'•  * a (y) . 

Then    the   continuity    equations    are   satisfied    automatically,    and 
the  momentum  equations   yield 

(13) 
»Pf 

0   =   -   o    —i-   +   oS    (V-Ul+ou _d   -   dV 
dy  P   dy 

+    a    |<    U 
dlv 
dy2 

(14) 4 (1   -   »}   ^   +   «   S   (U   -   7)   +   u   — 9:; dy 
(1        -) dV 

dy 

d   V da dV 
■  *  ii ♦ 2r" • i  J^ dy? dy dy 

(15)      0 
«P4 

a    --       ♦ 
«y 2 •   I   #«   (V -   U)   ^   (LI        V) 

+   -   P4   L    (U   -   V)   ^  *   -^ -   pp   c    [U        V) 

(16)      0  =  -    (t  -  «)  j£l ♦  |    pi    (v  -  U)f   ^   +   -   pf   L   (V dV 
I   dy 

+   ^  -   P-f   a    (U  -  V)2 
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It is straightforward to show that 

<17)    Pf - - ^7 x + P(y> , 

where *p is the imposed pressure drop on the channel and &x is 
its length. The inter-facial -force terms can be eliminated by 
adding (13) and (14).  This gives 

dV 
^ » d? [(1 " ^ u 57 + a  * 

dvl (18) 0x   ay | v    'ay 
- 

If   P   =   7/2,   eq.    (18)   is  the  Einstein   (1906)   -formula  -for  effective 
viscosity.      We  shall   use  a  form    given  by  Graham   C8]   as 

5 (19) Ueff/M   =!   I1   +   2  ")   + 

r 
9 
4 [l   *    (h/2a]] 

-1 

[h/a] [|   +   (h/a)] [l   ♦   [h/a)]a 

where,   for   a   simple  cubic   packing, 

h/a   = 2[(l   -    (•/•■JA/9)/f*^a)i/t]    ' 
where «a is the experimentally determined maximum packing of 
spheres. This form agrees with Einstein's for small « and with 
that derived by Frankel and Acrivos (1967) which agrees with data 
for larger concentrations. 

The relative motion between the particles and the fluid can 
be obtained from either of the remaining momentum equations in 
the x-direction.  If we divide equation (13) by a S, we have 

(20) U 1 Al dV 
S Ax   S dy l" * KJ dy 

The momentum equations in the y-direction are instrumental in 
determining the distribution of particles across the channel. 
These equations involve the transverse pressure gradient dP/dy. 
The transverse pressure gradient can be eliminated from (15) and 
(16) by subtracting «/(I - •) times eq (16) from eq (15). This 
gives 

(21) [t + «= -a j-4^ j 2 « pf (U - V} d[U " V) 
dy 

dV rH- 'f L (u - v) dy 

[ - U + *) r±-T *  c] Pf    (U - V)1 P + a^ 

We can further eliminate U - 
gives 

V by using equation (20).   This 

I 
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Equations (IB) and (22) govern the fluid velocity profile and the 
concentration of particles in the channel. The appropriate 
boundary conditions are 

(23a) V(h) = 0 

(23b)    j_h V(y) dy = 2 h V0 

rh 
(23c) J h « (y) dy = 2 h <«>. 

Let us nondimensionalize the problem by 

(24a)    M = V(y)/V(0) 

(24b)    t = y/h . 

The equations become 

(25)     h + (,» - !) B ] ££ = - R t v    •    '   J at. 

where 

AD h* 
(27a)    R =   P Bmxi 

is the channel Reynolds number, and 

(27b)   D = 5-Q- 

is the dimensionless drag per unit velocity. 

The boundary conditions are 
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(28«) 

(28b) 

(28c) 

(28d) 

>«(0) = 
dw 

d-c (0, 

w(l) = 0 

a ■ (t > dc = <•>. 

Approxiwate Solution. Let us seek a solution for D large. The 
outer solution assumes c = O(l). With D large. Me must have 0 
large, or dw/dc small, or ■ small. From eq. (25), we see that if 
R • 0(1) and dw/dc is small, P must be large.  With dw/dc ■ D~^ 
g, and 9    - 
(9/8)(am/«'). 
have q = 1. 

D^ b' ,  we have ■ o-q 
In order to obtain a balance in e 

,  and b' m - 
q. (26) , we must 

Let us assume that the region with « small is near the wall, 
and that the region with dw/dc small is in a region around the 
center of the channel, which we shall call the core. Then in the 
core we have ■ = «m- Furthermore, the approximate particle 
concentration is given by 

(29) 
m , 0 < 

1 

where C* is the location of the edge o4 the core.   In the clear 
fluid region, the fluid velocity must satisfy 

(30) 
dw 
dC = - R C 

so that 

(31)    w = 1~ R [c2 ~ O 
At C* , we have w(C*) - - (R/2) (C*2   1) 

that R ■ 2/(1 - C**).       If 1 
Since <■> » om c* , we have 

1.  Thus, we uee 
- C* ■ 0(1), we see that R = 0(1). 

(32) R = - im' -o 
Note that R is not small when C*> is near am . 

The  Transition  Layer.   The crux of the argument is whether a 
layer exists at t. = C* where « makes a transition from «m to 0, 
while dw/dc goes from O to -R C*. 

let   C   =   C*   ♦   D~P The   right   hand   side   of   eq   (25) 
becomes - R c* to first approximation. Using this, we obtain a 
balance in eq (26) for p m 1/2, and dw/dc' can be eliminated to 
give 



de <33)    ^rs + U   (-) |^|  ♦ U    <«) ■ 0 M 
where 

(34a>    ft («) = r; 
*■(-)   [-(li + a) i-^T+ C]  1 
f' C« I      F. "1   2 a 

(34b)     f, («> ■ 

(34c)     f(a) = - 

[C + c -a ,-2-j] 

1 1       1 
2 [t + c -a pi-^l 

1 " « 1+(P - 1). 

& « k  

14 (pi). 

It is not known whether the solutions to eq (33) exhibit the 
proper behavior. A numerical solution to equation (33) with a ■ 
- 1/5, c = - 1/5, and C = 1/4 is shown in Fig 1. 

When c* = 1 - o(l), the clear--fluid layer no longer exists, 
and the wall lies in the transition layer. In this case, R need 
not be Q(l). The analysis in this case is straight-forward, and 
is given in Drew (1986). Figure 2 is a plot of R versus <■>. 
The equations for the Poiseuille flow of a particle-fluid mixture 
in a channel results in a flow with a strong structure. The 
structure which occurs, consists of a core of particles which are 
sufliciently "pacled" so that they cannot shear, surrounded by a 
clear fluid layer where all the shear occurs. The presence of 
this structure has several implications. First, if such a 
structure occurs in a flow, one must be careful in interpreting 
measurements of fundamental quantities such as mixture viscosity. 
Measurements of properties such as viscosity usually assume 
uniform conditions. Clearly, a flow with such a structure is not 
u.ii form. The quantity measured may be strongly dependent on the 
structure. Second, this flow is not useful for measuring any of 
the terms in the equations of motion that are responsible for the 
separation of particles and fluid, because the flow is so 
degenerate that none of these terms are really acting during 
this motion. 

Finally, we note that the presence of such a structure in 
this flow may allow the efficient filtration of such a mixture 
using a flow through membrane device. The situation is 
essentially plane Poiseuille flow, with a small amount of fluid 
drawn through the walls, which are assumed to be porous. Since 
the flow pushes particles away from the walls, if fluid can be 
drawn through the walls slowly enough that the transition layer 
is not disrupted, then no particles will stick to the wall to 
impede the further flow of fluid. 
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Figure 1. 

Distribution of a in the transition 
layer. 
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SOME REMARKS ON BLOW-UP IN THE STEFAN MODEL FOR 
PHASE TRANSITIONS AND THE HELE-SHAW PROBLEM 

S.D. Howison 
Oxford University 

Abstract 

The classical Stefan model for melting or solidification 
and the closely related Hele-Shaw model can in certain 
circumstances exhibit irregular or ill-posed behaviour. 
Examples of this behaviour are given, and the effectiveness o-* 
several smoothing modifications of the models is discussed. 

1.1 Introduction 

The simplest model1 for the solidification or melting of a 
pure substance is the classical 2-phase Stefan model which in 
suitable dimensionless variables is described by the equations 

«t Vzu (1.1) 

in the phase regions S(t) (solid) and L(t) (liquid), with 

u = Un, (1.2) 

.L 
and \m, - - -- (1.3) 

on the phase-change boundary IMt) separating S from L.  Here 
u(x,t) represents the material temperature, um is the fixed 
melting temperature, x is the dimensionless latent heat and d/Sn 
is the derivative normal to P from S to L at a point whose speed 
in that direction is V/n; it is assumed that the material 
properties of S and L are the same.  The formulation is completed 
by appropriate initial conditions Uo(^) and boundary conditions 
on the edge of the region in consideration or at infinity. 

Me note here two special cases of this general problem. 
Firstly, if the diffusion coefficient in the solid is negligible 
we obtain a 1-phase problem with u = um in S(t); here

2 u may more 
realistically be thought of as the concentration of a dissolved 
substance diffusing through L(t) with solidification or melting 
on P at an equilibrium concentration un).  Secondly, if in 
addition the diffusion is fast compared to the timescale imposed 
by X, we may ignore the 9/Qt term in (1.1) and replace (1.1) by 
Laplace's equation.  This is known as the Hele-Shaw problem (in 
two dimensions) and is also equivalent to flow of a viscous 
liquid through a porous medium3; u here represents the pressure 
in the liquid. 

With the additional assumption that u > um in the liquid and 
u < um in the solid, the basic Stefan model is known to oe well- 
posed at least for small times*.  Nonetheless, there are £ome 
circumstances in which related problems exhibit irregular 
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(ill-posed)   behaviour,   and   three  o-f   the  more   important   o-f   these 
are: 

(1) In   the   presence   o-f   superheating   or   supercooling, 
(2) When   therf   is   volumetric   heating, 
(3) When   impurities   are   present, 

and   we   examine   these   in   turn.       The   ont-phase   Ste-fan   problem   is 
correspondingly   111-posed   i-f   the   phase   in   which   u   is   not 
constant   is   superheated   or   supercooled,   while   the   Hele-Shaw 
problem   is   wel 1-posed   i-f   the   fluid   region   is  expanding, 
and   ill-posed   i-f   it   is  contracting. 

1.2   Supercooling   and   superheating 

A   liquid   is   supercooled   i-f   its   temperature  is   less   than 
we   deal   only   with   supercooling   here   since   it   is  more   common 
since   the   corresponding   results   -for   superheating   can   be   obtained 
by   reversing   the   sign   o-f   u   -   um. 

The   solution   to   the   Ste-fan   problem  with   supercooling   can 
blow   up   in   -finite   time   in   two   ways. 

<a)    Sherman   blow-up5 

Under    certain   conditions   it   is   possible  to  show   that   the 
whole   phase   boundary   P   may   move   with   in-finite   speed   at   a   -finite 

"m? 
and 

time   t' ard   that   there   is   no   solution   to   the   problem   -for 
t    >   t    .      This   form  of   blow-up   is   >nown   to   occur   in   one-dimen- 
sional    and   radially   svmmetnc   geometries,   and   its   cause   is   that 
the   total   energy   stored   in   the   system   in   the  -form   o-f   latent 
heat   is   i nsu-f-f i ci ent   to  raise   the   supercooled   liquid   to   its 
melting   point.      Consider   -for   example   a   finite  solid   region   in 
which   u   =   u^,   immersed   in   liquid   whose   temperature   at   infinity 
Ua)!   blow-up   in   finite  time   can   be   shown   to  occur   whenever 
u»   -   Lirn   <    -   x    (undercoolings   of   up   to   -2X   can  be   achieved   with 

1 5 

»rn 

certain   materialsc'y).      To   show   this,    let 

which   is   positive   for   suitable   initial   dati 

other   hand    (using    (1.1)-(1.3),   dQ'dt   ■ 

D(t) - / 

u0(x) i 
L(t) (u-u») 

on the 

(the rate at which the 
area of S(t) increases) . (um -um +X) so that if the solution 
exists for all t and ua» -um <->., D -»-a».  This contradiction 
shows that blow-up must occur at a finite time t* < a>.  If in 
addition the problem has planar, cylindrical or spherical 
symmetry we see that the velocity of T must become infinite at 
t = t*.  This kind of blow-up is not, however, possible for the 
Hele-Shaw problem since it relies on the 9/dt term in (1.1). 

(b) Cuspidal blow-up 

The Sherman blow-up with Vn -» » on al 1 P has hitherto only 
been shown to occur in symmetric geometries.  Nevertheless, the 
argument leading to blow-up given above does not depend upon 
symmetry (until the last line which argues only that Vn -» •) . 

The form taken by blow-up when P is not symmetric is thought 
ID he via a cusp in f with infinite Vn at its tip; this is known 
to be the case for the Hele-Shaw problem.*  Although this may 
^epm like a pointwise version of Sherman blow-up, it in fact 
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occurs   even   if   the   conditions   leading   to  Sherman   blow—up   do  not 
hold,   that   is  even   it   there   is   no  deficiency  o-f   latent   heat   in 
the  system.      Indeed,   it   is   likely  that   the  set  of   initial   value 
problems   for   supercooled   liquids  or   receding  Hele-Shaw   flows 
which  do  not  blowup   in  this  way   is  small.4«10     Complex   variable 
methods   can  be  used  to  investigate  blow-up   in  Hele-Shaw  flows  in 
some  detail;1*   typically  a  3/2-power   cusp  forms   in   the  moving 
boundary   and   the  solution  ceases   to  exist   at   that   time,   although 
in   certain   special   circumstances   other   kinds  of   cusp   can   appear 
momentarily   without   this  non-existence.      All,   however,   have 
infinite   fluid   velocities   at   their   tips,   and  will   thus   be 
prevented   in   practice  by  surface   tension   and   inertial   effects. 

Even   if   blow-up   does  not   occur,   the  moving  boundary   is 
unstable   to  small   perturbations   which   for   large  wavenumber   n 
grow   as   e'n'*;   consequently   the   morpholooy  of   the   moving 
boundarv   may  be   complicated.      A  possible  situation   here  both   for 
Stefan   and   Hele-Shaw   it   an   array   of   parallel    'fingers'   as   shown 
in   Fig.    1;   we   will   return   to   this   point   later. 

s L 

Fig, 

1.3 Volumetric Heating 

If we impose a volumetric heating Q, so that 9u/dt = V2u + Q 
in each phase, the liquid particle whose temperature first 
reaches um must either become superheated or remain at that 
temperature for a time X/Q   until it has acquired enough energy 
to change phase 11»12.  In the first of these cases the 
classical Stefan model has the difficulties described above; the 
second is not even possible within the classical framework.  This 
situation has no direct analogy with any Hele-Shaw type flow 

9u since it is inherently a two-phase problr- »m and the term at 
(1-1) is essential to the argument just given; nevertheless 
there is a remote similarity with the squeeze film problem 
described in ref. 6., but we do not pursue this point here. 

in 
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1.4 Impurities 

The simplest model -for r.ol idi-f ication of a dilute binary 
qlloy consists o-f equations (1.1), (1.3) for the heat flow, 
together with diffusion of the impurity in solid and liquid 
phases.  The diffusion problems are coupled through the 
conditions on the phase boundary, and (1.2) is replaced by a 
relationship between the melting temperature on the interface 
and the concentration there.  We do not go into the details 
save to remark that in most practical situations the model 
predicts 'constitutional supercooling,' and that in the absence of 

surface tension the interface may be linearly unstable11 in the 
same way as a supercooled liquid, with a linear growth -ate 
approximately e"1'*1.  Me therefore conjecture that both cuspidal 
and Sherman blow-up are possible although this remains unp^oven. 
Again there is no analogy with a Hele-Shaw type flow. 

2. Regularisations of the models 

The two kinds of blow-up described above are physically 
unrealistic.  The simple model (1.1)—(1.3) (or its amended 
versions) is plainly inadequate, and we seek to modify it in such 
a way as to incorporate hitherto neglected physical effects and/ 
or to render it mathematically better behaved.  We describe 
three such modifications, two based on extra physics and one 
more mathematically motivated. 

2.1 Surface tension 

Surface energy effects may be incorporated into (1.2) via 
the Bibbs-Thompson condition 

u ■ um(l-7k) on T, (2.1) 

where k is the appropriately signed curvature of P and 7 is a 
dimensionless surface tension.  This has a dramatic effect on 
the linear stability of T in that only a finite band of larger 
wavelengths is now unstable, and it almost certainly prevents 
cuspidal blow-up both for Stefan and Hele-Shaw, although this 
ha? not yet been rigorously shown for either problem.  On the 
other hand, examples can be given where the Sherman blow-up 
is not prevented by surface tension.  This can be demonstrated 
in, for example, a spherical geometry using a version of the 
argument given in section 1.2; the physical interpretation is 
that the energy stored in r is not sufficient to materially alter 
the energy imbalance which is the reason for this form of 
blow-up.  A version of this argument can be carried through for 
rtgions without symmetry, and we conjecture that, for the 
l-phase Stefan problem at least, the only way to avoid Sherman 
blow-up is for S(t) to split into infinitely many disjoint 
components, each a sphere of radius R, where 27/R = lual.  This 
mmmmm  the only plausible equilibrium configuration; it bears 
■CMM resemblance to the ripening process described by 
21 * cksman J *. 
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2.2 Kinetic Undercooling 

A second approach is to modify (1.2) by introducing a 
kinetic undercooling on r, so that the melting temperature is 
now . 

u = um - jjvn; (2.2) 

this represents the -fact that the inter-face departs slightly 
-from thermodynamic equilibrium.  It is not, however, used for 
Hele-Shaw flows as its physical basis there has not been 
established. 

With this condition on P the Stefan model avoids both Sherman 
and cuspidal blow-up1*; it works because the kinetic term -Vn/u 
allows a greater energy transfer across F when Vn is large, 
which is a stabilizing process.  Its only practical limitation 
is that u is usually so large that Vn must be about 10m/sec 
before Vn/u is significant.  Kinetic undercooling was doubtless 
significant in the experiments of Blicksman8»* with u» -um < -   \. 
Both (2.1) and (2.2) are special cases of the phase field model 
of Caginalp15. 

2.3 Weak Solutions 

A modification   which   is  more  purely  mathematical   in   its 
approach   is  the   idea  of   a  weak  solution;    it  works   particularly 
well   for  Stefan   problems   involving   volumetric   heating.     We 
rewrite   (1.1)-(1.3)    (with  heating)   in  the   form 

I? ■      V^u  +  Q (2.3) c t 

where h is the enthalpy, defined by h = u + xH(u-um>, H being 
the Heaviside function.  Equation (2.3) is to be interpreted in 
the sense of distributions, and this can lead to solutions which 
are not consistent with the classical formulation <1.1)-(1.3). 
Thus for instance the solid particle whose temperature first 
reaches um remains at that temperature while its enthalpy 
increases continuously from um to um + x.  Neighbouring 
particles also have this behaviour, and the result is a 
'mushy region' in which u = um but h varies.  This 
formulation is well suited to numerical solutions since no 
special treatment is necessary to follow the free boundaries 
(solid-mush and mush-liquid, or solid-liquid).  Its physical 
interpretation can, on the other hand, be a difficulty, one 
approach12 being to regard the mush as a mixture of liquid and 
superheated regions, each of the latter being small enough to be 
stabilized by surface tension.  The enthalpy method does not, 
however, explicitly incorporate the effects of the surface 
energy stored in P into the definition of h, and a more realistic 
definition would take account of the variation of this energy as 
the solid volume fraction changes; this might involve a model of 
a ripening process similar to that described by Glicksman15. 

Finally we note that attempts to find a weak formulation for 
the binary alloy problem (a worthwile goal in view of its 
potential numerical effectiveness) have not hitherto succeeded. 
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3. Conclusion   

The  basic   Ste-fan   model    <1.1)-(1.3)    is   mathematically  well 
understood,   but   it   is   physically  unrealistic   in   that   it     redicts 
■finite  time  blow-up   o-f   two  kinds.      The  corresponding  He! e-Shaw 
model   sLi-ffers   -from   only   one  o-f   these. 

Sur-face   tension   is  probably  an   e-ffective   regular i sation   in 
all   but   the  extreme   situation   o-f   Sherman   blow-up.      Nevertheless, 
there  is   little   rigorous  mathematics  on   this   version  o-f   the 
problem,   and  some  subtle  and   interesting   questions  remain  to be 
answered.      Among   these  are  to  explain   the   mechanism  by  which 
cusps   are   prevented   and   the  question   o-f   the   selection  o-f   the 
width   o-f   dendntes   in   an   array   such   as   that   o-f   -fig.    1. 

Kinetic   undercooling   is   also  an  e-f-fective   regul arisatior   -for 
Ste-fan   problems   but   only  comes   into  play   at   high   inter-face 
speeds. 

Probsbly   the   sa-fest   condition   -for   Ste-fan   problems   to  take 
thp   combination   o-f    sur-face   tension   and   kinetic   undercooling 

i s 

U    ■    um(l-7k)    -    Vn/U, 
and   this   condition   is   discussed  by  Caginalp15. 
problems   the   term   Vn/u   should   be   ignored. 

For   Hele-Shaw 

Weak   solutions   work   well   for   volumetric   heating   but   their 
extension   to   include   sur-face  energy   and   impurity  e-f-fects  has   yet 
to  be   accomplished. 
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GLOBAL OPTIMIZATION USING AUTOMATIC DIFFERENTIATION 
AND INTERVAL ITERATION 

L. B. Rail 

Mathematics Research Center 
University of Wisconsin-Madison 

610 Walnut Street 
Madison, Wisconsin 53705 

Abstract. Algorithms are presented which find one or all of the critical points of a 
smooth function in a rectangular region, or the critical points at which the function has 
a maximum or minimum value. If no critical points of the function exist in the given 
region, then the algorithm verifies this fact. The computation is self-validating, in that 
the existence or nonexistence of critical points is established conclusively, and guaranteed 
upper and lower bounds are computed for all quantities of interest, including the values 
of the gradient vector and Hessian matrix of the function. The algorithms make use of an 
existing implementation of automatic differentiation and interval computation. Numerical 
results are given. 

AMS (MOS) Subject Classifications: 65K10, 65G10, 68Q40 

Key Words: Global unconstrained optimization, Critical points. Automatic differentiation. 
Interval iteration. Self-validating computation 

1. Preliminaries. This paper presents an algorithm for global, unconstrained optimiza- 
tion of a smooth (at least twice differentiable) function / : Rn -* R, that is, 

(1.1) f(l) = f{xi,X2,...,Xn). 

As is well-understood, this also includes the case of optimization of a function <t>: Rm -* R 
subject to n - m smooth constraints 

(1.2) y,(xi,X2,...,xm) =0,        » = l,2,...,n-m, 

by formation of the function 

n-m 

(1.3) /(z) =^(Xi,...,Xm)+   ]r Xrn-H-^X!,...^™), 
i = l 

where the new variables xm+i,..., xn are simply the Lagrange multipliers for the problem. 
No special properties of /, such as convexity, are assumed. 

. 

Sponsored by the United States Army under Contract No. DAAG29-80-C-0041. 

881 



The method to be used is a critical point method, which will find one or all solutions 
of Lhe system of equations 

(1.4) V/{x)-0 

in a rectangular region X C Rn, where V/(x) denotes the gradient vector 

run V/-M    (*M dfW      *fi*)\T 
(1-5) v/(x)-iäxT~' axr'"" dx7i ' 

or just the critical points at which the value of / is a maximum or minimum in X. Such 
points will be called critical extremal points to distinguish them, if necessary, from non- 
critical points on the boundary dX of X at which / might attain a maximum or minimum 
value. 

The algorithm will make use of automatic differentiation [ll] to compute the gradient 
vector V/(i) of / at i - {xi,X2, • • • ,Xn), and also its Hessian matrix 

<-) «'«-HS?) 
This technique will be combined with the use of interval arithmetic and interval evaluation 
of library functions [8] in order to compute guaranteed bounds for values of functions and 
their derivatives over the region of interest. The result will be an automatic, self-validating 
optimization algorithm. 

Automatic differentiation has been used, at least in a restricted form, by McCormick 
[6] for optimization problems. Interval methods have been applied by Hansen [2], [3] and 
Hansen and Sengupta [4] to global optimization problems, including constrained problems. 
Although the basic algorithm given below is for unconstrained problems, the ideas pre- 
sented by Hansen indicate the possibility of introducing constraints into the calculations. 

2. Automatic Differentiation. The basic idea behind automatic differentiation is to 
use the formula or subroutine for the evaluation of the function / at x to obtain also values 
of its derivatives at the same point. This is done by the introduction of a new represen- 
tation of variables, and arithmetic operations which include the rules for differentiation. 
The resulting computational scheme is simple to program for computers [11], [13], and 
avoids both the complexity of symbolic differentiation and the inaccuracy of numerical 
differentiation. The new variables are triples 

(2.1) U=(u,u',u"), 

where u G R is a real number, u' € Rn is an n-dimensional real (column) vector, and 
u" is a symmetric real n x n matrix. The set of these elements will be denoted by Hn, 
and each u e Hn is said to be of type HESSIAN. A variable U of type HESSIAN will 
be interpreted in the following way: Its first component u will represent the value of a 
real-valued function at some point x (E Rn, and u' and u" the values of its gradient vector 
and Hessian matrix, respectively, at the same point. 
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It is obvious that Hn forms a linear space. More importantly, all the standard arith- 
metic operations can be defined in Hn: 

(2.2) y + K = («,«',u") + (t;,t/,t/') = (u f v,u' + v\u" + v"), 

{2.3) U~V= (u,u',u")  - (t;,t;',t;") - (u - t;,u'    v\u" - «"), 

UV = {u,u',u"){v,v',v") 

(2.4) 

■ (u • r,u • v' + t; • u', u • v" + u'v'   + v'u'   + t; • u"), 

U/V = {u,u',u")/{vy,v") 

/g c\ /u  vu'-u-v'  v2-u" - v • {v'u'T+ u'v'T)+ 2u-v'v'T-UV'V"\ 

Vv' r2 ' v3 J 

The above definitions implement the rules for evaluation and differentiation of sums, 
differences, products, and quotients of functions with known values and derivatives. In 
order to use an algorithm for evaluation of a real function to obtain the corresponding 
values in Hn, it is necessary to be able to represent the independent variables xt, i = 
1,2,... ,n and constants c as elements of H". This is done by the mapping 

(2.6) xt^(zl,e„0), 

for the tth independent variable x,, where e, denotes the tth unit vector, and 0 the n x n 
zero matrix. (0 will be used to denote zero vectors and matrices, as well as the real number 
zero.) Similary, constants c are represented by 

(2.7) CH->(C,0,0). 

It follows that calculation of the value, gradient vector, and Hessian matrix of a rational 
function can be done simply by making the substitutions (2.6) and (2.7), and applying the 
rules (2.2)-(2.5). The results are exact, not numerical approximations, and are obtained 
without symbolics. 

In actual practice, instead of using the representation (2.7) for constants, it is simpler 
to define a mixed arithmetic between elements c e R and U - (u,u', u") € Hn [13]: 

(2.8) c+t7 = (/ + C = (c + u,u',u"), 

(2.9) c- t/ = (c-u,-u',-u"), 
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(2.10) U     c - (u     c.u'.u"), 

(2.11) c-U = U-c = {c-u,c-u',c-u"), 

...     ic     c • u'  2c • u'u'   -cuu  \ (2.,2) ,/tr=(-.--r, -j ),   ^o, 

(2.13) ^/^ (c'T'T/'    C*0' 

For example, consider the two-dimensional Rosenbrock function ([l], p, 95): 

(2.14) f{x]     100(x2-x1)
2 + (l -x,)2. 

In order to evaluate this function together with its gradient vector and Hessian matrix at 
the point x = ( -1.2,1.0), one sets 

<->   -HW'M). -KM-)). 
and evaluates (2.14) using the above rules. The result is 

which is exactly what one would get by differentiating (2.14) symbolically and then eval- 
uating the results for x\ =    1.2, X2 ~ 1.0 in real arithmetic. 

In addition to rational functions of several variables, other standard functions can be 
defined readily on Hn. For example, 

(2.17) sin f/   - sin(u,u/,u") - (sinu,cosu • u'^osu • u" - sinu • u'u'  ). 

In general, if </ : R   ^ R is twice differentiable, then it can be extended immediately to 
the mapping (? : H"  -> Hn by use of the chain rule: 

(2.18) g{U) = g{{u,u',u")) = {g{u),g'{u) ■u'tg'iu) -u" + g"{u) •u'u'T), 

[n], [13]. 
It is easy to program automatic differentiation in languages such as Ada and Pascal- 

SC [13], which permit introduction of data types and additional definitions of the standard 
operator symbols to manipulate such types. (This is sometimes called "overloading" the 
standard operator symbols.) In these languages, the variables xj and X2 in (2.14) would 
be declared to be of type HESSIAN, along with the result /, and the evaluation would be 
carried out on the basis of an expression of the same form as (2.14).  In ordinary Pascal 
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or FORTRAN, (2.14) would have to be rewritten as a sequence of calls to subroutines 
for addition, exponentiation, etc. [ll|. The algorithms described in this paper have been 
programmed in Pascal-SC, and some results are given in the final section. 

3. Interval Computation. In ordinary optirni/ation alßorithms, the function to be 
optimized is sampled only at a discrete set of points. This can result in the loss of valuable 
information about the function. The algorithms presented in this paper, on the other hand, 
use interval computation, which produces guaranteed bounds for the values of functions 
and their derivatives over entire regions [8]. This prevents the process from being misled 
by incomplete information. 

The basic component of interval computation is m<cri>a/ arithmetic [8]. Let IR denote 
the set of bounded, closed intervals on the real line R. For / - [a, 6] G IR, J — [c,rf] G IR, 
the arithmetic operations are defined by 

(3.1) / * J - [a, b]*[c,d] = {x*y\xeI,yeJ} = [r,«}, 

where • G {+>-,•>/}) and division by an interval containing 0 is excluded. In actual 
implementation on computers, directed rounding is used (downward for lower endpoints, 
upward for upper endpoints), so the actual result computed is [Vr, As), which always 
contains the exact result [r, s] of the interval operation. 

Evaluation of a real rational function / : R —► R in interval arithmetic results in an 
interval inclusion F :IR   *IR oi f [8], which has the property 

(3.2) f{X) = {f{x) \xeX}C F{X),       X G IR. 

Denoting the endpoints of an interval / = [a,6] by inf / = a, sup/ - 6, respectively, (3.2) 
means that 

(3.3) inf F(X) < f(x) < supF(A'),        i G X. 

These bounds for the range of f{x) over X are obtained automatically, without investiga- 
tion of the minimum and maximum values of /(z) on X, and are furthermore guaranteed 
(although they may be somewhat crude) [8]. This is the basis of the self-validating char- 
acter of interval computation. Furthermore, interval extensions obtained by using interval 
arithmetic are monotone in the sense that X C Y imples that F{X) C F{Y). In exact 
arithmetic, F is an extension of / in the sense that ^([1,1]) = f{x) for z G R [8]. In 
what follows, x will be used to denote the degenerate interval \x,x] G IR as well as the 
real number x. Other handy notations to be used from time to time are 

* 

(3.4) w(I)=w(\a,b\)-.   b-a,        m(/) = m([a,6l) = -^, 
m 

for the width and midpoint, respet tively, of an interval / £ IR. 
Just as in the case of differentiation arithmetic, interval arithmetic can be extended to 

include various standard functions encountered in applications. Efficient implementations 
of interval arithmetic and interval inclusions of standard functions are now available in a 



number of computational environments, for example, Pascal-SC for microcomputers and 
the ACR1TH package for IBM 370 computers. 

The space IRn of interval vectors X = {Xi, Aj,.. ■, Xn) is defined in the same way as 
R", and the notions of interval matrices and vector and matrix-vector interval arithmetic 
arise in a natural way. The interval scalar product of interval vectors X,Y is defined to be 

(3.5) 

and the notation m{X) will be used for the midpoint 

(3.6) m{X)   -- {m{Xl),m{X2),...,m{Xn)) 

of the interval vector X. 
Now, if the evaluation of the function (2.14) is performed in interval arithmetic with 

x, = [0.9,1.2], X2 = [0.8,1.1], then the result is 

(3.7) F{X) = [0.0,41.0], 

where X denotes the interval vector X =([0.9,1.2], [0.8,1.1]). This means that 

(3.8) 0</(a;)<41 

for 0.9 < ^i < 1.2, 0.8 < 12 < l.l. Thus, the bounds (3.8) are obtained automatically, 
simply by evaluation of (2.14) in interval arithmetic, in much the same way that values 
of the gradient vector and Hessian matrix of (2.14) were obtained in §2 by the use of 
differentiation arithmetic. Furthermore, as stated above, the bounds given by interval 
arithmetic are guaranteed to be valid. 

The next step is to combine the differentiation arithmetic in §2 with interval arith- 
metic. An element T of type IHESSIAN will be a triple 

(3.9) T={U,U\U"), 

where U 6 IR is an interval, U' C IRn is an interval (column) vector, and U" is a symmet- 
ric interval nxn matrix. The resulting set of elements will be denoted by lH.n. Arithmetic 
operations in IHn are defined by (2.2)-(2.5), with th«? operations inside the parentheses 
replaced by the interval operations (3.1). Similarly, operations between constants c 6 IR 
and elements of IHn are defined by (2.8)-(2.13) and the corresponding interval operations. 
Real constants c are mapped into IR by c »—> Jc,c], as before. 

For example, the evaluation of (2.14) as type IHESSIAN can be carried out over the 
intervals 0.9 < ii < 1.2, 0.8 < X2 < 1.1 by setting 

(3.10) 

x.^109 121  (M)   (^    M]] «1  ^-^[O^MM] MI//' 

Aosiii (^) f'0'0'  ^)) U^niMiMM m))- *2 
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The result is 

*(X)=(F(X),F'(X),F"(X)) = 

i3n\ / /[-139.4,307.6] \     /   [534.0,1410.0]      [-480.0,-360.0] 

[-128.0,58.0] )     U-4800.-3600!       [200.0,200.0] 
([0.0,41.0], 

where X denotes the interval vector X = ([0.9,1.2], [0.8, l.l]). This gives not only the 
bounds (3.8) for f{x) over X, but also the bounds 

([-139.4,307.6] 

[-128.0,58.0] 

for the gradient vector of /, and 

([534.0,1410.0]      [480.0,   360.0] 

[-480.0,-360.0]       [200.0,200.0] 

for the Hessian matrix of / over X. These bounds, obtained automatically by the use of 
IHESSIAN arithmetic, are guaranteed. 

In addition to bounds for the values of / and its derivatives on X, the IHESSIAN 
computation (3.11) provides information about the continuity of / and V/ on X. For an 
interval / = [o, 6] € IR, let 

(3.14) |/H[a,61| = max{|a|,|6|}. 

If X - (Xi, X2, •.., Xn) is an interval vector, then ||X|[ will denote the quantity 

(3.15) |[X||-max[Xl-|, 
t 

and for an n x n interval matrix M = {Mij), let 

n 

(3.16) ||M|[ = max^;|M0|, 

analogously to the oo-norm in Rn [8]. If the IHESSIAN vjylue of a function / : Rn —» R 
over X € IRn is denoted by *(A') = {F(X),F,{X),F"{X)), then the existence of F'{X) 
implies that / is Lipschitz continuous on X, and L = ||F'(X)|| is a Lipschitz constant for 
/ on X. Similarly, the existence of F"{X) implies that V/ is Lipschitz continuous on X, 
and ||F"(X)[| is a Lipschitz constant for V/ on X. Thus, for the function (2.14), it follows 
from (3.11) that 

(3.17) l/W- /(y)|< 307.6-Hx-yjl«,, 
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and 

(3.18) ||V/(x)  - V/MHoo < 1890.0 ■ ||x - yJU 

{oTX,ye X = ([0.9,1.2],[0.8,1.1|) [14]. The Lipschitz rontinuity of V/will enter into the 
discussion later. 

In actual practice, the arithmetic operators and standard library functions for type 
IHESSIAN can be programmed once and for all, and stored in a small subroutine library, 
as has been done in Pascal-SC [13]. 

4. Tests for Existence or Nonexistence of Critical Points. The key issue in the 
algorithm described in this paper is to determine if a region in Rn defined by an interval 
vector X G IR" contains a critical point of the function / : Rn —> R or not. First of all, if 

(4.1) 0<tF'{X), 

then it is impossible that V/(i) 0 for z G X, and X can be rejected, since it does not 
contain a critical point of / ]7]. On the other hand, 0 < F'{X) does not necessarily mean 
that X contains a critical point of/, because /'(AT) overestimates V/(X) in general. The 
intersection of all interval vectors containing f{X) is called the interval hull of f{X). In 
several dimensions, the interval hull of/(X) can contain points outside ol f[X) in general 

In addition to the rejection criterion (4.1), a test which is capable of establishing the 
existence of a critical point x* in X is necessary. For this purpose, the test given by Moore 
[mS] will be used. This test is based on the application of the Krawczyk transformation K 
[5] to X: 

(4.2) K[X) = x - {Hf{x)y\f{x) +{I- {Hf{x))-'F"[X)}[X - x), 

where / denotes here the n x n identity matrix, and x = m[X) the midpoint vector of the 
interval region X. The real-valued vectors and matrices in (4.2) are of course interpreted 
as degenerate interval-valued objects. 

In actual practice, K[X) is computed by solving the linear system 

(4.3) (///(*))5 --  - V/(x) + {*/(») - F"{X)}{X - x) 

for E, from which 

(4.4) K{X) = « + B. 

Once K{X) has been computed, one of the following alternatives holds. If 

(4.5) K{X) C X, 

then there exists a critical point x* € K[X) of /; if 

(4.6) K[X) n X - 0, 
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is empty, then X does not contain a critical point of / (another rejection criterion); oth- 
erwise, the test is inconclusive [7|. 

With regard to (4.6), the intersection of interval vectors X,Y is said to be empty if 
for some t, X, and Yl are disjoint intervals. It also follows from (4.2) that if x* 6 A" is a 
critical point of /, then x* € K{X). Thus, in the inconclusive case, the region 

(4.7) Z = Xn K{X) C X 

will also contain any critical points of f which lie in X. This suggests decomposing Z (which 
may be equal to X) into several subregions, and applying the above tests to each. The 
resulting algorithms, described in more detail below, arc essentially modifications of the 
one given by Moore and Jones [9] for locating solutions of systems of nonlinear equations 
in several variables. These algorithms differ from the Moore-Jones method in that they 
make use of the fact that an optimization problem underlies the system of equations being 
solved, which provides information additional to that inherent in an arbitrary system of 
nonlinear equations. Furthermore, the algorithms given here differ by bisecting intersected 
intervals in the inconclusive case, which results in a certain amount of increase in speed. 

The use of subregions has the advantage that the tests (4.1) and (4.5) (4.6) become 
more sensitive as the size of the xegion decreases, that is, as ||u;(X)||oo —* 0- Iri fact, if 
x* is a regular critical point of /. that is, if (/f/(x*))_1 exists, then (4.5) will hold for 
sufficiently small X such that x* 6 A" if V/ is Lipschitz continuous [10]. The disadvantages 
are the extra bookkeeping and storage required for pending subregions. However, these 
are not overwhelming on modern computers. 

5. Implementation of the Krawczyk Transformation. The system of equations 
(4.3), as stated, has the real coefficient matrix ///(x), interpreted as a degenerate interval 
matrix, and an interval right side. In actual computation, instead of solving (4.3), one 
obtains an inclusion E of the solution y of the system 

(5.1) F"{x)Y = -F'{x) + {F"(x) - F"{X)}{X - x), 

which has an interval coefficent matrix and an interval right side. The solution of such a 
system 

(5.2) AY = B 

is defined to be 

(5.3) y = {y |oy = 6, a(E ,4, 6e B}, 

where a is a real matrix, and 6,y 6 Rn, provided all the indicated real systems are solvable. 
In this case, it follows that 5 C y C E, where E is the solution of (4.3), and thus 

(5.4) K(X) =x-[~Cx + E = k{X). 

Furthermore, 

(5.5) k{X) C X 
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or 

(5.6) k{X) n X   - 0 

thus imply (4.5) or (4.6), respectively. In this way, existence or nonexistence of a critical 
point of / in X can be established conclusively by a computation done in floating-point 
interval arithmetic by a computer, providing it is possible to obtain an inclusion for the 
solution of the system (5.1). In actual practice, the widths of the components of ^"(x) 
will be small, and good inclusions of Y can be obtained by a process of floating-point 
approximation followed by interval iterative refinement [15], which will fail only if F"{x) 
contains a singular or very badly conditioned matrix. Interval linear system solvers of this 
type are available in Pascal-SC and the ACRITH package. 

6. The Basic Algorithm. The algorithm described in this section will find one or all 
the critical points of a function / in a given initial region X, or show that X contains 
no critical points, provided no exceptions arise. Exceptions will be discussed in a later 
section. The computer program implementing this algorithm handles exceptions in such 
a way that the computation always terminates in a finite number of steps. Validated 
upper and lower bounds are given for all critical points and values found. The algorithm 
will be presented first for the case of a single processor, in the way it has actually been 
implemented. Adaptation to a multiprocessor environment will be discussed at the end of 
'.he section. 

The basic steps of the algorithm are: 

1°. Compute »(JT)   = (F(X),F'{X),F"(X)) in IHBSSIAN arithmetic. If O^F'(X), 
then X is rejected. 

2°. Compute #(«)  =  {F{x),F'{x),F"{x))  in IHKSSIAN arithmetic.   Compute an 
inclusion K{X) of the Krawczyk transformation of X by (5.1). 

3°. If '.'(X) C X, then the interval iteration 

(6.1) Xn-X,       Xn41 = K(X,)nXn 

is performed until it converges to 

(6.2) A'* =XN C XNn, 

in a finite number of steps [12]. The values 

(6.3) X*,        ♦(X*) = {F{X*),F'{X-),F"{X*)), 

are output. The existence of a critical point i* of / in X is guaranteed, and furthermore 
the bounds 

(6.4) x* 6 X*,        (/(x-), V/(x*),///(x*)) 6 {F(X*),F'{X*),F"{X*)), 

for at* and the values of the function /, its gradient vector V/, and its Hessian matrix Hf 
at x*. These bounds are usually as good as can be obtained by floating-point computation, 
and F"(X*) can be used to determhe the nature of the critical point x*, if necessary. 
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4°. If 

(6.5) k(X)nX     0, 

then X is rejected. 

5°. In the indeterminate case, the region 

(6.6) Z = {Z1,Z2,...,Zn)^k{X)nX 

ll bisected in the direction of its widest component. An index j is determined such that 

(6.7) »(**) > »(!<),    t-1,2 n, 

and one takes 

Z - [Zx,...,Zj-\,\\n{Zj,m{Zj)\,Zj+\,...,Zn), 

(6.8) 

Zr=(Z1,...,Vl.N^),SUp(Zy)],ZJ + ,,...,Zrl). 

6°. (Single processor) Compute $(Z'), *[Zr). The test (4.1) is applied to F'(Z') and 
F'{Zr). There are four cases: 

(i) If 0 ^ F'{Zl) and 0 £ F'(Zr), then X is rejected; 

(ii) If 0 6 F'(Z') but 0 £ /,,(Zr), then return to step 2° with X a f'j 

(iii) If 0 ^ /''(Z') but 0 G ir'(Zr), then return to step 2° with X ss Zr; 

(iv) If 0 € F'(Z') and 0 G F'(Zr), then one of the interval vectors is to be placed on a 
push-down (last in, first out) stack in storage, while the other replaces X for continued 
processing at step 2°. In this algorithm, the choice is made by the following heuristic: 
If w[F{Z1)) < w[F{ZT)), then one takes X = Zl and stacks Zr for processing later; 
otherwise, one takes X —- ZT and stacks Zl. 

The region selected for X is considered to be "more promising" than the one stacked 
because the variation of a function in the neighborhood of a critical point is asymptotically 
less than it is elsewhere. The goal is to find critical points as quickly as possible, particularly 
if only one is desired. 

6°. (Multiprocessors) Zl is sent to another processor following the bisection (6.8). 
Return to step 1° with the current processor taking X = Zr, while the other takes X - Zl. 
If no processors happen to be free, then Zl circulates or is put on a common stack to await 
the first available processor. If a number of processors are tree, it could be expeditious to 
decompose X into more than two subregions, and then send one to each processor. The 
choices here will depend to a great extent on the multiprocessor configuration actually 
used. 

In the case of a single processor, the choice of which interval to stack in step 6°(ir) 
will be modified in the case global critical maxima or minima are sought. If only one 
critical point is sought, the algorithm is terminated at the end of step 3°. Otherwise, the 
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algorithm can continue until all critical points of / in X are found, and no regions remain 
on the stack to process. Complete processing of X without finding critical points proves 
that it contained none. 

Because the processes of intersection and bisection can result in subregions of a wide 
range of sizes, simple count of the number processed at any given time does not give a 
good indication of the progress being made by the algorithm. For this reason, it has been 
found convenient to compute the initial volume 

(6.9) Vo - \\wiX,) 

of the region X = {X i,X2, ■ ■ ■ ,Xn) to be searched. The unexplored part of the initial 
region has volume Vu(/) at time t, where V^O) = V0. Vu{t) can be computed simply as 
the sum of the volumes of the intervals being processed and those on the stack awaiting 
processing at time t. Vu{t) is a monotone decreasing function of t, and the algorithm 
terminates when the stack is empty and Vu{t)     0, if an exhaustive search is desired. 

7. Exceptions. Several exceptions can arise in the execution of the algorithm in §6 which 
could terminate the computation prematurely, or cans*1 it to run indefinitely. These and 
the way they are handled will be discussed now, because they may al a ICCUT in the search 
for global critical extrema. 

1°. If F"{x) contains a singular or badly conditioned matrix, then the attempt to 
perform the Krawczyk transformation by solving (5.1) will fail. One solution is to replace 
F"{x) by some nonsingular matrix, for example, m(F"( V)) could work |9]. The implemen- 
tation used for the examples given below simply outputs X to a file for later examination, 
with an appropriate message, and then selects the next region to be processed from the 
stack. 

2°. The intersection-bisection process can lead to regions which do not differ from 
the previous ones, because of outward rounding, or which are so small that total time 
to explore the entire region is prohibitiv» This can happen, in particular, if a critical 
point lies exactly on a bisection coordi .< e. For this reason, the user is provided with a 
parameter ( such that if the volume V <    the region to be processed satisfies 

(7.1) V<tV0t 

then the region will be output to a file for later examination, with an appropriate message. 
The choice ( -^ 0 is permitted; this allows the processing of smaller and smaller regions 

until their volume (6.9) underflows to 0 or some coordinate becomes degenerate. 

3°. If the storage space allotted to the stack is full, then additional regions will be 
output to a file. 

4°. Numerical exceptions, such as division by zero and overflow, are allowed to termi- 
nate the present, program. However, they could be used as signals to output the offending 
region to a file with an appropriate message. 
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Successful termination of the computer program will he accompanied with a list of 
the number of regions processed (given by the number of times the Krawczyk transforma- 
tion was performed), the number rejected, and the number of critical points found, and 
the number output to the exception file. Given all its critical points, the global critical 
maximum and minimum of the function can be found simply by sorting the function values. 

8. Global Critical Extrema. The algorithm of §6 can be speeded up if only the global 
critical maximum or mininum of / on X is desired. The modification of the algorithm to 
find the global critical minimum will be described; finding the global critical maximum 
follows exactly the same pattern. 

Suppose first that the global critical minimum of f on X is actually its global minimum 
on X, that is, f{x) > m = /(x*) for x £ X, where x* is the global critical minimum point. 
The algorithm will compute a decreasing sequence of upper bounds m{t) for m, and reject 
subregions Z such that mf F{Z) > m{t). The modifications of the corresponding steps for 
the single-processor algorithm are: 

1°. Set m(0) = MAXREAL, the largest floating-point number (for example, in Pascal- 
SC, MAXREAL-9.99999999999x10"). 

2°. If supF(x) < m(t - 1), then set m{t) = s\ipF{x), otherwise, m{t) = m{t - l). 

6°. Reject Z' if 0 ^ F'{Zl) or inf F(Z') > m(t); reject Zr if 0 ^ F'(Zr) or inf F(Zr) > 
m(t). If neither Zl nor Zr can be rejected, then Zl is considered to be more promising 
if inf F(Z') < in{F{Zr), and Zr is stacked, or conversely. In case inf F(Z') = inf F(Zr), 
then Zr is stacked if supF(Zr) > supF(Z'), otherwise, Zl is stacked. 

Considerable savings in computer time have been observed due to the introduction of 
the additional rejection conditions in 6°. In the case of multiprocessors, an efficient way to 
share the current value of m(t) is necessary, and the rejection of regions in which function 
values are too large would be carried out in step 1°. 

In case the function / can attain smaller values than m on the boundary dX of X at 
points which are not critical, an alteration has to be made in the above procedure. The 
value of m{t) is updated only when regions X* containing critical points x* are computed 
by interval iteration. If supF(i*) < m{t - 1), then we set m(t) = supF(x*), otherwise 
m{t) - m(t-l). The rejection crite/ion infF(Z) > m{t) remains unaltered. The algorithm 
will generally be slower than the one given above in this case, but usually still faster than 
an exhaustive search for all critical points. 

In the same way, a function M(f) giving the lower bound for the global maximum 
M of f is constructed by setting M(0) = -MAXREAL, and updating by Af{() to be 
the maximum of M{t — 1) and inf F(x)}, assuming that the global maximum is critical. 
Intervals are rejected if supF(X) < M{t). Otherwise, M{t) is updated only at critical 
points, as above. The modification of the choice algorithm for bisected intervals is done 
by reversing inequality signs and interchanging infs with sups in the above. 

0. Use of the Algorithm for Validation. In addition to its use for global searching, 
the algorithm given in §6 can be used to validate solutions to optimization problems given 
by other algorithms. For example, suppose that x is an approximate critical point of / 
found by Newton's method or some other numerical technique. Then, the initial region X 
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can be taken to be, say 

(9.1) X = x+~·e·l-tt J 2 ' , 

where 6 > 0 and e = (1, 1, .. . , 1) E Rn denotes tl ·e vector with all components equal to one. 
If (5.5) holds for this value of X, then all components of i: are validated to be accurate to a 
tolerance of 6. Furthermore, the interval iteration (6.1) will give approximations ofp088ibly 
increased accuracy for the critical point, as well as bounds the for function , gradient vector, 
and Hessian matrix values. It should be noted that the interval calculations furnish upper 
and lower bounds for maximum and minimum values of the function, while some other 
methods give only one-sided bounds. 

10. Numerical Examples. The functions selected for numerical computation were the 
n-dimensional Rosenbrock function It ], 

n - 1 

(10.1) fn(x) -= L [IOO(xi-1- 1 - x; )2 + (1 - Xi)
2

] , 

i = l 

and the "three-humped camel" function [3], 

(10.2) 

The program used was written in Pascal-SC for a microcomputer with a Z80 processor 
and the CP/M operating system. This was done to take advantage of support for interval 
arithmetic, an already written libra ry of operators and functions for type IHESSIAN, and 
the utility procedure LGLI for solving linear systems with interval coefficient matrices and 
right sides. On the other hand, the small amount of storage available in this mc~.ehine {64 
kilobytes) limited the values of n for the Rosenbrock function (10.1) to n = 2,3. The 
actual machine used was also rather slow, with a 1MHz system clock, giving typical times 
for floating-point interval addition and subtraction of 13.5 milliseconds, multiplication, 
57.5 milliseconds, and division, 77.5 milliseconds. Nevertheless, the results given below 
were obtained in a reasonable amount of t ime. 

The most time-consuming part of the computation is the performance of the Krawczyk 
transformation K(X) (actually, K(X)) , using the Pascai-SC utility program LGLI to solve 
the system (5.1) with interval coefficient matrix and right side. A count is made of the 
number of times this transformation is performed, the number of critical points found, 
the number of regions rejected, and the number of regions (if any) in which exceptions 
are encountered. The sum of the number of regions rejected (which cannot contain crit
ical points), the number of regions in which critical points are found, and the number of 
exceptional regions gives the total number of subregions examined. The Krawczyk trans
formation may be applied to a given region several times before it is accepted as containin& 
a critical point, or rejected. . 

The Rosenbrock function (10.1) has the global minimum /n(x*) = 0 at the critical 
point :r.• 7 e ·- (1, 1, ... , 1). It is ca.-;y t.u find :r* hy N<'wlon's mf'thod, hut m~thodR whkh 
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try to reduce /n(x) at each step find this function rather difficult, particularly in higher 
dimensions. Four cases were considered: 

1. n = 2, Xo^ ([0.9,1.2],[0.8,1.1]); 

2. n = 2, Xo-([-3.7,1.4|,[   1.6,3.5]); 

3. n = 3,Xo= ([0.9,1.2],[0.8,1.1],[0.9,1,2]); 

4. « = 3, Xo = ([-3.7,1.4|,[-1.6,3.5|,[-3.7,1.4]). 

The value £ = 0 was taken In each case, and no exceptions occured in any of the 
examples given here. Searching foi all critical points gave the following results: 

Case 1    Case 2    Case 3    Case 4 

Transformations 242 957 553 1976 
Rejected 167 685 432 1567 
Critical Points 1 1 1 1 
Transformations to Locate 128 187 328 1672 

The algorithm was very busy in the neighborhood of the critical points x* = (1,1) and 
x* a (1,1,1). The region in which (5.5) holds turned out to be rather small, and nearby 
regions not containing x* had to be made very small before they could be rejected with 
certainty. The increase in area of Xo by a factor of 289 between cases 1 and 2 increased 
the number of Krawczyk transformations required by a factor of less than four, while the 
increase in volume of XQ between cases 3 and 4 by a factor of 4913 resulted in an even 
smaller increase in the number of transformations, less than 3.6. Coing from two to three 
dimensions increased the number of transformations required to search the entire initial 
region by a factor of about two in each case. 

The modification of the program to search for a global critical minimum gave the 
following results: 

Case 1    Case 2    Case 3    Case 4 

Transformations 92 140 346 219 
Rejected 75 110 169 172 
Critical Points 1 1 1 1 
Transformations to Locate 83 103 330 201 

These results show a considerable improvement over the search for all critical points. Once 
the global minimum value has been found, remaining regions are generally rejected quickly. 
The algorithm was very effective for the largest problem considered, Case 4 above. 

The required increase in minimum function values in the search for a global critical 
maximum forced the algorithm toward the boundary of Xo, where regions were quickly 
rejected. The corresponding results were: 
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Transformations 
Rejected 
Critical Points 

9 
9 
0 

16 
16 
0 

27 
28 
0 

37 
38 
0 

In the last two cases, the final regions were rejected without having to perform a Kra.:zyk 
transformation. 

In two dimensions, the interval iteration to the critical point x* conversed to 

(10.3) X* = ([0.999999999999, 1.00000000001], [0.999999999999, 1.000000000011) 

with 

(10.4} F2(X*) = [0.00, 9.62 x 10- 20], 

(10.5} F'(X* ) = ( [- 4.802 x 10-
9
,1.242 x 10- 8]) 

2 [- 6.200 X 10- 9 , 2.400 X 10- 9 ] ' 

and 
(10.6) 

F" (X*)= ( [801.999999987,802.000000030] 
2 [- 400.000000004 , - 399.999999998] 

[ - 400.000000004, -399.999999998)) 
200 . 

The midpoint of X* was calculated to be x = (1,1), with F2 (x) = 0, FHz) =(~),and 

the Hessian matrix F"2(x) = ( !~~ ~~~O ), which are validated to be the exact values 

of x*, f2(x*), V / 2 (x*), and H / 2 (x .. ) by the above. 
The results in three dimensions were completely simi lar, with the midpoint z = (1, 1, 1) 

of x· giving the exact values h (x) = 0, \1 fa(x) = ( ~ ) , and 

(10.7) 
( 

802 - 400 
H h(x) = - 400 1002 

0 - 400 

The three-humped camel function g(x) given by (10.2) h~ five critical points: 

(10.8) x* = (0, 0) , 

which is its global minimum point, 

(10.9) 
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which are saddle points, and 

(10.10) kg* - +fy2.i i v/o.ses,^ y2.1 i N/O.SGS), 

which are relative minimum points. One has 

(10.11) 0 = g(x*) < f(-0 = g{z*) < g{~y*) « g{y*). 

The search for all critical points was conducted in the inital region 

(10.12) Xo- ([-2.0,1.8], [0.9,1.0]), 

with t = 0. The total number of Krawczyk transformations required was 82, 48 intervals 
were rejected, all 5 critical points were found, and there were no exceptions. This function 
is less of a computational challenge than the Rosenbrock function fiix); however, the 
critical points ±y* and ±z* tend to shield z* from straightforward iterative procedures, 
such as Newton's method. Letting T{-) denote the number of Krawczyk transformations 
required to locate a given critical point, the results were: 

T{x*) - 6, 

TV) - 21, 
(10.13) T{z*) = 45, 

T{-y*) - 69, 

T{-z*) = 79. 

The search for the global minimum of g(x) in Xo required 60 Krawczyk transfor- 
mations, 46 intervals were rejected, 2 critical points were located in order of decreasing 
function value, and there were no exceptions. The critical points found were first -z* and 
then the global minimum point x*, with 

T{~»*) - io, 
10.14 ,    ' V ' T(x*) = 57. 

Obviously, the search took an entirely different path than the exhaustive search (10.13) 
for all critical points of g{x) in Xo- 

The search for the global critical maximum of g(x) was somewhat slower, due to the 
fact that g{x) attains it maximum at a noncritical point on the boundary OXQ of X0. 
Consequently, the function M(t) which gives a lower bound for the critical maximum was 
updated only at critical points. This computation required 76 Krawczyk transformations, 
50 intervals were rejected, and three critical points (i*, y*, and -y*) were found in order 
of nondecreasing function values. The number of transformations required were: 

FC»*) - 6, 
(10.15) TV) = 21, 

It-irl - 64. 
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The critical points ±z* were also located, but rejected, because the values of g(z) at 
these relative minimum points is smaller than at the saddle points ±y*. Investigation of 
the nature of critical points is done by finding bounds for the eigenvalues of all symmetric 
matrices A such that A E G"(X*), using the Pascal-SC procedure EIGEN. Denoting the 
eigenvalues of a 2 x 2 symmetric matrix A by .X 1 (A) and .X2(A), then intervals A1(X*) and 
A2(X*) are computed by EIGEN such that 

(10.16) { Ai(A) I A E G"(X*)} ~ Ai(X*). i = 1,2. 

The character of the critical point x* E X* can be decided on the basis of these bounds. 
The results of the interval iterat ion to critical points were: 

(10.17) 

X* = ([-2.0 X 10- 99 , 2.0 X 10- 99],[-2.0 X 10-99,2.0 X 10-~J), 

G(X*) = [- 2.05 x 10- 99, .. . oo x w- 99], 

G'(X*) _ ( 1- 1.52 x 10 - 9 8
, 1.52 x w- 98j) 

- [- 6.oo x w- 99 , 6.oo >: w - 99] ' 

G"(X*) = ( [ 3.9999999999~ : .00000000000] ~1). 

The eigenvalues of H g(x* ) are contained in the intervals 

(10.18) 
A 1 (X "") = [4.142135623, 4. 142135625], 

A2 (X • ) = [1.58578643759, 1.58578643766], 

which proves conclusively that the cri tical point x* E X* is a minimum point, because 
both eigenvalues of Hg(x*) G"(X*) must be positiYe [1]. The midpoint of X* is fi = 

x* = (0,0}, with G(x) = g(x* ) = 0 , G'(x) = \7g(x"" ) = ( ~), and G"(z) = Hg(z*) = 

( 4 -1) 
-1 2 . 

Next, 

(10.19) 

y• = ([1.07054229181, 1.07054229185], [0.535271145904,0.5352711459211), 

G(Y*) = [0.877361 557501,0.877361558041], 

G'(Y*) = ( [-5.81 X 10- 10, 5.26 X 10- 10
] ) 

[- 5.00 X 10- 11 , 4.00 X 10- 11 ] ' 

G"(Y*) = c-3.8730892930~ ;3.87308929080] ~~). 

The eigenvalues of H g(y*) are contained in the intervals 

(10.20) 
A 1 (Y *) = [- 4.03868818, - 4.03868818], 

A2 (Y*) = [2.165598876,2.165598884], 

898 



so that the critical point y* 6 Y* is indubitably a saddle point. 
The next values obtained were 

Z* - ([1.71755234581,1.74755234586]), 

G(Z*) a 10.29S638440884,0.298638443572], 

(10.21) GW^I-2!8"10'10'3;8^1^101^ v ' ^\* )     y        [-1.00 x 10"",0.00]        /' 

w//cn      / [1.21530892921,1.21530892930]    -l\ 

The eigenvalues of Hg{z*) are contained in the intervals 

Ai = 5.33440787,5.33440793], 
(10.22) '   , 17 Aa - 2.681868136,2.681868143], 

and thus the critical point z* is a relative minimum point. 
The computed intervals 

(10.23) 
~Y* = ([-1.070544229185,-1.07054229181], [-0.535271145923,-0.535271145906]) 

and 
(10.24) 

-Z* = ([-1.74755234585,-1.74755234580],]-0.873776172925,-0.873776172902]) 

contain the critical points -y* and -z*, respectively. The function, gradient, and Hessian 
values on these intervals do not differ significantly from the corresponding ones for Y* 
and Z*. In particular, the eigenvalues of Hg[-y*) lie in the intervals (10.20), while the 
eigenvalues of Hg[ z*) belong to the intervals (10.22). Thus, -y* is guaranteed to be a 
saddle point, and -z* a relative minimum point of g. 
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ABSTRACT: In this paper, we present an algorithm for computing 
k-terminal reliability in directed or undirected networks. The 
running time of the algorithm is bounded by a polynomial in the 
number of (s,K)-quasicuts, where an (s,K)-quasicut is defined to 
be a minimal (s,K*)-cut for some K* contained in K. The 
algorithm can be implemented by applying our cut based 2-terroinal 
algorithm to a network to which a super-sink node has been added. 
Thus, a 2-terminal code based on our cut based algorithm could be 
used to solve the k-terminal problem. 

1. INTRODUCTION: We present a new algorithm for computing the k- 
terminal network reliability measure. The algorithm is a 
generalization of an algorithm we previously described in (Provan 
and Ball 1984) for the 2-terminal reliability measure. The 2- 
terminal algorithm was bounded by a polynomial in the size of the 
network and the number of minimal (s,t)-cuts. An analogous 
result for the k-terminal problem would be an algorithm bounded 
by a polynomial in the size of the network and the number of 
minimal (s.K)-cuts. Ve showed in (Provan and Ball 1984) that the 
existence of such an algorithm la unlikely sine« it would imply 
that P-NP. The algorithm given in this paper has a time bound 
which Is polynomial in the size of the network and the number of 
(s.K)-quasicuts. which are arc sets closely related to minimal 
(s,K)-cuts. A desirable feature of this algorithm and its 
development is that the algorithm can be realized by applying the 
2-terminal algorithm to a graph in which a super sink node has 

f The work of this author was supported, in part, by the Army 
Research Office. 

* The work of this suthor was supported, in part, by the Air 
Force Office of Scientific Research under Contract AFS0R-84-0140. 
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been added. Thus, a 2-terminal code based on our cut procedure 
could be used to solve the k-terminal problem. 

7. PRELIMINARY DEFINITiONS: For network reliability problems, 
we are given an underlying network G-(N,A), either directed or 
undirected,   with  node  set  N-{vi,V2 vB)   and  arc  set 
A-(ei,e2 en)-  An arc ls denoted by (vi.vj), which is taken 
to be an ordered or unordered pair depending on whether G is 
directed or undirected. We assume that each arc eeA fails 
Independently with known failure probability pe. Our reliability 
measures are defined by the existence of operating oaths, paths 
of operating arcs, between certain pairs of nodes in G. We 
define, for nodes s and t of G, the event 

EP(s,t) - [there exists an operating path from s to t]. 

The path is taken to be directed when G is directed, and there is 
always an operating path from s to itself. The problem of 
computing Pr[EP(s,t)] is called the (s.t)-connectedness problem 
or the 2-terminal reliability problem. We extend this definition 
to a general termini set as follows. Given a KCN and an seK, 
define the event 

EP(s,K) - [there exists an operating path from s to every 
node of K] 

- ^teK EP(s,t) 

The problem of computing Pr[EP(s,K)] is called the (s.K)- 
connectedness problem or the k-terminal reliability problem where 
k-|K|. When K-N, it is also called the all-terminal reliability 
problem. 

Each of the measures given abov« has the property that the 
underlying system is coherent with respect to that measure; that 
is, if the system operates when a set S of components (arcs) 
operates, tnen it operates when any superset of S operates. 
Coherent systems can be described completely by listing either 
(1) the collection of minimal sets of components whose operation 
allows system operation, or (2) the collection of minimal sets of 
components whose failure causes system failure. We call these 
sets, respectively, the pathsata and cutsets of the system. In 
the case of the (s, t)-connectedness problem, the pathsets are 
simply the (slt)-paths, and the cutsets are the (s,t)-cuts. I.e. 
minima^, sets of arcs whose removal disconnects s and t. We 
denote the set of all (s,t)-cuts by Q(s,t). In the case of the 
(s,K)-connectedness problem, the pathsets are (s.K)-trees (also 
called K-trees), I.e. minimal sets of arcs that Include paths 
from s to all members of K. The cutsets are (s,K)>cuts, I.e. 
minimal sets of arcs that disconnect s from some node In K. We 
denote by C(s,K) the set of all (s,K)-cuts. 

Many approaches to reliability analysis problems Involve 
either the explicit or Implicit enumeration of all cutsets or 



pathsets. Surprisingly, even if one is willing to invest the 
effozt required to enumerate all pathsets or cutsets, the problem 
of computing system reliability may still be difficult, 
specifically NP-hard (see Ball 1986 for a discussion of these and 
other complexity issues). The algorithm we give in (Proven and 
Ball 1984) has a running time bounded by a polynomial in the 
network size and the number of (s,t)-cuts. Thus, for the 2- 
terminal problem, if one is willing to expend the effort to 
enumerate cutsets then one can efficiently compute system 
reliability. On the other hand, we show that such an algorithm 
can exist for the k-terminal problem only if P-NP. T*:ese results 
and related results presented in that paper all assume that the 
network itself is given as input. In (Ball and Proven 1986), we 
address a related problem where the input is given as an explicit 
list of all pathsets or cutsets. 

In this paper, we extend our 2-terminal algorithm to the k- 
terminal problem. The time bound obtained is not a polynomial in 
the number cutsets, (s,K)-cuts in this case, but rather a 
polynomial in the number of (s,K)-quasicuts, which are arc sets 
closely related to (s,K)-cuts. Ue now give definitions required 
to present the algorithm and its time bound. 

3. THE ALGORITHM; The algorithm itnaif is a particular 
application of the 2-terminal algorithm. The 2-terminal 
algorithm can be described in terms of a recursive update 
formula. After giving some necessary definitions we state the 
update formula and then show how it can be applied to the k- 
terminal problem and derive its time bound. 

Given a network G-(N,A) and a subset of nodes S, define the 
subnetwork G(S) induced by S to be the node set S together with 
all arcs between nodes of S. For node sets U and V, define 
A(U,V)-{(u,v)eA:u€U, veV). For any (s,t)-cut C, we identify the 
two sets: 

SN(C) - |ueN:there exists a path from s to u containing no 
arcs of C)  , 

TN(C) - (veN:there exists a path from v to t containing no 
arcs of C) 

and note that (i) SN(C) and TN(C) are disjoint (although they do 
not necessarily comprise all nodes of G) , and (11) 
C-A(SN(C) ,TN(C)) . The set of qxit nodes associated with C is 
defined to be SE(C)-|u€SN(C): there exists an arc (u,v) with 
v€TN(C)) . 

We now define some random events necessary for the statement 
of the update formula. For any CCA, let E(C) be the event that 
all arcs in C fail.  For any C£Q(s,t) define 

EC(C) - EP(s,SF(C))nE(C) 
- [thera is an operating path from s to all nodes in 

SE(C), but to no node of TN(C)J. 
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The    following    two   results,    which   are   proved   In   (Proven   and 
Ball   1984)    form   the   basis   of   the   2-terminal   algorithm. 

Theorem   1: 
Pr[EP(s.t)]    -   1   -   Zcegc.t)      Pr[EC(C)] (1) 

Theorem 2:  For any Ceg(s,t) 

Pr[EC(C)] - 

n.cc Pe «I -     I Pr[EC(C')]/n.€C.nC pe ).  (2) 
c'eg(s,t) 

with SN(C')CSN(C) 

where n,eC,nC pe is defined to be 1 if C'nC-^. 

Expression (1) is a formula for computing Pr[EP(s,t)] in 
which the number of terms equals the number of (s,t)-cuts. 
Expression (2) is an update formula for recursively computing 
each of the terms in expression (1). Note that in order to 
compute Pr(EC(C)] using (2) a large number of "previous" (sft)- 
cuts C, must be considered. As a result expressions (1) and (2) 
lead to an algorithm whose complexity is proportional to the 
number of (s,t)-cuts squared. The specific complexity given in 
(Provan and Ball 1984) is 0((n+m)M2) where p-|C(s,t)|. 

Let us now consider applying the 2-terminal algorithm Co the 
k-termiiial problem. Given the input network G-(N,A) together 
with the source node s, terminal set K and probability vector 
iPe'- we modify the network using a "super sink" node t as 
follows. Construct network G'-(N'.A') from G by setting N'-Nu(t) 
and A'-AUC,, , where C0-| (x, t) :xeK) . For each eeC0 we set p, to 0. 
Figure 1 illustrates this transformation. 

Now consider the effect of applying the 2-terminal algorithm 
to G'. Since the algorithm computes Pr(EC'(C)] for all (s,t)- 
cuts C, it will, in particular, compute Pr[EC'(C0)], where ' 
indicates an event or set associated with G'.  But we have 

Pr[EC'(C0)] - Pr(EI(s.SE'(C0))]*PrIE'(C0)] 
- Pr(EP(s,K)]*l. 

The last term is, of course, the k-terminal reliability measure 
computed over G. Although Figure 1 illustrates the 
transformation for directed networks, it also applies to 
undirected networks. 

The number of terms in expression (1) will be the number of 
(s,t)-cuts in G'. In order to interpret this quantify relative 
to other k-terminal algorithms we need to characterize this 
quantity in terms of G and the k-terminal problem. Given G, s 
and K, we define an (s .K) -quasicut; to be a set of arcs that is an 
(s,K*)-cut for some K*CK. We denote by Cq(s,K) the set of all 
(s,K)-quasicuts . Note that ?q(s,K)2C(s,K). Of course. all 
(s,K)-quasicuts disconnect s from some member of K, however, not 
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super sink 

FIGURE 1:  Transformation for solving k-terminal problem using 
cut based E-terminal algorithm. 
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all quaslcuts are minimal with respect to this property. For any 
(s,K)-quasicut C, we define 

J(C) - KnSN(C) 
K(C) - K - SN(C)  (*   ^) . 

We now show that the work performed by the 2-terminal algorithm 
when applied to the k-terminal problem is proportional to the 
number of quaslcuts. 

Theorem 3: Given G, G', K and s as defined above, the number of 
terms in expression (1) when the 2-terminal algorithm is applied 
to G' equals the number of (s , K)-quasicuts in G' plus one. 

again use the 
an isomorphism 

notation to denote quantities in G 
♦ : g'(s,t)-|C0) -i C.U.K) by setting 

proof:  We 
We define 
«(C)-CnA. 
(♦   into) :     Let   CF*C( 
C-A'(SN'(C),TN'(C))  and 
TN'(C)nK»'^I  so  that CnA 
(s,K)-quasicut. 
(4  one  to  one):     Let  C1 ,  C2eQ'(s , t) -{C0),   and  suppose 
C1nA-C2nA-C.  Then there are paths comprised of arcs of A-C which 
go from s to every node of J(C), and no such paths going to any 
node of K(C).   Thus, the set D-{(x,t):xeJ(C)) must be contained 

be  an   (s,t)-cut  in  0* . 
TN'(C)D{t).    Then  it  must 
is  in  (s,TN'(C)nK)-cut,  and 

Then 
be  that 
hence an 

in both C, and C and no arc of 
C1   or C2 .  It 
(*  onto): 
clearly, C1 

Co-D can be contained in either 
follows that Cj-A-C^A-D, so that Cx-C2. 

Let  Ce5:q(s,K)  and set  C '-Cu{ (x, t) : xeJ (C) ) .   Then 
is an (s,t)-cut in G', and since K(C)f<^, C'><C0. 

It immediately follows that. 

Corollary 4: Given appropriate G, s, K and (pe}, the k-terminal 
network reliability problem can be solved in 0((n+m)/iq2) time 
where /*q-1C, (s , K) | , by applying the cut based 2-terminal 
algorithm to G' as described above. 

We should note that the construction illustrated in Figure 1 
does not provide a general way of transforming a k-terminal 
problem into a 2-terminal problem. It is useful in this case 
only because of the particular intermediate calculations made by 
our cut based algorithm. 

This approach to the k-terminal problem provides a common 
generalization of our cut based algorithm for Che 2-terminal 
problem and Buzacott's algorithm for the all-terminal problem 
(see Buzacott 1980, 1983). That is, when the approach described 
in this paper is applied to the 2-terminal problem Its steps are 
essentially equivalent to the steps of our cut based 2-terminal 
algorithm and when it is applied to the all-terminal problem on a 
complete network its steps are essentially equivalent to the 
steps of Buzacott's algorithm. In this case, the running times 
of both algorithms are polynomial in the number of cutsetq since 
for complete networks (s,K)-quaslcuts are (slK)-cuts. We should 
note that for non-complete networks our algorithm will require 
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substantially less computational effort than Buzacott's. 
There are two interesting areas for further research 

suggested by these results. First of all, it would be quite 
useful to develop a cut based algorithm that was linear in the 
number of cuts rather than quadratic. Such an algorithm would be 
particularly significant when one considers the exponential 
growth rate of the number of (s,t)-cuts in a network. A second 
line of research involves the union of products problem defined 
in (Ball and Provan 1986). The input to this problem is either a 
list of pathsets or cutsets. We were able to adapt an all- 
terminal network reliability algorithm whose running time is 
proportional to the number of pathsets (spanning trees in this 
case) to obtain an efficient general approximate algorithm and an 
efficient special case exact algorithm for this problem. It 
would seem that the cut based algorithm could also be adapted to 
the union of products problem context. 

REFERENCES 

Ball,  Michael  0.,  1986,  "Computational  Complexity of Network 
Reliability Analysis:   An Overview",  IEEE Transactions on 
Reliability. R.35. 230-239. 

Ball, Michael 0. and J. Scott Provan, 1986, "Disjoint Products 
and Efficient Computation of Reliability",  Working Paper 
#86-019, College of Business and Management, University of 
Maryland at College Park. 

Buzacott.  John A.,  1980,  "A Recursive  Algorithm for Finding 
Reliability Measures Related to the Connection of Nodes in a 
Graph", Networks. 10, 311-327. 

Buzacott,  John A.,  1983,  "A Recursive Algorithm for Directed 
Graph Reliability", Networks. 13, 241-246. 

Provan. J. Scott and Michael 0. Ball, 1984, "Computing Network 
Reliability  in Time  Polynomial  in  the  Number of Cuts", 
Qpcratloni Rcnarch. 32. 516-526. 

907 



WEAK GREEDY HEURISTICS FOR PERFECT MATCHING* 

M.  D.  CrigoriatJis, H.  Kalantari, and C.   Y.  Lai 

Department of Computer Science 

Rutgers University, New Brunswick, NJ 08903 

Abstract. We consider relaxations of the greedy heuristic for computing 

minimum-weight perfect matching of complete graphs with edge weights satisfying 

the triangle inequality. We analyze their worst-case error bounds and time 

complexities, and report on computational results for a set of randomly-generated 

points in the Euclidean plane. 

Keywords: Approximate algorithms, complexity, heuristics, weighted perfect 

matching. 

1. Introduction. 

A perfect matching of an edge-weighted complete graph K , m even, is a subset A/ of n 2 of 

its edges such that no two edges in M are incident upon the same vertex. Its weight w(M) 

is the total weight of its edges. The minimum weight perfect matching problem is to find 

a matching Af* of minimum weight. The problem may be solved exactly in 0(n3) time by 

Edmonds' algorithm j3, 4] as suggested by Gabow and Lawler  |5,  10]. 

When the edge weights satisfy the triangle inequality, the well-known (ordinary) greedy 

heuristic may be used to obtain an approximate perfect matching. This heuristic repeatedly 

selects an edge of least weight into the matching, and removes from the graph its two 

vertices and all edges incident upon them. Reingold and Tarjan 111 have shown that the 

weight of the so-obtained approximate solution is at most (j) n'01 '3/2' - 1 times that of the 

optimal matching. 

The edge selection criterion at each stage ;=!,..., n/2 may also be viewed as identifying a 

set 5 of edges from each vertex to its least-weight neighbor and then selecting an edge of 

minimum weight in S . In this context, the question naturally arises whether examining 

fewer vertices and weakening the minimization requirement may lead to greedy heuristics of 

• Thii iWMtrch WM tupportcd in part by the National Science Foundation under Grant No. MCS-8113503. 
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reasonable performance. In this paper, we discuss the behavior of an exponential number 

of such greedy heuristics proposed in |7], having time complexities ranging from 0(n2) to 

0(n2log r«), and with worst-case error bounds ranging from 2n/2-l to n/2. The latter is a 

bound  for a subclass of these heuristics to which  the ordinary  greedy  belongs. 

In the next section, we define the class of weak greedy heuristics which select one edge at 

each stage, and we derive worst-case error bounds. In section 3, we examine a number of 

special cases of interest. In section 4, we discuss the time complexity of these heuristics. 

In the last section, we present computational results for randomly generated points in the 

Euclidean plane. Surprisingly, these experiments indicate that there is very little variation 

in the average performance of these heuristics, regardless of the amount of work spent in 

selecting the matching edge at each stage. We conclude with a brief discussion of a much 

stronger class of matching heuristics which select several edges at each stage |8j. 

2.   TJie class of weak greedy  heuristics 

As a measure of perforrnanrc. we shall use the ratio /(n) of the weight of the approximate 

perfect matching A/, produced by any heuristic, to that of the optimal matching Af, i.e. 

/(n) - u'(A/)/u'(Af*). We define /(n) - I if w{M] - u>(\f*) - 0. We shall refer to any heuristic 

algorithm that sequentially selects into the matching M. edges e , y = 1,..., n/2, one at a 

time, as weak greedy. If. at any of its stages, a weak greedy selects an edge e =(u,v) 

which is not a least-weight edge among those incident on u or v, then f(n) may become 

infinite. For instance, consider the case where the n vertices consist of n/2 distinct points 

in the plane, and their duplicates. Thus, the weight of each selected edge e must be a 

finite multiple of A/*, where M* is an optimal matching of the vertices unmatched by M 

immediately prior to the selection of « . We denote by GREEDY( QV ..., an,2) those weak 

greedy heuristics for which u'(e ) < ■ u'(Af*), where 0 ^ a < oc, j- I, ...,n/2. 

Furthermore, we let M be the set of matching edges {e ,...,en/2} that would be selected 

by such a heuristic at stages ; through n/2, and let the corresponding ratios be 

f(n-2j-r2) = w{M ) / w(M*), where M* is as defined earlier. 

Theorem 1: For any given GREEDY(av...,an,J), 

/(n-2;.2) < <yt (H^)/!«   2.0,    >- 1,..., n/2   1 .    and    /(2) < o^. 
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Proof:   For  >= 1,..., n/2-1   we  havt f{n-2j+2) = w{M) / u,(M*) =    («(«J••-v(JML))) /«(M?) < 

Q^-K M;(Af;+1)/w(A^). It sufTices to show that ui{M ^) / w{M*) < (I + a}) f(n-2j), or 

equivalently  that 

■«Äj.,1   <   (1 + aJwiM*). (1) 

Let e =(II, v) be the edge selected at the j'-ih stage of the heuristic. If an optimal perfect 

matching also contains e., then (1) holds trivially, since in this case 

w{e) + w{\f*^1) = w{M*). Otherwise, the optimal matching must contain edges t' = (u,u') 

and e" = (v,v'). Let e be the edge («',»'). Then, A/'= A/* u {«} \ {e',e"} forms a perfect 

matching of the vertices matched by A/*+J. Clearly, w(M') < w(M*) + w(e) - w(e') - w(e"). 

By triangle inequality we have w(e) < »(«')+ iv(e")4 w(e ), and hence (1) holds for all 

j = 2)...,n/2.    Clearly, /(2) < an/r    ■ 

In order to derive a bound on the /(n) of GREEDY(QV ...,an,2) heuristics, we require the 

following lemma: 

Lemma   1:  Suppose that    g(n-2j+2) = a -¥ (1+a) g(n-2j) for j = 2,.... n/2-1   and   j(2) = o  ,2. 

Then. |(»)-nj2(I+ •,)-»• 

Proof:  Let g*(n-2j-2) = g(n-2} + 2)* \  for ;=!,..., n/2.    Then, 

l*{n~tj+%)-{t+»jt*{m   2j)  for ^2,...,n/2   1, with y*(2) = l-aB/2 . (2) 

Solving (2)  recursively, wc obtain  g*{n) = l]nl1 (1 + a ). I 

Theorem 2: For any GREEDY( Q, Qn/2), the ratio /(n) < n"ij (I «f «J- I. 

Proof: Considering the definitions of /(n) in Theorem 1 and g(n) in Lemma 1, it suffices 

to show that g(n) > f{n). This is certainly the case for n=2. Suppose g{n-2) > f{n-2). 

Then, g(n) = a, + (1 - a,) g(n-2) > a, + (1 + a,) /(n-2) > /(n).    ■ 

S.  Special cases 

Let it be an integer satisfying 1 < * < n-2;-f-2 for each j= l,%...,n,'2. At each stage j, such 

a heuristic arbitrarily selects k distinct vertices, determines the multiset S of edges which 

connect these k vertices to their least-weight neighbors, and selects an edge, say, e. € S , 

whose weight w{e) does not exceed the average of all edges in S.. Then, it places e into 

the matching, and removes from the graph its two vertices, along with all edges incident 

upon them. 
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Lemma  2:  For each >=!,..., n/2, the parameter o   < 1 if it = 1, and a   < 2/k   otherwise. 

Proof: Clearly, for *, = 1 we have w(« ) < v(M*]- Now, suppose it > 1 , and let (u, t>) be 

an edge in A/^. If u' and v' are least-weight neighbors of u and », respectively, then 

w(u,u'] -r w(v,i') < 2w(u,v). At each stage j, we must then have Ylt e s«"!«) S 2tti(A/*), 

and due to the particular selection of edge e , we have k w{e ) < 2w{M*).    I 

For notational convenience, we denote the above heuristics by GREEDY{kv...,k ,,). 

Clearly, there are exponentially many such heuristics. We will consider some special cases. 

At one extreme is GREEDY(l, ...,1), which is the "weakest". At the other extreme is 

GREEDY(n,n-2,...,2), which forms the ttstrongestr subclass of GREEDY{kv ..,kn/2). 

C KEKDY(n,n 2. ..,2), with the additional stipulation that, at each stage j, an edge e& S 

of minimum weight is selected, is precisely the ordinary greedy described in section 1. In 

between, there are several interesting heuristics. For instance, one may examine no more 

than a fiied number of vertices at each stage: For a given constant 3 < t < n let i = i for 

all      |     such      that      k < n-2j~2,      and      k =n-2j+2     otherwise. This     results     in 

CHEEDY(k it. 2 */2    2 2).     Alternately, one may examine the least-weight  neighbors of 

a fixed portion of the vertices at each  stage, i.e.    it -   (n-2y-*-2)/p|  for ;= 1 n/2, where p 

is a  positive  integer. 

Theorem 3: The ratios /(n) for GREEDY(\,.. A], GREEDY(k, ..,k,2\k/2]-2, ...,2), 

(;REEI)Y{n,r,-2... ,2).    and     CREEDY('>n/p], \{n~ 2)/p,,. ., \2/p]),      are     bounded     above    by 

2" 2     1,  i*/2|(l + 2/t)n :  f*/2i-1   1, .. 2. and 2''(p'.)2{^py(2pY.~l, respectively. 

Proof: Tor each case we compute the bounds on the a 's from Lemma 1. and apply 

Theorem   2:      For   the   first   one  of  these   heuristics,   we   have   o   < 1   for   all  j.      For  the 

second,      we      have      •.< 2ik      for      j« 1 n/2   ft/2l + l ,      and      Q   < 2/(n-2;-f2)      for 

;= n/2    k 2*1 n/2.     For  the  third,   the  bound  is directly  obtained   from  the  previous 

case by selecting k=n. For the last one, a £ 2p/(n-2>+2) for ; = 1,..., (n-2p-r2)/2 - 1, and 

Q   <  1  for ;= (n-2p + 2) 2. ...,n/2.     ■ 

Although the error bounds for the first three of these heuristics are tight |7], more 

restrictive edge-selection criteria may result in improved error bounds, e.g. the ordinary- 

greedy   implementation   of  GREEDY(n,n-2, ...,2)   results   in   an   /(n) < (|) n'0«,3/2, -   1   (see 

[11]). 
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It is worthwhile to note that distinct members of GREEDY(kv ...,kn/:i) may have identical 

worst-case error bounds that may be tight [7]. Such is the case for all CREEDY(kv ..,kn,2) 

with t = 1 or 2. 

4. Time complexity 

The time complexity of all GREEDY(kv ...,kn/J) heuristics is bounded above by that of the 

ordinary greedy which is O(n2log n) for general weights and O(n1,5logn) for Euclidean 

problems in the plane (see Bentley and Saxe [1]). However, an improvement is possible for 

some special cases. For instance, GREEDY(l, ..,1) can be implemented in 0(n2) time for 

general weights satisfying the triangle inequality. Furthermore, if the vertices are selected 

randomly at each stage, the average time complexity for the Euclidean case is 0(nlog n): 

Initially construct the Delaunay triangulation of the given vertices in 0(nlog n) time (see 

e.g., Guibas and Stolfi [9]), and update this data structure after each stage. The latter 

requires 0(d log d) time per edge deletion, where d is the sum of the degrees of its two 

vertices. The average degree of a vertex in the triangulation is 6. Also, the average 

degree of a vertex that is a nearest neighbor of another vertex is at most 36, since no 

vertex can be the nearest neighbor of more than 6 vertices. Hence, the average of the sum 

of the degrees of a vertex and of its nearest neighbor is at most 42, and the average time 

to implement the deletion of an edge in the triangulation is 0(1). Similarly, 

GÄ££Z)y(t, ...,*, 2[t/2l-2,..., 2) can be implemented to run in 0(kn2) time for general 

weights. The previous argument may be generalized to show that, on the average, the sum 

of the degrees of the vertices, upon which the edges in S (defined in section 3) are 

incident, is 0(k). Thus, the average time complexity of this heuristic for Euclidean 

problems in the plane is 0(max{nlog n, nilog k}). 

5. Discussion 

In spite of the large spread in the theoretical error bounds of these greedy heuristics, our 

preliminary computational results with vertices uniformly distributed in the plane indicate 

that their average performance is surprisingly similar. For each n = 50,100,200,300, we 

generated 10 problems and solved each one by the two "extreme" greedy heuristics, i.e. 

CREEDY(1,..., 1) and the ordinary greedy.    The ratio of the average weight of the solutions 
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obtained by the former to that obtained by the latter was found to be within |1.08,1.15{. 

We also solved these problems optimally using an implementation of Edmonds1 algorithm 

given in Burkard and Derigs [2i. The ratio of solutions obtained by GREEDY(l, ...,1], and 

by the ordinary greedy, to the optimal solution was found to be within {1.29, 1.451 and 

1.17, 1.29{, respectively. Based upon these preliminary results, we conclude that the 

performance exhibited by GREEDY(\,..., 1) could be satisfactory for large practical instances 

of the class of problems we have tested. 

The worst-case error of the heuristics discussed in this paper can be considerably reduced 

by selecting more than one edge into the matching at each stage. Grigoriadis and 

Kalantari [8], have proposed such a class of heuristics, called "ONE-THIRDfk)', where 

0 < k < log3n is the number of heuristic stages. If k - 0, the heuristic is bypassed and 

the problem is solved by an exact algorithm. Otherwise, it selects a matching S1 of Kn, 

with ^j ijn such that uiS^ does not exceed a certain portion of the optimal weight. 

Then, it discards all vertices matched by 5^ as well as, their incident edges. This results 

in a reduced complete graph. The heuristic repeats this process k-l times, and at its 

(it-t-l)-st  stage, it  obtains an optimal perfect  matching of the remaining complete graph. 

At each stage >, the set of matching edges S is obtained by first extracting a subgraph 

whose edges are determined by computing the least-weight neighbors of its vertices. Then, 

the edges of each connected component of this graph are duplicated to give an Eulerian 

rnultigraph. and an Euler tour is constructed which is subsequently reduced to a 

Hamiltonian tour. From the union H of these Hamiltonians, a subset S of size 

|Si=:^   // |J  is selected with  w{S ) < ^w{H). 

This class of heuristics produces an approximate solution with weight of at most 2(I)*-1 

times the optimal weight, in 0(max {n2, (n/S*)3}) time. For Euclidean problems, this time 

can be reduced to 0(tiiax {nlog n, (ri/3*)3 }). These are substantial improvements over the 

class of weak greedy heuristics which select a single edge at each stage. In particular, 

when * = [^log3(n2/log3n)J, we have /(n) < 2 ( n2/log3n)a-l, where a ^J log 3 (j) = 0.2571. 

The time complexity is 0(n2) for general weights and 0(n log n) for problems in the 

Euclidean  plane.  This case is  "optimal"   with  respect to time, since in  the worst case, no 



heuristic with lower time complexity can produce a finite-valued f(n] |6i. Whether these 

theoretical improvements over existing matching heuristics may also offer superior 

performance in practice is the subject of further computational experimentation. 
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SENSITIVITY ANALYSIS 

FOR 

STATIONARY PROBABILITIES OF MARKOV CHAINS 

Peter W. Glynn1 

University of Wisconsin 

ABSTRACT 

This paper considers the problem of evaluating the sensitivity of a 

steady-state cost o(9)  to underlying uncertainty in a parameter vector 6 

governing the probabilistic dynamics of the system under consideration.  We 

show that the gradient Va(e) plays a fundamental role in the parametric 

statistical theory for Markov processes. We then survey numerical methods 

available for evaluating Vo(9) and introduce a new Monte Carlo estimator 

for Va(6), which is applicable to Markov processes of substantial 

generality. 

'Research supported by the Uhlted States Army under Contract No. DAAG29-8,<-K- 
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1.   INTRODUCTION 

Let X > {X : n >, 0} be an Irreducible positive recurrent Markov 

chain governed by a transition kernel P(0), where 6 Is a parameter 

vector taking values In 1 .  If n(6)  Is the stationary measure of 

P(6) and f(6,x)  Is the cost of running the chain while In state x, then 

a(9) = /f(9,x) it(9,dx) Is the long-run average cost of running X under 

parameter choice 6.  In many applications settings. It Is of Interest to 

compute the sensitivity of a to (Infinitesimal) changes In the parameter 

6. Specifically, It Is frequently useful to be able to evaluate  7a(9), 

the gradient of a(») evaluated at 9 e I . Since It Is generally 

Impossible to analytically evaluate 7a(9) (except for simple models), this 

paper will concentrate on numerical methods for determining 7a(9). 

This paper Is organized as follows. In Section 2, we Introduce an 

Important statistical application for these methods. We show that the 

numerical methods discussed here offer the opportunity to do statistical 

point, variance, and Interval estimation for highly complex functlonals of 

analytically Intractable Markov processes.  Section 3 Is devoted to the 

formal derivation of an expression for 7o(0) and describes, for finite 

state Markov chains, a set of linear equations which characterizes 7a(9). 

For complicated stochastic processes, the corresponding linear systems are 

too complex to solve via standard numerical methods, and Monte Carlo 

techniques therefore become relevant. Thus, Section 4 provides a (new) 

Monte Carlo estimator for 7a(9), which Is applicable to Markov chains of 

substantial generality. Finally, Section 5 offers a brief summary of the 

paper. 
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2.       STATISTICAL RELEVANCE OF THE GRADIENT 

Suppose  that  the  transition kernel    P    governing the Narkou     'i.tin     ' 

is determined  by  a  finite  family of  distributions     (F.,   ...,   F   ) 

(P.Cy,),   ...,  F (y   )),  where each    F.(YJ)     IS a  probability distribution 11 n    n 11 

associated with a known parametric  family  in which    y    t t. i.     If 

9 ■ (Y,,   •••, Y  )»   then   P    can be viewed as a function of    0,  naiHsly 
1 B 

p - p(e). 

In statistical contexts,  the vector    Set    (d-d.  +  '^ + d) 
' 1        m 

is, in general, unknown. Most of the literature on statistical inference 

for Marko*, processes has concentrated on estimation of the "true" parameter 

6* (i.e., estimation of d when the observed chain X is governed by 

P(6*))  and on related issues such as production of variance estimates and 

confidence intervals. However, in many applications settings, it is of 

more practical importance to estimate not 6* but some associated steady- 

state cost a(6*). 

(2.1)  EXAMPLE. Let X - {X : n > )}  be the Markov chain consisting of 
n  — 

waiting times of consecutive customers in the M/M/I/» queue.  (See HEYMAN 

and SOBEL (1982) for a description.)  Arrivals follow an exp(Y.)  distri- 

bution, whereas service times are distributed exp(Y2). Suppose that the 

long-run customer waiting time o(0) is of importance, when 6 * (YiiY*)* 

The objective is to produce estimates for o(9*), as well as variance and 

interval estimates, from observed inter-arrival times Y.. Y   as 
' 11      ni 

well as observed service times Y.. Y.  . Note that in certain set- 
21       2n2 

tings, the inter-arrival times and service times may have been collected 
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from two independent  sources,  so that  no waiting times for the system are 

available.    For example,   the queue might  correspond to a telephone switch- 

ing system being designed,   in which historical inter-arrival data exists 

and service  time data  for the proposed switching device is available. 

(2.2)    EXAMPLE.    Virtually any general discrete-event  stochastic system can 

be  formulated  as a generalized semi-Markov process  (GSMP).    A    GSMP    can, 

in turn,   be  viewed  as  a Markov chain    X -  {X  :   n > 0}, where    X    -  (S   ,C  ) 
n        — n n    n 

records  the   "physical  state"    S    (e.g.,   configuration of  customers  in a 
n 

queue!   and  clock  readings    C    (e.g.,  remaining service  times  for each of 

the customers  in  the  system)  at  the    n transition of  the    GSMP.     (For 

further details,   see GLYNN (1983).)    GSMP's are characterized probabilis- 

tically by certain distributions    F.,   ..., F.    governing the way clocks are 

reset (e.g.,   service times in a queue) and by routing probabilities 

p. p.    (e.g.,   the proportion of customers who visit station    J    after 

receiving service at  station    1). 

In many  applications environments,   the distributions    F  ,  F  ,   ...,  F. 

and  routing  probabilities    p.,   ...,  p.      are unknown and must be estimated 

via statistical  methods.     If  one models   the distributions    F.,   ...,  F.    as 

belonging to parametric  families (i.e.,  F    • F (y.)),   then tb* transition 

function    P    governing    X    can be viewed as    P ■ P(d),  where    9 " 

(y.,   ••>, Y»»   P. P.)«    The performance of a stochastic system is 

often assessed by considering a long-run average  cost    a    for tbj system 

which,  in this context,   can be regarded as a function    a - a(6) of  the 

unknown parameter    9    associated with    P.    Consequently,  an important 
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statistical objective  involves point and  interval estimation of    0(6*), 

where    6*     is the  "true"  parameter governing the system. 

We will now outline  a method for obtaining point  and  interval 

estimates  for    0(6*),  which is applicable to very general stochastic 

systems.    Let    9 -  (O.Cn.),   ..., 9j(n.))     *>«  an estimator  for    9* - 

(9*    ....  9*)      (n.     is  the sample size associated with estimation 
1 a 1 

of 9*.)  Such estimators 9 are frequently available for complex systems. 

In particular, one can often appeal to maximum likelihood estimation (NLE) 

methods for estimating 9*. Under very general conditions, 9 will be 

asymptotically normal, in the sense that 

« 0 
(2.3) 9 a N(9*, C(>nlt   .... nd)) 

where    N(9*,  C(n   ,   ...,   n ))     is a multivariate normal  r.v. with mean    9* 

and covariance matrix    C(n  ,   ...,  n ).     ( «      denotes  "has approximately 
1      d 

the distribution of".)  In certain design settings (see Example 2.1), the 

data for each of the different components 9* is gathered from indepen- 

dent sources. In this case, C(n,, ..., n.) takes the diagonal form 
la 

OJ/HJ      0 

(2.4) C(n1, ..., nd) 
2. 

0d/nd 

If a is continuously differentiable in a neighborhood of 9*, then a 

Taylor expansion of a around 9* shows that (2.3) yields 

(2.5)      o(9) I N(o(9*), 70(9*)' C(n1 nj) Vo(9*)) 
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where 7a(9*)  Is the (column) gradient of a evaluated at 9*.  (This is 

the so-called "delta method" of statistics.) 

Relation (2.5) shows that if n. , .... n. are large, then a(9) is 

a good point estimator for a(9*). Let C(n, n.) be an estimator 

for C(n., ..., n ) (such variance estimators are commonly available for 

MLE point estimates 9). Then, (2.5) proves that 

(2.6) 0 = 70(9)' ci^ nd) 7o(9) 

is an estimator for the variance of a(9) and. 

(2.7) [a(9) - 2(6)01/2, o(9) ♦ z(6)01/2} 

is an approximate 100(1-6)J: confidence interval for o(9*), where z(6) 

is the solution of P{N(Ofl) < z(6)} - 1 - 6/2. Thus, provided that o(9) 

and 7a(9) can be evaluated (either analytically or numerically), (2.6) 

and (2.7) provide a solution to the variance and interval estimation 

problems discussed above. 

In the case that the covariance matrix C(n, , ..., n.) takes the 
1      d 

form (2.4), v can be expressed as 

d   .       , 
(2.8) v - l    (äi-a(9)) oj/n. . 

Relation (2.8) shows that the contribution of uncertainty in 9* to the 

* *     2 A2 
variance of o(9) is given by Oo(9)/a9 ) o./n . This can be used to 

determine which component to additionally sample if the current estimator 

of o(9*) is too "noisy." 
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(2.1) EXAMPLE (continued).  Because of the simplicity of the M/M/l/» 

queue, a can be analytically determined in closed form, namely a(y.ty2) 

Y2^Y2~Y1^   for Yl < Y2 ^* for Yl -"^2^'  If Yl < *V   ^'^  reduce8 

to 

«2 "2 
Y2    '2,  A   

Yl   -2, 
'  r     *  ,4 "l'"l  ,.  . ,4 "2'"2 

(Y2"Yr      "1*^1' 

where 0.(0»)  is a variance estimate for Y^Yo^ formed from 

Yll' •*•• Yln1
(Y21* •*•' Y2n2)' 

For more complicated systems, such as that described in Example 2.2, 

o(») cannot be determined analytically, and so one must turn to numerical 

algorithms. These algorithms will be described in the remaining sections 

of this paper. 

3.  A FORMULA FOR THE GRADIENT OF THE STEADY-STATE 

Let P(0)  be the transition function for X under parameter 6, so 

that P(6,x,A)  is the corresponding conditional probability that X . e A, 

given that X - x.  For an initial distribution \x(.B),   let P. be the 
n 0 

probability measure on the path-space of X associated with P(B), namely 

PQCXQ €  AQ Xn e An} - / >i(e,dx0) / ?(BtxQtdxl)   ••• / PO.x^ ,dxn) . 
4    A0       Aj An 

If X is Harris recurrent under P(e) (see REVUZ (1984)), then there 

exists a unique probability measure it(9) such that 
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(3.1)        i I    f(e,X. ) * f f(0,x) it(9,dx) Pö a.s. 
n k-0     K   S ö 

as n * « (for a large class of !(•)*•)« The measure ir(9) Is stationary 

for P(9), in the sense that 

(3.2) nO,.) - / P(9,x,«) 11(6,dx) . 
S 

(S Is the state space of X.) In fact, x(9) Is the unique probability 

measure satisfying (3.2). Our goal is to numerically compute a(9) and 

7ot(9), where a(9) is the steady-state limit 

(3.3) «(9) - / f(9,x) x(9,dx) . 
S 

Since (3.2) only determines TI(9) up to a multiplicative constant, it 

is necessary to add an additional constraint stating that the total mass 

n(9,S) equals 1. The quantity a(9) is then the unique solution of the 

integral equation system 

n(9,.) - / P(9,x,0 it(9,dx) 
S 

(3.4) ii(9,S) - 1 

«(9) - / f(9,x) x(0,dx) . 

S 

The system (3.4) is well known and has been extensively studied.  If S is 

finite, then P(9) Is a finite matrix and (3.4) becomes 
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nO)' - itO)1 p(e) 

(3.5) it(9)te -  1 

a(e) - nO)' f(e) 

(all vectors are column vectors;  e    is the vector consisting of    I's). 

As we shall  see,   a similar system describes  the gradient     7a(6)    of 

a.    Let us formally suppose that  the transition function    P(9)    can be 

expanded as 

PO + hej) - P(e) + hQ^e) + o(h) 

where    e.     Is the    1        unit vector in    1 .    Assume  that    n(9+he.)    is 

formally dlfferentlable  at    h - 0,   so that there exists a signed measure 

11.(9)    such that 

(3.6) ii(9 + he1)  - x(9) + hn1(9) + o(h)   . 

The stationarlty equation (3.2) implies that TJ (9) must satisfy 

(3.7) 11.(9,dx)-/ i1.(9,dx) P(9,x,.) - / Q (9,x,«) x(9,dx) 
S S 

(formally differentiate  both sides of (3.2)).     (The equation (3.7)  is 

Poisson's equation for the kernel    P(9).)    These formal calculations can be 

made rigorous, even in general state space;  such arguments will appear 

elsewhere. 

In finite state space,   the arguments are more straightforward and have 

previously appeared  In SCHWEITZER (1968), GOLUB and MEYER  (1986),   and MEYER 
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and STEWART (1986).  We give a very elementary proof In the Appendix to 

this paper; our argument uses only elementary Markov chain theory. Note 

that In  finite state space, (3.7) becomes TI (9)t(I-P(e)) - «(6)' Q (9). 

This does not uniquely Identify TI (9), since T) (9) + 6ii(9) also 

satisfies the equation, for all 5.  Note that since Tt(9) e - 1  for all 

9, It follows that Ti1(9)
te - 0 (see (3.6)). Let n(9)  be the matrix In 

which all rows are Identical to n(9).  It Is easily verified that since 

Ti (9)^ - 0, Ti (e)t n(9) - 0.  Consequently, T) (9)  also satisfies 

(3.8) T1i(9)
t(I - P(9) + n(9)) - x(9)t Qi(9) . 

It  Is well  known (see KEMENY  and  SNELL (I960),  p.   100)   that     (I-P(9)+n(9)) 

has  an Inverse,   called  the  fundamental matrix, which we  shall denote    F(9). 

Hence,   In finite state space,   the    1        component of    7a(9)    can be 

computed  as  the solution of  the system 

T)1(9)t  - xO)' Q1(9)  F(9) 
(3.9) 

^- a(9)  - x(9)t  fj(9) + T^O)'  f(9) 

where f!(9) Is the vector In which the j   component Is 8f(9,j)/a9 . 

Consequently, when S  Is finite, the systems of linear equations 

(3.5) and (3.9) may be solved numerically to obtain a(9)  and  7a(9).  If 

S Is not finite (or If the number of elements In S Is large), numerical 

methods not dependent on explicit solution of linear equations must be 

considered.  In the next section, we show how Monte Carlo methods can be 

used to advantage here. 
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4.       MONTE CARLO EVALUATION OF STEADY-STATE GRADIENTS 

A critical assumption underlying the analysis of  this section is  that 

it  is possible to generate sample  trajectories of    X    under the measure 

?„.    For the examples that we have  in mind (see particularly Example 2.2), 

this assumption is clearly in force. 

Assuming now that    X has distribution    P.,  relation (3.1)  states 

that 

n-l 
^4.1) ^   I    f(e,X. ) - oO) P. a.s. 

n k-0 k 9 

as n * •. In other words, rather than solving the integral equation 

system (3.4), one may numerically approximate a(0) by the sample average 

appearing on the left-hand side of (4.1). The simplicity of this numerical 

procedure, as well as its broad applicability, is the source of the power 

of the Monte Carlo method. Our objective here is to obtain a similar Monte 

Carlo algorithm for evaluation of the gradient 7a(6). 

Observe that (at least formally) tie have 

(4.2)   4- a(e) - / 4- f(e,x) ii(e,dx) ♦ / f(9,x) n (e,dx) . 
i      S  i S 

A Monte Carlo estimator for the first term appearing on the right-hand side 

of (4.2) is given by the sample mean 

(4.3) i I J- w.V 
n k-0 aei   ^ 

It remains to obtain an estimator for the second term. 
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As In the finite state space context, one expects that the signed 

measure n.O) will satisfy TI (6,3) - 0. As a consequence. It follows 

from (3.7) that 11.(9) should satisfy 
i 

(4.4) TI (9,«) - / T) (e.dx) P(e,x,«) + / TI (9,dx) x(e,.) 
s 1 s 

- / Q.(9.x,*) n(9,dx) . 
s 

Letting    n(9)    be the operator    11(9,x,») - n(9,»),  one can write (4.4) 

symbolically as 

(4.5) TI1(9)(I - P(9)+ rT(9))  - n(9) Q^Q)   . 

(This Is the general state space analogue of (3.8).) The formal inverse of 

(I-P(9)+n(e)) is given by 

I   (p(e) - n(e))k . 
k-0 

Because of the stationarity of x(9) and the independence of 11(9,x,«) 

from x, it follows that (P(9)-n(e))k - P(9)k - n(9), for k >_ 1. Hence, 

a formal analysis of (A.5) shows that 

Tl.(9) - xO) Q (9) + I    x(9) Q|(9)(P
lt(9) - 11(9)) 

1 1     k-I      1 

For the same reason that    TI (9,8) - 0, Q (9,x,S) - 0    and hence 

Q (9)n(9) - 0.    Consequently, 
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(4.6)        n.ome) - I   n(e) Q.(9) p(9)k f(G) . 1      k-o    1 

Suppose that the measures P(*,x,dy) are absolutely continuous with 

respect to P(9,x,dy) in a neighborhood of 6. Then, one expects that 

Q (etx,dy) has a density with respect to P(e,x,dy), call it q.O.x.y). A 

typical tern on the right-hand side of (4.6) then takes the form 

/ n(9,dx) / q.(9,x,y) P(9,x.dy) / Pk(9,ytdz) f(9,z) 
S       S S 

which can be represented probabilistically as an expectation: 

where EQ(«) is the expectation corresponding to P-, and P« is the 

probability on path-space associated with initial distribution n(9) and 

transition function P(9). Thus, the second term in (4.2) has the formal 

representation 

(4.7) I    EeIq1(9,Xo,X1)f(9,Xk+1)) 
kmQ 

The formula (4.7) is the key to the Monte Carlo analysis. 

Each term in (4.7) can be consistently estimated (under suitable 

hypotheses) via 

n-1 
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when X evolves according to transition function P(9) (regardless of X's 

Initial distribution). In order to estimate the Infinite sum, a standard 

device Is to consider an estimator of the form 

l(n)  .   n-l(n)-l 

<4-8>       J,   SHEW    ^   V^'Vi'«'-Vw' 

where the truncation point Jl(n) is keyed to the sample size n in such a 

way that I(n) ♦ • with i(n)/n ♦ 0. The particular choice of Jl(n) 

effects a compromise between bias and variance effects in estimating the 

infinite sum (4,7). 

Since q.(q,x,y) is generally easily computable (for S countable, 

q1(e.j.k) - (öP(e,j,k)/öe ) • P(9,j,k)"1), (4.7) provides a Monte Carlo 

solution to estimating the appropriate gradient. 

It turns out that (4.6) is closely related to a formula which one 

obtains when one uses likelihood ratio change-of-measure ideas to evaluate 

gradients. These connections will be explored more fully in a future 

paper. 

5.   SUMMARY 

We have shown that the gradient 7a(8) of steady-state quantity a 

plays a critical role in the variance and interval estimation theory for 

steady-state estimators a(6) of complex stochastic systems. In some 

sense, the large-sample variance and interval estimation theory Is fully 

solved given that one can evaluate o(0) and Va(6). Numerical methods 

for dealing with a(6) when the system is Markov are, of course, well 
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known. However, numerical algorithms for evaluating Va(9) are a recent 

development. We have therefore provided a self-contained exposition of the 

relevant theory, and discuss both Monte Carlo (see (4.3) and (4.8)) and 

non-Monte Carlo (see (3.9)) approaches to solving the problem. 

APPENDIX 

Let P(*) be a family of n x n stochastic matrices which are: 

(1) Irreducible In a neighborhood of 8 

(11) dlfferentlable at 6. 

Under (1), ?(•) has a unique stationary distribution it(*)  In a 

neighborhood of 6. Our goal is to rigorously verify the first equation in 

(3.9). 

Given the existence of the inverse matrix F(9) - (I-P(e)+n(e))  , 

(3.9) follows immediately once the differentiability of n(9) is 

established. Note that for h sufficiently small, 

x(9+he1) - x(9) - x(9+he1)
t[P(9) + hQ1(9) + o(h)l - x(9)

t P(9) 

so 

lx(9+hel) - ■(fHC(t-f<t» - hxO+he^ Q^Q)  ♦ o(h) 

(note that o(h)it(9+he ) - o(h) since all terms in x(9+he ) are uniform- 

ly (in h) bounded by 1). Since n(9) has identical rows and it(9+he ) 

is stochastic for h 2 0, it follows that  Ix(9+he.)-x(9)]n(9) - 0. Hence, 
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(Al) [it(0+he1) - nO)]1 - huCe+he^ Q1(9)  P(e) + o(h)   . 

Again,   since    nO+he  )    is uniformly bounded  in    h,   it  is evident  from (Al) 

that    n(9+he  )     is  continuous at    h - 0.     Thus,   (Al)  implies  that 

[nO+he^  - HO))' - 1111(9)' (^(9)  F(9) + o(h) 

i.e., n^t)* - «(t)* Q1(9)  F(9)   , 

which  is  the required  result. 
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Stochastic Dillcmitial l''orms 

hldgMM VVong1 

1.  Introduction 

A subst;uiti;il body of rcsulls on stocha-stic iiitcgnition with rcspccl to tiiulti|)arainflcr niiir- 

lingalcs now exists. V«t, as it stands, the theory i;; not, entirely saiisractory in a number of ways. 

In particular, the calculus for stochastic integrat'on, already complicated in two dimension, 

becomes prohibitively so in higher dimensims. In retrospect, the source of the difficulty seems to 

be that integration over n-dimensional volumes in n-space is only a very small part of a complete 

theory of integration in n-space. What seems to be needed is a theory of differential forms involv- 

ing martingales and integration of such forms on sets of appropriate dimensionality. To embark 

on a course to develop such a theory is the objective of the work reported here. 

Ou. approach to stochastic differential forms follows the general approach of Whitney [2j 

and forms are defined as function on chains or functions parametrized by chains satisfying certain 

continuity conditions. While the Hat cochams defined by Whitney (jjj, ch IX) have the represen- 

tation 

A»= /«(O^, •■••' dt, .,„ 
a 

we cannot expect such a representation to hold for any class of stochastic forms that includes the 

Wiener process. However, as we intend to show in this paper, an exterior calculus for martingale 

forms can be constructed without such a representation. 

The focus of this paper will be on the conceptual framework needed for the developmenl of 

a theory of differential forms. Details on some aspects of this paper can IM found in a forthcom- 

ing (Mtpw by M. Zakai and the author [5). 

'Department of KUctrical Engineering and Computer Sciences and the Ele;lroni<:s Research Laboralnr.v. I'niversit.v 
of California, Berkeley, CA 04720. 
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2. Co-Chains and Form 

Lcl (i; <li,not»' a fiiiitc inlcrval open to tin; left ami closed to llic right on llic f; axis. For 

i < /, a, ' ay will denote a possibly oriented 2-dimensional rectangl« with sides a, and a} and 

ay ' a,- = —a, ' ay will denote the same rectangle with a negative orientation, in general, let 

flij,«,- , ,0, denote intervals as above. Then o, * a,- * • •■ • ' a, will denote an r dimen- 

sional rectangle with sides a, ,8,- , .a,   . The orientation is positive if an even permutation of 

()|,i2, ,ip) puts it into increasing order, and the orientation is negative otherwise.   We call 

such rectangles oriented r —rectangles and refer to (I] as the direction of a,-   * a,   ' • ■ •   " a, . 

We note that the boundary da of an oriented (r + 1) rectangle cr is a collection of oriented r- 

rectangles that overlap at most on boundaries. Subdivision of an r-rectangle produces a collection 

of r-rectangles. It is useful to denote such a collection by a sum ffi + ffg +  + ^«.. Further- 

more if a is an oriented r-rectangic it is useful to denote by —a the same rectangle with the oppo- 

site orientation. It is therefore useful to introduce linear combinations 

■ 

^ = E 0*ff» (2.1) 
M 

where at are real numbers taking values in { — 1,1} and ff4 are oriented r-rectangles.   We shall call 

any sum of the form (2.1) an r-ehain . 

Let X(a) be a real-valued random function defined on {Ü,F,P) and parametrized by oriented 

r-rectangles such that 

(a) X((r) is ddlned for every oriented r-rectangle tr 

(b) X((T) = -A'(-<T) and for disjoint rectangles X{£ ffk) = J) X{<Tk) 

We can  extend X  to all  rectangular r-chains by  linearity   and  X  so extended  is termed  a 

random r—eochain. 

Intuitively we would 'ike to write a random r-cochain X[o) as an integral over <r 

X(a) ~ J X 
a 
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when- llu; intcgrniul A' is :\ "slochastic dilfercnlial r-form." Kof (In" «OIKTI»! of .sl()<lifi.slic dtünrentiftl 

forms to 1)« useful, wc need to iulcgriitc X not only on rortiinKiihr cli.-iins, but iilso on suiliililc r- 

surfaccs. For this purpose, we need an appropriate topology on chains and a corresponding con- 

tinuity condition on cO-chains with respect to such topology. 

Let |(T | denote the r-dimcnsional volume of the oriented rectangle a with  |<r | = 1 for r=0. 

For .4 defined by (2.1) with disjoint (Tk, k = 1,- - - ,n, the mass of a chain A is defined as 

i 

Turning to another norm, let {Am, m - 1,2,--} be a sequence of r chains, we say that the 

sequence is a Cauehy sequence if either 

\Am-Ak\    -.    0 
mS mi 

or, if for every m ,k there is an r+1 chain B„ k such that dBmj, = Am — Ak and 

|ßm.tl      "•      0 
«,*-»oo 

Note that for the convergence of an n-chain in /?", only the first type of convergence makes sense, 

while for the convergence of a 1-chain in /?2 to a curve the second type of convergence is necessary. 

Therefore, it is useful to define the flal norm \A \   for an r-chain in /?" by ([2], p. 154) 

\A\-inf{\A-dD\+ \B\} (2.2) 

where the infimum is over all r + 1 chains B.  It is shown in [2] that  |A + fl |   < |A |  + |ß | 

and |i4 |   » 0 if and only if i4 = 0 . Hence,   |-|   is a norm.  Furthermore,  |-|   satisfies: (see [2|) 

\dA r < ix i" < M i (2.3) 

Note that for r = n,   |i4 |   =  |i4 |.   For r = 0 and A a point in i?",   |J4 |    = 1. For the case 

where A is the difference of two points, » and (,  |i4 |   = nun(2, !(«,() |) 
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We can now define a .siodi;istu' JilliTcntial i-forin as tli« formal integrand of a ntofliiiitiie r-cochain 

tliai is continuous in probahilily with respect to tlie Hat norm dclincd in the previous section, i.e., 

X(Am)-*0 whenever   \Am \' -* 0 as  wi -► oo  . (2.1) 

Similarly a stochastic dilfcmitial fonu is said to be an L< form or a q-integrablc form if 

E\X(A)\' < oo (2.5)' 

and 

E\X(Am)\' ^0 (2.5)" 

whenever  \Am \   —»0.   In (2.4) and (2.5) we extend the definition of A' to limits of chains under 

the flat norm by adjoining XiA^). 

As an example let r/ be "Gaussian white noise" on /?+ defined as follows: 

(a) 17(17) is a Gaussian random function parametrized by oriented 2-rectangles <T on f? + 

(b) Et,(a) = 0 

(c) Ei;((7)ij((r') = /<(* n*1) if <T and a' are similarly oriented 

= —n(äf)? ) otherwise 

where ä denotes a without orientation and /i denotes the Lebesgue measure. 

A Wiener process W,, / G /? J, is defined by 

where A|  is the rectangle {« :0 < «< t).   The while noise »/ is a random rectangular 2-cochain. 
I 

Since Efi2{(T) =  |<r |, (2.5) is satisfied.   The Wiener process is a 0-cochain satisfying (2.5). 

Next, we define the exterior derivative dX of a random r-cochain X (via the Stokes theorem) 

as follows.  Set 

dX(A ) m X(dA ) (3.8) 

for all oriented (r+i) chains A. The exterior derivative of a stochastic differential form as defined 

by (2.4) and (2.5) is also a stochastic differential form of the same type, this follows directly from 
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UM dcdnilioii of i.\ and tin- fart dial   |^,1 |   <   1.4 | 

A."- we have defined ihrni. ramiom difTt-rrntial r-foirns arc random currcM* of llo |l|, but not 

ever) llo current is an r-form in our sense While linear operations are definable on all random 

currents, nonlinear operations (e.g., exterior products) are not The r-forms that we have defined 

have the right degree of localization to allow exterior products to be defined 

If A* is a regular (nongeneralited) differential form, then X can be represented as 

A',-I>|.|(')«"ii| 
HI 

(27) 

where the differentials dt^\ « dt^ ' dt,t' ■ ■ ■ ' dt, provide a local coordinate system For a ran- 

dom current such a representation is in general not posiiUr, but a useful representalion similar to 

this one still exists. For a random cochain X, define A'||| as the cochain such that for ever) rec- 

tangle a 

^H]{c) m X(a)   >f " has the direction j i j 

= 0 otherwise 

Then for any rectangular chain A 

WJ-EA'uiM) 
in 

and if X is a random diffmntial form so is „V'I     Hence we can write 

Ml 

(28) 

(29) 

(2.10) 

and this is the equivalent of (2.7) for random differential forms. 

The rectangular coordinate system provides an alternate but equivalent definition for the exte- 

rior derivative as follows.  Define dtXn\ for rectangles o as 

^A'n^ff) = (/Aji^ff)      if i- is not in   |i)  and  a  has direction |it.| i jj 

= 0 otherwise 
(2.11) 

Then we can write 

937 



4Af-5;*Ar„| (2.12) 

(2.13) 

For an example, consider a Wiener process W, ,   t £ fil. Take al and ffa to be the horizon- 

tal and vertical 1-rectangles 

oriented from the left (from below) to the right (to above).  We have 

d2w(02)~ wtvt^- irVi 

Now, take a positively oriented 2-rectangle a with jf - ('i,'?) and T» (<i+a,/2+6) .   Its boun- 

dary da is given by: 

Hence 

and 

^»{ff,,   -a2,   ((<,-»-o,<2)((<,+a1/2+i)j,  -((/„/a+i^/j+a./a+J)] 

= -^(<T) 
(2.14) 

(2-15) 

We can interpret (2.14) and (2.15) as follows 

</(</, WO = </,</, W + rfa^j^ 

rf(</2W)- </,</, »y + rf,«/2^ 

with dxix W - rfa^a^ - 0, i3dx W - -rf^a^ and rf^jM' ■ (/ulf = 17. Observe that 

ddW - </(</, ^+</2W) » d2dx W'¥i%4%Wm% 

as it should be. 
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Finally, wrt note that (lie Hodge slur uporiitor * is a linear Operator lUfincd on all Ito raiulom 

currvnto. Ilfiuc '.V i> well ili'lined ;LS an Ito random ciirrciil for any r-rocliain .V i'oiiMdi'ird as an 

Ito random current. However, *X is not necessarily a cochain (equivalcntly a differential form) 

and for many interesting cases it is not. For example, let »j be an n-cochain representing Gaussian 

white noise, for 't/ to be a 0-cocliain it must be a continuous random function.   However 

« 

so that *»; cannot be a continuous random function and hence is not a 0-cochain. 

3. Markovian Currents 

It is well known [3] that an isotropic Gaussian random field with a covariance function given 

by 

EXtX,~ Je<M   ,    L       du 

is Markov. Indeed, it is one of the few known examples of Markovian fields. Yet, because 

EX2 = oo , X is a random current (generalized field) rather than an ordinary field. Insofar the 

Markov property requires the consideration of "surface data," how it can be applied to a random 

current requires a careful interpretation. 

Let D, denote the space of all ordinary p-forms with coefficients that are C00 functions with 

compact support. A random r-current X in /?* is a continuous linear random funtion on Da_r. 

For a random r-current X and / € Dr with p + r<ii,X-/is well defined by 

(X-f){g).X{f-t)        for all y € D,_,_r . 

Now we can define localizuble currents and Markovian currents.   We say an r-current X is localiz- 

able if A'-/ is a stochastic (n—1) form for all / G Da_r_|. 

Suppose F is an (n-l)-surface separating /?" into a bounded part B~ form and compounded 

part B+.  For any current X we can define: 

-I' p««(A')- JAV),     ,upport(/)CB- 
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f>ilure{\') = .V(/).      support (f)CD + 

For a localizable r-current X, we can further define 

prucnliX) = j(A'-/){'). / € D..,.,. aCT 

We say a localizable O-current X is Markov if for any F, past (X) and future (X) are conditionally 

independent given present (X). For 1 < r < n -1, we say an r-current X is Markov if both X and 

*X are localizable and, 

[pait(X), past( *X))   and    [future(X), future('X)) 

are conditionally independent given lpr««en<(X), pre«<n<(*Ar) L  An n-current X is said to be Mar- 

kov if *X  is Markov. Eq. (3.1) yields an O-current that is Markov. 

4.   Exterior Product 

If X and Y are stochastic difTerential forms, then any definition of the exterior product X' Y 

would involve the "product" of generalized processes, not a well defined quantity. For example, if 

9 is a white noise n-form and X is an O-form, the (X•ri) (<r) is a stochastic integral 

!*, nidi) 

Thus, to define exterior products requires a generalization to stochastic integration. One way of 

defining the exterior product is to define martingale forms, and to require that, for martingale p 

and r forms X and Y, the exterior product X-Y be a martingale (p + r) form. Defined this way, 

the exterior product is a generalization of both the martingale stochastic integral for one-parameter 

processes and the stochastic integrals of types 1 and 2 of Wong and Zakai [4|. The situation can 

be summarized as follows: 
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P , A    ) 

II     I 0 
0 

0 
1 

proilmt 
niiirtingalo integral 

n = 2 0 
0 
0 
1 

0 
1 
o 
I 

product 
martingale integral on paths 
ype 1 integral 

type 2 integral 

Details of how X-Y is defined can be found in (5). 
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ABSTRACT. Typically, modern stochastic control theory uses ideal white 
noise driven systems (Ito equations), and if the observed data is corrupted by 
noise, that noise is usually assumed to be 'white Gaussian'. If the models are 
linear, a Kalman-Bucy filter is then used to estimate the state, and a control 
based on this estimate is computed. Actually, the noise processes are rarely 
'white', and the system is only approximated in some sense by a diffusion. But, 
owing to lack of 'computable' alternatives, one still uses the above procedure. 
Then the 'filter' estimates might be quite far from being optimal. We examine 
the sense in which such estimates are useful, in order to justify the the use of 
the commonly used procedure. For the filtering problem where the signal is a 
'near' Gauss-Markov process and the observation noise is wide band, it is 
shown that the usual filter is 'nearly optimal' with respect to a very natural 
class of alternative data processors. The asymptotic (in time and bandwidth) 
problem is treated, as is the conditional Gaussian case. 

The paper is an outline of some of the work reported in [9]. 

I. INTRODUCTION. Typical models in modern filtering theory are of 
the following type, where W() are standard Wiener processes, u() is a 
control, and b,, a%, etc., are appropriate functions. We let z() denote a 
reference signal and the noise corrupted observation. 

(1.1) dz - b1(z)dt + oI(z)dWI 

(1.2) dy - h(x,z)dt + dWy 

The actual physical system,  which we denote by    z€(-). y€(-)    is not of 
the    form    (1.1)    -    (1.2).      The    reference    signal      z£()      might    be    only 
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approximately representable by (1.1), and the noise in the control and 
observation system would rarely be 'white'. But, via some approximation or 
identification procedure, one chooses a model of the form (1.1) - (1.2), then 
computes a good filter for that model, and then applies this filter to the 
actual physical system. One must question the value of the filter output when 
applied to the 'physical' problem. The filter output might not be even nearly 
optimal for use in making estimates of z€(-). Such questions are basic to the 
relevence of much theoretical work. We will deal with these questions here, 
when the approximating system (1.1), (1.2) is linear - for which a fairly 
complete theory can be obtained. 

Owing to the usual lack of 'near optimality' (when applied to the 
physical system) of the filter which is obtained by using (1.1) - (1.2), one 
should ask the question: with respect to which alternative filters (called 'data 
processors' below) for the physical system is the chosen one nearly optimal? 
It turns out that this alternative class of filters is quite large and quite 
reasonable. The basic mathematical techniques used here are those of the 
theory of weak convergence of probability measures [1], [3], [4], a technique 
which is quite useful for problems in the approximation of random processes 
[1], [5] - [8], [12], [13]. 

When the ideal model is linear - one would usually use the Kalman-Bucy 
filter appropriate for the ideal model, but whose input is the physical 
observation. Obviously, the filter does not usually yield the conditional 
distribution of the z€(t) given the data y<(s), s < t. In Section 2, we discuss 
some counter examples to illustrate the sort of difficulties which arise in such 
approximations, and in Section 3 the approximation theorem is given, together 
with the class of alternative data processors. Section 4 concerns the average 
filter error per unit time - or the errors for large time. The symbol * denotes 
weak convergence. A fuller development appears in [9], together with the 
conditional Gaussian case and a treatment of certain non-linear observations. 
For the weak convergence, we work with the space Dk[0,»), the space of 
Revalued functions which are right continuous and have left-hand limits, and 
endowed with the Skorohod topology. (See [1], [3], [4].) Reference [2] deals 
with similar approximations for the non-linear filtering problem, and reference 
[10] concerns the approximation problem for the non-linear control problem. 

II. LINEAR FILTERING: PRELIMINARIES. Consider the following 
filtering problem: For each € > 0, z€() is a signal process, {*(•) is a 
'wide-bandwidth' observation noise, and the two are mutually independent. The 
actual observation process is: 

(2.1) y€(t) - HEz
6(t) + ?J(t), y£(0) - 0 . 
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All 'noise* processes are assumed to be right continuous and have left-hand 
limits. Define y€(t) - J* y€(s)ds and Wj(t) - JJ ^(s)ds. Let z() satisfy 
(for matrices AI , etc.) 

(2.2) dz - Agzdt + B.dW,, 

Since      l*()     is   to   be   'nearly'   white   noise,   and     z€()     'nearly'   a 
Gauss-Markov diffusion, let 

(2.3) (2€(), w;(.)) ♦ (z(.), Wy())   as    € - 0 . 

where    Wy()    is a non-degenerate Wiener process.    The Wt() and Wy() must 
be independent. Also   y<()   *   y(), where 

(2.4) dy - H^dt + dW   , y(0) - 0 

The actual physical system is, of course, 'fixed' and corresponds to some small 
e > 0. The use of weak convergence here is just a way of embedding the 
actual data in a sequence - so that an approximation method can be used. The 
approximation of the values of expectations of functions of zc(), conditioned 
on the data yc() is not easy in general. Furthermore, we cannot restrict 
ourselves to Gaussian noise, since it itself is only an approximation to the 
physical processes. 

For (2.2), (2.4), the filter equations are 

(2.5) dz - ABzdt + Q(t) [dy - H^dt] 

Q(t) - JXOH,   RJ -i 

(2.6) Z - A.E + EA,' + 8,8,' - ZH'R^HE . 

where R0 ■ covariance matrix of observation 'noise' W (1), which we set to 
I, unless mentioned otherwise. In practice, with signal zc() and noise (y(), 
one normally uses (2.6) and (2.SWB): 

(2.5WB) A. *€ + Q (t) [y€ -   H,zc] 
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This system is not necessarily even a nearly optimal filter for the physical 
observation. But, as will be seen, it makes a great deal of sense and is quite 
appropriate in a specific but important way. 

Some illustrations will illustrate the problems that we must contend with, 
particularly concerning the possible lack of continuity in the optimal estimators 
as the noise bandwidth goes to •, Let (Xn,Yn) be bounded real-valued 
random variables which converge in distribution to (X,Y). Generally 

E(XnIYn) -/-E(X|Y). For example, let Xn - X, Y - X/n. Next, let 
Zn - ^n(Y), where Y is a random varible and (Zn,Y) * (Z,Y) . Then Z is 
not necessarily a function of Y, and might even be independent of Y, as 
illustrated by the following: 

Let       Y       be     uniformly     distributed     on       [0,1].      Define       Zn     «     nY 
fcr    0 < Y < 1/n        and,       in       general,       define        Z   - (nY - k) on 
k/n  < Y < (k+l)/n,    k - 0,1 n-1. Then    (Zn,Y) * (Z,Y)       where    Z      is 
independent of    Y, and both    Z    and    Y    are uniformly distributed on [0,1]. 
Clearly    E(Zn|Y)   -f-* E(Z|Y)    in any sense. 

Even though Wy(-) * W(), a non-degenerate Wiener process, y€() 
might contain a great deal more information about z€() than y() does 
about z(). See [9] for an example where as € -• 0, we can calculate z€(t) 
nearly exactly from the data y€(-)-    In general we have 

Let    (Xn,Yn) ^ (X,Y)    {Xn-real valued, Yn    with values in    R«). Then 

(2.7) h^ E[Xn - E(Xn|Yn)]2  < E[X - E(XIY)]2 . 

In the above examples, the inequality is strict. The examples do caution us to 
take considerable care in dealing with information processing with wide 
bandwidth noise disturbances. 

UL .THE 'APPROXIMATELY      OPTIMAL'      LINEAR      FILTERING 
PROBLEM. For Jhe ideal filtering problem (2.2), (2.4), the optimal decisions 
are functions of z(), !(•) > since these completely determine the conditional 
distribution. There are no functions of the data which give better estimates. 
This is not so with estimates based on E(), z€() for the system z£(), 
y€(). We now define a class of functions of the observed data y€(-) with 
respect to which functions of z€(), E() are 'nearly optimal' for small € > 
0. We need to specify both a criterion of comparison; i.e., a cost function. 
Although we use one particular cost function, the general idea and possible 
extensions should be clear . 
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Let D denote the class of measurable functions on QO,00], the space of 
real valued continuous functions on [0,") (with the topology of uniform 
convergence on bounded intervals), which are continuous w.p.l relative to 
Wiener measure (hence, with repect to the measure of y()). Let Dt denote 
the subclass which depends only on the function values up to time t. For 
arbitrary F() € D or in D„ we will use F(y€()) as an alternative 
estimator of a functional of    ze(-).    The class is quite large. 

First, note that D contains all continuous functions and that the z() 
of (2.S) can be written as a continuous function of the integral of the driving 
force y(). Thus, continuous functions of z£() are admissible estimators. 
Many important functionals are only continuous w.p.l (relative to Wiener 
measure). Let T(x()) denote the first time that a closed set A with a 
piecewise differential boundary is reached by x(). Then the function with 
values T n T(x()) is in IL, for any T < • Thus, our alternative 
estimators can involve stopping times. This is essential in sequential decision 
problems, since there the cost function involves first entrance times of a 
function of    y()   into a decision set. 

S and Dt do not contain 'wild* functions such as those involving 
differentiation. We consider J> and Dt as a class of data processors. It 
seems to contain a large enough class for practical applications when the 
corrupting noise is 'white'. 

We  now  state  the  'model'  'robustness'  or  'approximation'  result. For  a 
function    q(z), we write    (Pf.q)    for the integral of   q(z)    with respect to the 
Gaussian   distribution   with   mean     z€(t)     and   covariance     E(t)   -   the ersatz 
conditional measure of    z€(-)' 

The theorem states that (for a small 6) the ersatz conditional 
distribution is 'nearly optimal' with respect to a specific (but broad) class of 
alternative estimators. The alternative class includes those that make sense to 
use when the corrupting noise is white. If the noise is wide band, then it 
might not make sense to exploit its detailed structure and use other 'better' 
estimators. Doing so might, in practical cases, cause processing errors and other 
(unmodelled) noise effects. 

Theorem 3.1. Assume the conditions on z€(), W*() of Section 2. Then (ze(), 
zc(-), Wj()) * (z(). z(), Wy(.)). Let F()X€ & be bounded, and q( ) 
bounded continuous and real valued.    Then (the limits all exist) 

(3.1) lim  EIq(z€(t)) - F(ye())]a 

> lim  E[q(z€(t)) - (Pt
€,q)]J 
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Remark. The assertion concerning the weak convergence is necessary, since we 
vied to know that the limit of the cited c-triple represents a true filtering 
problem. The result would not make sense if only 2 out of the 3 components 
converged. 

Proof.        By the weak convergence and the w.p.l continuity of    F(  •) , 

[q(z€(t)), F(y£()). (Pt
€,q)] =►  [q(z(t)), F(y(.)), (Pt.q)), 

where (Pt,q) A» Jq(z)dN(z(t), r(t);d;:), and N(z,E;) is the normal distribution 
with mean z and covariance E. Thus, the left and right sides of (3.1) 
converge to, respectively, 

(3.2) E[q(z(t)) - F(y(.))]*,    E[q(z(t)) - E[q(z(t))|y(s), s < t]]2 

Since the conditional expectation is the optimal estimator, the second expression 
is       no       greater       than       the       first. This       yields       the       theorem. 

Q.E.D. 

IV. FILTERING THE LARGE TIME PROBLEM (Large t. small c). The 
filtering system often operates over a very long time interval. For the model 
(2.2), (2.4), or with (2.6), (2.5WB), one would then use the stationary filter. But 
wit'» the system y€(), z€(), two limits are involved since both t -♦ • and € 
■* 0, and it is important that the results not depend on how t ■• • and c ^ 0, 
and that the use of the stationary limit filter is justified. We make some 
additional assumptions. 

C4.1.    A1    is stable. (A^H^    is observable and    (A1,Bi)    controllable. 

C4.2.     5y(t)    takes the form    t*(t) -   ?y(t/€2)/£, where    ?y()    is a second order 
stationary process  with integrabfe covariance function R(-)- Also, if    t« "• •    as 

€ - 0, then    Wj(t£+) - Wj(t£) * Wy(. 

Remark. The model (C4.2) is a common way of modelling wide bandwidth 
noise, and is used to simplify a calculation below, and to avoid the details 
involved with other models. It can be extended in many ways. We also make 
the rather unrestrictive assumption that the initial time is not important and 
that the    zc()    processes do not explode: 

C4.3. // (z€(t-)) converges weakly to a random variable z(0) as € -• 0, 
then    z€(t£ +   •) ^ z()    with initial condition    z(0).    Also 

sup   Elz^t)!'   < •. 
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Consistency. In order that z(), E(), be a filter for z(), y(), it is 
necessary that the initial conditions be consistent. Let N(z,E;A) denote the 
probability that the normal random variable (with mean z, and covarianceA I) 
takes values^ in the set A. By consistency, we mean that P{z(0) e A|z(0), 
1(0)) - N(z(0), E(0);A). One cannot choose the _initial (random) conditions 
arbitrarily. It should be obvious that if 1(0) ■ E and (z(0), z(0)) are the 
stationary random variables for (stable) (2.2) and (2.S), then the initial 
conditions are consistent. 

The question of consistency arises because when we study the asymptotics 
as t ■♦ • and € -• 0, we will starrt the filter at some large t€ and do not know 
a-priori what the limits of (z€(t), z€(t)) are. The initial condition of the 
limit equations must be consistent for the problem to make sense. Fortunately, 
they will be consistent. 

Theorem 4.1. Assume the conditions of Section 2 and (C4.1) - (04.3). Let q() 
be bounded and continuous and let F(-) € Dt. Define y€(s) ■ 0, for s < 0 
and define y€(--,t, •) to be the 'reversed' function - with values 
(0 < T < -) y€(-«,t;T) - y€(t-T).    Then, if   t£ - •   as    £ -• 0, 

(U) {z^t, +  •), z€(t£ +  •). Wj(te +  •) - W«(t£)} => 

(z(). z(.). Wy()) 

satisfying  (2.3),  (2.5),  and    z(),  z()     are  stationary.    Also (3.1)  holds  in  the 
form 

(4.2) lim E [q(z€(t)) ■ F(y€(-«.t;))]8 

> lim E[q(z€(t)) - (Pt
€,q)l3 . 

The limit of (Pf.q) :s the expectation with respect to the stationary (z(), E) 
system. 

Frpof. Suppose that (z^t), € > 0, t < •} is tight. Then, by the hypothesis, 
(z€(t), zc^t), « > 0, t < •) is tight and each subsequence of 

(z<(t£+), z€(t£+), Wj(t£+) ■ Wj(t£), t| < •, c > 0) has a weakly convergent 
subsequence with limit satisfying (2.2), (2.5). Choose a weakly convergent 
subsequence (with t£ -* •) also indexed by c and with limit denoted by 
z(), z(), W (J. Suppose, for the moment, that z(), z() is stationary. 

(Clearly, E(t) - E as t -* •.) If all limits are stationary, then the subsequence 
is irrelevant since ihe stationary solution is unique. Also, since the initial 
conditions of z() and z() are consistent (owing to the stationärity), (z(), 
E) is the optimal filter for y(), z(). Inequality (4.2) is a consequence of 
this and the weak convergence. 
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We     next    prove    tightness    of      {zc(t), € > 0, t < •},    and    then    the 
stationarity will be proved.   We have 

(4.3) i6 - [A, - QCOH, ]z€ + Q(t) {(t/«»)/« + QMH, z€(t) . 

Let     *(t,T)    denote   the   fundamental   matrix   for     [Ag  -  QCt)^ ].    There  are 
K < »   X > 0    such that    |*(t,T)|  < K exp - X(t-T),    We have 

z{ (t)   -   *(t,0)Z
€(t)+  f   *(t,T)  Q(T)t(T/£2)dT/ 

+  |    *(t.T)Q(T)Hz*(T)dT . 
0 

A straightforward   calculation  using  (C4.2  •  C4.3)  and  the change  of   variable 
T/«2 •* T    in the first integral yields 

E   |z€(t)|2 < constant (1  + E|z€(0)|2) , 

giving the desired tightness. 

To    prove    the    stationarity   of    the    limit    of    any   weakly   convergent 
subsequence, we need only show stationarity of the limit values   (z(0), z(0)) of 
the    (z€(t€), z€(t€)). For this, we use a 'shifting' argument. 
Fix    T > 0 and take a weakly convergent subsequence of (indexed also by    t, 

€ 
and with    t€ ■• •) 

{z€(t€+),    z€(tc+),   W;(tc+) - W5(t€),    z€(t€-T+), z€(tc-T+), 

W;(t£-T+) - Wy
€(t€-T)) 

wjth limits denoted by {z(), J(.), W (•), z^). J^). W T()}. We have 
zT(T) - z'O) and z-.(T) - z(0). wc do noc yet know what zT(0) or 
zT(0)     are  -  but,   uniformly in T,  they   belong  to  a   tight  set, owing   to  the 

tightness of    (ze(t), € > 0, t < •}. Write (where    WtT()    'drives' the equation 
for dzT) 

z(0) - zT(T) - (exp AIT)zT(0) + J exp A.CT-T) • B.dW. ^T) 
o 
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z(0) - zT(T) - (exp [A. - Q(-)H,lT)zT(0) 

+ 
TJ cxp [A, - QOH.KT-THdW^CT) + litzT(T)<iT) 

Since T is arbitrary and the set of all possible (zT(0)} is tight, the 
stability of Ag and (AI - Q(-)Hf) implies that z(0) is the stationary 
random variable, hence z() is stationary. Similarly, the pair (z(), z()) is 
stationary. 

Q.E.D. 
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ABSTRACT 

pie optimization criterion of the adaptive Kaiman filter 
for instrumentation tracking radars is slightly modified 
to change nonlinear matrix equations to linear matrix 
operations, and the resulting equations are implemented 
^ylth parallel processing for efficient real-time applica- 
tions. ^ 
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1. The tracking radar 

Wc only consider monopulse tracking radars. The pencil-beam antenna of a 

monopulsc tracking radar consists of a reflector and a cluster of four feed horns from 

which four single-pulses are transmitted simultaneously. In tracking a target, two of 

the echo signals arc used lor determining the magniuide and direction of its azmu- 

thal angular position, the other two for determining the magnitude and direction of 

its elevation angular position, and the four together are used to determine the range 

of the target ( see [2] and [7] for references ). A transmitted signal is described 

graphically by a lobe as shown in Fig.l. If a target happens to be located along the 

beam axis, the voltage response measured from the echo signal at the tracking-radar 

receiver will be of highest value since the radiated power is concentrated in the 

direction of the beam axis. If the target is not detected along the beam axis , the 

resulting voltage response will be somewhat smaller. 

beam a*is 

scan axis 

r*   bean, «xis 2 

Fig.l. 
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A polar representation of the pencil-beam from two horns which are used to deter- 

mine the azimuthal or elevation angular position of the target is shown in Fig.l, and 

is translated to the rectangular coordinates with voltage as angular measurement in 

Fig.2. 

I voltage 

« 

angle   A 

Fig.2. 

The information on the difference Av in amplitude between the voltage responses at 

the two positions of two beam-lobes, usually called the error signal, yields a measure- 

ment of the angular displacement ( or angular error ) of the target from the scan 
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axis. Hence, both azimuihal and elevation angular positions are observed. In addi- 

tion, the tracking radar is designed so that the sum of the echo signals provides the 

range measurement of the displacement of the target. In the monopulse tracking 

radar we are discussing, the echo signals are combined so that both the sum and the 

diflVrcmv signals aiv obuiim-d sinuihancously. Hnuv. iht* range L, the azimuihal 

angular error A/l and the elevational angular error A£ are all obtained simultane- 

ously. Because the azimuth angle at the *th instance is At =at + AA4, where ak is 

the horizontal angle of the scan axis of the antenna measured from some reference 

axis ( cf. Fig.3 ) and hAt is the value of AA at the * th instance, At can be deter- 

mined immediately. Similarly, £* = ^ +bEt, where ^ is the vertical angle of the 

scan axis of the antenna measured from the same reference axis ( cf. Fig.3 ), is also 

obtained. 

Fig.3 

tl 
A/ **i 

%b ^1 
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The principle of generating the error signal and determining the azimuth angle 

A, the elevation angle E, and the range I by the monopulse tracking techniques we 

discuss here already solves the tracking problem in an enviroment without any 

interference or noise. In practice, however, there are different sources of noise such 

as ihr solar or galank noise, the ground noise Irom the i'i;\ irnoinem of the radar and 

the electronic or mechanical equipment in the radar itself. Hence, the data 1, AÄ 

and AE we obtain from the tracking radar system are associated with random errors 

which must be filtered out in order to be able to determine the real values of I, AA 

and AE. This real-time problem is usually tackled by applying Kaiman filtering. 
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2. Kaiman Filtering 

A general linear malhemaiical model for the control-obscrvaiion system is dveii 

by 

ri«i =.^yi  +^ui  + r,^ .   y., = /:(yJ 
(   i 

where, lor each * =0.1 /i^, ^, Q. A. and fj are known constam mail ices, /. (>, i 

is given, lu^ } is a sequence of predesigned control functions, and {^ I and \% ) arc 

white noise processes ; that is, £(^ ) = 0, Kürlf)«Qt &tj, £(T)t) = 0, Ei-qi rip = ^ 80, 

S iU T)yr) = o. for kj - 0, 1,2, —. Here, as usual, 

k* 
l     k *j 
0      k * j 

As is well known, this system can be uncoupled into two systems 

xt +1 = A4 x, + rt it ,   x« = yo 

. Iki 

where y^ = x^ + zi and w^ « v,, + v,.  Now, the stale vector tt can be conipintJ iisiii! 

the lurinula 

and the observation vector rt becomes 

T4 «w4 -C^ -A««  • 
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This inlorniaiion is used to I'stima'c x,. That is, wc usi* ii in studying the suxhasiic 

stale-spaic decompi)sition : 

¥j   = Q Xi   + ^ . 

x„ = y„ 
(2) 

01 course, if Xi is the optimal estimation of x^, then y; = x4 + Zi is the optimal esti- 

mate of y^ in the original system (1). 

The stochastic linear system for radar tracking can be described as follows. Let 

E, A/1, A£ be the range, the azimuthal angular error, and the elevational angular 

error, respectively, of the target, with the radar being located at the origin ( cf. Fig.3 

), and consider I, AA, and A£ as functions of time with first and second derivatives 

denoted by z, AJ4 , A£, i, A/i, A£, respectively. Let h > 0 be the sampling time unit 

and set lt = zikh), t* = i(kh), it = iikh), etc. Then, using the second degree Taylor 

polynomial approximation, the radar tracking model takes on the following linear 

stochastic state-space description: 

Xt+i^A xt + rt {4 

rk =Cxt +% (3) 

where 

x, = ( Ej it Li AAi AAi *Äi Ai'i Afi A£4 f , 

1 hm 
01 h 
00 1 

\hm 
01 h 
00 1 

1 hm 
01 h 
00 1 

. m=/»2/2, 

100000000 
»00100000 
»00000100 
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v^  =Cxi  + ^   = ♦ T)i   . 

and IIJ } and {-r). } arc while iioise pnxvssc's.  This is a linu'-invariani IIKKICI ol IJfi 

Ohsci \ (   ih.i-   i!  w c lei 

Xx   = 

l»' I* AAt A^ 
■> 

.   x^ - Ei . xr = AAt .    Xi  - A«! 
5 E* AAn Af, 

fi = 
^ V v/ 
62 

.  «h = V .   ▼* = v.2 

e*3 i3 V 

/4  = 
1 hm 
0 ] /J 

00 1 
,   C =110 0], 

ind .Lssuint' thai 

r, = 
r/ 

r/ 
r? 

QL = 
fl»' 

a2 

a3 Äi ■ 
«t1 

A.2 

Ä.3 

«'here r; air 3x3 submairices, Qi are 3x3 nonnegaiive definite tymmrlrk suhnia 

trices, and h'l are 3x3 positive definite symmetric submairices, for i = 1, 2, 3. then, 

system {3) can be split into three subsystems; 

vi =cxi +T); . « = 1. 2.1 

Hence, lor our radar tracking problem, it is sufficient to study the following system: 

xt^= AXi + r, ft 
v,  =Cx4  +T|, 

where, for each k, x^ and || arc 3-veclors, v^ and IT, are scalars. 

(4) 
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.4  = 
1 hm 
0 1 // 
00 1 

. m = h -/2 , 

and Ä. is a scalar 

C =[1 ()()]. 

i 

Now, suppose thai ihc appropriate siaiislical properties of the noise sequences 

U< It ili I and the initial state x« are known. More precisely, let 

E(LtJ) = rtQtr[i>tJ, £(T)iT,;) = /?is0. E(itT)J) = o, 

£(xof1O = 0. £(x07)/') = 0. 

where ßi and /^ as well as E(xo) and VaKxo) are given. Then the Kaiman filter can 

be described by the following recursive formulae ( cf., for example, Anderson and 

Moore [l] or Chui and Chen [3] ): 

»i n = xt m -i) + Gj (vj —Cxim -D ) 
io/o = £(xo) > 

*i Ai -1) = ^ X(i -l)/U -D • 

C, "P^-iCHCP^-xCr +Rir
i. 

Pu-i* APk _u.xAr + n -jßi ^T/«, , 

^4 «/,^-i-^^-iCr(c^i_Ic
r +Ä1r

IcA#l_I, 
/»,„,-Vor (Xo). 

In tracking the azimuthal and elevational angles, that is, when 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

(5.5) 

AA* A/T» 

Xlrt   - HA, and Urn = A^ 
A^ Ai, 961 



rcspmively, arc obtained, it is advisable to use the filtered outputs 

.4^ = fl4  + A.4. 

and 

EL  = e4  + Afi 

to give meaningful tracking images.  Of course, ^ and n are simply the horizontal 

and vertical angles of the scan axis as shown in Fig.3. 
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3. Adaptive Kaiman Filtering 

The siaiisiical propmies ol the noise sequences {^ }, {^ } and the initial state x,, 

in the Kaiman filler discussed above are assumed 10 be given before the process is per- 

formed. In practice, however, these statistical properties are usually unknown and 

even unpredictable. Hence, adaptive filtering is esst-nn.-il. This means that wv must 

estimate the statistical properties at each stage so that Kaiman filtering can be per- 

formed using these estimates. In this note, we assume that the initial statistical pro- 

perties E(xo), VaKxo), ß(„ and Ro of the state and noise sequences are known so that 

the filtering process can get started. The adaptive filter associated with system (3) 

can be described by 

xt = i4 it _i + Gt (vt - CA || _,) 
io = £(xo). 

(6) 

where Gl  is a real-time estimate of the gain matrix G^ at the *th instance, in the 

sense th«.t i^ » x, ((^ ) satisfies 

tr fc (G, ) - x, ||2 = min tr tf, (G ) - x, ||2 , (7) 

where, for any 3-dimensional random vector z, ||z||2 = <z,z> = Var(z). However, the 

computation of x,, defined in (7) is extremely complicated and is not suitable for 

real-time rroblems ( cf. Chui and Chen [3] ). Instead, wc will adopt the following 

slightly weaker optimality criterion: 

tr (Ix* (G,) - x, _3||2 = min tr \\it (G ) - xt .3\\2 

G 
(8) 

It should be remarked that estimation of xt_v by x^ has been studied in a 

different situation. For instance, estimation of x*., by x* was done in Jazwinski [4] 

in non-adaptive Kaiman filtering with colored input 

To see that (I) can be used instead of 17) without too much loss in the order of 
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esiimaiion, wc have the following 

LEMMA 1    The error variance ||xi - x,, ||2 is equivalent to Ifo - x^ -JH2 in the 

sense that 

4l|x.   - x. ||-1 -C,   ^ ||x.   - x, .,,|P < 2||x,  - x, ||- + 2C< . 

where the constant Q = ||x4 - xt .3\\2 depends only on k. 

Next, using the notation 

C I 0   0 
NCA = CA = I h   m 

CA2 I 2/2 4m 
, m =/i2/2,   and   ▼i_w_3 = 

Vi-3 

V4-2 

we have the following 

LEMMA 2 
. 

jJG, (n - CA xk _,) - (Nc-frk -u -3 - ^ xt -j)}]2 = Ijx* - xk _3||2 + A , 

where A is a constant symmetric matrix depending only on k . 

In view of Lemmas I and 2, instead of using the criterion (7), we will consider 

the minimization problem: 

mm ir || Gt (vi - CA xt _,) - Uföfa -u -3 - A x, _,) ||2 

o.. 
(9) 

which is equivalent 10 (8). Under this criterion, we have the following result. 

THEOREM I   Let G* be a solution of the minimization problem (9). Then Gt 

is uniquely determined by 

Gk = [Var(vt - CAx*_,)]-'A^f (v^.j - ^,4^.jH^ -CAi»-,)].       (10) 

To give a recursive algorithm for computing Gt, the following lemma is neces- 

sary. 
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LEMMA 3    The estimate C, of Gt in (10) can be rewritten as 

c;4 = 
CPi > -iC    + Ri _| 

[Ji-u +/*c:JMi.u}cr , 

where 

and 

Ji-Xi =E((xi-3-Axl.1)(xl -Aii-if), 

Mi-M =E( 
1)1-i 

CA ti -3^ -3 + C Tt .& _2 + % _, 
(Xi - Ait -if ) , 

Using this lemma, we can derive the following recursive computational scheme : 

G, »   *   lft -x * + *£t*a -a.11 Cr , 

Go = 
Var(xo)Cr 

C Var(xo)Cr + Äo 

where 

/»LO = A Var(xo) AT + roßoFo7". 

k > 4, 

Jk .v m AJt ^j, ^f/n + ACk .ihk -,G/"_,A T -Gk .,0^ -u -^4r ,        * = 2, 3, 
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J -2.1 ~ *huii ' 

with 

and 

^-2.1  = 

M-i.; = 

0 0 0 
0 0 0 

0 0 0 
0 0 0 

M. 2.1 

crodoFo7" 

Ff-,. 

Mi-3.i  ■ 
0 0 0 
0 0 0 

Rt-fifW 

[CA r, -jdi -JTJ -3 + c r, .20, ^T/^/H ] F/-2 

f,r 
i-1 . * > 3, 

A/ = 
m2,   m22   m23 
m 3,    m 32   m 33 

Fj =AU -C;C).       ; =0,1 * , 

Äy =C/,
y.,_,Cr +/?,_,.     >=1.2 k 

Here ß, and A* are determined by the relation : 

rt Qi f/ = A i -, -FtP^ ^Fl - ACk 4 G^A r , 

and 

A =  —L- 6l - c P^-iCT 
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Wc remark thai wr arc supposed 10 know ihe initial conditions /;(xj, \ arCx,,). Q,, 

and R(] in order to apply this algorithm. However, even ii they are unkown, any 

rough prior estimates of them would do the job. As the process is being performed, 

wc still have a near-optimal adaptive filtering. 
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4. Systolic Implementation 

The near-optimal adaptive Kaiman filier lor our radar-iracking system is given 

by 

|x. = Ait -i +('. 'v. -CM .,) 

&•• hixt,). 

where the adaptive Kaiman gain G^ is obtained using the following procedure : 

Step 1 : Start with £(xo). Var(xo), ß„ = C. Ä0 = Äo. and 

Nd = 
1 0 0 

-3/2h    2/h   -\/2h 
\/h2 -2/h2   l/h2 

Step 2 : Set G0 = 
VarixJC1 

C VarixJC7 + R0 

Step 3 : Compute 

Pifi = A Var{xo)Ar + TdÖoTo . 

J -2.1  - ^3x3 . 

and 

M -2.1 = 
0 0 0 
0.0.0 

-RdCToAT 

Step 4 : Compute hl=CP 1>0C
r + ä0. 

sup 5 : Set G, = J- [J .2., + *€1M -J CT . 
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Step 6 : Compute F, = .4(/ - G" ,C ) 

Step 7 : Compute 

/?,= 
C[ 

c [c; 
-c PxsC1 . 

and 

r,ß,r1
r = /»lf0-F1/',.(^[ ~*&Jt4\A* . 

Step 8 : Compute 

and 

J.ia = AJ.uF\ +MG1lÄIGf -CP^A* . 

M. 12 

0 0 0 
o.o.o 

Icroßoro7" 
n 

Step 9 ; Compute h2 = CPuCT + i,. 

Step 10 : Set G2 = i- [y .1>2 + NrfM^] CT 

h. 

Step 11 : Compute / ? = Ail -6/:). 

Step 12 : Compute 

Ä,= 
C? 

-C 

G5G2 

PuC1 , 

and 
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r^jTj = P-.i- FifziF1: "AßfäiGiA'' ■ 

Step 13 : Fo'- * ^ 3, repeal the following. 

(1) Compute 

A j! -i = /i -tPi -u -2^I -i  ♦ ^i -jtii -iT/ .j ♦ .40x -ifii ^Ui _i/4 •   , 

JL-U  ^AJ^.ff.! +AGl.l[hl.iGl
I.1 -CPL.U.M

1
 +TLJik^T[^Fl.3Fl-2F!.l . 

withß., =oand 

ML XL    - 
0 0 0 

.0 0 0 
-Rt-iGl^A7 

Mt -4J. -1 

IM *i ^ -3^.3 + CA r, .^ ^/^rfH ir/^ 

(2) Compute 

(3) Compute 

^ »CAj-,^' +*,_,. 

(4) Compute 

(5) Compute 

6k =Tr[Ji-iL +N™Mt.u]c
T 

Fk =AU -G,C) 

Ri = 
Gl 

-C Pt,-xCT , 

GlG, 
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k 
and 

r. Qt r. =Pk^x-FL Ft, ..f/ - .4G. Ä. 61A7 

Wc again remark that when 

»i.i = 

AAL 

äÄt and     xw = 

arc considered, we always use the filtered information 

At ■ at + bAi 

and 

£4 = % + A£t  , 

respectively. 

A flow chart is given below. 
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k ---k +1 

A(xJ.    Vor(x(1),   Q„=Q„,   ft..«*».    Nrf 

X 
* := 1 

3~ 
PiJ.-\*   Ji -w  i   ^/ - JJ 

A* 

I 
0'* 

I\ 

Ri 

Qi 

I 

It =Axi-l+Cl{vl-CAxi-l)    *-! 

x« » Ei*,) 
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We conclude this note by discussing parallel prtxessing implementaiion 10 our 

adaptive Kaiman tillering. Three sets of praessors are simultaneously used. The 

number of operations ol matrix-matrix multiplications etc. in each set of processors is 

listed in the following table where all matrices and vectors are 3-dimensional. Sys- 

tolic arrays can be usrJ hur io pcTlorm fast parallel operation ( cf. [5,6,8,^] >• 

Number of Operations 

Typt ol Operations Set 1 Set 2 Set 3 

inatrix-niatrix multiplication 4 A 4 

mal rix-vector mulliplicalion 4 2 3 

voctor-vator multiplication 1 4 0 

matrix addition 1 3 
• 

vector addition 0 1 (J 

scalar mulliplication 1 1 1 

scalar addition J 1 0 
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II 

OPTIMAL IMPULSE - CORRECTION OF A RANDOM LINEAR OSCILLATOP* 

P.L. Chow and J.L. Menaldi 

Department of Mathematics, Wayne State University 

Detroit, Michigan  48202 

ABSTRACT. Consider the impulse-correction problem to minimize the 

randomly excited vibrations in a simple mechanical system. The system is 

modeled by a damped linear oscillator under a white-noise perturbation. 

By the dynamic programming approach, a set of variational 

(quasi-variational) inequalities are derived for the optimal cost 

function. Some analytical properties of the optimal cost function and the 

optimal control law are described. A numerical approximation procedure is 

proposed for computing the optimal cost functions. It is an iteration 

procedure which is shown to be convergent and stable. Some numerical 

results are given. 

I. INTRODUCTION. The control of undesirable vibrations in a 

mechnical or electrical system is a problem of practical interest. For 

instance, in the design of light-weight robotic arm, the vibration of the 

flexible arm in the presence of external noise must be reduced to an 

acceptable level for satisfactory performance. In its simpliest form, a 

lumped parameter model is given by the optimal correction of a damped 

linear oscillator excited by a white-noise. In an earlier paper [1], we 

have studied this kind of problem, where the control process is either 

continuous or with jump discontinuities. Numerical solution of such 

problem was briefly discussed in [2] and was described in detail in a 

subsequent paper (3 ]. 

*Thi8 work was supported by the ARO contract DAAG 29-83-K-0014. 
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From the practical viewpoint, a continuous or piecewise continuous control 

process is more difficult to implement. This has led us to investigate 

the possibility of applying impulsive controls which, under suitable 

assumptions, require only a finite number of switching actions. Thus it 

becomes much easier to implement. 

The optimal impulse-correction problem was treated by Gorbunov [4], 

among others, by the minimax principle. In contrast we shall analyze the 

problem by the dynamic programming principle and the associated 

quasi-variational inequalities. For the general mathematical techniques 

involved, one may consult the references (5] and (6]. 

This paper briefly summarizes some preliminary results of our 

investigation into this subject. Both analytical solution and the related 

numerical approximation will be discussed. 

II. OPTIMAL IMPULSE-CORRECTION PROBLEM. We consider an impulse 

control of the undesirable mechanical vibrations in a randomly excited 

linear oscillator with damping: 

(1) ,  x + px + q2x - r wt ■•■ vt,  0 < t ^ T, 

x(0) - x0, x(0) - y0. 

where p, q are the damping and spring constants; XQ, y0 the initial 

position and velocity; r the intensity of the white noise w , and i»  is an 

impulsive control.  It is the formal derivative of the jump process: 

(2) Vt - E ?. H(t - Ö.), 
L   i-l  1        1 

where H(t) «■ 1 for t J 0, 0 otherwise, being the Heaviside function, and 

{. is the correctional impulse applied at the time 0..     So v     represents 

the total correctional momentum up to the time t. 

In order to avoid unnecessary control actions, one may either impose 

980 

1 



penalty for excessive control actions or require a minimum change in state 

before applying an impulse correction. These considerations lead to the 

following alternative conditions: 

,(i)  the coat function k(0 for an impulse magnitude ( satisfies 

(3)      k(0 ^ k0+ kj Id. for some constants k0,k1 > 0, for all € € R> 

(ii)  there exist constants SQISJ > 0 such that 

|x(e1+1) - x(ei)i > 80 + 81 \y-(.ei)\t for i-1.2  

It seems plausible to anticipate that the condition (i) implies the 

condition   (ii)   for   sufficiently   small   SQ.SJ.      For,   if   it   costs   to   switch 

on the control, one will wait until a noticeable change in state occurs 

before    taking    another    correctional    impulse. Since    the    condition    (i) 

causes less technical difficulty, we assume the condition (i) holds in 

this paper. The problem under the condition it) will be discussed 

elsewhere. 

Setting    y    «    x,     the    state    equation    (1)    can    be    rewritten    in    the 

integral   form: 

<4) f  xt " x0 + Jo "s d"' 

I P1        2 1  yt" yo - Jo <pys+ q xs) <*■ + »t+ r v 

where (w ,tJ0> is the standard Wiener process in one dimension, and the 

control process vt   is given by (2) subject to the condition (3), which 

will depend on <w ,8$t>. 

For each control policy v ■ <(i>0i>l let J denote the average cost 

function defined by 

MT 
(5) J<X.y.t.v) - Exy<Jt f(xs,yB) ds + g (xT,yT) 

+ E k(ei) H (fl.- t)>,  O^t^T, 
i-1    l      1 
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1 
where f, g denote the running and terminal costs, respectively, and k(() 

is the cost for impulse control.  They are assumed to be positive definite 

and bounded.  The symbol E   stands for the conditional expectation with xy 

x  - x,x  ■ y.  Our goal is to find an optimal policy v, in Lhe form of a 

feedback law, which minimizes the average cost J, that is 

(6) u(x,y,t) - J(x,y,t.C) 

- inf <J(x,y,t,v): v>. 

To analyze this  problem,  we will appeal to the principle of dynamic 

programming to derive a set of (quasi)variational inequalities. 

III. OPTIMAL COST FUNCTION AND VARIATIONAL INEQUALITIES. By the 

dynamic programming approach, [6] it is possible to derive a set of 

variatlonal inequalities governing the optimal cost function u. First, 

when there is no impulse at time t, u must satisfy the differential 

inequality: 

<7) 

where 

(«) 

-  |^  +  A   u  $   f,      0<t<T,   -  ••<X,y<oo, 

"U  "  8.     -«><x,y,<«o. 

.2 ,2 

* - ■ - V &+ <-2» *'y>%-y& 

and u|T ■ u(.,.,T). 

If we decide to produce an impulse at t and then proceed with whatever is 

optimal, we get 

u $ Mu  for 0^t<T, -»<x,y<o». (9) 

where 

(10) Mu(x,y,t) - inf{k(0 + u(x,y+e.t) : |?|<o.>. 

Since at each instant one must decide on one of these two options, one of 

the two inequalities (7) and (9) must be an equation.  Summing up, the 
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(11) 

optimal cost function u is the solution of the following optlmality 

system: 

- |Sf + Au * f. 

u < M u,  0^t<T, -w<x,y<oo, 

(- jü + A u - f) (u-Mu) - 0, 

"In g,  -~<x,y<«o. 

We note that both sides of the inequality (9) involves the unknown 

function u. This is known as a quasi-variational inequality, in contrast 

with the variational inequality (13) below. 

To  solve  the  system  (11),  we  may  proceed  by  a  successive 

approximation procedure.  Define a sequence of approximate cost functions 

<u > as follows: 

(12) 

and, for n ^ 1 

(13) 

1 

_ 0 
~ St" + Au  " f' 0^t<T, 

" lT • 8.  -»<x,y<«o. 

-^ + A un ^ f. 

un ^ M u""1,  0^t<T, -»<x,y<oo. 

_ 

(-^- + A un - f) (un- Mu""1) - 0, 

u lT - g,  —<x,y<». 

Under some suitable assumptions on the functions f, g and k it can be 

shown that the sequence of approximations un converges pointwise to the 

optimal cost u.  In fact we have the following estimate 

0 ^ un (x.y.t) - u(x,y,t) < 8n, n-1,2  

where 8 is a constant with 0<5<1.  This suggests an iterative numerical 

method of solution which will be described in the next section. 
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To indicate the optimal control law, we define the continuation set 

C - <(x,y,t) : u(x,y,t)<(Mu)(x,y.t>>, 

and denote the associated free boundary of C by r«   Also we let f ■ 

f(x,y,t) satisfy 

(Mu)(x,y,t) - k(0 + u<x,y+e,t). 

Then, starting from the continuation set C, the system evolves freely in C 

until it first reaches the point (x,y) on the boundary F at t ■ 6,.  Then 

the first impulse of the size (•(x,y,0.) is applied to push the system 

into the region C. Then the process is repeated as many times as 

necessary over the finite horizon T. On the other hand, if the initial 

state is not in C, an impulse correction should be made to bring the state 

into the region C and then coninue the process as before. It is possible 

to show the rule indicated above will yield the optimal feedback control. 

Therefore the constuction of the optimal policy depends on the solution 

u(x,y,t) of the optimality system (11). 

III. NUMERICAL APPROXIMATION.  For numerical solution, we replace the 

unbounded x-y-t space by a rectangular box: 

B - {(x.y.t) in R3 : |x| $ a, |y| ^ b, O^t^T). 

By a finite-difference scheme, we approximate the variational Inequalities 

(11) by a discrete system and introduce some appropriate conditions on the 

boundary of B.  To this end we set 

a      b      T Ax - Y> Ay - 7, At - JJ,, 

for some positive integers I, J and N.  Denote by Q(I,J,N) the set of mesh 

points in B, i.e. 

0(1,J.N) - <<xi.yj.
t
n> I ^i " iAx, yj - jAy, tn- nAt, 

i - 0,+l»...,+I; j-0,+l,...,+J, n-0,1 ,... ,N}. 
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The pivotal value of the approximate solution u to u at the mesh point 

^»yji'n) i" given by 

ui.J " u<xi'yj'tn)- 

Next we discretize the differential operator in (7) as follows. 

.n+1 

+ c4(i.j)uj+ltj ♦ CjU.i^.,^, 

= (M.u) n i.r 

where 

,-1 cj - (At c0<i.J)J-\ 

c2 - «2&)2 + ^2l<^> + P JTW c0(iti)t 

c3 " <(S7>2 + l"21^  + PJl+>/ c0(i.J). 

c4 ■ (j)+ Ay/ Ax c0(i,J), 

c5 - (j)" Ay/ Ax c0(i,j), 

+ I<12^ + PJI ♦ IJI ^f. •••^%-Ä 
and 

(xj+(lx)") - 1 if x>(<)0; 0, otherwise. 

Note that 

Cj+C2+c3+c4 - t.t and ci> 0, i>l,....4. 

This property is crucial and gives rise to a discrete 

Next we discretize the quasi-variational inequality (9) 

ujtj < «in (k(ft) + "JtJ+ft I Ä and |J-Hl| < J> 

=  (M2u)i,J. 

Here we  set 

Imum  principle, 

follows: 
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n 
u - - ^ ,,>. 

regarded as a vector in the space E defined by 

| - <u€R<2I+1) X <2J+1) XN+1 : ||u|| < ->. 

where 

|u|| -  max  |u. .{ . 
i.J.n l.j' 

The discrete version of the optimality system (13) can now be written as: 

(i)  u ^ Mftu. fi - 1,2. 

(ii) max <u.   - (M0u).  .> - 0, for each i,J,n,- 
0    l» J     ■  11 j 

(lii)Ui.J-«i.J. 

(iv) u^j - vi j, for |i| - I or |j| - J, n - 0,1 ,N-1, 

in which g^ ^ ■ gCx^^.) and v  . is an apparent  boundary value imposed 

on the artifical boundary.   The boundary value v should be chosen to 

approximate the asymptotic value of u as |x|, |y| -» «o. 

For numerical solution, we will present an iteration procedure.  Let 

Q be an operator on E defined by 

^n 

(Qu) 

rmin {(M^u)'^ ^ n < N, i* + I, j ^ + J>, 

»' J "i^.j" n<N•1 " + I or j - + T. 

'i.j* 
n - N. 

We     start    with    an     initial     guess     u (0)    ,    {uI},0A    which    satisfies    the 
1»j 

conditions   (i),   (iii)  and   (iv)  of   the  system  (14).     Then we  compute 

u(1)   - Qu<0), 

For  ft   >   1,   we compute  successively 

u(ft)   .  QU(ft-Oi   ft .  2|3  

Given a pre-assigned error e > 0, the iteration terminates at the m-th 

step when 

986 



Ilu<«) . u(»-l)l, < c. 

By invoking the build-in «aximun principle, we are able to show that 

the sequence of iteatea <u( ') converges «onotonically to the solution of 

the discrete system (14).  Furtheraore the numerical procedure is stable. 

As an example,  numerical  computation was carried out  for the 

so-called "cheap control" problem, where k = 0.  For some special values 

of p,q,r, numerical results are shown in Figs. 1-3.  Here we also assume 

2   2 f<x,y) ■ x + y  and q = 0.  Fig. 1 and Fig. 2 show the y - and x - section 

curves for the minimal cost function u at n ■ 1, respectively.  The 

continuation set C, marked by the letter c's, is displayed in Fig. 3. 

Numerical calculation for the general problem will be undertaken in the 

near future. 
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PULSE - ARRIVAL TIME FOR WAVES IN TURBULENT MEDIA 

P.L. Chow and J.L. Menaldi 

Department of Mathematics, Wayne State University 

Detroit, Michigan  48202 

ABSTRACT. The pulse-arrival time for waves in turbulent media is troated 

by the probabilistic method. The wave-travel time is introduced as a 

probabilistic hitting time by an ideal particle moving along a 

characteristic curve. By a simple-wave approximation, the mean 

travel-time and its variance are investigated and found to satisfy 

appropriate boundary-value problem for elliptic equations in the diffusion 

limit. As an example, the mean travel-time for a plane wave and its 

variance are calculated explicitly. 

I. INTRODUCTION. Tn wave propagation through a turbulent medium, the 

statistical problem for pulse-arrival time has been studied by many 

authors (for references, see [1]), due to its important applications, p.g. 

the propagation of laser beam through the atmosphere. In the engineering 

literature, a popular method of treating sm h problems is the so-.-alled 

"temporal moment" method. Specifically we let u(x,t,u) be the random wave 

function of the pulse, and define 

p(x.t).   EK*.t>r   . 
|o E|u<x, s)|2ds 

where the initial pulse shape is u(x,0) ■ f(x). Here one considers the 

pulse arrival time T at x from the orgin as a random variable with p(xtt} 

as its probability density function. Thereby the m-th moment is 

calculated by 
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J^ k* PCX.I Tm -  I., f" p(K.t) dt. 

In practlre the above quantity is nut experimentally measurable and 

difficult to compute. These obvious shortcomings have suggested the need 

for a new investigation. 

In this paper we shall introduce a probabilistic method for treating 

the problem. This will give the pulse-arrival time a proper meaning 

conceptually. At the same time a method of approximation will be proposed 

for computing the associated moments more efficiently. Some computional 

results will be provided for illustration. 

II. PI.USE-ARRIVAL TIMF. Consider the propagation of a pulse-wave through 

a turbulent medium in the free space. Then the wave function u(x,t,w) 

satisfies the random wave equationr 

2 
(1) 21" . c2(x,t.w) V2u.  t>0,  IxK«, 

which   is   suhjeit   to   Lb««   initi/il   conditions 

(2) u(x,0,w) - f(x), 

^ u(x,0,w) - 0. 

Here x = (x,tx0,x-) is the position vector; c(x,t,cj) the random local wave 

2 
speed; V  the Laplacian operator, and f(x) is the initial pulse form which 

is concentrated near the origin.  For the wave equation (1), the motion of 

wave-front is governed by the random llami1ton-Jacobi equation (3): 

fd 2    0     1 fr - ea iv#r. 

By the method of characteristics,  the above yields the characteristic 

equ \lion 

(4) ^- c(xt.t,W)f*t.  x0.x. 
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^£t - - 7«-(xL,t,u)) |ptl. Pn" l>. 

where ^.  denotes the unit vector along the vfctor p .   Physically the 

i.haracteristic curves 

rx: y - xt. t^O 

is called rays emanating from the point x. 

Let R be a spatial region of influence hy rays through x.  We first 

define the "travel-time" from x to B by 

O) T (B) ■ inf <t>0 : x  in B>, 
x        r„ 

By definition, T (B) is a probabilistic hitting time lor the region B by 

the random ray x..   7n terms of T (B), it is reasonable to define the 

pulse-arrival  time T(B)  to the region B as a random variable with the 

conditional probability distribution 

P<T(B)<t| x0 « x> = P<TX(B)1). 

The    initial    distribution    Pfl(x)    "lay    incorporate    the    pulse-shai)e    by,     for 

instance,   setting 

(6) (x) .-IttiU. I |f(y)My 
Therefore,  from now on, we will only be concerned with the wave-Lravel 

time T (B), instead of the pulse-arrival time T(B). 

If x  is a Markov process, the mathematical theory for the hitting 

time or, in general, a stopping time is a well-developed subject [4].  For 

example, if 

where w  is the standard Brownian motion is space, then the mean hitting 

time 

T(x) - E TX<B) 
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is   known   to   satisfy   Lhf   Diriihlet   problem 

/     I V2T(x)   -   -1,      x   in   B', 

[        T(x)   -  0,     x  on  dB 

whero B' is the exterior region and 3B the boundary of B. Similarly, for 

a general diffusion [rocess, the computation of the mean travel-time or a 

higher moment reduces to the solution of the appropriate boundary value 

problem. Therefore, in order to employ the method of differential 

equ.it ions, we are going to seek a diffusion approximation to the ray 

process x. .  This procedure has been used to study the progressing waves 

i n   riiulom  ined ta    [ "' ] • 

TIT. niFFUSTON APPROXIMATION.   Suppose the flutuation of the wave speed 

due to turbulence is weak so that 

(7) ^C(x,t,u) *  c0+ c C(x,t,w), 

where c  designates the depedence of c on the small fluctuation amplitude 

f>0,  c-  is  the constant average wave speed,  and $  is a random field 

sat i stying 

( M ■ 0, 

(«)                      I Ef(K,t)e(y,S) « R(x-y,t-s). 

In view of (7), the ray equation (4) can be rewritten as 

(9) dx'     £/ £ .   \A     C _t - c^x't,^)?. , x' - X, 
dt 

^l   -   c  7e(xL,t,u)|p«|. p^ - p. 
dt 

Bine« the right-hand side of (10) is small, as a first approxmation, it is 

neglected.  Then the equation (9) becomes 

.C . *        . 
(ID ^t - ic0+ €e(x^,t.u)) p, x* - x. 

dt 
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Let us rfnaini- x. the unperturbed solution 

(12) xj - x + c0tp. 

and set 

(13) 

Then in view of (12) and (13), the equation (11) yields 

fl xE   -   x0 xt        xf 

(U) dy 

i 
t 0 Ä 

€  f   (yt  +  xt,   t,  u>)p. 

To   obtain   a    diffusion    approximation    for    y   ,    we    assume    that   the   random 

field ?(x,L,w) satisfies a strong-mixing condition in space and time so 

that ((x,t,») and C(y«s»*) become asymptotically independent when either 

|t-«| or |x-y| becomes large. Then one can invoke a limit theorem due to 

Khasminskii    [6]    to   get   the   diffusion   approxmat ion.      That    is,   lor   small    c 

and   large   t   with   r   =   t't   fixed. 

(15) y£(r/e2)   -   y(r). 

where   y(r)    is    a   diffusion   process   with   known   diffusion   coefficients   b 

and   the  drift   a..     They  are  defined  by 

(16) i 
where 

(17) /       b  -   lim i 
i T*oo   ! 

I      a   -   11m 4 

bii  '  b   PiPj« 

"j  "  a  Pj' 

•T   «T 
b  -   Urn ^   \0   L  Rtc0(t-«)p,t-s]   dt   ds, 

T     T     ^ 

T Jo Jo   «, Ri   (^o(t-8>P>t-sJ Pi dt ds' 

with Ri(x,t) 3R 
fe^- 
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Alternatively the process y(r) satisfies the Ito equation: 

I 
(18) / dywCO - a.dr + E  b, . dw.(r) 

1 j-1  ia   ' 

y.(0) - 0, i-1,2,3. 

Here w.(r), i-1,2,3, are independent standard Brownian motions.  Returning 

to  the  original   process  x',  from  (13),  we  get  the  diffusion 

approximat ion: 

(19) x^ ~ xt = x° + y (c
2t). 

Therpfore,   under   this   approxmation,   the  travel-time  T^(B)   - T   (B)  with 

(20) 

(21) 

T^ (B) - inf <t>0: x« £  B> 

T)t(B) - inf {t>0 : xt € B> 

As im-ntioned befor«?, the «computation of statistical properties of T  for 

the Markov process x  is much easier, 

TV,. COMPITATION OF STATISTICS.  We will compute the first two moments of 

the Lravel-time T (B) as a diffusion approximation.  To this end let L be 

the t;ei!!-'"v-01' "f 'he diffusion process x. gien by 

3 
(22) 

j»l     lj 3xi3xj      i-i *• " r; ■? ^   -   bi 4 wfik  *  E   (^oPi * €' ',>*. 

and let T (x,b) and Tj^.B) denote the first and second moments of T (B), 

respectively.  Then it has been shown 17) that they satisfy the following 

bouiulary-value problems: 

(23) 1. T(x,B) ■ -1, for x in B* , 

T(x,B) ■ 0, for x on 3B, 

;4) ,   I. T9(x,b) —2 T(x,B), x in B', 

>r x on dR, 

I 
f      I. T2(x,b) —2 T( 

I  T„(x,B) = 1), for 
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where B'  means  the  exterior and 3B the boundary of  B.   Thereby the 

computation of Lhr first  two moments of T  is reduced to solving the 

respective boundary-value problems (21) and (24).   In fact all higher 

moments can be obtained in this way, (see [7]). 

For explicit results, it is interesting to consider a special case. 

Suppose initially  the wave propagates in the  x.-direction,  und«-r  the 

simple wave approximation, so that 

(25) p  = (1,0,0). 

Then the operator I. in (22) reduces to 

(26) •i u m ibi2 -ff * (co + ac2> $7- 

Consequently, if we are interested in the travel time for a nearly plant- 

wave from x.  » £.  to B ■ <x. ^ kj) >    th* equations (23) and (24) are 

reducible to problems in on«« dimension, which can bv   solved easily.  Th" 

results are given by: 

(27) 

(28) 

T(M) - ^. 

T%<M) - A2 * iH 
-5. 

2(^) 

where Afi. * (£., " ^j) and 

(29) 

(30) 

- (c0 + ac~), 

«r2 - be2. 

which may be interpreted as the "effective" mean and variance parameters, 

respectively. 

We note that ^(c) < c0 for c > 0.  Physically the drift a, in view of 

(17), should be negative as the correlation R is a decreasing function ot 

x so that the mean travel-time increases due to random scattering.  From 

999 



(27) and (28) we obtain the standard deviation of the travel-time: 

( 3 O „ (M) - üJMJL^ 

1/2. 

/2(c)3/2 * 

which   is   proportional   to   the   correlation   length   b1,^c   and   the   square-root 

1 /•) *   3/2 
of   distance   (AÄ)     ",   and   inversely,   to   (c)   '    . 

As  a  numerical   example,   we   set   c«"   1   and 

(32) 
-at 

R(r,t)   -   (£—Ty),   o>0. 
l+r*" 

Some numerical r»-sulLs nre displayed in four graphs, Figs. 1-4 in the 

following page. In Fig. 1, the mean travel-time T is plotted against the 

distance x = AÄ for Q » 0.7 and c ■ 0, 0.2 and 0.S, respectively, while a 

is changed to 1.0 in Fig. 2. They showed clearly the decrease of T as c 

increases. In Figs 3 and 4, the three lines correspond to the mean 

travel-time T and its deviations (T+o ) v.s. x "Aft with t "0.5 fixed, for 

C ■ 0.7 and 1.0, respectively.  These results show an increase of a  with 

the distance but a dei-reasc of a     as the decay exponent a increases.  Even 

though these results are obtained for a special case, the qualilative 

feature may hold in general.   For details, one is referred to the paper 

m. 
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THE TRANSITION FROM PHASE LOCKING TO DRIFT 

IN A SYSTEM OF TWO WEAKLY COUPLED VAN DER POL OSCILLATORS* 

Tapesh Chakraborty and Richard H. Rand 
Department of Theoretical and Applied Mechanics 

Cornell University. Ithaca NY 14853 

ABSTRACT 

We investigate the slow flow resulting from the 
application of the two variable expansion perturbation method 
to a system of two linearly coupled van der Pol oscillators. 
The slow flow consists of three nonlinear coupled ode's on the 
amplitudes and phase difference of the oscillators.  We obtain 
regions in parameter space which correspond to phase locking, 
phase entrainment and phase drift of the coupled oscillators. 
In the slow flow, these states correspond respectively to a 
stable equilibrium, a stable limit cycle and a stable 
libration orbit. 

Phase entrainment. in which the phase difference between 
the oscillators varies periodically, is seen as an 
intermediate state between phase locking and phase drift.  In 
the slow flow, the transitions between these states are shown 
to be associated with Hopf and saddle-connection bifurcations. 

INTRODUCTION 

In this work we shall be concerned with the behavior of 
two coupled oscillators. We begin by introducing some 
terminology. We suppose that the outputs of the two 
oscillators are of the form 

(1.1) 

(1.2) 

xAt)  = RjCt) cos(t - Mt)) 

XgCt) = RgCt) cos(t - e2(t)) 

in which R.(t) represents amplitude modulation and 6.(t) 

represents frequency or phase modulation. We shall define the 
terms phase locking, phase drift and phase entrainment for two 
functions of the form (1). Although these definitions can be 
generalized to apply to a wider class of functions them (1), 
we shall restrict our attention to such functions since the 
approximate solutions which we are interested in this work 
will have this form. 

We define the phase difference i(t) as 

(2) ^»(t) = e^t) - e2(t) 

* This work was partially supported by the grants NSF 85-09481 
and APOSR 84-0051C. 
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Then the functions (1) will be said to be 1:1 phase locked if 
<p{t)  is constant. If. on the other hand, the oscillators are 
running at unequal average frequencies, then v{t) will grow 
unbounded, defining the condition of 1:1 phase drift.  An 
intermediate situation exists when <p(t)  varies periodically, a 
condition which we shall call 1 j 1 phase entrainment [1]. 

TWO WEAKLY OOUPLED VAN PER POL OSCILLATORS 

We shall be Interested in the following system of two 
coupled van der Pol oscillators 

(3.1) 

A2 

d x. 

dt 
♦ x. 2. ^1 

- & (l-Xj ) H* = e a (Xg- Xj) 

(3.2) 
d2x, 

dt' 

2 ^2 
- + (1 + e A) x2 - e (l-x2 ) ^j- = e a (Xj- x2) 

Here e << 1 and A and a are parameters. A is related to the 
(small) difference in linearized frequencies, and a represents 
the strength of the coupling.  In a previous work [2]. the two 
variable expansion perturbation method was utilized to obtain 
an approximate solution to eqs.(3), valid to order e- 

(4.1) Xj = Rjfr,) cos(t - e^r,)) + 0(e) 

(4.2) x2 = R2(T,) cos(t - e2(T?)) + 0(fe) 

where the slow time variable TJ is given by 

(5)     TJ = e t 

and where the amplitudes R. and R«. and the phase angle 

«p -  6,- 0« are given by the slow flow on the space 

+  +   1 
M.R x R x S1 

dR. 
(61)  2^- 2 T-1

- = -Ri drj     1 
2. 
4 - 1 + a R^ sin <p 

dR9 
{62)  2^=-R, 

(G.3) 

dT, 
2_ 
4 - 1 - a R- sin <p 

2p-   = A + a 
di] 

V 
COS if 
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Eqs. (6) are invariant under the transformation 

(7) Rj-» R2 . R2-* Rj . v> -► <> - » 

and hence possess the corresponding symmetry. Thus if there 
o   o  o 

is an equilibrium point at (R.. R2. ? }. then there also one 

o  o  o 
at (Rn. Rj, <p - ir).  In order to simplify the following 

discussion, we shall only talk about half of the system, i.e.. 
if we say that the system (6) contains an equilibrium point 
(or a periodic orbit), then it actually contains two 
equilibria (or periodic orbits), the other one being located 
at the symmetrical position in N under the transformation (7). 

RESULTS 

Our goal  is to classify the various qualitatively 
distinct behaviors of the system (6) as we change the values 
of the parameters a and A.    We summarize here the results 
obtained in [3]. 

The system (6) possesses  two other symmetries based on 
Invarlance under  the transformations 

(8.1) a -»-a,    ^-» ^ - w. 

(8.2) A -» -A.    ^ -♦ w - <p 

and 

Thus it turns out that the qualitative behavior is invariant 
under both o -» -c and A -♦ -A. and we present our results in 

2 2 
the a  -A parameter plane, see Fig.l. 

The system (6) contains 3 equilibria in region R in 
Fig.l. and one equilibrium elsewhere. Region R can be shown 
[3] to be bounded by curves having the equation: 

(9) A6 + (6a2 4 2) A4 + (12a4 - 10a2 + 1) A2 + 8a6 - a4 = 0 

In obtaining (9) as well as many of the other results in this 
work, we used the computer algebra system MACSYMA [4]. 

The presence of limit cycles In (6) may be investigated 
by looking for Hopf bifurcations, i.e. by linearizing In the 
neighborhood of each of the equilibria, and requiring that 
there exist a pair of pure imaginary eigenvalues. This leads 
to the curve H in Fig.l, which can be shown [3] to have the 
equation: 
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A 

Fig.l.     Bifurcation diagram for  the slow flow (6): 
E ■ Region containing a single stable equilibrium point 
L = Region containing a stable limit cycle 
D = Region containing a stable libration orbit 
R = Region containing 3 equilibria 
H = Curve of Hopf bifurcations 
S = Curve of saddle-connection bifurcations 
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(10) 49 A8 + (266 a2 + 238) A6 + (88 a4 + 758 a2 + 345) A4 

+ (-1056 a6 + 1099 a4 + 892 a2 + 172) A2 

+ (-1152 a8 - 2740 a6 - 876 a4 +16) = 0 

We showed that stable limit cycles occur in the region 
lying above curve H in Fig.l by using center manifold theory 
and normal forms [3]. 

The region L of limit cycles is bounded on the other side 
by curve S. which we shall show later in this paper to involve 
saddle-connection bifurcations. As one crosses curve S, the 
limit cycle becomes a libration orbit, i.e. a closed 
trajectory in N, along which <p increases without bound. The 
nature of this bifurcation will be discussed in greater detail 
in the rest of this paper. 

The region D of libration orbits is bounded by the curve 
(9) defining region R. As one crosses from region D into 
region R. a pair of equilibria are born on the libration 
orbit, which becomes a nonperiodic saddle-connection. 

Fig.l describes the behavior of the slow flow (6). In 
terms of the original eqs.(3), region E corresponds to 1:1 
phase locking, region L to 1:1 phase entrainment. and region D 
to 1:1 phase drift. Thus as one moves in the parameter space 
along the dashed line (corresponding to holding the coupling 
strength a fixed while increasing the frequency difference A), 
the system (3) passes from phase locking to phase entrainment 
and then to drift. 

THE EWTRAIWMENT-DRIFT BIFURCATION 

In order to better understand the nature of the 
bifurcation which results as one crosses from region L to 
region D in Fig.l, we display the results of some numerical 
integrations of the system (6). Figs.2-7 show these results 
in a portion of the phase space N in which 

(11) 0 ^ Rj ^ 4. 0 ^ Rg ^ 4. -* i * i w 

2 2 
In each of Figs.2-7. a = 0.25, while A varies from 0.15 in 
Fig.2 (in region E) to 0.21 in Fig.7 (in resion D). Thus this 
sequence of views corresponds to moving along the dashed line 
in Fig.l. Fig.2 shows the asymptotic approach to steady state 
equilibrium, while Figs.3-7 show only the steady state 
periodic motions. Between Figs.2 and 3 a Hopf bifurcation has 
occurred corresponding to passage across curve H in Fig.l. 
Figs.3-6 show the gradual increase in size of the limit cycle, 
and the curve S in Fig.l is crossed between Figs.6 and 7. 

1007 



2       2 
Flg.2. Numerical Integration of eqs.(6) for o =0.25. A =0.15. 
Note the asymptotic approach to equilibrium. The labeling of 
the axes In this Figure applies to Figs.3-7 and 9-11. 

Fig.3 Limit cycle obtained by numerical 
o       o 

integration of eqs.(6) for a =0.25, A =0.16. 
See Fig.2 for labeling of axes. 
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Fig.4 Limit cycle obtained by numerical integration of eqs.(6) 

for a2=0.25. A2=0.17. See Fig.2 for labeling of axes. 

Fig.5 Limit cycle obtained by numerical integration of eqs.(6) 
2      2 

for a =0.25. A =0.185. See Fig.2 for labeling of axes. 
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Fig.6 Limit cycle obtained by numerical integration of eqs.(6) 
2      2 

for a =0.25. A =0.20. See Fig.2 for labeling of axes. 

Libration orbit obtained by numerical Fig.7 

2      2 integration of eqs.(6) for o =0.25. A =0.21. 
Note that this orbit is closed since the 
planes <p = IT and <p = -r are identified with 
each other. See Fig.2 for labeling of axes. 
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We note from the numerical integrations that the 
transition between the limit cycle in Fig.6 and the libration 
orbit in Fig.7 involves a drastic change in the neighborhood 
of the surface R9= 0. but little change in the steady state 

motions elsewhere.  In Fig.6, the portion of the limit cycle 
near R-s 0 is a rapid motion at nearly constant R. i.e. a 

Jump down in «p.  In Fig.7. on the contrary, the libration 
orbit Jumps up in <p near R2= 0. 

This observation leads us to examine the behavior of the 
system (6) when R9= 0. Since R9= 0 is a singular surface for 

the system (6), we change independent variables from 17 to T, 
where 

(12) *•% 

This transformation "blows up" the singularity at Rp= 0 ([5]. 

§7.2), and while it reparametrizes the motion along the 
trajectories in N, it does not change the shape of the 
trajectories.  Under (12), the system (6) becomes: 

(13.1) 
dR, f 2 

R, 

df" = "Rl R2 
- 1 + a Rp sin *p 

(13.2) 
dR2     2 2d?=-R2 

_2. 
4 

- 1 - a R- R« sin *p 

(13.3)  2 jjj = A Rg + a 
R2 

R-   Kl cos <p 

We note that the surface R2= 0 is an invariant manifold of 

(13), which becomes when R^s 0: 

(H.l) 
dR. 

dT = 0 

dR, 
(14.2)    ^=0 

(14.3) 
d£ 
dr - a R1 cos ? 
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£qs.(14) show that R- remains constant in time when 

Rp= 0. and that only <p changes.  Eq.(14.3) has the general 

solution 

(15) tan [M] = c .-a h** 
where C is an arbitrary constant. Fig. 8 shows the flow 
(14.3) on the «^-circle (since R. and Rg are constant). Both 

Fig.8 and eq.(15) show that as T -» +«. <p -» -ir/2. while as 
T -♦ -». «p -» +w/2. This represents the previously referred to 
jump in «p. see Fig.9. 

Thus the system (13) has two lines of nonisolated 
equilibria at R2= 0.  <p =+Tr/2 and at R9= 0,  <p =-ir/2,  shown as 

dashed lines  in Fig.9.     In order to better understand the 
bifurcation,   we consider  the nature of  these equilibria. 

We linearize eqs.(13) about the equilibrium 

(16) R.  = R-  = any. RQ = 0.  f m ♦■/I 

and obtain the variational equations: 

2 

(17.1) 

(17.2) 

(17.3) 

2 3- aR, = -R° 
dr  1    1 

1 
- 1 OR. 

2 4^ 6R„ = T a R? SRg 
dr 

d 

1 

2 j- 6<p    = A 6R2 + a R. 6v) 

which have the general solution: 

faR, 
= k, (18) 

1 
6RS 

of 

kl + k,, 
+R.a  T/2 

s +4 a 

-2 MR 
U 

-Rja T/2 

1012 



r 

-Tr/2 

Fig.8. Flow on the «^-circle given by eq.(14.3).  Arrows show the 

direction of the flow. Dots represent the equilibria # • * « • 

Fig.9. Flow In the surface R2 = 0 given by eqs.(14). See Fig.2 

for labeling of axes. The dashed lines represent nonlsolated 
equilibria. The lines with arrows represent the flow along 
R- = constant, cf. Fig.8. 
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where the k are arbitrary constants. The (IOC) eigenvector 

and accompanyirig zero eigenvalue are due to the line of 
nonisolated equilibria and their neutral stability. The 
(0 0 1) eigenvector corresponds to the flow (15) in the FL = 0 

plane. The motion associated with the third eigenvector 
permits approach to (or exit from) the equilibrium (16) from 
(or to) the rest of the space N. Since the equilibria are 
nonisolated. these eigendirections form a 2-manifold in N. see 
Fig. 10. These surfaces form a stable manifold for the line of 
equilibria <f> = ir/2 and an unstable manifold for the line of 
equilibria <p = ~ir/2. 

We return now to the question of the bifurcation from the 
limit cycle of Fig.6 to the libration orbit of Fig.7.  In 
Fig. 11 we superimpose Figs.6 and 7 on the eigenmanifolds of 
Fig.10. Fig.11 shows that the bifurcation involves a 
saddle-connection orbit. 

The bifurcatii.'i may be further understood by projecting 
the limit cycle and libration motions on the f-ri cylinder, see 
Fig.12. 

00NCLUSI0NS 

It is interesting to compare the results of this study of 
weakly coupled van der Pol oscillators with those of an 
earlier study [6] of strongly coupled van der Pol oscillators. 
In [6] the following system was analyzed by using 
perturbations to 0(e): 

(19.1) 
d x 

dt' 

l 2 ^l 
- + x, - e (1-x, ) JT-= a  (x.,- x,) 1 kl ' dt 1' 

(19.2) 

^2 d xr 

dt' 

2. ^2 
+ (1 + A) x2 - e (l-Xg ) ^~   = a (Xj- Xg) 

Note that eqs.(19) are of the same form as eqs.(3) with e a 
and e  A replaced by a and A  respectively. The slow flow 
resulting from the application of the two variable expansion 
method to eqs.(19) has been shown [6] to exhibit phase locking 

iff A2 < 2a2. 2    2 
If A > 2a . the system (19) performs a 

quasiperiodic motion which corresponds to phase drift, see 
Fig.13. 

For large values of a and A. the Hopf curve (10) in the 
weakly coupled case may be written (keeping highest order 
terms only): 

(20) 49 A8 + 266 a2 A6 + 88 a4 A4 -1056 a6 A2 -1152 a8 = 0 
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Fig.10 Eigendirections for the equilibria 
(16). These surfaces form a stable manifold 
for the line of equilibria <p  = ir/2  and an 
unstable manifold for the line of equilibria 
<p  = -Tr/2.    See Fig.2 for labeling of axes. 

Fig. 11. Superposition of Figs.6.7.10. As 
the limit cycle bifurcates to a libration 
orbit, there must exist, by continuity, a 
saddle connection. See Fig.2 for labeling of 
axes. 
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PHASE ENTRAINED 

DRIFT 

Fig. 12. Projection of the limit cycle of Fig.6 and the libration 
orbit of Fig.7 onto the ip-q cylinder. The top and bottom of the 
cylinder represent v> = ir/2 and f =  -ir/2, respectively. The limit 
cycle (corresponding to phase entrainment) lies entirely on the 
front face of the cylinder, while the libration motion 
(corresponding to drift) winds completely around the cylinder. 
In the case of the phase entrained motion, <p(ri)  is  periodic, 
while for the drift case, <p{-q)  becomes unbounded as 17 goes to 
infinity. 



^ 

°   oC     5   0    oc1    5 

WEAK  COUPLING STRONG COUPLING 

Fig. 13.    Comparison of  the dynamics of  the weakly coupled system 
(3)  studied in this work with the strongly coupled system (19) 
studied in [6].    The shaded region represents phase entrainment. 
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which may be factored to give 

(21)  (A2 - 2 a2) (A2 + 4 a2) (7 A2 + 12 a2)2 = 0 

2    2 
Thus the Hopf curve (10) approaches A = 2a as A and a 
approach infinity, in agreement with the strongly coupled case 
(19).  Numerical simulation of the slow flow system (6) 
reveals that the saddle connection curve S of Fig.l also 
approaches this limit.  See Fig. 13. in which the behavior of 
systems (3) and (19) is compared. 

In conclusion, we see that the approximate solution for 
the weakly coupled case studied in this paper exhibits a 
gradual transition from phase locking to phase drift, 
separated by an intermediate region of phase entrainment. The 
comparable transition in the strongly coupled case is shaip. 
As noted in [3] and [6], numerical simulations of the original 
systems (3) and (19) show that the actual transition is in 
fact gradual. 
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DESIGN  AND  IMPLEMENTATION  OP  A  MULTIVARIABLE 
ADAPTIVE  CONTROL  SYSTEM   FOR  AIRCRAFT/WEAPON  APPLICATIONS 
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ABSTRACT.     The design  of   a digital   controller   for weapon  pointing 
and  stabilization  requires  an accurrate  plant  and  disturbance  model   in 
order   to  achieve  optimal   performance.   However,   these  models   are  often 
unknown.    Moreover,    the   disturbance   and      plant   dynamics    (such   as 
helicopter   turret   motion)   in  weapon   pointing   systems   are   often   time 
varying.     Adaptive    control,     which     permits    on-line     parameter 
identification   update,   can   improve   weapon   pointing   accuracy   under 
these  conditions.   An adaptive weapon  control  module  has  been  developed 
to perform minimum  variance   self-tuning  control   for  advanced  armament 
system   applications.   A  weighted   control   scheme   is   used   to  obtain   a 
stable  control   law  for  non-minimum phase  plants which   frequently  arise 
in    digital    control    implementations.    The   adaptive    control    module 
consists    of     parallel    Intel    286/287    and    86/87    processors     for 
identification   and   control   updates.    Preliminary   test   results   using  a 
laboratory    test    fixture   will   be   discussed   which   demonstrate    the 
performance    capabilities   of    the   system.    Final   evaluation   of    the 
performance   of   the   adaptive   weapon   control   module  will   tie   carried  out 
in   FY86 using   a   30 mm automatic  cannon  mounted on  a  Cobra   aircraft. 

INTRODUCTION.     Multivariable     adaptive     control      [1]      can 
significantly   improve  the  performance   of   control   systems  where   the 
plant or the disturbance model  is not  completely known.   In particular, 
to   achieve   high' performance   in   gun   pointing   control   system   for 
aircraft/weapon  application  where   the   disturbance  model  and aircraft 
dynamics   are   time   varying,    adaptive   control   may   render   greater 
pointing accuracy over broader performance envelopes. 

To  design   a   robust,   high   bandwidth   digital  weapon   controller 
requires  precise  knowledge  and  analytical  models  of  both  high  and  low 
frequency    system    dynamics,     including    the    platform    disturbance 
environment.   Typically,   the   high   frequency   system   dynamics   is   not 
known   a  priori,   or   in many  cases,   the   relevant model   parameters  will 
exhibit   time   varying  behavior,   resulting   in  poor performance,   or  even 
instability,    in  systems with   fixed  gain   controllers.   Some  of   the  more 
commonplace     situations     include     (1)     variations     in     structural 
characteristics   due   to   changes    in   weapon   firing   angle/engagement 
geometry,   barrel  heating  and   nonlinear  effects,   (2)   variations   in the 
disturbance   frequency   spectrum  due   to   changes   in   air/ground   speed, 
turbulence,   ground   roughness,   firing   rates,   maneuvers,   etc.   and   (3) 
variations    in   plant   dynamics   due    to   sensor/actuator   failure   or 
malfunction,   and  component   degradation.   It   is  under   these   conditions 
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that on-line adaptive control is used to maintain peak operating 
performance. 

We will review the algorithms for adaptive control in the sense 
of minimum variance in the next section. Then we will describe the 
adaptive control with weighted control scheme. Following will be a 
general description of the adaptive control module configuration. Then 
the implementation of the adaptive control law will be presented and 
discussed. 

ALGORITHMS OF ADAPTIVE CONTROL.   The basic structure for an 
adaptive control system is shown in Figure 1. The plant represents the 
physical weapon system which is being controlled including actuators, 
sensors, platform, weapon and disturbance dynamics. The vector Y 
consists of all platform sensor outputs which are processed by a 
variable parameter controller. This controller consists of a parameter 
identification update algorithm which identifies all model parameters 
from the measurement vector Y and the control vector u. The approach 
discussed in this paper uses UDU factored recursive least squares 
identification algorithm [2,3], The model parameters are then passed 
to a control design algorithm which predicts the next plant output and 
computes the control input u to the   plant fcr pointing and 
stabi1ization. 

The plant dynamics of a typical weapon pointing system can be 
represented in discrete form by a system of equations expressed in 
observer canonical form 

X(j+l)=AX{j) + Bu(j) 

Y(j)=CX{j) 

(1) 

(2) 

where 

-a, 

-a* 0 

0 
1 

. . o 

o 
1 

. . .0 

(3) 

H - [ b(  tvJ 

C •• II o 0 
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and X(j) is the current state vector of the system, Ytj) the 
measurement and n the number of system states. To identify the system 
model parameters as and b6 one may rewrite the measurement equation as 

Y(j) • 4)lj)e 4 e(j) (4) 

■ -' 

6 * I a, , . . . .»arv, b| » . . . .b^ ) (5) 

^(j) ■ l-Y(j-l),..., -Y(j-n),u(j-l),...»u(j-n)lT     (6) 

e(j) » Y{j) - Y{j) (7) 

where   1(3)   is the  estimated measurement. 

The   parameters   can   then  be   estimated  with   the  well   established 
weighted  recursive   least  square  method  given by  the  equations 

^(j)   = ^(j-1)   +  L(j-l)E(j) (8) 

E(j)   =   Y(3)   -  ^3-1)6(3-1) (9) 

P(3-2)<»(j-l) 
L{3-1)   = !  (10) 

a(3-l)4u-l)P(3-2)<>(3-l) 

P(j-l)   -      lP(3-2)   "  L(3-l)f(3-l)P(3-2)l (11) 

a(j)   «      aoa(j-l)   +   U-atJ (12) 

where    fe(0),    P(-l)   > 0 

u(0)»0.95 

cto«0.99 

In the factored version of the weighted recursive least squares 
algorithm, the covariance matrix P is factored as 

P « UDUT (13) 

where U is a unit upper triangular matrix and D is a diagonal matrix. 
The matrices U, Dr and L(j) are updated in such a way that the 

1021 



positive definite property of the diagonal matrix D is maintained. 
This is essential to maintain the computational stability in the 
presence of truncation and round off errors associated with 
microprocessor implementation. 

Given the estimate e(j) of the plant parameter vector 6(j), one 
may use a pole placement procedure such as the one described in 
reference 14) or one may compute directly the minimum variance control 
which can be shown to be equivalent to solving the system of linear 
equations 

Y#(j+d) = f(j)e(j) (14) 

where Y* is the desired reference trajectory and d is the delay 
between the input and plant output. 

ADAPTIVE CONTROL WITH WEIGHTED CONTROL SCHEME.  Minimum variance 
control will generally exist poor performance when the physical system 
has unstable zeros. In this case, it is often helpful to use a 
weighted control scheme to get good adaptive control. The ARMAX model 
representing the system given in equation (4) is 

ACq"' mj-H^EKq-' ^(j^CCq""1 )V(j + l) {15) 

A^"1 ^l+a^"'-^q1*  a^q** (16) 

BCq-« )=b, ^q1 +biq'l4 b^'1 

C (qH ) =1 +c, q"' -K^q-2 + c^ 

where V{j+1) is a white noise process, 

q  is the time delay operator. 

Minimizing the weighted control index 

J«expectation of I |y( j+l )-Y/|^( j + l)| ♦ P2| u( j)|2 J     (17) 

at time j gives a control law that requires 

(BCq-1 ) + -8— ACq"1 )]  to be stable instead of Btq'1 ). 

Where t^ is the weight on the u(j + l). 

Hence adaptive control with weighted control scheme provides stable 
control for systems that have unstable zeros. 

An alternate form of implementing the weighted control scheme is 
to replace Y(j+1) by 
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Y(j^) - y(j*i) * Yu(j) (18) 

Y^i (j+n ' y(j+i) - v(j4i) (19) 

in the usual minimum variance adaptive control law whereY B
 p^b0 . 

Prom equations (15), (18), and (19) 

A(q-,)y(j*l) • \B(ql)   4 Y A(<f,) ]u ( j ) + C(q", )V( j4l )     (20) 

lB(q"i)+YA(qH)]u(j) « ^(q-1 )-C(q",) ]V( j4l )+A(q-, )Y>^( j4l )   (21) 

In order to achieve good performance, choose  such that the poles 
of iBCq"1)* YAtq"1)) must lie inside the unit circle. 

However, the weighted control scheme generally creates steady 
state errors in the system outputs which are unacceptable for 
tracking/pointing applications. One way to deal with this steady state 
error problem is to insert a frequency shaping at the input and the 
output of the system such that the overall control becomes one of the 
model following adaptive control. 

The frequency shaping Nfq"1 J/Dfq') changes the modified output 

«(q-') 
Y(j4l) «   Y(j4l) 4YR(q-,)u(j) (22) 

where N(.) , D(.) , and R(.) are monic. 

Now, it is required that N(.) and D(.) have stable roots and the 
roots of (N(q-')B(q-;»)4YR(q-»)A(q-»)D(q-»)] are stable. The YIKq"1) term is 
used to stabilize the unstable zeros of B(q~l). 

ADAPTIVE CONTROL MODULE CONFIGURATION. The parallel architecture 
of the adaptive control processor module is shown in Pigure 2, The 
Intel 8086/8087 contains all analog to digital (A/D) and digital to 
analog (b/A) circuitry and is programmable for easy scaling and 
manipulation of data.  It operates as a fast system for 
controller/prediction operation. The Intel 80286/80287 processor board 
with 1 megabyte of RAM serves as the master processor and also 
supports floating point implementation of the factored weighted 
recursive least squares identification update and control law update 
algorithms. This processor will compute control law updates and 
identification updates every 8500 y sec for a 12 state, 2 input - 2 
output system. 
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ADAPTIVE CONTROL 1AW IMPLEMENTATION.  The controller software is 
developed with a VAX 11/780 host computer. The developed program is 
downloaded to the adaptive control processor module which will output 
control commands to a test fixture, in this case an inertia wheel. 
Angular measurement of the system and reference command are fed to the 
control module as inputs. 

The test fixture consists of two DC torque motors which drive the 
inertia wheel and a resolver which measures the shaft angle of the 
wheel. Through an electronic circuitry, the resolver signal is 
amplified and demodulated before entering the A/D converter in the 
control module. The analog control command from the module actuates 
the system through a torque drive amplifier in the electronic 
circuitry. 

Accounting for the effect of a zero order hold in the A/D 
converter, the open-loop response of the test fixture in z-domain is 

-1      -2 
b-z  + b-z z 

Y(z)  ■  * ^r*-* ^U(z) (23) 
1 + a, z   + a_z 

The weighted control adaptive control design is implemented with 
the inertia wheel test fixture. A square wave sequence is fed to the 
system as a reference command signal. The sampling rate and the 
control rate are set to 100 Hz. The identification update and control 
law update are processed at 10 Hz. The initial values of the 
parameters are estimated from the open-loop data of the system. Figure 
3 shows the input square wave command Y/^ , the control signal u, and 
the output Y of the system. Here the output approaches the reference 
command with good stability property. In this case, the weighting 
factory in equation (18) is tuned to -2.85. When the factor Y is set 
to -5.0, Figure 4 shows the steady state error of the output Y from 
the reference signal Y^ . 

DISCUSSION.  We have reviewed the minimum variance adaptive 
control algorithm as well as the weighted recursive least square 
identification method. Also, we have described the weighted control 
scheme to get around the non-minimum phase problem and talked about 
the model following/frequency shaping which will help us deal with the 
tracking problem. The basic configuration of the control module using 
parallel Intel 286/287 and 86/87 processors was presented. Some 
preliminary test results of using the weighted control adaptive 
control algorithm interfaced with the laboratory test fixture were 
shown to have good stability property. Based on computer simulations 
and the results of this implementation study, we strongly believe that 
digital adaptive control for aircraft/weapon pointing applications is 
a practical and viable option. A final evaluation of the performance 
of the adaptive weapon control module using a 30 mm automatic cannon 
mounted on a Cobra aircraft has been scheduled for FY86. 
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ABSTRACT. A finite-difference analysis of the exterior problem for Poisson's 
equation has an infinite-electrical-network analog. Concurrently with the recent numeri- 
cal attacks upon that problem, a theory for infinite electrical networks has been develop- 
ing and provides an alternative approach. Examples taken from the flow of petroleum 
into an oil well and from well-logging with the resistivity method illustrate the unusual 
kinds of connections at infinity that an infinite electrical network can have. A technique 
is described for solving the exterior problem for a three-dimensional anomaly contained 
within a sphere S. Infinite electrical network theory yields a driving - point conductance 
matrix Y that replicates the effect of a spherical grid arising from a finite-difference 
analysis for the region exterior to S. This allows the domain of analysis to be contracted 
to S and its interior. The resulting analysis remains exact in the sense that the solution 
for the spherical grid within and on S coupled with Y is precisely the same is that for 
the infinite spherical grid. 

I. INTRODUCTION. The purpose of this paper is to briefly survey a relatively 
new area of research, namely, the search for the solutions for certain kinds of infinite 
electrical networks, and to point out how this can lead to better computational methods 
for the exterior problem for Possion's equation. That problem arises when the domain of 
interest is infinite in extent. Daring the past decade or so, the exterior problem for the 
numerical analysis of partial differential equations has been the subject of a substantial 
amount of research (Bayliss et al 1982, Canuto et al 1985, Engquist and Majda 1977, Fix 
and Marin 1978, Goldstein 1979 and 1982, Gustafsson and Krciss 1979, Hagstrom and 

This work waa supported by the National Science Foundation under Grants DMS-831M36 and 
DMS-8521824. 
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Keller 1984 and in press). The common procedure in all these works is the introduction 
of an artificial boundary that renders the domain finite and then a search for an 
appropriate boundary condition on ihüt boundary. 

For Poisson's equation (as well as for other partial differential equations), there is 
another way to solve this problem. It is well known that a five-point finite-difference 
approximation of Laplace's operator can be represented by a rectangular grid of positive 
resistors. As a result, the exterior problem for Poisson's equation has an infinite- 
electrical-network analog. So, instead of inserting an artificial boundary, one might 
search for the solution to the infinite network. Concurrently with the appearance of the 
aforementioned literature on the exterior problem, a theory for infinite electrical net- 
works has been developing. Almost all of the earlier work was directed toward existence 
and uniqueness theorems but more recently solutions have been found for certain infinite 
gridlike resistive networks (Zemanian 1978, 1081, 1982, 1985c; Zemanian and An 1985; 
Zemanian and Subramaniam 1983; Zemanian and Zemanian in press). These are solu- 
tion for rectangular, cylindrical, and spherical resistive grids of both the grounded and 
ungrounded varieties. It is required however that the grid's parameters vary with only 
one or at most two coordinates. This approach to the discretized exterior problem has 
also been applied to polarized electromagnetic waves (Zemanian 1985a,1985b), but now 
an RLC grid ensues. In every one of these applications an operational calculus can be 
exploited to obtain a rapid means of computing the solution. 

In the next section we examine one aspect of infinite-electrical-network theory in its 
current state of development. That aspect concerns the variety of conditions at infinity 
that may arise in different applications. Infinite network theory leads naturally to a con- 
sideration of these conditions, whereas the analogous problem does not seem to have 
been taken up in the numerical approaches to the exterior problem listed above. 

In the last section, we consider the operator V ' ^ V in spherical coordinates for a 
medium whose parameter a may vary only with the radial and latitudinal coordinates r 
and 9 but not with the logitudinal coordinate ^. We show how an exact solution for the 
corresponding spherical grid coupled with an appropriate operational calculus yields a 
fast computational method for solving Pisson's equation in all of three-dimensional space 
for the case where the medium is uniform except in a bounded three-dimensional region. 

n. CONDITIONS AT INFINITY. Strange things can happen in an infinite 
electrical network. We present three examples to show how some of these peculiarities 
arise naturally out of practical applications. 

n.l. Example. For finite domains the resistive-network analogs of Poisson's 
equation have finite nodes, that is, no more than a finite number of branches are 
incident to any node. For infinite domains however this need not be so. Figure 1(a) 
shows two perfect conductors that extend out to infinity. The electrostatic potential in 
the region between the conductors is determined by Laplace's equation, a five-point 
discretization of which yields a resistive grid whose nodes away from the conductors each 
have four incident branches. However, the nodes of any conductor are all shorted 
together, and thus there are two nodes having an infinity of incident branches. This is 
shown in Figure 1(b). 
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Unfortunately, KirchhofiTs current law need not hold at an infinite node (Zemanian 
1974 page 275). Situations can arise where, if one adds all the incident currents flowing 
toward an infinite node, as well as all the incident currents flowing away from that node, 
one finds a total of one ampere flowing toward it and zero amperes flowing away. A per- 
spective on this anomaly can be obtained by examining a sequence of networks that 
approach the infinite network with the branches that carry currents away from the node 
being added one by one. What can happen is that those currents individually tend to 
zero while their sum remains one. In the limit each such branch carries zero current, 
and so the infinite series of those zero values must equal zero, not one. Nonstandard 
analysis may provide a means of avoiding this paradox by allowing the infinite series of 
infinitesmal currents to add up to one. However, the approach used in our rigorous 
theory of infinite networks is to allow the nonsatisfaction of KirchhofiTs current law at 
certain infinite nodes (Zemanian 1974), the "nonrestraining" nodes (Zemanian, 1980). 

11. 2. Example. The second example concern the flow of petroleum into an oil 
well through a completion zone of fractured rock surrounded by porous virgin rock. See 
Figure 2(a). The pressure P is assumed to be governed by Laplace's equation V " V ^ 
= 0 with the orifice of the oil-well pipe as a sink for the flow. The pipe's surface is a 
boundary with a null Neumann condition. Given the flow into the orifice, the pressure 
variation is desired. A discretization in cylindrical coordinates yields a cylindrical grid, a 
cross-section of which through the p'pe's centerline is shown in Figure 2(b). The encir- 
cled arrows therein represent flow sinks (i.e. current generators) whose values are known. 

For finite networks the extraction of currents at some nodes must be balanced by 
the injection of currents at other nodes. For infinite networks this principle is upheld by 
assuming (often tacitly) that the current is returned at infinity to the network. — But 
where at infinity? Does it matter? Sometimes it does and sometimes it doesn't 
(Zemanian 1980). If the series of (positive) resistance values along a one-ended path P i 
to infinity converges - as can happen if the rock's permeability increases fast enough in 
some direction toward infinity -- and if that series for another such path P^ diverges and 
moreover P2 is not "shorted at infinity " to other such paths (to be more precise we 
should refer to "pathlike extremities" (Zemanian 1980 Section II)), then it truly does 
matter where at infinity the returns for the sinks are located. This must be specified if 
the pressure is to be uniquely determined. 

In general, one has to specify which paths to infinity are "shorted together at 
infinity", which paths to infinity are left "open-circuited at infinity", (Zemanian 1975), 
and which voltage (i.e., pressure) or current (i.e., flow) sources are connected at infinity 
to which such paths (Zemanian 1980). Al* this requires a thorough reworking of stan- 
dard electrical network theory and the introduction of some new concepts such as nodes 
and branches that are connected to certain extremities of the network at infinity. Stan- 
dard infinite-graph theory does not allow such entities, and so that too must be 
reworked. 

11. 3. Example. Figure 3(a) shows a well-logging tool for a normal-log resistivity 
measurement. A current probe injects an electrical current h into the rock surrounding 
a borehole and that current is extracted at a return probe on the earth's surface. A 
potential probe adjacent to the down-hole current probe measures the resulting electrical 
potential in the borehole. The probes are mounted on an insulated sonde but the rest of 
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the borehole is filled with drilling mud, which has a high electrical conductivity. The 
borehole ia assumed to extend infinitely above as well as infinitely below the sende. A 
discretization of Laplace's equation in cylindrical coordinates yields a cylindrical grid, 
whose cross-section on a plane through the borehole is shown in Figure 3(b) only for the 
section to the right of the borehole. Even though the earth's surface is taken to be 
infinitely far from the down-hole probes, we may have a situation that may be modeled 
by a conductivity that increases rapidly as a path is traced upward indefinitely. Indeed, 
suca a model may be suitable if there is a highly (more precisely, a perfectly) conducting 
overburden (e.g., a salt marsh). For such a model, the return probe of the current 
source must be specified as being connected to the grid's "extremities in the upward 
direction" — and not elsewhere at infinity. 

As a further idealization, we might take it that the drilling mud is also perfectly 
conducting. In this case, the borehole above the sonde is at a constant potential, the 
same potential as the overburden. This means that there is an infinite node nH, which is 
moreover shorted to the "extremities in the upward direction". This is illustrated in 
Figure 3(c). There is another infinite node rti representing the borehole below the sonde, 
but this one is not shorted to any extremities at infinity. 

Still another complication that arises with infinite electrical networks concerns the 
application of KirchhofTs voltage law around infinite loops. Such loops must now be 
considered because of the possible connections at infinity. Our theory designates those 
loops (that is the finite loops and also the "perceptible extended" loops (Zemanlan 1080 
pages 33-34)) on which Kirchhoff's voltage law holds, and those loops (the "imperceptible 
extended" loops) on which it need not hold. 

m. DOMAIN CONTRACTIONS AROUND A THREE-DIMENSIONAL 
ANOMALY. We now describe how the theory of infinite electrical networks can be 
used to generate a fast computational method for solving a particular exterior problem. 

m. 1. The Model. We consider again the flow of petroleum into an oil well, but 
Cis time we let the completion zone be a single perforated one. Such a completion zone 
is made by firing a projectile through the side of the oil-well pipe to fracture a balloon- 
shaped region of rock adjacent to the borehole. This is illustrated in Figure 4. Here too, 
the borehole is taken to be infinitely long in both the upward and downward directions. 
The flow of petroleum into the well is given, and the pressure variation in the surround- 
ing rock is desired. 

That pressure P is determined by Poisson's equation 

Vi<rvP)~-H (1) 
where H represents the flow sources measured positively as flow injected into the 
medium and the parameter tr is the ratio of medium permeability divided by the 
petroleum's viscosity. In taking (1) as the governing equation, we are actually assuming 
that the fluid is incompressible, Newtonian, and saturates the porous rock and that 
gravitational and inertial effects are negligible. As for <r, it is taken to be a constant out- 
side the borehole and completion zone but varies three-dimensionally and at considerably 
higher values within the completion zoue. The interior of the borehole's pipe is not part 
of the problem's domain. 
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m. 2. The Spherical Grid. We choose a spherical coordinate system (r, $, <i>) 
whose polar axis {$ = 0 and jr/2) coincides with the centerline of the borehole and whose 
origin is directly adjacent to the center of the perforation. This too is indicated in Fig- 
ure 4. Upon choosing a discretization of the coordinates and computing the correspond- 
ing finite differences for the partial derivatives of (1), we obtain an infinite spherical grid 
of positive resistors that are fed by current sources at several points of the pipe's per- 
forated orifice. (See Zemanian and Zemanian (in press) for the specifics of these manipu- 
lations.) The returns for those current sources are at infinity; all the extremities of the 
grid are taken to be shorted together at infinity. The grid's nodes lie upon the concen- 
tric sphere 5,, 52, 53, ... shown in Figure 4 and are distributed upon each sphere as 
shown in Figure 5. However, a few nodes lie within the borehole. Some of these, 
namely, those on 5! are simply removed along with their incident branches. The 
remaining nodes - those on 52 - are maintained, but the resistances of their incident 
branches are increased. For our choice of increments this yields 48 nodes on 5, and 72 
nodes on all the other 5y Outside 5S the medium is uniform except for the borehole. 
We simply ignore the borehole outside 5S because there it occupies only a small fraction 
of the medium. For our numerical example we have on each sphere 6 equilatitudinal cir- 
cles and 12 nodes on each such circle; thus, L — 12 in Figure 5. 

m. 3. A Matrix - valued Infinite Ladder Network. Our objectives are to 
determine a solution (that is, the nodal pressures measured with respect to the ground 
node) for this infinite spherical grid and to find a fast computational method for comput- 
ing numerical values for that solution. Our primary interest is in the nodal pressures 
within and near the completion zone, but this does not mean that we can simply trun- 
cate the medium at some arbitrarily chosen remove from 5S. Instead, we shall seek a 
driving-point conductance matrix K5 that exactly represents the effect of the infinite 
spherical grid beyond 5& as measured at the nodes of 55. 

To this end, we decompose the spherical grid into an infinite ladder network of n- 
ports where n =72. This is shown in Figure 6 where for our model 7*5. For example, 
R} +1/2 is the n X n resistance matrix of the n-port consisting of all radial branches con- 
necting the nodes on Sj to the nodes on 5y+1. Thus, ß;+j/2 is a diagonal matrix. If 
; >5, then -- because of the numbering system of Figure 5 - Ä;+1/2 has six 12X12 
main-diagonal blocks of the form el, where c is a positive constant equal to the resis- 
tance of a radial branch and / is the 12X12 identity matrix. This is an especially sim- 
ple form of a circulant matrix (Davis 1979). 

Furthermore, Gj the conductance matrix of the n-port obtained by pairing each 
node on 5; with a hypothetical ground node and letting the branches on 5; comprise 
the interior of the n-port. In terms of the theory described in Section II, the hypotheti- 
cal ground node is in fact a node that is shorted to all the frid's extremities at infinity. 
Because the n-port contains no branches to that ground, (7; is a singular matrix. How- 
ever, again because of the numbering system of Figure 5, Gj »an be written in the form 
of 6X0 blocks, each block being a 12X12 submatrix. For ; >3, the six main-diagonal 
blocks are circulants with exactly three nonzero entries in each row, and the 10 adjacent 
blocks are also of the form el, where now e is a negative constant. All the otaer blocks 
are null. 
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The facts that for ; >5 both Rj-ift and Gj ^ave 'tis block form and that those 
blocks are circulant matrices will be invoked to make use of an operational calculus that 
will speed our computations considerably. 

m. 4. An exact Solution. The basic idea in our search for an exact solution for 
the chosen grid is the replacement of the infinite spherical grid outside 55 by a set of 
resistors such that there is a resistor connected between every pair of nodes on 55 as 
well as a resistor connected between every node on 5S and f be ground node — 2628 resis- 
tors altogether. These resistors will be called the "terminating resistors" on 55 and will 
be so chosen that the driving-point conductance matrix Ys for the 72-port consisting of 
the infinite spherical grid as seen from the 72 nodes on S$ with the ground node as the 
common node for all 72 ports remains unchanged under the stated replacement. When 
this is so, the vector /s+1/2 of currents entering the spherical grid outside 55 at the 72 
nodes of Ss is exactly determined by I$+1/2 •■ Y&Vsi where V5 is the vector of node 
voltages on 55. 

In view of the ladder network of Figure 6, where now 7=5, we can write K5 as an 
infinite continued fraction of matrices: 

-  -      ' ' > l ■ • (2) 
^S+1/2   ♦   »§    ♦   ^8+1/2     *   01 

This expression does not exist as the common limit of its even and odd truncations. In 
fact, the even truncations do not exist because the Gf are all singular. However, the 
odd truncations 

r5(") - -J—      ..     _L-    —1_ (3) 
^ 5+1/2 *" *  GN    +   RN+1/2 

do exist for every N and correspond to the driving-point conductance matrix of the 
finite spherical grid whose nodes on the sphere SN+l are all shorted to the ground node. 
In effect, assuming that Vs is given, we are seeking Is+1/2 ^ ^e limit of the /^yj for 
the finite spherical grids shorted to ground at their spheres SN+l. Actually, the theory 
cited in Section II dictates a unique /5-H/2 for the infinite grid. Moreover, it has been 
proven (Zemanian and Zemanian, in press. Section 9) that the Is+1/2 ~* h+1/2 as N —* 
oo, hence our interest in determining (2) by computing (3) for sufficiently large N. 

One may ask, "Since the grid is being truncated at this point of the analysis, why 
not truncate it at the beginning and seek appropriate boundary conditions on the sphere 
SN for some iV?" One answer is that it is considerably easier to control the error of 
truncation by truncating the exact solution (2) rather than imposing a truncation before 
an analysis is made. Another is that it is with this application of infinite network theory 
that one is naturally led to a derivation of the exact solution: such an expression does 
not seem to have arisen in the numerical approaches to the exterior problem listed in the 
Introduction. 

Actually, we are not done until an analysis of the grid within and on Ss is also 
made. However, with the terminating resistors at the nodes of £5 in hand, one need 
merely make a standard nodal analysis to obtain the nodal pressures on and within Ss 

exactly. This solution can then be extended to as many nodes outside 55 as desired by 
using   pressure   transfer   ratios   (Zemanian   and   Zemanian,   in   press.   Section   7). 
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Alternatively, an elementary form of a limb analysis (Zemanian 1978), which is in fact a 
marching technique, can be used to obtain the nodal presures on the first several spheres 
beyond 5S most rapidly indeed, but this can not be carried too far because that march- 
ing technique is computationally unstable. 

m. S. An operational Calculus. The computation of (3) for a fixed N can be 
facilitated by employing the discrete Fourier transform to render the circulant blocks in 
the Rj+i/2 and G; into functions on a set of discrete points in the unit circle — in this 
case, twelve discrete points. Thus, manipulations of the circulant matrices implicit in (3) 
are replaced by corresponding manipulations of ordinary functions. This operational cal- 
culus replaces the 72X72 matrices by 0X6 matrices dependent upon the twelve points in 
the unit circle. The corresponding continued fraction is then computed twelve times and 
the inverse discrete Fourier transform is applied to obtain the terminating resistors. 
This provides A fast method of computing Ys because of the fast-Fourier-transform algo- 
rithm. 

DI. 0. Computational Advantages. The method described herein is especially 
advantageous when one wishes to examine many shapes and permeabilty variations for 
different completion zones, all contained within a fixed sphere, say, 5s. This entails the 
recomputation of nodal pressures many times. Since Ys and thereby the terminating 
resistors on 5s do not depend upon the parameters within and on 5S, we can compute 
those terminating resistors once and for all of the different models, given a fixed spheri- 
cal discretization for the medium outside 55. In this way, the domain for our computa- 
tions has effectively been contracted down to 55 and its interior, and thus a much 
smaller system of equations need be solved for each model. It should be noted however 
that, because the terminating resistors connect all pairs of nodes on 5S, the matrix for 
those equations is sparse except for a full 72X72 block corresponding to the nodes of 55. 
This contrasts with the usual nodal equations for a standard finite-difference analysis 
within 5/v, its matrix being sparse throughout. Nonetheless, whenever N is much larger 
than J (»■ S), our method will yield a considerable saving in computation time. 

One way of choosing a suitable N is to successively increase its choice until the 
changes in the resulting terminating resistors become acceptably small. In testing our 
method for a particular choice of model (see Z:manian and Zemanian, in press, Section 
8), we compared results for three different choices ot N: N = 30, 55, and 105. For 
example, the high and low values of pressure at the nodes of 5) were .03106 and .01304 
for JV—30, .03115 and .01373 for N — 55, and .03117 and .01375 for N =» 105. Using 
pressure transfer ratios for the computation of nodal pressures outside 5S, we found that 
the CPU times on a UNIVAC 1100 computer for the determination of the pressures at 
all the nodes within SN were 46 seconds for N ■» 30, 1 minute and 19 seconds for N =* 
55, and 2 minutes and 27 seconds for N =» 105. We note again that in all these cases, 
the equations needing solution were for the nodes within and on 5$ and thereby had a 
matrix of order 330X336. In contrast to this, a standard finite difference analysis for 
the nodes within and on SN has a matrix of order 2004X2004 for N — 30, 3804X3804 
for N — 55, and 7404X7404 for N — 105. 
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UPWIND DIFFERENCING AND MUD EQUATIONS 

M. Brio1 

Department of Mathematics, UCLA 

C.C. Wu1 
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ABSTRACT. We describe recently developed by A. Harten and S. Osher uni- 
formly high order accurate essentially non-oscillatory schemes. The design involves 
an essentially non-oscillatory oiecewise polynomial reconstruction of the solution 
from its cell averages, time evolution through an approximate solution of the re- 
sulting initial value problem and averaging of this approximate solution over each 
cell. To )\ve this reconstruction problem we use a new interpolation technique 
that when applied to piecewise smooth data gives high-order accuracy whenever 
the function is smooth but avoids a Gibbs phenomenon at. discontinuities. 

As a result of a construction and numerical experiment with the second order 
upwind schemes for the MUD equations M. Brio and C.C. Wu found that MHO 
equations are not convex. Specifically, as the transverse magnetic field goes through 
zero, the slow (fast) field becomes degenerate if the sound speed is greater (less) 
than the Alfven speed. This property is called nonconvexity. As a consequence, 
the solution to thr Riemann problem may contain a compound wave, namely a 
shock followed by a rarefaction wave of the same fan.ily and transverse component 
of the magnetic field changes its sign across the shock wave. As an example, we 
show a numerical solution which contains a compound wave. For the same Riemann 
problem, the traditional solution includes a 180° Alfven wave instead. 

'Supported by th« National Science Foundation, Grant ATM-82-18746; by the U.S. De- 
partment of Energy Grant DE-AM03-766F00010 PA26, and by a grant from the California 
Space Institute. 
^Research supported by NSF Grant No. DMS85-03294, ARO Grant No. DAAG29-85- 
K-0190, NASA Consortium Agreement No. NCA2-IR390-403, and NASA Langley Grant 
No. NAG1-270. 
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1. UNIFORMLY HIGH ORDER ACCURATE ESSENTIALLY NON- 
OSCILLATORY SCHEMES. Consider hyperbolic initial value problem (IVP). 

u{x,0) = Uo{x), (1) 

Here u and / are m vectors.  The Jacobian matrix, is assumed to have only 
real eigenvalues and a complete set of linearly independent eigenvectors.    Let 
Xj = jh, tn = nr. 

Integrating the partial differential equation (1) over the computational cell 
(^y-i/a.ary+i/a) x (UJn+i), we get 

where 

and 

■T ■ ■? - A(/y+i/2(«) - /y-i/3(«)l. 

i ftn+l 

/y+i/aN = - /        f(u{xj+if2,t))dt 
T Jfn 

(2) 

(3) 

>-i/a 

We denote by v* the numerical approximation to the cell averages fiy of the exact 
solution to (2) and set Vj to be the cell averages of the initial data. Given vn = {v?}, 
we compute vn+1 as follows: 

First we construct u{x,tn) out of its approximate cell-averages {vf} to the 
appropriate accuracy and denote the result by L(x; vn). Next we solve the IVP: 

vi + f(v)x = 0,v{x,0) = L(x;vn) (4) 

and denote its solution by t'(x,/).  Finally we obtain v^+l by taking cell averages 
of V{X,T): 

1   /•*/+»/» 
v*+l = -r v{x,T)dx. 

We define its total variation in • to be: 

TV{v*) = TV(vk(., U) «E K+i * ^ 

(5) 

AMS-MOS Classification: Primary 65M10, 351/65, S5L67, 76W05, Secondary 66M05 
Key    Words:      Conservation   Laws,    Finite   Difference   Scheme,   Essentially   Non- 
oscillatory, MHD equations, Riemann problem. 
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where | | denotes any norm on ft*. 

Our goal is that, if the initial data u0(x) are piecewisc smooth, then for h 
sufficiently small 

IT(t%(.. t 4 A/)) < TV(vn( •-,/))+ 0(hN+1) 

where A^ is the order of accuracy of (2). 

The averaging procedure docs not increase the total variation, therefore, the 
design of ENO high order accurate schemes boils down to a problem on the level of 
approximation of functions: that of constructing an essentially non-oscillatory high- 
order accurate interpolant of a piecewisc smooth function from its cell averages. 

First we consider the scalar case of (1), m = I. In [5] we have constructed an 
essentially non-oscillatory piecewisc polynomial of order N,QN {r;w), that interpo- 
lates a piecewise-smooth function w{x) at the cell interface points: 

Qffi*j+i/'2\w)=v{*j + i/7) (6) 

and satisfies, wherever w{x) is smooth 

(£)V(^±0;u) = (£)rt/;(x) + O(/l
iV+1-r),r=l .V. (7) 

We shall use this polynomial together with two different approaches to design 
ENO schemes. These methods are: 

RP: Reconstruction via the primitive function. 

RD: Reconstruction via deconvolution 

We describe here the first one, for the second approach the reader is referred 
to [5]. Let W(x) be the primitive function of u{x) 

W(x)=f   u {s)ds. (8) 

Since we wish to reconstruct u(x) out of its approximate cell averages vy, (drop- 
ping the t or n dependence), we have an approximation to W'(xJ + i/3) 

^y+i/3) = iX O) 
fc=o 
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In each cell /y : {gft^iß <x< ^y+1/3}, QN {x\ tf) is a polynomial of degree 
N which interpolates «'(xy+i/a); i.e. for all j 

QN{Xj+i/3] W) = w(Xj + 1/2). (10) 

Thus QN(x, w) is a continuous piecewise polynomial, and both oid/dx QN{x±0\ w) 
are globally well defined. 

Our approximation to (1) can be obtained by solving (4) with 

V{T, W) = d/dx Qn(x\ wn) = L(i\ vn), 

obtaining v(xj), 0 < t < T, and then computing cell averages (5).  This can be 
rewritten, using the divergence theorem, as: 

*;+1 = *'?-A(/;V1/3-/;_,/,), (ID 

since 
QN('J+i/2;u>n)-QN(*]-i/,^n) ...» 

because of (6) and (9). 

Here /L|#j is computed by averaging the flux function /(M) applied to 

Hxj+i/iJ) a« in (S). 

For general /(«) the explicit solution to (4) can be difficult to obtain and 
various approximate )ns might be applied [5]. 

In the next section we will describe some results of the application of the upwind 
schemes for the Mill) equations. 

2. NQNCONVEXITY OF THE MHD EQUATIONS. The equations of ideal 
magnetohydrodynamics (MHD) characterize the flow of conducting fluid in the 
presence of magnetic field. They represent coupling of the fluid dynamical equations 
with Maxwell's equations of electrodynamics. By neglecting displacement current, 
electrostatic forces, effects of viscosity, resistivity, and heat conduction, one obtains 
the following ideal MHD equations (I|: 

Pt+V  {pu) = 0 

{pä)t + P ■ (puu + TP* - BB) = 0, 
A+V  («/?•- /?u)=0, 

/-;«+ v ((*; +/*•)« - /7(il ■«)) = 0, 
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with the additional requirement that V • ß = 0, which is satisfied if it is satisfied 
initially. In the above equations the following notations are used: p for density, 
u for velocity, B for magnetic field, P for static pressure, P* for full pressure, 
P* =P+L IB I2, E for energy, E = fy lu I3 + P/f-y - 1) + J /0 /3, and 7 for the 
ratio jl/?*!3, 3 |«a|a of specific heats. We consider one-dimensional MHD equations 
which are obtained from the above system by assuming that all variables depend 
on x and t only. The resulting equations are: 

Pt + (pu)x = 0, 

(/m)t + (/>«a + r), = 0, 
{pv)t + (puv - BxBy)x = 0, 
(pw)t + {puw - BxBt)x = 0, 

{By)t + (ByU-Bxv)x = 0, 

{BM)x + (Bau-Bxw)x = 0, 

Et + {{E+P*)u- Bx{Bxu + Byv + Baw))x m 0. 

Bx ■ const, u, v, and w are three components of the velocity field. 

as 
The eigenvalues of the Jacobian matrix can be written in nondecreasing order 

U-Cf, «-ca, u-c„ «, u + c,, « + ca, «-f-C/, 

where c/, ca,  c, are called the fast, Alfven, and the slow characteristic speeds, 
respectively. They can be expressed as: 

3 _ = bx\ 

c/..3 = i((Oa±\/V)4-4a26'), 

with the following notations: 

bx = Bx/(p)*, 

by   =  VW1« 
ft. = ß./(p)*, 
b*=bl + by2 + bM

2, 

(a*)a = (7 - 1)(^ - i(«a + v* + w*)) + (2 - 7)6a, 

and a is the sound speed which is related to a* by 

fla = (a*)a-6a. 

(12) 

In equation (12) the plus sign is for c/ and the minus sign for ct. Thert\are 
two points where these eigenvalues may coincide: 
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(1) At Bx = 0, c, = ca = 0, thus u is an eigenvalue of multiplicity 5. 

(2) At By2 + B,2 = 0, t/3 = max(a3,6,2), and c.2 = min(aa,63). Therefore, for 
the case a2 jt bx

2, either c/3 = 6X
3 or c,a = fex

2, thus multiplicity of u ±ca is 
2; and for the case a3 = 6X

3, c/ 3 = c,3 = 6, 3 and the multiplicity of u ± ca 

is 3. 

The usually used eigenvectors [1] do not form a complete set, i.e., near the 
points where either Z?x = 0 or /^ 3 -I- £?, 3 = 0, this set is not well-defined and the 
matrix with those eigenvectors as its columns becomes singular. However, by proper 
ronormalization a complete set can be obtained [2]. Specifically, near the points that 
Bt =0 (Bt2 = By2 + Bz2), the normalization factor is proportional to Bt for the 
fast wave if a2 < bx

2 and for the slow wave if a3 > bx 2- Due to the required 
normalization, these waves are not genuinely nonlinear as usually believed. For 
example, using the sot of right eigenvectors given by Jeffrey and Taniuti it follows 
that both fast and slow waves are genuinely nonlinear (Theorem E.l in Ref. 1), i.e., 
(VA) ■ R ^ 0 for those waves. Now, by using our complete set of eigenvectors, one 
gets (VA) • /? oc Bt, when Bt is small for the fast (slow) wave if a2 < 6x3(fl3 > bx

2). 
Thus, when Bt is zero, either the slow or fast wave becomes degenerate. Threfore, 
they are nonconvex! 

As a consoquonro of tho nonconvexity, there exist solutions to some coplanar 
MHD Riomann problems, whose initial transverse magnetic fields on the left and 
right states have opposite signs, such that the transverse magnetic field change its 
sign through tho slow (fast) compound wave, which consists of a slow (fast) shock 
wave and attachod to it slow (fast) rarefaction wave. The slow (fast) wave can exist 
if condition a2 > bx

2 {a2 < bx
2) holds. Thoso solutions satisfy physical entropy 

condition and Liu's admissibility criteria [3] and aro suggested by the mathematical 
theory of tho scalar nonconvex conservation law as well as by Liu's work on non- 
convex Kulor's equations of hydrodynamics. Figuro 1 illustrates a solution to the 
coplanar Mill) Riomann problem containing a slow compound wave (SM) obtained 
by an upwind numorical schomo [2]. 

The initial data for tho problem is as follows: pt=\., ui = .0, vt = .0, pi = 
I., pr = .125, ur = ()., tv = .0, /v = .1, Bx = .75. The initial discontinuity is 
in the middle of the computational interval. Tho solution is shown after 800 stops 
with A/ = 0.2. It consists of a fast rarefaction wave (FR) and slow compound wave 
(SM) moving to the loft; contact (C), slow shock (SS) and a weak fast rarefaction 
wave (FR) moving to the right. The numerical solution is in good agreement with 
the appropriate Rankine-IIugoniot jump relations and Riomann invariants across 
and discontinuities and rarefaction waves. 

To illustrate the behavior of the eigenvalue along the shock curve, we use tho 
numerical data for tho left state with respect to the slow shock, (p = 0.G7C3, ti ■ 
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0.6366, v = 0.2333, By = 0.5849, p m 0.4574), and resolve the jump relations 
using {By)r as a parameter [4]. The dependence of the shock .speed(s) and the 
slow characteristic speed (u — r,) with respect to (ßy)r is shown in Figure 2 for 
the entropy nondecreasing shocks. Point (b) denotes the intersection of these1 (wo 
curves. The values of the variables at the intersection point arc» as follows: /J = 
0.7935, « = 0.4983, 9 = -1.290, By = -.307, p = 0.667, and » m 0.2995. 

The portion of the solution containing compound waves which consists of a slow 
shock (SS) and attached to it rarefaction waves (SR) is shown in Figure 3 for Mie n 
variable. The continuous line in this figure shows the position of the slow shock and 
attached to it rarefaction wave using the above calculations for the shock position 
and appropriate Riemann invariants to find position of a rarefaction wave. If the 
right state is obtained using Riemann invariants and intersection point as a left 

v then the values are as follows: p - 0.6965, « = 0.5987, v = -1.583, By = 
-0.5341, p = 0.5157. The dotted line shows the values obtained by the second 
order upwind scheme. Those values are p = 0.6962, u = 0.5997, v = -1.578, p = 
0.5133, which has a maximum deviation of 0.4^ in density and pressure from th< 
state obtained by using the left numerical state and appropriate Rankine-Hugoniot 
relations and Riemann invariants. The agreement is within the numerical accuracy 
used for those calculations. 

Figure 4 illustrates the relation between the shock speed (s) and the charac- 
teristic speeds (A,) for different points on a shock curve in Fig. 2, using x — t 
diagram. The left state corresponds to the origin in Fig. 2, and the right state 
corresponds to the points denoted by a, b. c, and (/ on a shock curve in this fig- 
ure. The first case (a) illustrates the shock with convergent characteristics and is 
similar to the shocks usually encountered for Euler equation which correspond to 
genuinely nonlinear fields. The second case (b) has the right characteristic speed 
equal to the shock speed. This allows for a rarefaction wave to be attached to such 
a shock as in compound wave considered in the above numerical example. Case (c) 
shows a shock having divergent characteristics on the right hand side. In this case, 
two waves of the same family can travel in the same direction without one being 
overtaken by another. The last diagram (d) shows a particular case of the previous 
one, the characteristic speed is constant across the shock. It corresponds to a 180° 
Alfven wave, namely, density, pressure, i-component of the velocity are constant 
across the shock and the transverse magnetic field reverses its sign. 

Traditional solution to this problem is to include an 180° Alfven wave as sug- 
gested by 3D solution of the MHD Riemann problem. This is because, as we have 
mentioned before, all waves, except Alfven waves, for the case BX^Q are coplanar, 
and therefore Alven waves have to be introduced if the MHD Riemann problem is 
not coplanar. 

Numerically, Lax-Friedrichs and upwind schemes give the solution containing 
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compound wave; while Lax-Wendroff scheme seems to give a one-parameter family 
of solutions depending on the magnitude of the artificial or physical viscosity which 
approaches solution containing an 180° Alfven wave as resistivity becomes smaller. 

Therefore, one of the approaches to pick "physical" solution is to study those 
problems for the full resistive 3D MHD equations as resistivity and Ba tend to 
zero in arbitrary order. A valuable tool in this investigation can be an arbitrary 
high order essentially non-oscillatory scheme which will allow to study the effects 
of resistivity. 
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Abstract 

We discuss finite difference methods for partial differential equations on polar and 
spherical coordinate systems. The distinctive feature of these coordinate systems is the 
coordinate system singularity at the origin. We show how to accurately and conveniently 
determine the solution at the origin for both scalar and vector fields. We also discuss 
the Fourier method to approximate derivatives with respect to the angular variable in 
polar coordinates. Computational examples are presented illustrating the accuracy and 
efficiency of the method for hyperbolic and elliptic equations, and also for the computation 
of vector fields at the origin. 

1. Introduction 

In this paper we consider the use of polar and spherical coordinates with finite dif- 
ference methods, determining how to achieve accurate results with convenience. Although 
the use of finite difference methods with polar coordinates is not at all new there are sev- 
eral features of their use that are not well known among numerical analysts, computational 
scientists, and engineers. In particular, the accurate treatment of vector fields with polar 
coordinates is not widely known. 

It is the aim of this paper to bring together the pertinent information and present 
it in an organized way. As such, this paper presents few new ideas, but it is hoped that it 
will be a useful addition to the literature on numerical methods. 

Much of what is presented here also applies to axially symmetric problems in polar 
or spherical coordinates: the common feature of these problems is the singular nature of 
the coordinate system at the origin. 

Sponsored by the United States Army under Contract No. DAAC29-80-C-0041. The first 
author was also supported in part by NSF grant MCS-8306880 and ONR grant N00014- 
84-K-0454. 
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2. The Center Formulas 

Consider the plane with a polar coordinate system. Each point is determined by 
its polar coordinates (r(0) which, for points other than the origin, is unique up to integer 
multiples of 2n in 0. However the origin has the coordinates (0,0) for all angles <j>, and 
it is this lack of uniqueness in the coordinates of the origin that introduces difficulties for 
numerical methods. These difficulties ar'1 displayed in the Jacobian of the coordinate map 
which takes ordered pairs in |0, oo) ■ R to points in the plane. The Jacobian vanishes 
on { 0 } > IR. However it is important to realize that this singularity is present in the 
coordinate map and polar representations of functions and need not be present in the 
functions themselves. In this paper we shall only consider functions which are smooth in 
the domain being considered. 

The singular behavior of the polar coordinate system at the origin usually precludes 
the direct use of finite difference approximations to differential equations at that point. We 
consider therefore the use of interpolation formulas to accurately determine the solution at 
the origin. We begin by considering a function defined in the plane, without considering a 
coordinate system. 

Consider a smooth function u defined in a neighborhood of a point P in the plane. 
We wish to express v(F) in terms of averages, ü(/',/>). on circles of radius p centered at P. 
We begin by expanding u in a Taylor series in cartesian coordinates with the origin at P, 

*/ ii 

where R\ is the remainder term. Then. 

1    f 
it{P.p) ~ u{pcos0.ps\n4>)do 

2l! Ji' 

and using (2.1) 
A' 

ü{PP) = ]rcyv2'u(p) + ÄA- 

(2.1) 

(2.2) 

(2.3) 
|«0 

where c, = 1 4l(l'.)'. Formula (2.3). which is independent of a coordinate system, is the 
basis for determining a function value at the origin given values of the function at points 
nearby and given the differential equation satisfied by u. 

Consider now a uniform finite difference grid with grid points (r,,^,) for integers « 
and j with i > 0 and 0 < j J 1 where r, ■ lAr. 0j m j&ö for Ar > 0 and A4> - 2KjJ. 
For a function u defined in a neighborhood of the origin P. we have 
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1J' 
ü(/Ar) « u(P,/Ar) r -; ^ «(,, - O(A0m) (2.4) 

J=II 

where uj^ ■ u(rj,<^J) and m is a positive integer whose value will be considered in section 
5. Using (2.3) we then have the relations 

and 

»(F)   =    ü(Ar)- 0(ArVO(A<r) 

u{P)   =    -(4ü(Ar)-ü(2Ar))+ 0(Ar4)+ 0(A^m) 
8 

(2-5) 

(2.6) 

which can be used with finite difference methods to determine values at the origin. Higher 
order formulas can be obtained by similar means. 

3. The Laplacian with Polar Grids 

When the differential equation being solved involves the laplacian operator then 
formula (2.3) can be used to a special advantage. We consider as examples the Poisson 
equation 

V2u = / (3.1) 

and the wave equation 

dt2 V2v (3.2) 

on a disk of unit radius. 

For the Poisson equation (3.1) consider the semi-discrete finite difference approxi- 
mation 

- ut{<i>) 

r.Ar V,+ ' Ar 
ri-i 

«.(<*>) - ^H^^)fcr.> 0,(3.3) 

where we discretize only the radial direction. Employing (2.3) we have at. the origin 

«o * ü(Ar) - —V2t/(0) - 0(Ar'l 
4 

or 
Ar 

Ua-ü(Ar) /(0)- 0(Ar4). (3.4) 

This formula maintains the second-order accuracy of the scheme and is easy to use. How- 
ever, even when the equation being solved involves the laplacian, (2.6) may be more ac- 
curate or convenient to use than formulas such as (3.4). Formula (3.4) has been used by 
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Swarzlrauber and Sweet  6 for solving the Poisson equation in a disk, and by Swarztrauber 
7  for the Poisson equation on a sphere. 

For the wave equation (3.2) we also consider a semi-discrete approximation in which 
only time and the radial direction are discretized with the angular variation continuous. 
Let u"{<j>) be the approximation to u{n A/.r,. o). At the origin we have 

«S    -     i"(Af)       -Ar^y^ J)(AO 

-    <{Ar) - -Ar2--!''"- OfAr4) 

-0(Ar4) + 0(Ar2A<2). 

using a central difference approximation in time. This gives the formula at the origin as 

/Ar2 

<'1-2<-ur,+4(-)  «(Ar)-<) (3.5) 

which maintains the second-order accuracy of the scheme. Example 1 in section 7 shows 
that this formula gives accurate results. Similar methods can also be used with parabolic 
equations. 

4. Vector Fields with Polar Grids 

In addition to the coordinate singularity at the origin, the polar coordinate rep- 
resentation of vector fields introduces an additional difficulty. Let F be a vector field 
defined on a domain on which there is a polar coordinate system. The polar coordinate 
representation assigns to each vector F(P) the component in the radial direction and the 
component in the direction of increasing angle. This representation is unique at all points 
other than the origin. 

At the origin the vector F(0) has a different representation for each choice of the 
radial direction. This is best illustrated using the mapping between the polar and cartesian 
representations. Let (lr. V) be the usual cartesian representation of the vector field F which 
is uniquely determined, then the polar representation {u,v) is given by 

u    s      V cos 0 + V sin o 

r l7sin0 - V cos<p. 

(4.1) 

Since at the origin the pair (i'. \') is single valued. (4.1) shows the multivalued nature of 
the polar representation. 
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I sing a polar grid Ibv vector field F will be represented, and approximated, by 
vectors (u.j,^) at each grid point (r,,^). At the origin, there is a representation (uo,, Vo;) 
for each coordinate direction (0, ^);). For consistency these representations must be related 
by the formulas (4.1). That is. there are values ((/(,. V'o) such that 

«oj   =      L7o cos 0J i V'(, sin (^ (4.2) 

VQJ    -    - Uo sin 0} 4 V'0 cos c>j. 

The values of U0 and V0 can be obtained by formulas such as (2.6).   For example, on a 
uniform grid define 

(J(iAr) 
lU 

y^ Ufj cos 0j     vtj sin 0j 
imi) 

1 
V'(iAr) — y^ Up sin (p, + ti;cos<p7. 

Then E/Q and VQ can be approximated by 

(4.3) 

Vc   «    l(4Ü{Ar) -L'(2Ar)) 

V'o   -    ^(4V(Ar)-V(2Ar)). 

(4.4) 

These values can then be used in (4.2) to give the values of (uoj, v^). Example 3 in section 7 
demonstrates the accuracy of this method as applied to the Stokes equations. This method 
has been used in Strikwerda [4' and Nagel and Strikwerda |3; with excellent results. 

For finite difference grids which are not uniform in the angular variable formulas 
(4.3) should be replaced by 

D(iAr) 
1 

1 

fj-1 

2^ ut;(sin0>+i - sin^.]) + t.^cosOj.i - cos^-i) (4.5) 
^=0 

'j-i 

V'(iAr)   ■ ^ ui;(cos0_,+ i - cos^j ,) + j-.^sino^i - sin</>;_j) ) (4.6) 

where 
y -i 

The formulas (4.5) and (4.6) are exact for the case when the vector field has constant 
cartesian components in a neighborhood of the origin. 
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5. The Fourier Method 

We now consider the Fourier method for the approximation of derivatives with 
respect to <j>. Consider a periodic discrete function fa defined on grid points Aj = jA</> 
with A0 = 27r/J. The object of both the finite difference and Fourier methods is to obtain 
approximations to df ld<p at the grid points. The Fourier method begins with the finite 
Fourier series representation of f,. i.e. for the case when J is an even integer 

J/2-1 

fj = 60 -    ^ (a* sinÄ:<i>; -f- bk cosk<t>j) + 6:» cos^^j). (5.1) 
k=l 

Note that cos^ö,) - (-1),/-   Replacing 0, in (5.1) by a continuous variable d we can 
approximate df/d<j) at 4>j as 

d<t> 
~   ^ a^k cos A:0; - hifk sin köj 

k- 1 

and similarly 

J/2    1 

-^    ^^    ^{atk* Smk<t,}-bkk
2 cosk*,)- (-lyH^bj 

k- 1 

The coefficients a^ and 6^ are easily obtained by 

7-1 

bk    =    -jYl f] cos k<j)j 
>=o 

Ok Yi f] sin kq. 
; = 0 

for 0 < /r < J/2, and 

(5.2) 

(5.3) 

Eft 

Et   D'/r 
; = 0 

(5.4) 

The Fourier method has the advantage that it gives far higher accuracy for a given 
number of grid points than do finite difference methods (Gottlieb and Orzag [2]). Alterna- 
tively to attain a given accuracy the Fourier method requires significantly fewer grid points 
than do finite difference methods. For example 2 of section 7, finite difference methods 
would require at least three times as many grid points in the angular direction to obtain 
comparable accuracy. 
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The efficiency gained by the Fourier method over the finite difference method for 
the angular variation is due to the natural periodicity in the variable 0 . Spectral methods 
can be used with the radial variation but not necessarily with the same gain in efficiency, 
Gottlieb and Orzag !2 . 

Line successive-over-relaxation (LSOR) can easily be used to solve elliptic boundary 
value problems in polar coordinates in which the Fourier method is used to approximate the 
derivatives with respect to 0. The basic formula for LSOR as applied to the semi-discrete 
approximation (3.3) is 

In (5.5) the order of progression through the grid for the LSOR is in the direction of 
decreasing radius. When the Fourier method is used to approximate the derivatives with 
respect to (£. the Fourier coefficients of the update, u,"'1'1 - u," can be easily obtained from 
the coefficients of the right-hand side of (5.5). That is, the right-hand side of (5.5) is 
evaluated for each value of |, then the Fourier coefficients are calculated. Dividing the 
coefficients of the kth node by -(2/Ar2 -f fc2/rt

2) gives the coefficients of the update, from 
which the update is determined at each value of j. This method is used in examples 2 and 
3 of section 7. 

6. Quadrature Formulas 

The approximation of integrals by sums arises in several contexts in the use of finite 
difference methods on polar grids. As we have seen the approximations at the origin (2.5) 
and (2.6) use integrals in 0 at various values of r. Also, the accurate determination of 
integral quantities over the domain requires quadrature formulas in r and 0. 

We begin by considering integration in the angular variable only. We consider a 
27r-periodic function f(0). We first consider the error resulting from approximating the 
integral 

[*'md* (6.1) 

by the sum 
J  1 

2 /(0J)A0 (6.2) 

where A<£ = Iff/J and <£;     jAd». By the theory of Fourier series we have 

f(0) -    £  arie"* (6.3) 
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where 

Thus 

(6.4) 

j  \ J    1      ex * 

J'\ 

since ^ e,n*J vanishes unless n is a niu''iple of J. The integral (6.1) is precisely oo thus 

the error in the approximation (6.2) is 

v  

27r      £     at7. 
t=-«>,*#0 

By the definition of the an in (6.4) we have 

zn Jo 

if / is m times differentiable. Thus 

PM < Cmln 

• 

. 

for some constant Cm depending on /.   Thus the error in the approximation (6.2) is 
bounded by 

2Cm £ \kJ\'m m 0{J'm) - 0(Mm). (6.5) 
t=i 

We now consider quadrature for the unit circle using uniform spacing in r and ^. 
We consider 

/    f'f{r,<i>)rdrd<l> = 2*fif{r)rd<P 
Ji<   Jo Jo 

(6.6) 

where /(r) may be approximated to 0(A<t>m) as in (6.2). Using the trapezoid formula we 
have 

2*jj[r)Tdr   r    2^ ^ ^(/.r. ^/.„r^OAr + 0(Ar2) 
i=0 
/-i 

-   htJ^hwAf r r/ffiAr-t 0(Ar2). 
■ i 
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Hence 

.1    f-ir I    W   1 ,   ./    I 

/ / '/(r^Wrd^^^r.ArA^ 1 ^/^^ArAö» + ö(Ar2, A0m).        (6.7) 
l-l j-0 " j-( 

7. Computational Results 

In this section we present results of computations using the formulas discussed in 
the previous sections applied to three test problems. The first test problem is to solve the 
second-order wave equation. The two formulas (2.6) and (3.5) for determining the solution 
at the origin are compared. The second test problem is to solve an elliptic equation using 
the LSOR method given in section 4 to solve the discrete equations. The third test problem 
uses the Stokes equations to illustrate the use of the formulas for vector fields at the origin. 

The first test problem was to solve the second-order wave equation 

Uu - V2u (7.1) 

in the unit disk for 0 i- t < 1. The exact solution we used was 

■ 

u(M,y) = ccs(t - .61- .8y). (7.2) 

The equation for the lime advancement is 

•5" - 2<} - C
1 + (^O^Jur;, (7-3) 

where the discrete laplacian, Vj;, is given by the left-hand side of (3.3) and the derivatives 
with respect to <i> are approximated by the Fourier method. The formula for the first 
time-step is based on a Taylor series in time and is 

t/^u^AtM^^A^VX;. (7.4) 

where u^ and (ll|)£ were obtained from the exact solution. 

Both the interpolation formula (2.6) and the formula (3,5) were used to determine 
the solution at the origin. The interpolation formula was applied using ü(Ar) and ü(2Ar) 
at the given time level to compute u at the origin for that same time level. The results 
of four test case!» are displayed in Table 1, where / and J are the number of radial and 
angular grid points, respectively, and K is the number of time steps. Both the L2 norm of 
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the error and the error at the origin are shown for each case. The two formulas are seen to 
be comparable in accuracy, but the interpolation formula is slightly more accurate. This 
was also observed in all the other cases in which these two formulas were compared. Since 
formulas (2.6) and (3.5) yielded comparable results, we used the simpler formula (2.6) for 
all subsequent runs. 

Table I. Two Center Methods 

I 

GRID FORMULA i FORMULA 2 

1    J    K ||tl«rr||                   Ctrr l'Urrrü                  frrr 

\ 21 16 160 

! 41 20 220 

.5586(-4) : .1010(-3) 

' .1662(-4) I .3177(-4) 

! .5685(-4) | .1069(-3)   i 
i 

i .1623(-4) 1 .3105(-4) 
i                    i 

A list of cases using formula (2.6) is given in Table II. The data show that errors 
are relatively insensitive to J, the number of angular grid points, for the chosen values of 
J. The number of time steps must be chosen so that the scheme is stable. No attempt 
was made to determine the stability condition for this example. Because the accuracy of 
the scheme depends on the three parameters /, J, and K it is difficult to discern the order 
of accuracy of the scheme. 

Table II. Wave Equation Results 

y  J   K i'Wfr 

11 12  40 '  .2050(-3)    .3511 (-3) I J ^J 
21 12   80 j  .5314(-4) .9447H) 

21 16 100 I  .5294(-4) i .9525(-4) i 

.5397(-4) : .9727(-4) 21 20 120 
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Tests were made using a non-uniform radial grid for this lest case. We found that 
in all rases it degraded the arniracy. Kurther study is needed to determine if non-uniform 
grids can be used to give good accuracy and less restrictive stability limitations on the 
time step. 

The second test problem was to solve the elliptic equation 

V'u - c{x.y)v a 0. (7.5) 

on the unit disk with u specified on the boundary. The exact solution was given by 

u(x,y) - exp((T - 0.\){y - 0.5)) (7.6) 

with 
c(x,y)= (x -0.1)2+(y-0.5)2. (7.7) 

The equation (7.1) was approximated using the left-hand side of (3.3) for the lapla- 
cian with the Fourier method being used to approximate the derivatives with respect to 
<t>. The solutions were obtained with the LSOR method discussed at the end of section 5. 
If finite difference methods are used in the angular variable, then a direct solver such as 
that of Swarztrauber and Sweet J6] can be used. 

The results of several test runs are displayed in Table III. The number of grid 
points is given along with the iteration parameter w and the tolerance on the updates. 
The iterative procedure was stopped when 

,n+I - «ni un!|/u; < iol. (7.8) 

The number of iterations required for convergence is seen to be dependent on the number 
of radial grid points and not on the number of angular grid points. The accuracy at the 
origin is seen to be relatively independent of the value of J, as is expected from the analysis 
of section 5. This was also noted for test problem 1. Thr norm of the error is, however, 
dependent on J for small values of J. If J is sufficiently large then the second-order 
accuracy of the scheme is seen. A center formula similar to (3.4) gave results comparable 
to those obtained by (2.6). The results shown were obtained by using center formula (2.6). 

The third test problem was to solve the Stokes equations 

V2« 

V2r - 

I dry 

9l ** _ ^E 
r2 do     dr 
1 dv 

r-       r2 d<t> 
1 dv 

" rdi 

rd0 

a 0 

« 0 

=    0 

(7.9) 
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Table III. Poisson equation results 

/ J  1: iter 
1 

lil to!         uetT\ 
1 

11 12 i 42 1.5 l(-5)  .13(-2) -.11 (-2) 

11 16 
j 

42 1.5 l(-5) .13(-2) -.ll(-2) 

21 8 53 1.8 l(-6) i .39(.2) -.63(-3) : 

\ 21 12 i 52 1.8 l(-6)  .38(-3) -.28(-3) 

21 16 52 1.8 l(-6)  .35(-3) -29(-3) ' 
1! 

41 12 131 1.9 l(-7)ri9(-3) -.74(-4) 
1 

41 16 131 1.9 l(-7) i.90(-4) -.75(-4) 

41 20  131 
| 

1.9 l(-7) i .90(-4) -.75(-4) 
: 

j 61 12 281 1.9 l(-7) i .17(-3) -.26(-4) 

61 16 ! 283 
i 

1.9 l(-7) i .32(-4) -.27(-4) 

61 20 281 1.9 l(-7) .30H) -.26(-4) 

61 24 286 1.9 l(-7) i .32(-4) 
i 

-.27(-4) 

on the unit disk with the velocity components u and v given on the boundary. 

The exact solution was given by 

u[r,4>) r sincifrcos^ - a)(r - acos^)  Z?4 -    (r - ocos0)/A5 

i/(r,0)    -    a r sm* 4>{T cos 4> ~ a) IR* + -as'mo'R2 

P{r, <t>) 2r sin 4){r cos $ - a) / /?4 

with 
/?2 ^ r2 + a2 - 2arcos<t> (7.10) 

where a had the value 1.5.  Notice that for this solution the polar representation of the 
solution at the origin is multiply valued with 
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i 

(U(ü,*),,.(0.*))     (   "»«■/'"*,, 
Za       Zu 

(7.11) 

which corresponds lo a vector of magnitude (2o)   ' in the direction of the negative x-axis 

The system (7.9) was approximated using the discrete laplacian as given in (3.3) 
with the Fourier approximation of derivatives with respect lo o. The system was solved 
with the iterative method as given in Strikwerda 1984bj with the LSOR method used to 
update the velocities. Explicitly the formulas are: 

and 

( Ar2 ~  3äH^Ü r.2 d<t> 

r.Ar \ 

1 dX;      u 

1/2' 

r?   d02 

Ar2' 

r2 d<p 

ri-l,'2 
Ar2        ) 

(P',\ \.}     Pi IJ      Px'i.i      3p,,,; + SpX]     p,  ,_, \ 
V        2 Ar (iAr /' 

(7.12) 

with 

and 

(- Ars ilsHK,) r2 a^j 

"    ~W(r7Ar ir,>,/2_     A^T r- 1/«- ArJ P) 
r.2 a<i.2 ,2 

2CK,      idpy 
r*  00       r  do ) 

ti.-. + Aur »r^ ij 

v"41 =- v"   4  At'" 

(7.13) 

The pressure was updated by 

P. 
»/-H 

P.,; - I 
K^.u^-r.,.«^) 

r. 2Ar 

u i/-f i i±lj 3«-1 ^ *■£* .**! .i'+i 

6Ar 
1   Wl 
r,     00    ! 

(7.14) 

where f is an iteration parameter, as described in Strikwerda '5 The third-order differences 
with respect to 7 in (7.12) and (7.14) are necessary to preserve the regularity of the scheme 
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and hence the smoothness; of the solution, e.g.  Bube and Strikwerda [1] and Strikwerda 
4]. The derivatives with respect to 0 which are marked with a carat in (7.13) and (7.14) 

are computed as in the Fourier method with the addition of the term 

±hltii){-\)i. (7.15) 

where the plus sign is used in (7.14) and the minus sign in (7.13).These terms are included 
to ensure the regularity of the scheme and hence the smoothness of the solution. Without 
terms such as these the solution would contain Fourier modes with wavelength 2A0 of 
sufficient amplitude to affect the accuracy of the solution. 

The results of test problem 3 are displayed in Tables IV' and V. In Table IV the /2 

norms of the error are displayed for the velocity components and the pressure. That is, 

f-li-l 1/2 

U Y, lu(r«'<M - «.„jiV.ArAd» 
i=lj-o 

where the initial factor of TT ' is included to normalize by the area of the disc. The error 
for r is computed similarly. The expression u(r,,<p,) is the exact solution evaluated at 
(r,,^,) and u.j is the computed solution at that grid point. 

Table IV. Norm Errors for Problem 3 

/   J : «err!' ||lWl          I.Perrll              K 
1                    i 

II If) I.lf-S) 1 9.1 (-4)       .34     ! -1.5(-3) 
I                              i 

11   24 
i 

1 3.9(-5)    3.3(-5)    3.2(-2) 
i                       ; 

-5.9(-5) 

21   32 ^ 2.1(-6) 2.1 (-6) ! 4.0(-3) -2.3(-6) 

11   40 1.1(-7) 1.2(-7) 1 3.6(-4)    -1.5(-7) 

Because the pressure is defined only to within an additive constant we use 

/   7   . N1/2 

where 

IllWrl 
I 

Y. Y* I PK^;)     P.,J - ^P 2 f.r.ArA^ (7.16) 
is I i   ii 

HI: 1/2,   if? = 0   or    7: 
otherwise. 
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as required by the trapezoid rule (6.7), and Ap is the average value of p(rt,0;) - Pi^ 
computed over the disc. i.e. 

1   ' J-, 

&P ~      EJIW'»»^)     P. Jf.'-.ArAo. (7.17) 
i    1 jHl 

Also displayed in Table IV is the value of ^ which is the average of the discrete 
approximation to the divergence of the velocity field. The finite difference and Fourier 
scheme does not enforce the condition 

on the discrete solution, rather the iterative method converges to a solution with 

h   u «.; (7.18) 

where of, is the average of the left-hand side of (7.18). Thus the value of 6h is an 

a posteriori indicator of the accuracy of the discrete solution.   As seen in Table IV the 
numerical method gives very good solutions to the Stokes equation. 

Table V. Errors at the center for Problem 3 

I 

\J  J 
i 

, 1 [-■■                           ; 
u            v              p 

;                                          j                       i 

11   16 2.8(-3) I 8.1(-4)    -1.8(-7) 

11   24 8.6(-5)    1.8(-3) i   1.7(-7) 

21   32 i 7.3(.5) ■i.0(-4) 1   9.9(-8) 

41   40 
i 

7.2(-6) 1.1(.4) i   1.2(-7) 

Table V displays the errors at the center for test problem 3. The errors displayed 
for u and v are the errors for (t> equal to 0 at the origin. The error in the pressure is 

P(0) - P..; - ^P 

where Ap is the average of the difference between p(r,, 0^) and pti; taken over the whole 
disc given by (7.17). Note that the computation of Ap does not use the values at the 
origin. 
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Table VI. Iteration Parameters for Problem 3 

/   J 
1 \t\v       to1 iterations i 

11    16 
i 

1 

.4 | U 1 lOHff 7?, 
1 

11   24 
1 

! .4 i 1.6    10(-4) 
i 

§S 

21   32 .2 1.7 10(.4) 188 

41   40 
j 

.1 1.8    10(-5) 596 

Table VI gives the iteration parameters and the resulting number of iterations for 
each of the cases reported in Tables IV and V. The iterative method was considered to 
have converged when the successive changes in u and v were less than than tol times at 
and when the changes in p deviated from its average value by less than tol times f. That 
is. when the value of 

;  7-1 

was less than tol times 7 the solution was considered converged. 

(7.19) 

The values of the expressions (7.16) and (7.19) were each computed in one pass 
through the data by the following modification of West's algorithm [West 8]. To compute 
the value of 

i,;=0 

where 

initialize with 

t,J~i i,J-i 

t,}-0 i,}-n 

A 

Q 

A'   -   0 

0 

0 

Then for 1 = 0 to 7 and j = 0 to 7 - 1, • 
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Q 
x 
A 

Q^Aa,}{Xl3 - X)2,(A + at3) 

MX + a0.Y.;)/(>l-a0) 
A t a. •M« 

(7.20) 

Thus, to compute the expression (7.19) we have 

and 

a"      | -r.ArA^   t - 7,0. 

This algorithm makes the computation of expressions (7.16) and (7,19) only slightly 
more difficult than the computation of the usual norm. 

Conclusions 

The results of the test problems show that the methods presented in this paper can 
be used to compute accurate solutions to equations on domains with polar grids. The basic 
formulas can be used with most numerical procedures. The use of the Fourier method, 
while not essential to the center formulas, is very convenient and efficient to use with polar 
grids. 

1075 



References 

1. K.P. Bube and J.C. Strikwerda. Interior regularity estimates for elliptic systems of 
difference equations. S1AM J. Num. Anal.. 20. (1983), pp. 639-656. 

2. D. Gottlieb and S.A. Orszag. Numerical Analysis of Spectral Methods: Theory and 
Applications. S1AM, Philadelphia, PA.(1977) 

3. Y. Nagel and J.C. Strikwerda. A numerical study of the flow in a spinning and coning 
cylinder, to appear. 

8. D.H.D. West, Updating mean and variance estimates: An improved method, Comm. 
ACM. 22, (1979), pp. 532-535. 

1076 

! 

4. J.C. Strikwerda, Finite difference methods for the Stokes and Navier-Stokes equa- 
tions. SIAM J. Sei. Stat. Comput. 5, (1984), pp. 56-68. 

5. J.C. Strikwerda, An iterative method for solving finite difference approximations to 
the Stokes equations. SIAM J. Numer. Anal. 21, (1984), pp. 447-458. 

6. P.N. Swarztrauber and R.A. Sweet, The direct solution of the discrete Poisson equa- 
tion on a disk, SIAM J. Numer. Anal. 10, (1973), pp. 900-907. 

7. P.N. Swarztrauber, The direct solution of the discrete Poisson equation on the surface 
of a sphere, J. Comp. Phys. 15, (1974), pp. 46-54. 



ADAPTIVE FINITE ELEMENT METHODS FOR PARABOLIC 
SYSTEMS IN ONE AND TWO SPACE DIMENSIONS1 

Slimane Adjerid 

Department of Computer Science 
and 

Center for Applied Mathematics and Advanced Computation 
Rensselaer Polytechnic Institute 

Trov. NY 12180-3590 

and 

r.s 

Joseph E. Flaherty 

Department of Computer Science 
Rensselaer Polytechnic Institute 

Troy, NY 12180-3590 
and 

Army Armament. Munition, and Chemical Command 
Armament Research and Development Center 

Close Combat Armaments Center 
Benet Weapons Laboratory 
Watervliet, NY 12189-4050 

Abstract. We discuss adaptive finite element methods for solving initial- 
boundary value problems for vector systems of parabolic partial differential equa- 
tions in one and two space dimensions. 

One-dimensional systems are discretized using piecewise linear finite element 
approximations in space and a backward difference code for stiff ordinary differential 
systems in time. A spatial error estimate is calculated using piecewise quadratic 
approximations that employ nodal superconvcrgence to increase computational effi- 
ciency. This error estimate is used to move and refine the finite element mesh in 
order to equidistribute a measure of the total spatial error and to satisfy a prescribed 
error tolerance. Ordinary differential equations for the spatial error estimate and the 
mesh motion are integrated in time using the same backward difference software that 
is used to determine the finite element solution. 

Two-dimensional systems are discretized using piecewise bilinear finite element 
approximations in space and backward difference software in time. A spatial error 
estimate is calculated using piecewise cubic approximations that take advantage of 
nodal superconvergence. This error estimate is used to locally refine a stationary fin- 
ite element mesh in order to satisfy a prescribed spatial error tolerance. 

Some examples are presented in order to illustrate the effectiveness of our error 
estimation technique and the performance of our adaptive algorithm. 
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I. Introduction. Adjerid and Flaherty |l-3] developed adaptive finite element 
methods for solving m-dimensional vertor systems of partial differential equations 
having the form 

M(x./)u, + f(x./.uATü) =  g [D^x./.u)!!^]^.    x e H.    / >0,       (Ja) 
* - i 

subject to the initial and boundary conditions 

u(x,0) = u0(x)-   x 6 n\jdn. (lb) 

d     m 

either   u, (x./) - r, (x./)    or   J] J] D^u)t (^1 )^k  = r, (x,t). 
k- \j    ] * 

for T € Ml,    /  > Ü.    I  • 1. 2 m. (1c) 

They considered problems in one {d = 1) and two (</ = 2) spatial dimensions with 
x = [J, xd\

T  denoting a position vector in R''. /   denoting time, and U being 
either a segment of the real line or a rectangle. The subscripts / and TL denote tem- 
poral and spatial partial derivatives, respectively, and i/ = j^, i/d]     denotes the 
unit outer normal vector to the boundary 9n of H. Problems were assumed to be 
parabolic and have an isolated solution: thus. M and D* , k = 1. ..., d, are positive 
definite m x w matrices. 

Adjerid and Flaherty discretized (1) in space using Cialerkin's method with a 
piecewise linear polynomial basis in one dimension and piecewise bilinear polynomials 
in two dimensions. An a posteriori estimate of the spatial discretization error was 
calculated using Galerkin's method with piecewise quadratic functions in one dimen- 
sion and piecewise cubic functions in two dimensions. In each case, a nodal super- 
convergence property of the finite element method was used to neglect errors at 
nodes and. thus, improve computational efficiency. The error estimate was used to 
control global [ij and local [2. 3j refinement procedures that added and/or deleted 
finite elements to the mesh in order to satisfy a prescribed global measure of the spa- 
tial discretization error. For one-dimensional problems, the error estimate was 
further used to move the finite element mesh so as to equidistributc the global error 
measure. Ordinary differential equations for the finite element solution, error esti- 
mate, and. in one dimension, mesh motion were integrated in time using the back- 
ward difference code DASSL |18] for stiff differential and algebraic systems. 

Initially, a global refinement procedure was used in combination with mesh 
motion to satisfy prescribed error tolerances in the H* norm [l]. This procedure was 
replaced by a more efficient local mesh refinement strategy and some problem depen- 
dent parameters were removed from the mesh moving scheme [2]. In particular, 
numerical experiments indicated that the performance of the error estimation pro- 
cedure could deteriorate when the system of equations governing mesh motion was 
too stiff. Adjerid and Flaherty [2] remedied this defect by limiting the stiffness of 
the mesh moving equations and using refinement, instead of mesh motion, to equidis- 
tribute the error estimate in these situations. They subsequently extended their fin- 
ite element, error estimation and adaptive local refinement procedures to two- 
dimensional parabolir problems |3| and proved that the error estimate of |l. 2] con- 
verged to the true discretizsit ion error in //' as the mesh is refined for linear one- 
dimensional parabolic systems [4]. 
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In Section II of this paper, wc revipw thr one-dimonsional adaptive procedures 
of Adjerid and Flaherty [l. 2]. describe some improvements to their mesh refinement 
scheme, and present some examples that illustrate the relationship and interaction 
between mesh motion and refinement. The essential details of Adjerid and 
Flaherty'*- (3] two-dimensional procedure and the dynamic data structures used in its 
implementation are summarized in Section III. The results of a nonlinear two- 
dimensional example are also presented in Section III. Finally, in Section IV. we dis- 
cuss our results and suggest some future directions. 

II. ONE-DIMENSIONAL ADAPTIVE PROCEDURES. The one- 
dimensional version of problem (1) consists of solving 

M(T J )U,  + f(j- J .u.u,) ■ [D(J ./ .u)u7 jf .    x G (o .6 ),    ^  > 0. (2a) 

U(J-.O) = uV).    / t  {a .b (21.) 

either   «.(/.O = f.(0    or   £ Z),; ti;/(/./)= c, (/). 
)   i 

for J = o . 6.    / > 0.    f  = 1. 2  m. (2c) 

The unit subscripts on T and superscripts on D have been omitted for simplicity. 

The procedure for discretizing (2) and estimating the spatial discretization error 
of its solution are identical to our earlier work [1.2] and are briefly summarized in 
Section II.1. The essential details of our current adaptive procedure are presented in 
Section II.2 and some examples illustrating its capabilities and the interplay between 
mesh motion and refinement are presented in Section 11.3. 

II.1.   Discrete  System.    We  construct   a   weak   form   of  (2)   by   assuming 
u €  Bg. selecting a test function v €  HQ . multiplying (2a) by v, integrating it on 
a  ^ r ^ b . and integrating the diffusive term by parts to obtain 

(v.Muf) -I- (v.f) + A (v,u) = \TD(lJ ,11)11, \a-    for o//  v €   //Q •     '   > 0. 

(3a) 

where 

{\,u) = J \(i J)Tu(x.t) dx.    ^ (v.u) = J V/DIJ-,/.u)u7 rfx.      (3b.c) 

Recall that the Sobolev space H] consists of functions that are square integrable and 
have square integrable first spatial derivatives. Functions belonging to Hp are 
further restricted to satisfy any essential (Dirichlet) boundary conditions in (2c). 
while functions in HQ must satisfy homogeneous versions of any essential boundary 
condition:". 

Initif.llv u must satisfv 

i 
(v.u) = (v.u0).    for all \ i Hj .    I  = 0. 
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and any natural (Neumann) boundary conditions in (2r) should br usod to replace 
Du7 in the last term of (3a). 

Finite element solutions of (3) are constructed by selecting finite dimensional 
approximations 11 6 $£ C H^ and V € SQ C //Q

1
 of U and v. respectively, and 

finding 13 such that 

/  > 0. 

(4a) 

(V.MU, ) + (V.f) 4 A (V.U) = \TD(i.l .11)11, |0
6.   for all V £ $g 

(V.U) = (V.u0).    for all V 6 »{.    I  > 0. 

Specifically, we introduce a partition 

-(/..V) := {0   = T0{t) < Ti(t) <    ••< /,(/) = b  } 

of [o .6 j  into N moving subintervals (x, -]('). r, (f )).  »  =  1.2 A'. /  ^ 0. and 
select >>£ and SQ to consist of piecewise linear polynomials with respect to this par- 
tition. The system of ordinary differential equations that result from this spatial 
discretization can be integrated in time using one of the many excellent software 
packages for solvinR stiff differential systems. We found that the backward differ- 
ence code DASSL (cf. Petzold [18]) for differential and algebraic systems best fit our 
purposes. 

The spatial discretization error of the finite element solution 

e(x .1) = u(x,t) - V(xJ ) 

satisfies (3) with u replaced by IT + e. i.e.. 

(v.NKI^+e, )) + (viV.MJ+e.lI.+eJ) + .4(v.ll-i-e) = 

v7"D(/./.ll-l-e)(ll3   +eJ)|0*,    fora//ve  i/o1,    t  > 0. 

(v.e) - (v.u0-IT),    for all v 6  //„' .    /   = 0. 

(6) 

(7a) 

(7b) 

We approximate e by a function E 6 S» . where S0 is a finite dimensional sub 
space of HQ consisting of piecewise quadratic functions that vanish on ir(t .N). W« 
further approximate v by V 6 50   and determine E as the solution of 

(V,M(IT, +E,)) + (V.f(-./ ,U+E.IT7 +E,)) + .4 (V.U + E) = 0, 
. .v for nil V €  SQ .t  > 0, (8a) 

(V.E) - (V.u0-IT),    for oil V 6 «J .    /  = 0 (8b) 

In constructing the error estimate E(/./ ). we assume«l the superconvergence of 
the piecewise linear finile element solution IT(/./). i.e.. we assumed that IT(.r ./) 
converge-   at   .i   fabler   rale   on   7r(/,A')   than   elsewhere   on    «   < x  < b.     This 
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supcrconvorgcnrt' property was established hy Thcmiee |19] and tlie converftence of E 
to e has been proven for linear problems by Adjerid ano Flaherty [4]. 

The error estimate E(J .t) is used to control the refinement/coarsening strategy 
and the motion of 7r(< ,AT). We determine mesh motion by solving the ordinary dif- 
ferential svstem 

MO - »,  i(M ■ -Ai»', - W).   i = 1.2 AT, (9a) 

where X i.. a non-negative parameter.  H"t   is an error indicator on the subinterva 
(j, _ pX, ). and W is the average of Wi , i  = 1, 2. 
square of the local error estimate in H}, i.e., 

A'.  We shall take W, to be the 

*.-! 

W\(1)= IIEH,2. := J [E^E-f E/EJdx; (9b) 

however, other local inrasures can be used [2]. 

When A > 0 and IV, > H', the right-hand side of (9a) is negative and the 
nodes xl and /, , move closer to each other. Similarly, the nodes x, (/ ) and /..,(/) 
move apart when A > 0 and H', < W. Coyle et al. [l#] studied the stability of (9a) 
with respect to small perturbations from an equidistributing mesh (i.e.. one where 
IV, (/) =   H(/).   I «1,1 Ar,   /  ^ 0)   and  showed   that   such   perturbations 
could only grow by a bounded amount when A > 0. Wt  > 0. /  = 1, 2. ..... .V . and 
the velocity of the equidistributing mesh remained finite for / ^ 0. They further 
showed that the mesh obtained by solving (9a) stayed closer to the equidistributing 
system when A was large. This, however, introduces stiffness into the system which 
makes its solution expensive and, as noted, causes some difficulties with our error 
estimate. Adjerid and Flaherty [2) studied (9) and developed an adaptive algorithm 
for selecting A as a function of t that balanced stiffness and equidistribution. The 
procedure for selecting A will not be discussed further, but it has been used in the 
examples of Section II.3. 

In order to maintain sparsity. we eliminate w by combining (9a) on two neigh- 
boring intervals and solve the scalar tridiagonal system 

I - 2/, 4 >,,, = -A(H-, 4, -  WJ.    i  = 1.2. .... A'-l.    /  > 0.      (10) 

The ordinary differential equations resulting from (8) and (10) are solved using 
the same backward difference software that is used to integrate the finite element 
system (41. 

II.2. Adaptive Algorithms. In addition to controlling mesh motion, the error 
estimate E described in Section II.1 is used as an error indicator in conjunction with 
procedures that locally refine or coarsen the mesh. A top-level description of an 
adaptive local refinement/coarsening algorithm is presented in Figure 1 in a pseudo- 
PASCAL language. The procedure adapfem integrates the system (4. 8. 10) from 
time1 tinHial to t final and attempts to keep the spatial error estimate 
IIEH, < TOL . where TOL is a prescribed tolerance. The time steps that arc 
selected    by   the   temporal   integration   routine   (e.g..   DASSL)   are   denoted   as 
A/ [m I. m  = 1. 2 and the corresponding times are tout \m ], m  — 0, 1. • • ■. with 
tout (0  initially set to linitial .   The integration is halted every n»ttp  steps or when 
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tout [m] ■ t final and the arrays At and tout arr recomputed with tovt [0] reset to 
the last computed time. i.e.. tout [nstep] or 1 final. 

procedure adapfem {tinitial. tfinal. nstep . TOL ): 

liegin 
Calculate the initial conditions and an initial mesh: 

{ Integrate the system from tinitial to tfinal. } 
m  := 0; 
tout [0] := tinitial: 
while tout \m j < tfinal do 

begin 
m  := rw  + 1: 
redone  := false: 
Integrate (4. 8. 10) for one time step At [m]: 
tout\w] :■ tout \m -1] + Äi\m]\ 

{ Check the error estimate. } 

if (m  ■ nstep) or (tout [m] = tfinal) then 
begin 

Compute a new value of A, if necessary: 

{ Refine the mesh. } 

while ||E(-,<ou/[m])!!, > TOL do 
begin 

Add elements to the mesh: 
Redo the integration on the refined mesh from 

/ ■ tout [0] to tout \m]: 
redone  := true 

end: 
{ Coarsen or regenerate the mesh. } 

if (||E(-.<our |m Mfl, < TOL / 3) or (redone) 
then Delete elements from the mesh, if possible 
else (ienerate a new mehh, if necessary: 

tout [0] := tout [fit]: 
w   := 0 

end { if m ■ nstep ... } 
end { while lout \m] < tfinal } 

end { adapfem }: 

Figure 1. Top-level description of an adaptive finite element procedure with 
mesh motion and/or local mesh refinement/coarsening. 
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The spatihl error cstimalr ||E||, is rhorkrd whciu'vcr tin- tomimral inlrjAralion is 
halted. If HEH, > TOL . the last m integration steps are rejected and the mesh is 
refined by adding 

1*1*1 l- maxircWfllHEII,,,/ f | - 1.0} 

elements uniformly to (/,   ,./, ). i = 1. 2 S.  Here. 

(11a) 

^runr (JT ) + 1. if 7 - Inmc (T) ^ ß 
round Ji) := 1 . ,    v ,1 *trunr\i). otherwise. 

where 0 < ä < 1, Irune (J ) evaluates the integer part of x. and 

(lib) 

E :■ 0.9 TOI / S. (lie) 

The choice of /9 = 0.2 in (11) seemed to produce refined meshes that reliably reduced 
HEII, to approximately TOL the next time that the error estimate was checked. 
Further justification for this value of 3 is given in Adjerid and Flaherty [4]. 

The integration is redone from tout [0] to tout [ml, where m  is either nstep or 
such that tout \tu 1 = t final. on the refined mesh which has 

• 1 

(12) 

elements.   This process is repeated until ||E(-.<ou/ [m])!!] < TOL . 

Elements can be deleted from a mesh whenever ||E(-.<owf [l*l))f|t < TOL / 3 or 
whenever refinement was necessary to integrate from tout [0] to tout\w]. The need 
to refine often indicates that the spatial error pattern has changed and that fine 
grids may no longer be needed in some portions of the domain. A mesh is coarsened 
by uniting successive pairs of elements, (x, j.-r,) and (x, .a-, 1 ,). when 
||E(-.totif (m))||j ; < TOL / 3.V. j = i. 1+1. This union of elements is only per- 
formed when a significant percentage of elements may be removed from a mesh. 
This strategy avoids the overhead associated with restarting the temporal integration 
routine. 

If TOL I 3< ||E(-./ou/[ni])!!, ^ TOL. we continue the temporal integration 
with the existing mesh provided that its speed is not too great and it, is not close to 
equidistributing the local error indicators. A mesh where the error indicators are not 
equilibrated indicates that mesh motion and/or refirement are being performed in a 
suboptimal manner and that a new mesh may bo more efficient. We use the follow- 
ing indicator to measure the effectiveness of a mesh 7r(/ ..V) with respect to equidis- 
tributing the local error indicators: 

//(*(/JV)) = sw Ml     /-l 
(13) 

If   TT   is   a   mesh   that   equidistributes    Wt,   j = 1.2 .V,   then    U';  =  W, 
j = 1. 2. ..., AT   and //(ff) = 0.   Larger values of //  indicate increasing departures 
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from equidistributioii 
first elrmrnt. i.e. H'.-WI' 

For exmmpJr, suppoM1 all of the error is concentrated in the 
and  Wj  = 0. > = 2. 3 A'.   Then //(*•) =t A', which 

we interpret as meaning that at least one element (the last one) will have to cross A' 
element« in order to equidistribute the error indicators. If all of the error were con- 
centrated in the N/ 2 th element, then //(TT) ~ AT/ 2. indicating that one element 
has to cross A'/ 2 elemouts of TT. Whenever the mesh speed is too fast and 
//(7r(/ouMm ].Ar)) > 0.1A'. we generate a new mesh that approximately equidistri- 
butes the error indicators by iteratively removing elements with small error indica- 
tors and refining those having large error indicators. 

Additional details of our procedures, such as the generation of new initial condi- 
tions whenever the number of elements in a mesh changes, are as described in 
Adjerid and Flaherty [2]. 

In Section 11.3. we present some calculations performed on stationary meshes. 
These were done by using a code based on adapfem with the mesh moving parameter 
A = 0. Additionally, we only generated new meshes when ft {n {lout [mj.A'j) > 0'.4A' 
in order to avoid excessive restarting of the temporal integration routine. 

11.3. Conipiitational Examples. We conclude this section by presenting 
some examples that illustrate our adaptive strategies and also attempt to appraise 
the relative advantages of mesh moving and local refinement. There are several 
potential reasons why an adaptive procedure that combines mesh moving with 
refinement would be very efficient. Mesh moving techniques are inexpensive relative 
to refinement (cf. Arney and Flaherty f6j) and the use of mesh motion should reduce 
the need for refinement. Mesh motion can also reduce the necessity of restarting the 
temporal integrator, which is an important consideration in a method of lines 
approach such as ours. Some refinement is essential, however, since mesh motion 
alone cannot generally satisfy prescribed error tolerances. Furthermore, rapid mesh 
motion, e.g., towards an evolving region of high error, can severely restrict time steps 
and diminish the efficiency of an adaptive procedure (cf. Adjerid and Flaherty (2j). 
Finally, many numerical techniques converge at higher rates on uniform meshes than 
they do on nonuniform moving meshes. 

There is. thus, a need to quantify the optimal use of mesh moving with local 
refinement: however, this is a very difficult problem and there have been very few- 
attempt- in this direction. Arney and Flaherty [6] presented some computational 
results comparing mesh moving and local refinement procedures for two-dimensional 
hyperbolic systems. Bieterman. Flaherty, and Moore |I5J attempted to compare 
adaptive local refinement and method of lines procedures for one-dimensional para- 
bolic problems and noted the difficulties in finding appropriate performance meas- 
ures. Herein, we apply a code based on our adaptive procedures to two computa- 
tional examples and compare results on moving and stationary meshes. We use the 
total number of space-time cells to integrate the partial differential system from U'w- 
lial to t f inal as a measure of performance. A similar measure of computational 
complexity was used by Arney and Flaherty [6]. It has several apparent deficiencies, 
such a« not providing an indication the effort devoted to the various segments of the 
adaptive algorithm. 

Eiample 1.   Consider the linear heat conduction problem 

u,   4  i/,   + <?(/./) 1 < r < 1.    /  > 0. (14a) 

1/(7.0)   =    MV).       -1   ^   7    $   1. (14b) 
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u{-l.1) = f,!/).    u(1.0 =  e2(l).    I  ^0. 

We select g , u0. r ,. r j. so that the exact solution of (14) is 

(14c .(1) 

u{x.i) = 1 - —{tanh \l0{r - t +0.8)] 4 tanh |20( J +2/ - 1.6)]}. (15) 

Equation (15) represents two wave fronts initially centered at r = -0.8 and 
J = 1.6 and moving with speeds 1 and -2. resj)ectively. The center of the fastest 
front enters the domain (-1.1) at J = 1 and /  =0.3. 

We solved (14) for 0 ^ / ^ 1.2 usinj; tolerances of 2 *. it ■ 2. 3. 4. 5. in //' 
with adaptive procedures on moving and stationary meshes. The total number of 
space-time cells used on 0 ^ / ^ 1.2. the exact error ||{ II, at / = 1.2. and the effec- 
tivitv index 

9  :=  WEWJWf'h (16) 

at /   =  1.2 are presented in Table 1.   The movinj; and stationary mesh trajectories 
that were used to solve (14) with a tolerance of 1/6 are shown in Figure 2. 

Solutions on moving meshes used less than half of the space-time cells of those 
on stationary meshes. A larger number of cells are needed with a stationary mesh 
because the temporal integration must be restarted more often and more time steps 
must be redone due to a failure to satisfy the error tolerance. In each case, the 
actual error was less than the prescribed tolerance and fine meshes were concen- 
trated in high-error regions. The effectivity index is a common method of appraising 
the performance of an error estimation technique (cf.. e.g.. Babuska et al. [9]). 
Ideally. 6 should not deviate appreciably from unity and should approach unity as 
A' increases. The results of Table 1 suggest that this is the case. The performance 
of our error estimate seems to be slightly better on a stationary mesh than on a uni- 
form mesh. 

Tol. 
Stationary Mesh Moving Mesh              | 

No. Cells 
xlO  * Ik II, 

* 

No. Cells 
xlO  A lie Hi 0 

1/4 
1/8 

1/16 
1/32 

4.11 
8.07 

26.94 
47.72 

0.1803 
0.0848 
0.0413 
0.0230 

0.983  '       l.CO 
0.994   !        2.79 
0.996  1        9.50 
0.998   |      20.27 

0.1725 
0.0903 
0.0566 
0.0282 

Ö.979 ! 
0.993 1 
0.988 
0.996 | 

Table 1. Number of space-time cells on 0 $ f ^ 1.2. spatial discretization 
error at / = 1.2. and effectivity index at / = 1.2 as functions of error toler- 
ance using stationary and moving mesh methods to solve Example 1. 

Example 2. Consider the reaction-diffusion system 
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Figxiro 2.   Mesh trajortorlos usod to solve Example 1 with a tolerance of 
1/8 on stationary (upper) and moving (lower) meshes. 

1086 



»/,   =  i/„  - Dv   <    *   T.    LT,  =   T„  4 nDut   *' T. 

0 < J < 1.    /   > 0, (I7a.b) 

D  m Re*j at. (17c) 

u(x,()) -   T{t»\ ■ 1. o ^ / ^ 1. (17d.e) 

u7 (0,/) =  77 (0./) = 0,    ii(U)=r(U)=l.    '  > 0.       (17f,g,h.i) 

This model was studied by Kapila |17] and used to describe a single one-step 
reaction (^4 — i? ) of a mixture in the region 0 < / < 1. The quantity u is the 
mass fraction of the reaclant. T is the reactant temperature. L is the Lewis number. 
Q is the heat release, b is the activation energy. D is the Damkohler number, and 
R   > 0.S8 is the reaction rate. 

When L is near unity, the temperature slowly increases with a "hot spot" form- 
ing at / = 0. At some time / > 0. ignition occurs and the temperature at j = 0 
jumps rapidly from near unity to near 1 + o. A steep flame front then forms and 
propagates towards j- = 1 with speed proportional to e ' ;',l '"'. In practical prob- 
lems, o is about unity and b is large; thus, the flame front moves exponentially fast 
after ignition.    The solution tends to a steady state once the flame lias reached 
7    =   1. 

We solved (17) for 0 ^ ^ 0.5 with n = 1. f> = 20. and R = b using toler- 
ances of 0.2. 0.1. and 0.05 on stationary and moving meshes. The number of space- 
time cells needed to solve these problems are presented in Table 2 and the mesh tra- 
jectories for both the stationary and moving mesh calculations with a tolerance of 
0.1 are shown :" Figure 3. As in Example 1, the number stationary space-time cells 
is approximately double the number of moving space-time cells. 

Tolerance Number of Space-Time Cells 
Stationary Mesh      Moving Mesh 

0.2 
0.1 
0.05 

297ÜÜ 
62300 

170800 

163Ö0 
30300 

118100 

Table 2.   Nuird)er of space-time cells as a function of error tolerance to 
solve Example 2 on 0 ^ /  ^ 0.5 using stationary and moving meshes. 

III. TWO-DIMENSIONAL ADAPTIVE PROCEDURES. Our finite 
element, error estimation, and local refinement procedures for two-dimensional par- 
tial differential systems closely parallel ^ur one-dimensional methods and are briefly 
summarized in Section III.l and III.2. The representation of data and its manage- 
ment are much more complicated ii two dimensions and we use a dynamic tree data 
structure to store and retrieve infermation about the mesh, solution, and error esti- 
mate.   Similar structures have been used by other investigators (cf., e.g., Babuska et 
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al. |8-10] and Bank v\ al. (12-14]) to design adaptive procoduros for elliptic systems 
and they have been shown to be an effertive means of reducing storage and arcess 
overhead. The essential details of our tree structure are described in Section III.2 
and a two-dimensional combustion problem, similar to Example 2, is presented in 
Section III.', 

III.l. Discrete System. A weak form of (1) is constructed in the manner 
described in Section II.1 for one-dimensional problems. Thus, we seek to determine 
u 6 ///,■' such that 

(v,u,) -I- (v.f(-./.u.yii)) + A (v.u) =   f{vfD,ll,|Ki + v7,D2u/ji/2]rf<7. 

for all x £  Hj ,    f  > 0.     (18a) 

(v.u) - (v.u0).    for all v e  J/J .    /   = 0. (18b) 

where 

(v.u) =    f\{x.y.l)Tu(T.y.t)dx]dx2. (18c) 

(v.u) = /[v^D^x^.uK, + v^D2(x,''UK,K'i<k:;- (18d) 

We have set the mass matrix M in (1) to the identity matrix for simplicity. 

The functions u and v are approximated by IJ 6 Sg C Be and V 
€ SQ C Hd . respectively, where Sg and S* are spaces of bilinear polynomials 
with respect to a piecewise rectangular partition of the rectangular domain R. The 
finite element solution V is obtained by solving 

(v.rj + (v.f(-./.u,vn)) + A (V.U) = J\\
T
D

]
VJ^] + v'D^^^, 

an 
for all  V e   Sf,    /  > 0.     (19a) 

(V.U) = (V.u0).   for all V 6  .S'0
V .    t  - 0. (19b) 

As in the one-dhnensional case, the spatial error e(x./ ) := u(x./ ) - U(x./ ) is 
approximated by E € .^ C Bf. In two dimensions, we select the finite dimensional 
space Sg to corsist of piecewise cubic functions with respect to a piecewise rectangu- 
lar partition of il. The cubic functions are biquadratic polynomials that are missing 
their quartic terms (i.e. serendipity functions in the terminology of Zienkiewicz [20j) 
and further vanish at the vertices of each element. Thus, once again we take advan- 
tage of nodal superconvergence to simplify our approximation of the discretization 
error. However, there is very little theoretical justification of the superconvergence 
property for two-dimensional problems and we are relying on computational evidence 
[3] and our one-dimensional theory [4]. 

The ajmroximate error E is determined by replacing u and v in (18) by IT + E 
and Ve.50 C tfg . respectively, where S'Q is composed of the same cubic func- 
tions as Sg . and solving 
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(V. II, +E,) + (V.f(-./ .ll + E.v(II + E)) + A (V. U+E) = 

X1 Tr»2 y1D1{V + -E)Ju] +\IDl{V+E)Jv2]da,    for all V € S^ .    /  > 0.(20a) 

(V.E) - (V^-IT0).   for all V€ *oV t   > 0. (20b) 

The resulting ordinary differential equations (19) and (20) for the solution and 
error estimate are integrated in time using a code for stiff systems (e.g., DASSL). 

III.2. Local Refinement Algorithms. A top-level description of our two- 
dimensional adaptive procedure closely resembles the one-dimensional algorithm 
shown in Figure 1. except that we have no mesh moving procedures, as yet. Ini- 
tially, the domain 12 is partitioned into a "base" mesh of AT x M rectangular ele- 
ments, which is the coarsest mesh that can be used to solve the problem. Refine- 
ment is perforined by bisecting the edges of a coarser element, thus, creating four 
elements where there was previously one. A base mesh having four elements and a 
refined mesh obtained by bisecting one of them is shown in Figure 4. 

The refinement process may be repeated, i.e.. elements may be bisected again to 
create four new elements. Additionally, quartets of elements that were created by 
refinement may be subsequently deleted if they are no longer needed to maintain 
accuracy. Bilinear approximations in Sg and S* and cubic approximations in 5£ 
and >"n are constrained to be linear and quadratic, respectively, on edges between 
elements of different levels in order to maintain continuity of U and E on Q. 

The mesh is organized as a tree structure with the domain fl being the root of 
the tree and the N x A/ elements of the base mesh being offsprings of the root. All 
nonleaf nodes of the tree, other than the root node, have four offsprings which 
correspond to the four elements created by refining its parent element. The domain 
fl is referred to as level zero of the tree, the elements of the base mesh are level one. 
and the levels increase as elements are recursively refined. The tree structure for the 
mesh shown in the lower portion of Figure 4 is displayed in Figure 5. 

Each node of the tree contains the following information: 

i.      the element numlxT. say k . of the finite element. i 

ii.     the level / of the tree. 

iii.    pointers to the four vertex nodes of element k . 

iv.    pointers to the four rnidside nodes of element Ar. which are needed to represent 
E. 

v.     pointers to the four elements neighborinR element k. with a null pointer used 
when an edge of element k is on the boundary. 

vi.    a pointer to the parent of element k, and 

vii.   pointers to the four sons of element k. with null pointers used when element k 
is a leaf node of thr trrv. 

As in the one-dimensional algorithm of Figure 1. elements are added to a mesh 
when HEU, > TOL  and deleted from a mesh when either HEU, < TOL / 3 or when 
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Figim* 4.   A roarsr mesh with four Clements numhorod 1 to 4 (top) and the 
resulting mesh after refining element 1 (bottom). 
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Figure 5.   Tree representation of the mesh shown in the lower portion of 
Figure 4. 

refinement was necessary to integrate to the current time. Our refinement and dele- 
tion procedures impose the following two rules, which Bank et al. [12-14] found to 
aid the efficiency and accuracy of their refinement process for elliptic systems: 

i. the I-irregular rule, which states that neighboring elements can differ by at 
most one level of the tree, and 

ii. the 3- neighbor rule, which states that any element where the number of edges 
containing elements at a higher level of the tree and the number of boundary 
edges totals to three or more must be refined. 

Refinement is performed by examining the elements of a mesh by levels, 
proceeding from the root to the leaf nodes of the tree. An element k is refined by 
dividing it into four subelements whenever ||E||| k > TOL / \/Nt, where Nt is the 
number of elements in the mesh. Elements are deleted from meshes, other than the 
base iV x M mesh, by pruning the tree. A quartet of elements having the same 
pn'ent is deleted if: 

i.      every element in the quartet has no offsprings. 

ii. every neighbor of the elements in the quartet are at the same or lower level of 
the tree, and 

iii.    the average error estimate of the four elements is less than TOL / $\/Nt ■ 
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Additional   details   pertaining;   to   otluT   aspects«   of  our   adaptive   procedures  are 
presented in Adjerid and Flaherty [3]. 

III.3. Computational Example. A code based on our two-dimensional local 
mesh refinement procedure has been written and applied to several problems [3]. 
Herein, we present the results of a two-dimensional version of the model combustion 
problem considered in Example 2. 

Example S. Consider the partial differential system on the rectangular domain 

r, = 7-^+rIj7j + i?(i+ o - r)e-^
7',  (x,!/)6n,  / > o,   (21a) 

T(x,o) = 1,  x e nijan. (21b) 

r7i(()<j2./) = 0.   r(i.j2,o = i, o<«t<i,   < > 0.        (2ic.d) 

r.^/j.O./) = 0.     Tl/,.!,/) = 1,    0^/,^!,    /   > 0. (21e,f) 

All of the parameters are as described in Example 2.   The Lewis number L has been 
set to unity and. in this case, the mass fraction u  =1 + (1-  T)/ a. 

We solved (21) with a = 1. ^ = 20. and i? = 5 using a spatial error tolerance 
of 0.2. Mesh refinement had to be restricted to a maximum of two levels because of 
virtual memory restrictions on our computing system. The meshes that were created 
at / ■ Ü.28C7. 0.2979. 0.3055. and 1 are shown in Figure 6. Surface and contour 
plots of the calculated temperatures at / ■ 0.28674 and 0.3115 are presented in Fig- 
ures 7 and 8. respectively. 

The temperature slowly increases until ignition occurs at approximately 
/ = 0.28. The temperature at the origin then jumps from near unity to near two. 
A circularly shaped reaction front forms and moves radially with a speed of approxi- 
mately 30 towards the boundaries. A steady state is reached at about / = 0.32. 
Refinement is confined to the vicinity of the reaction front. The results of Figures 7 
and 8 show some small oscillations in the temperature ahead of the reaction front. 
At present, we are unsure if these oscillations are caused by interpolation inaccura- 
cies in our plotting routines, inadequate resolution of the finite element solution due 
to our restricting the number of levels of refinement, or an instability of the reaction 
front. We plan to explore these matters further using a combination of numerical 
and asymptotic techniques. 

Our results on this difficult nonlinear problem are very encouraging: however, 
we anticipate that greater efficiency could be achieved by combining local mesh 
refinement with mesh moving as in the one-dimensional procedures described in Sec- 
tion II. 

IV. DISCUSSION OF RESULTS AND CONCLUSIONS. We have 
developed adaptive local mesh refinement finite element procedures for solving vector 
systems of parabolic partial differential equations in one and two dimensions. The 
nodal superconvergence property of the finite element method on parabolic systems 
has been  used to calculate  an estimate the spatial discretization error and mesh 
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Figure 6. Mcshm thai wore used for Example 3 at /  = 0.2867 (upper left). 
0.2979 (upper right), 0.3050 (lower left), and 1 (lower right). 

motion has been romhincd with local mesh refinement for one-dimensional problems. 

Examples 1 and 2 were designed to illustrate the performance of our one- 
dimensional procedures and to characterize the importance of mesh motion as an 
adaptive technique relative to mesh refinement. These experiments indicate that our 
combination of mesh moving and refinement can obtain solutions with about one- 
half the total number of space-time cells of calculations performed using only refine- 
ment. We emphasi/e the preliminary nature of these results. Many more experi- 
mental and theoretic«] investigations will be necessary before firm conclusions can be 
reached regarding tli< optimal combination of mesh motion and refinement. 
Appropriate performance measures and optimality conditions are yet to be specified. 
There is also a strong temptation to compare coded implementations of procedures 
and. at this stage, we are interested in more theoretical bounds on an algorithms 
performance. 

Comparisons of the exact and estimated errors, presented in Example 1 and in 
[1-4]. give us some confidence in the accuracy of our error estimate. Additionally, 
the results of Example 3 provide an indication of the robustness of our methods. 
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0     0.2     0.4     0.6      0.8     1.0 

Figure 7. Surface (top) and contour (bottom) plots of calculated tempera- 
ture for Example 3 at /  = 0.28674. 
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0     0.2      0.4     0.6     0.8     1.0 

Figure 8. Surfaro (top) and contour (bottom) plots of calculated tempera- 
ture for Example 3 at /= 0.3115. 
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This is a difTirult nonlinear two-dimensional problem: yet. we solved it without inter- 
vention and a priori knowledge of the solution. No special initial mesh was used, 
fine meshes were automatically added to the vicinity of the reaction front, and the 
fine meshes followed the dynamics of the problem. Indeed, our one- and two- 
dimensional techniques, seem to be well-suited for the automatic solution of 
reaction-diffusion systems. 

Despite our preliminary success, there is a great deal more that should hv done 
to justify and improve the performance of our procedures. As noted, rigorous ana- 
lyses of the convergence of our error estimate to the true error have only been done 
for one-dimensional linear parabolic problems on stationary meshes |4]. Dimensional, 
nonlinear, and refinement effects should be included in a complete analysis. This is a 
difficult task, as very few analyses of two-dimensional time dependent problems with 
refinement have appeared in the literature. 

Several computational procedures in our approach might also be improved. For 
example, a sparse Gaussian elimination procedure was used to solve the linear alge- 
braic systems associated with the temporal integration of (4). (8). and (10) in one 
dimension and (19) and (20) in two dimensions. The solution of linear systems is a 
significant part of the total computational effort, and it is possible that iterative 
schemes, such as multigrid methods, could substantially improve performance and 
reduce storage. Multigrid iteration was used successfully in the adaptive PLTMG 
package for elliptic systems by Bank et al. [13]. 

We are also studying the addition of mesh moving capabilities to our two- 
dimensional algorithm, the use of higher-order finite element approximations, and 
implementations of our procedures on vector and parallel computers. A simple, 
stable and explicit mesh moving technique, that may be useful for our purposes, was 
developed by Arney and Flaherty [5] for two-dimensional hyperbolic systems. This 
procedure dramatically reduced errors and enhanced the resolution of their solutions 
(cf. Arney and Flaherty [6]). We are developing procedures for two-dimensional 
parabolic problems that use piecewise biquadratic finite element approximations as 
solution spaces and piecewise cubic approximations as error estimates. Babuska [7] 
has shown that the error associated with even-degree polynomial finite elemem 
approximations for elliptic problems is principally due to the error in the interior of 
the element. Thus, the error on element boundaries may be neglected. Babuska and 
Yu [ll] have implemented procedures for elliptic systems based on this theory and 
we are studying their utility for parabolic problems. Finally, our tree structure is 
well-suited for parallel computation and we are exploring its use on a variety of 
parallel computing systems. 
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A POSTERIORI ERROR ESTIMATION IN A FINITE ELEMENT METHOD FOR PARABOLIC 
PARTIAL DIFFERENTIAL EQUATIONS 

J. M. Coyle and J. E. Flaherty* 
U.S. Army Armament, Munitions, and Chemical Command 

Armament Research, Development, and Engineering Center 
Close Combat Armaments Center 

Benet Weapons Laboratory 
Watervliet, NY  12189-4050 

ABSTRACT. Superconvergence properties and quadratic polynomials are used 
to derive a computationally inexpensive approximation to the spatial component 
of the error in a oiecewise linear finite element method for one-dimensional 
parabolic partial differential equations. This technique is coupled with time 
integration schemes of successively higher orders to obtain an approximation of 
the temporal and total discretization errors. Computational results indicate 
that these approximations converge to the exact discretization errors as the 
mesh is refined. The approximate errors are used to control an adaptive mesh 
refinement strategy. 

1^ INTRODUCTION.  Adjerid ? r)d Flaherty [1,2] developed an a posteriori 
estimate of the spatial discretization error in a finite element method of lines 
for solving vector systems of parabolic partial differential equations. They 
discretized the system in space using Galerkin's method with piecewise linear 
finite element approximations. The error estimate was calculated using 
Galerkin's method with piecewise quadratic functions. A nodal superconvergence 
property of the finite element method was used to neglect errors at nodes and, 
thus, improve computational efficiency. Ordinary differential equations (DDEs) 
for the finite element solution and error estimate were then integrated in time 
using the backward difference code DASSL [3]. 

Adjerid and Flaherty [1,2] assumed that the temporal discretization error 
associated with DASSL was negligible compared to the spatial error.  Thus, their 
estimate of the spatial discretization error could be regarded as an estimate of 
the total error. They used their error estimate to control mesh moving and 
local mesh refinement procedures that attempted to equidistribute the error 
estimate and satisfy a prescribed global error tolerance. Similar mesh refine- 
ment strategies have been used by Bieterman and Babuska [4,5]. 

Our goal is to develop techniques that simultaneously estimate the temporal 
and spatial discretization errors. To this end, we consider M-dimensional par- 
tial differential systems of the form 

Ut(x,t) + f(x,t,u,ux) = (D{x,t)ux(x,t))x , a < x < b, t > 0 ,   (la) 

subject to the initial conditions 

u(x,0) = u0{x) , a < x < b , (lb) 

and boundary conditions 

AL(t)u(a,t) + BL(t)ux(a.t)  = g^t)   , 
(lc) 

AR(t)u(b,t) * BR(t)ux(b,t)  = flR(t)   , t > 0  . 
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The variables x and t represent spatial and temporal coordinates and denote par- 
tial differentiation when they are used as subscripts; u, f, u0, QL, and gp are 
M-vectors; and D, AL, BL, AR, and BR are M x M matrices. 

We, like Adjerid and Flaherty [1,2], discretize Eq. (1) in space using 
Galerkin's method with piecewise linear finite elements. Temporal discretiza- 
tion, however, is performed by the backward Euler method as opposed to using an 
00E code. A second solution is calculated using trapezoidal rule integration in 
time and the difference between the two solutions is used to furnish an estimate 
of the temporal discretization error. A third solution is obtained using 
Adjerid and Flaherty's [1,2] quadratic finite elements and the trapezoidal rule 
in time. This solution is higher order in space and time than the original 
piecewise linear finite element-backward Euler solution. Hence, it can be used 
to provide an estimate of the total discretization error of the piecewise linear 
finite element-backward Euler solution. Furthermore, the difference between the 
oiecewise linear and Quadratic solutions calculated by the trapezoidal rule can 
be used to furnish an estimate of the spatial discretization error. 

At first sight, the above procedure seems to be very expensive; however, 
nodal superconvergence significantly reduces computational complexity. Defect 
correction methods can also b» used to reduce costs associated with the temporal 
integration. 

The estimates of the temporal, spatial, and total discretization errors of 
the piecewise linear finite element-backward Euler solution are used to control 
a global refinement procedure that attempts to keep an estimate of the total 
discretization error per time step in H1 below a prescribed limit. Depending on 
the proportions of the temporal and spatial error estimates to the total error 
estimate, we refine the time step, finite element mesh, or both. 

The piecewise linear and quadratic finite element procedures and the tem- 
poral integration schemes are described in Section II.  Our error estimation 
procedures are presented in Section III.  Adjerid and Flaherty [6] proved that 
their spatial error estimate converges to the exact error as the mesh is refined 
when temporal integration is exact for linear parabolic problems. Similar 
results have not yet been established when temporal errors are present; however, 
computational results of Section III indicate that convergence of our temporal, 
spatial, and total error estimates are likely. Our global refinement strategy 
is presented in Section IV and it is applied to an unstable heat conduction 
problem. Finally, in Section V we discuss our results and suggest some future 
investigations. 

U. DISCRETE SYSTEM. We simplify the presentation slightly by assuming 
that only Dirichlet data is prescribed; thus, B^t) = BR(t) = 0, t > 0, in Eq. 
(1c). A weak form of Eq. (1) is then constructed by multiplying Eq. (la) by a 
test function v(x,t)eHo1, integrating the result with respect to x from a to b, 
and integrating the diffusive term by parts to obtain 

(v,ut) + (v,f) + A(v,u) t > 0 , for all VCHQ1 (2a) 
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The inner product  (v,u)  and strain energy A(v,u)  are defined as 

(v,u) = / v'udx , A(v,u) = j v^DUydx . (2bfc) 
a a 

Functions v belonging to HQI are required to have finite values of (v,v) and 
(vx,vx) and vanish at v = a and b. Any weak solution ucHg1 of Eq. (2a) must 
also satisfy the Dirichlet (essential) boundary conditions 

u(a,t) = Aj;'(t)gL(t)  , u(b.t) = A-Mt)flR(t), t > 0 ,     (2d,e) 

and initial conditions obtained by multiplying Eq. (lb) by v and integrating 
with respect to x, i.e.. 

(v,u) = (v,u0)  , t = 0 ,  for all veH0l (2f) 

A discrete version of the weak system,   Eq.   (2),   is constructed by using 
finite element-Galerkin procedures in space  (of.  Section II. 1)  and finite dif- 
ference techniques  in time (cf.  Section II.2). 

II.1.    Spatial  Discretization.     In order  to discretize Eq.   (2a)  in space, 
we introduce a partition 

n^   :=   I a = XQ  < x^  <   ...   < XM = b j (3) 

of (a,b) into H  subintervals (xi_i,x.j), i - 1,2,...^, and approximate u and v 
by piecewise polynomial functions U and V, respectively, with respect to this 
partition. Thus, the spatially-discrete form of Eq. (2) consists of finding 
UeSENcHEl such that 

(V,Ut) + (V.f) + A(V,U) =0  ,  t > 0  ,  for all VeSoNcH0l ,    (4a) 

(V.U) = (V,u0)  ,  t «= 0  ,  for all VeS0NcH0l . (4b) 

The spaces SE
N and SoN will be chosen to consist, of either piecewise linear 

or piecewise quadratic polynomial functions. The spaces of piecewise linear 
polynomials are denoted as SgN»l and SQN»1 and are easily constructed in terms 
of the familiar "hat" functions 

x - x i-1 

xi " Xi-1 
X^.j < X < X-j 

xi+1 - X 

♦i(x)  = \     ,  XT ^ x < Xi+i  '  ■" ■ 0'1 N • 
xi+l - xi 

(5) 

0    , otherwise 

The piecewise linear finite element solution U1CSEN'1 is written in the form 

I 
Ul(x,t)  = J Ci(t)^(x) 

i=0 
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and determined by solving the ordinary differential system     » —» 

(Vl^t) + (V^f) ♦ ACVi.U1) =0 ,  t > 0  ,  for all V1GS0
N
'1 ,   (7a) 

(Vl.U1) = (Vl,u0)  ,  t = 0  ,  for all vUSo1*1'1 , {7b) 

where the piecewise linear test functions V^SQ^'^ have a form similar to Eq. 
(6). 

Piecewise quadratic approximations U2eSEN'2 are constructed by adding a 
"hierarchical" correction E2{x,t) to 111, i.e., 

U2(x,t) = Ul(x,t) ♦ E2(x.t) (8a) 

where 

E2(x,t) < J di_ij(t)«!/,.jj(x) . (8b) 
i«l 

The basis ij/i_^{x), i = 1,2,...,N, for the quadratic correction has the form 

x - X.j_i   X-j - x 
~2{ )( )  , xi.1  ^ x < xi 

*i   -  xi-l xi " Xi-1 
^-^(x)  = ^ ,  i •  1,2 N .  (9) 

0 , otherwise 

Piecewise quadratic solutions are determined by solving 

(V2,U2t) + (V2,f) + A(V2/U
2) =0 ,  t > 0  ,  for all V2eS0N.

2 ,  (10a) 

(V2,U2) = (V2,u0)  ,  t = 0 ,  for all V2eS0N'
2 , 

where, once again, V2 has a form similar to Eq. (8). 
(lOb) 

II.2. Temporal Discretization. The finite element systems, Eqs. (4), (7), 
or (10), are discretized in time for the time step [tn_i,tn] usinq a weighted 
two-step method, which for Eq. (4) has the form 

un _ ijn"l 
(V,  ) ♦ e[(V,fn) * A(V,un)] + 

At, 

(l-0)[(V,fn-l) + A(V,Un-l)] =0 ,  for all VCSQN . (U) 

The scalar parameter 9  is selected on [0,1], Un(x) := ü(x,tn), etc., and Atn := 
tn " ^n-l- for  simplicity, the test function V has been assumed to be independ- 
ent of time, although this will not be strictly correct when refinement is 
incorporated into the finite element method (cf. Section IV). 
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The two particular choices of 0 that are appropriate for our investigation 
are © = 1, which yields the backward Euler method, and 9 = H, which yields the 
trapezoidal rule. It is well known [7] that the local discretization error of 
the backward Euler method is 0(Atn

2) and that of the trapezoidal rule is 
0(Atn

3). We will use this difference in the orders of accuracy of the two 
methods to estimate the local temporal discretization error of the finite ele- 
ment solution. 

III.  ERROR ESTIMATION.  Local and global estimates of the discretization 
error have been successfully used to control refinement algorithms that attempt 
to solve partial differential systems to prescribed levels of accuracy 
[1,2,4-6,8-12]. Our goal is to estimate the discretization error per time step 
in solutions of Eq. (2) obtained by using piecewise linear finite element 
approximations in space and the backward Euler method in time.  It seems most 
appropriate to gage errors 

in the H^ norm 

lell- 

e := u - U 

[/ (•!• ♦ tTt)dx]* 
a x x 

(12) 

(13) 

" 

however, other measures may also be used. An error estimate that is global in 
space and local in time may at first seem unusual, but it is commonly used when 
spatial finite element approximations are combined with temporal finite dif- 
ference methods (cf., e.g., Thomee [13]). 

Let the piecewise linear finite element solution obtained by using backward 
Euler temporal integration be denoted as UB^1'^*) at time tn.  Likewise, let 
UT1'n(x) and [ij2'n{x)  denote solutions obtained at tn by trapezoidal rule 
integration with piecewise linear and quadratic approximations, respectively. 

It is known [14] that Bu(«,tn) - UBE1'n(,)fli ■ 0(Atn2) + 0(Atn/N). Since 
llu{',tn) - Uj2'"«! = 0(Atn3) ♦ 0(Atn/N2), we should be able to use the dif- 
ference between Uj2'0 and UBgl»" to estimate the error in Uggl»0; thus. 

llu - UßE1'"»! < HUT2'" " UBEI'I«! + Hü - UT2'"«! 

< HUj2»" - UBEL"!! + 0(Atn
3) + 0(Atn/N*) . (14) 

The main problem in using «U-j-2»11 - UBE1'"11! as an a posteriori estimate of  Nu - 
UBE^'"1"!  is the computational  effort required to obtain üj2'n.    This cost can be 
reduced considerably by using the superconvergence property of the finite ele- 
ment method for one-dimensional parabolic systems.    In the present context, 
superconvergence implies that finite element solutions converge at a faster rate 
on Hu than elsewhere on (a,b).     Hence,   the error at the nodes may be neglected 
relative to the error in the interior of the elements when N is sufficiently 
large. 

Nodal superconvergence has been used by several  investigators as a means 
of constructing a posteriori  error estimates  in finite element approximations. 
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In particular, Adjend and Flaherty [1,2] used it in conjunction with their 
adaptive finite element method of lines. Their situation was somewhat more 
restrictive than ours as they also required the temporal error to be negligible 
relative to the spatial error. 

The use of the nodal superconvergence property enables us to approximate 
UT
2'n as 

UT
2'n ä UTl'

n + E-r2'11 (15) 

wher« U-j-l»0 is obtained by solving Eq. (7) using trapezoidal rule integration 
and Ej2'n  is obtained by solving Eq. (10a) by trapezoidal rule integration with 
U2 replaced by Eq. (15). Furthermore, it is only necessary to test Eq. (10a) 
against functions V26SoN'2, where §oN'2 1S a space of quadratic polynomials that 
vanish on n^. 

To summarize, our procedure for obtaining the finite element solution 
UfjEl.n and its error estimate U^1'0 + Ej2'n - Uegl'0 for the time step [tn_i,tn] 
consists of: 

(i) discretizing Eq. (7a) by the backward Euler method and determining U^^'0 

as the solution of 

UBEl.n _ UBE1'""1 

(yl,  ) + (Vl,f(.,tn.UBEl'n) 
Atn 

+ A(vl,UBEl'
n) = 0 , for all VleS0N,l , (16a) 

(ii) discretizing Eq. (7a) by the trapezoidal rule and determining U-j-l'0 as 
the solution of 

UTl.n _ UBEl,n-l 

(Vl(  ) « )<[(Vl.f(.,tn,UT
1'n) ♦ A(Vl,UTl''1) 

Atn 

♦ (Vl,f(.,tn.1,UBE1'n"1)) + A(Vl,UBEl.n-l)] = 0 , for all VleSo"'1, (16b) 

(iii) discretizing Eq. (10a) by the trapezoidal rule and determining Ej2'n as 
the solution of 

UTl,n + ET
2'n - UBE1'""1 - ET2'""1 

(V2,   -—) 
Atn 

♦ %t(V2,f(',tn,UTl'n + Ej2'")) ♦ A(V2,üTl'n+ET2'n) 

♦ (V2,f(.,tn_1,UBE
1'n"1+ET2'n"1)) • A(V2,UBEl'n-l+ET

2.n-l)] s o , 

for all V2e50
N'2 . (16c) 
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Temporal error estimation is local; thus, we use UBEI»0"! as an initial 
condition for the trapezoidal rule integrations in Eqs. (16b) and (16c). Nodal 
super-convergence and the hierarchical formulation has uncoupled the piecewise 
linear and quadratic components of Uj2'". The spatial error estimate Ef2»0 on 
the subinterval (x^.j.x^) is furthermore uncoupled from the error on other 
subintervals and this significantly reduces the computational complexity asso- 
ciated with solving Eq.  (16c). The solution of Eq. (16b), noted in step (ii), 
is necessary in order to increase the temporal accuracy of the solution because 
superconvergence only increases the order of accuracy in space. Some com- 
putational savings can generally be obtained, especially for nonlinear problems, 
by calculating Uyl'n as a defect correction to the backward Euler solution 
üBE

1
'"- 

As described above. 

en := «UTl'
n + ET

2'n - UBEI^H! (17) 

furnishes an estimate to the error  Hu - UBE^'nlli of the backward Euler solution. 
Equation  (17)  suggests the  inequality 

en <  IIUTl'
n - üBE1'"«!  • IIET

2'nH1 (18) 

The term IUjl'n - UBE^'""! is the difference between two piecewise linear solu- 
tions computed with temporal integration schemes of different orders and can be 
regarded as a measure of the temporal discretization error.  In a similar 
manner, tlEj2'nN^ can be regarded as a measure of the spatial discretization. 
Indeed, when the finite element system, Eq. (7), is integrated exactly in time, 
Adjerid and Flaherty [6] proved that IE2li converges to the exact spatial 
discretization error Nu - ülllj as N - «> for linear parabolic problems. 

We conclude this section by presenting an example that indicates that en, 
IIUTl,n _ UBE^'0*!« and «ET2'nHi provide good estimates of the total, temporal, 
and spatial discretization errors, respectively. 

Example 1: Consider the linear heat conduction problem 

ut s  "xx/''2 » 0<x<l , t>0, 

u(x,0) = sin nx  ,  0(x<l, 

u(0,t) = u(l,t) =0 ,  t > 0 . 

The exact solution of this simple problem is 

u(x,t) ■ e"* sin nx 

(19a) 

(19b) 

(19c,d) 

UO) 

We solved Eq. (19) on a uniform mesh with N finite elements for one time 
step At using the methods described above and several choices of N and At. The 
effectivity index 

9 := el/llu(»fAt) - UBE1'1»! (21) 
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(cf., e.g., Babuskaet a1. [15]), is used as a means of gaging the accuracy of 
the error estimate e1. Ideally, we would like 6 not to differ appreciably from 
unity and to approach unity as N - <» and At - 0. 

We present a summary of results for the reciprocal of the effectivity index 
for a sequence of calculations performed with N = 2P+1 and At = 5'P/2, p = 
0,1,...,5, in Figure 1.  These results strongly suggest that 6 - 1 as p - «. 

We use the temporal effectivity index 

et := «Uji'i - uBEi'iy1/iiu{«,At) - ÜBE1'1«!        ^ 

as a method of appraising the accuracy of the temporal error estimate Wtftti 
- UBE1'1'1

!-  For fixed At, 0t -• Kt(At) as N - «. and the limiting value Kt(At) - 
1 as At - 0. 

We solve Eq. (19) for a single time step using a sequence of meshes with N 
= 2P, p = 3,4,.,.,10, finite elements and time steps of At = 0.7, 0.49, 0.343, 
and 0.2401. We present our findings for the temporal effectivity index et as a 
function of p for the four time steps in Figure 2. As expected, 0t tends to a 
limiting value Kt(At) for large N, which approaches unity as At - 0. 

Finally, we define the spatial effectivity index as 

es := HET
2'lll1/llu(.,At) - UBE1'^! (23) 

and use it as a measure of the spatial error estimate lEjl'^li.    For fixed N, 0S 
- KS(N) as At ■* 0 and the limiting value KS(N) • 1 as N ♦ OP. 

Again, we solve Eq. (19) and present results for the reciprocal of the spa- 
tial effectivity index as a function of At = 5"P/2, p = 1,2,...,7, for meshes 
with N = 2, 4, and 8 finite elements. These results suggest that for a fixed N, 
6S • KS(N) as p • «., and that KS(N) is reasonably close to unity.  Futhermore, 
it appears that KS(N) • 1 as N increases. 

IV. MESH REFINEMENT. The error estimates developed in Section III are 
used to control a simple global mesh refinement procedure that keeps en below a 
specified to2erance T0L. Suppose that a solution UBE^'0"^ anc' error estimates 
ET2,n-l anc| en-l have been calculated at time tn.i using a mesh with N elements 
and time step Atp.j. Further suppose that e"'1 < TGL and calculate solutions 
and error estimates at time tn = tn_i + Atn using a mesh with N elements and 
time step Atn = Atn-i. Our refinement strategy consists of checking en and pro- 
ceeding as follows: 

(i) if en « TOL, continue to the next time step; 

(ii) if en > TOL, and 0.3 < IIET
2'nl/en < 0.7, double N, reduce Atn by thirty 

percent, and redo the integration; 

(iii) if en > TOL and 0.7 < ilET2.n|/en# double N and redo the integration; 
and 
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(iv) if en > TOL and llET
2»nll/en < 0.3, reduce Atn by thirty percent and redo 

the integration. 

Steps (ii) through (iv) are repeated until step (i) is satisfied. 

The main advantage of this refinement procedure is that the separate esti- 
mates of the spatial and temporal errors allow different strategies to be used 
depending upon the dominant component of the_error. Thus, if the spatial com- 
ponent of the error, as measured by HEj2,n||/en .js large, then only spatial 
refinement is used to reduce the total error. The opposite situation arises 
when the spatial component of the error is small. 

It is important to note that the error estimates used in the refinement 
procedure are, at best, only asymptotically correct. Thus, they will not pro- 
duce reliable estimates on coarse meshes or when errors are large. With this in 
mind, it may be best to replace en by IIUj1'" - UBE1'0!!! + IET2'nlli in the 
refinement procedure. 

The specific choice of the limiting values 0.3 and 0.7 that are used to 
determine the dominant component of the error in our refinement procedure are 
basically arbitrary. Under normal circumstances, the spatial error measure 
HE-|-2'nil/ene(0,l); thus, it is reasonable to divide (0,1) approximately into 
thirds, i.e., (0,0.3), (0.3,0.7), and (0.7,1) corresponding, respectively, to 
only temporal refinement, temporal and spatial refinement, and only spatial 
refinement. This strategy may not be appropriate in all situations and further 
analysis and experimentation is needed to determine optimal refinement criteria. 

A local refinement strategy, such as those considered in [2,4-6,8-12], is 
usually more efficient than the global strategy presented herein. Our plans are 
to combine refinement with a mesh moving method that equidistributes a global 
error measure on a mesh with a fixed number of finite elements [16,17].  It may 
be possible to use a simple global refinement strategy in conjunction with such 
a mesh moving method since the local error measure will be approximately the 
same on every subinterval. 

Doubling the number of finite elements whenever spatial refinement is per- 
formed simplifies interpolation issues, but may add more nodes than necessary. 
Reducing the time step by thirty percent keeps temporal accuracy comparable to 
spatial accuracy, since the temporal convergence rate is 0(Atn

<), while the spa- 
tial convergence rate is 0(1/N) (of. Section III). Thus, doubling N would 
correspond to reducing Atn by Mil,  which is approximately thirty percent. 

Me apply the above refinement procedure to the following singular parabolic 
problem. 

Example 2: Consider the partial differential system 

ut  ♦ u/[2(l-t)]  =  -uxx/4     ,     0<x<«>    ,     0<t<l, (24a) 

u(x,0)  » e"«2    ,    0 < x <  «. , (24b) 

ux(0,t)  = lim ux(s,t)  =0    ,    0 < t < 1 (24c,d) 
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The exact solution of this problem is 

u(x,t) = e-x2/n-*) (25) 

This problem was motivated by our interest in solving the nonlinear 
Schrödinger equation in cylindrical coordinates [18]. It is known [19] that the 
solution of the Schrödinger equation can "self-focus," i.e., its solution can 
become infinite at one point, while decaying elsewhere on the domain. Problems 
of this type occur in laser optics. 

Such problems are difficult to solve by traditional numerical methods and 
illustrate the need for adaptive strategies. The model given by Eq. (24) was 
developed as a simple approximation of the behavior of the Schrödinger equation. 
Its solution "focuses" in the sense that u(x,t) - 0, x > 0, as t - 1, while 
u(0,t) = 1. 

This problem was solved for values of TOL of 0.2, 0.1, and 0.05 and a sum- 
mary of the results are presented in Tables 1, 2, and 3, respectively. These 
tables present the relevant refinement data for each time step of the solution 
process. The time and numerical parameters At and N at the beginning of a 
solution step are found in the columns labelled "Initial Time," "Initial At," 
and "Initial N," respectively. The refined values of At and N, necessary to 
complete the solution step within the given tolerance, are found in the columns 
labelled "Refined At," and "Refined N," respectively. The resulting time at the 
end of a solution step is found in the column labelled "Final Time." The last 
column, labelled "Total Error Estimate," lists the value of en at the successful 
completion of a time step. The rows of each table outline the solution process 
as it advances through time. 

These results indicate that it is sometimes possible to reduce the total 
error by refining only in space or only in time, and that the error estimates 
en, HUjl'" - i)B^>n*1.  and IIET2'nni can be used to detect when these situations 
arise. 

TABLE 1.  NUMERICAL PARAMETERS AT THE BEGINNING AND THE END OF EACH TIME STEP 
FOR SOLVING EXAMPLE 2 WITH TOL « 0,2 

Initial Initial Initial Refined Refined Final Total Error 
Time At N At N Time Estimate 

0.0000 0.1250 16 0.1250 16 0.1250 0.0885 
0.1250 0.1250 16 0.1250 16 0.2500 0.1496 
0.2500 0.1250 16 0.0875 32 0.3375 0.1062 
0.3375 0.0875 32 0.0875 32 0.4250 0.1931 
0.4250 0.0875 32 0.0613 64 0.4863 0.1381 
0.4863 0.0613 64 0.0429 128 0.5291 0.0782 
0.5291 0.0429 128 0.0429 128 0.5720 0.1144 
0.5720 0.0429 128 0.0429 128 0.6149 0.1404 
0.6149 0.0429 128 0.0429 128 0.6578 0.1911 
0.6578 L0.0429 128 0.0300 256 0.6878 0.1052 
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TABLE 2.  NUMERICAL PARAMETERS AT THE BEGINNING AND THE END OF EACH TIME STEP 
FOR SOLVING EXAMPLE 2 WITH TOL = 0.1 

Initial Initial Initial Refined Ref i ned Final Total Error 
!  Time At N At H Time Estimate 

1 0.0000 0.1250 16 0.1250 16 0.1250 0.0885   | 
j 0.1250 0.1250 16 0.0875 32 0.2125 0.0496   \ 
1 0.2125 0.1250 32 0.0875 32 0.3000 0.0615   1 
j 0.3000 0.0875 32 0.0613 64 0.3613 0.0390   j 
1 0.3613 0.0613 64 0.0613 64 0.4225 0.0549 
1 0.4225 0.0613 64 0.0429 64 0.4654 0.0604   j 
i 0.4654 0.0429 64 0.0300 128 0.4954 0.0340   ! 
! 0.4954 0.0300 128 0.0300 128 0.5254 0.0528   1 
\    0.5254 0.0300 128 0.0300 128 0.5554 0.0847 
1 0.5554 0.0300 128   J 0.0210 128 0.5764 0.0782   1 

TABLE 3.  NUMERICAL PARAMETERS AT THE BEGINNING AND THt END OF EACH TIME STEP 
FOR SOLVING EXAMPLE 2 WITH TOL = 0.5 

! Initial Initial Initial Ref i ned Refined Final Total Error 
1  Time At N At N Time Estimate  1 

I 0.0000 0.1250 16 0.1250 32 0.1250 0.0451   1 
! 0.1250 0.1250 32 0.0875 64 0.2125 0.0261   1 
| 0.2125 0.0875 64 0.0875 64 0.3000 0.0377   1 

0.3000 0.0875 64 0.0613 64 0.3613 0.0375   1 
0.3613 0.0613 64 0.0429 128 0.4041 0.0211   \ 
0.4041 0.0429 128 0.0429 128 0.4470 0.0300   1 

! 0.4470 0.0429 128 0.0300 256 0.4470 0.0176 
0.4470 0.0300 256 0.0300 256 0.5070 0.0246 

i 0.5070 0.0300 256 0.0210 256 0.5280 0.0202   | 
0.5280 0.0210 256 0.0210 256 0.5490 0.0272   i 

V. DISCUSSION. We developed methods for calculating a posteriori esti- 
mates of the total, spatial, and temporal discretization errors when a vector 
system of parabolic partial differential equations is solved using piecewise 
linear finite elements in space and the backward Euler method in time. The 
error estimates are obtained by using higher order methods, with nodal supercon- 
vergence being used to improve computational efficiency. 

The three estimates were used to control a global refinement procedure that 
attempts to keep a global measure of the error per time step below a prescribed 
tolerance. Refinement can be performed in space, time, or both space and time 
depending on the dominant component of the error estimate. 

Comparison of the exact and estimated errors, presented In Example 1, give 
us some confidence in the accuracy of our error estimates. Additionally, the 
results of Example 2 provide an indication of the utility of these estimates in 
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an adaptive procedure. In certain situations, only spatial or temporal refine- 
ment was needed to keep the total error within the prescribed tolerance and our 
error estimates could be used to determine when these situations arise. 

This is the first attempt that we know of which simultaneously addresses 
spatial and temporal errors with different refinement strategies. Some 
researchers [8-11] have used binary refinement in space and time, but did not 
attempt to determine the dominant component of the total discretization error. 
As noted, method of lines techniques [1,2,4,5] typically assume that temporal 
integration is exact and refine based on estimates of spatial errors. There is 
a great potential for techniques that utilize different spatial and temporal 
refinement strategies, particularly with problems having singularities. Our 
work, however, is still very preliminary and there is still a great deal to be 
done. Rigorous convergence results for our error estimates are yet to be 
established. The refinement algorithm of Section IV is very simple and will 
likely benefit from further experimental and theoretical analyses. We also 
anticipate that the inclusion of a mesh moving procedure based on equidistri- 
buting a global error measure [16] will dramatically improve the performance of 
our adaptive solution technique.  In the future, we would like to extend our 
techniques to multi-dimensional problems and to consider higher order spatial 
and temporal discretization methods. 
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Figure 1. Reciprocal of the effectivity index e versus p, where N = 2P+l 
and At = s-P;2 when solving Exa.ple 1. Note that e approaches 
1 as p increases. 
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Figure 2.     Temporal  effectivity  index et  for At = 0.7  (curve 1), 
At  * 0.49  (curve 2),  At  = 0.343   (curve 3),  and At  = 
0.2401   (curve 4),  versus p,  where N = 2P when solving 
Example 1.    Note that et approaches 1 as At decreases, 
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Figure 3, Reciprocal of the spatial effectivity index fls for N ■ 2 
(curve 1), N « 4 (curve 2), and N = 8 (curve 3) versus p, 
where At ■ 5"P/2 when solving Example 1. Note that 9, 
approaches 1 as N increases. »s 
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ABSTRACT. We discuss mesh moving, static mesh regeneration, and local mesh 
refinement algorithms that can be used with a finite difference or finite element scheme to 
solve initial-boundary value problems for vector systems of time-dependent partial 
differential equations in two space dimensions and time. A coarse base mesh of quadrila- 
teral cells is moved by an algebraic mesh movement function so as to follow and isolate 
spatially distinct phenomena. The local mesh refinement method recursively divides the 
time step and spatial cells of the moving base mesh in regions where error indicators are 
high until a prescribed tolerance is satisfied. The static mesh regeneration procedure is 
used to create a new base mesh when the existing ones becomes too distoned 

In order to test our adaptive algorithms, we implemented them in a system code with 
an initial mesh generator, a MacCormack finite difference scheme for hyperbolic systems, 
and an error indicator based upon estimates of the local discretization error obtained by 
Richardson extrapolation. Results are presented for several computational examples. 

I. INTRODUCTION. Many initial-boundary value problems for time-Jependent 
partial differential equations involve fine-scale structures that develop, propagate, decay, 
and/or disappear as the solution evolves. Some examples are shock waves in compressible 
flows, boundary and shear layers in viscous flows, and reaction zones in combustion 
processes. The numerical solution of these problems is usually difficult because the 
nature, location, and duration of the structures are often not known in advance. Thus, 
conventional numerical approaches that calculate solutions on a prescribed (typically uni- 
form) mesh often fail to adequately resolve the fine-scale phenomena, have excessive 

1 This research was partially supported by the the U. S. Air Force Office of Scientific Research, Air 
Force Systems Command, USAF. under Grant Number AFOSR 85-0156 and the U. S. Army Research 
Office under Contract Number DAAL 03-86-K-0112. This work was used to partially fulfill the Ph.D. re- 
quirements of the first author at the Rensselaer Polytechnic Institute. 
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computational costs, or produce incorrect results. Adaptive procedures that evolve with 
the solution offer a robust, reliable, and efficient alternative. Such techniques have been 
the subject of a great deal of recent attention (cf. Babuska et al. [7, 9]) and are generally 
capable of introducing finer meshes in regions where greater resolution is needed [1, 2, .3, 
6, 8, 10, 15, 16], moving meshes in order to follow isolated dynamic phenomena [1, 2, 5, 
21, 23, 24, 25, 30], or changing the order of methods in specific regions of the problem 
domain [18, 22]. The utility of such adaptive techniques is greatly enhanced when they 
are capable of providing an estimate of the accuracy of the computed solution. Local 
error estimates are often used as refinement indicators and to produce solutions that satisfy 
either local or global accuracy specifications [1, 2, 3, 6, 8, 10, 15, 16]. Successful error 
estimates have been obtained using h-refinement [6, 15, 16], where the difference between 
soluti ns on different meshes is used to estimate the error, and p-refinement [1, 2, 3, 8, 16, 
22] where the difference between methods of different orders are used to estimate the 
error. 

We discuss an adaptive procedure that combines mesh movement and local 
refinement for m-dimensional vector systems of partial differential equations having the 
form 

u, + fCcy.MJ.u^uJ = [D'Cx^MOuJ;, + [D2(jc,y,Mi)iiy]y, >Jr 
for/ >0,   (x,y) e ß. (la) 

with initial conditions 

u(x,y ,0) = U
0

(JC,y),   for (x,y)e Cl^j dQ, (lb) 

and appropriate well-posed boundary conditions on the boundary 9Q of a rectangular 
region Q. 

We suppose that a numerical method is available for calculating approximate solu- 
tions and error indicators of (1) at each node of a moving mesh of quadrilateral cells. 
Any appropriate numerical method is applicable and the error indicator can either be an 
estimate of the local discretization error or another function (e.g., an estimate of the solu- 
tion gradient or curvature) that is large where additional resolution is needed and small 
where less resolution is desired. Our adaptive rlgorithm consists of three main parts: (i) 
movement of a coarse base mesh, (ii) local refii-ement of the base mesh in regions where 
resolution is inadequate, and (iii) creation and isgeneration of the base mesh when it 
becomes overly distorted. Our experience (cf. Section III) and that of others [25] indicates 
that mesh motion can substantially reduce errors for a very modest computational cost. 
Mesh motion alone, however, cannot produce a solution that will satisfy a prescribed error 
tolerance in all situations. For this reason, we have combined mesh motion with local 
mesh refinement and recursively solve local problems in regions where error tolerances are 
not satisfied. The local solution scheme successively reduces the domain size and, thus, 
further reduces the cost of the computation. Some problems, e.g., those with severe 
material deformations, can result in tangling and distortion of the moving base mesh. 
Therefore, we have created a procedure that automatically generates a new base mesh 
whenever the old one is unsuitable. 

The adaptive procedures described in this paper combine our earlier work on mesh 
moving techniques [5] and local refinement procedures [6]. The inclusion of a static mesh 
regeneration scheme adds greater reliability and efficiency to these methods. The three 
components of our adaptive algorithm are described in Section II; however, frequent refer- 
ences are made to our previous investigations [5, 6]. A computer code based on the adap- 
tive algorithm of Section II has been combined with a MacCormack finite difference 
scheme and an em-r indicator based on Richardson extrapolation.   It has been used to 
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solve a sequence of hyperbolic problems (i.e., problems having the form (1) with 
D1 = D2 := 0) and our findings on three examples, where we have attempted to appraise 
the relative costs and benefits of the mesh moving and local refinement portions of our 
adaptive algorithm, are reported in Section III. We have also compared solutions obtained 
by adaptive techniques to those obtained using stationary uniform meshes. In all three 
examples, solutions obtained by adaptive techniques cost less than solutions obtained on 
stationary uniform meshes having approximately the same accuracy. The mesh moving 
technique added approximately ten percent to the computational time of the adaptive algo- 
rithm and greatly improved the results. Most of the computational time was devoted to 
calculating the solution and error indicators, and not to the overhead induced by the 
refinement procedure. Although we are greatly encouraged by our results, our adaptive 
procedures are far from complete. Some possible improvements and future considerations 
are discussed in Section IV. 

II. ALGORITHM DESCRIPTION. A top-level description of our adaptive pro- 
cedure is presented in Figure 1 in a pseudo-PASCAL language. This procedure is called 
adaptive_PDE_solver and it integrates a system of partial differential equations from time 
tinit to tfinal and attempts to keep the local error indicators below a tolerance of tol. 
The base level time step At is initially specified, but may be changed, as needed, during 
the integration. 

procedure adaptive_PDE_soIver(rmir, Ar, tfinal, tol: real; M,N: integer); 

begin 
Generate an initial base mesh; 
t := Mr; 

while t < tfinal do 
begin 

Move the base mesh for the time step t to t + At; 
local_refine(0,/, A/, to/); 
t := t + At; 
Select an appropriate At; 
if base mesh is too distorted then regenerate a base mesh 

end 
end { adaptive_PDE_solver }; 

Figure 1. Pseudo-PASCAL description of an adaptive procedure to solve the 
partial differential system (1) from t = tinit to tfinal to within a tolerance of 
tol. 

The rectangular domain Q is initially discretizeJ into a coarse moving spatial grid of 
M xN quadrilateral cells. An initial base mesh is generated from this mesh by increasing 
the values of M and ^V, as necessary, and moving the mesh so that it is concentrated in 
regions where error indicators are large (cf. Section II. 3). The base mesh is moved for 
each base time step Ar (cf. Amey and Flaherty [5] and Section II. 1) and the partial 
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differential system (1) is solved on this mesh for a base time step. This is followed by a 
recursive local mesh refinement in regions where error indicators are larger than tol. The 
local refinement procedure local_refine was described in Amey and Flaherty [6] and its 
major features are summarized in Section 0.2. The integration for each base-mesh time 
step is concluded by the selection of a new value of A/ for the subsequent time step and 
the generation of new base mesh (cf. Section II.3), if necessary. 

The mesh moving, local refinement, and mesh regeneration algorithms are uncoupled 
from each other as well as from the procedures used to solve the partial differential system 
and calculate local error indicators. This reduces computational costs and provides a great 
deal of flexibility. Thus, individual modules can easily be replaced, omitted, or combined 
with other software. 

11.1. Mesh Moving Algorithm. Mesh moving strategies should produce a smooth 
mesh where the sizes of neighboring computational cells vary slowly and cell angles differ 
only by modest amounts from right angles. It is, of course, essential for the nodes of the 
mesh to remain within Ü and for cells not to overlap. Meshes that violate these condi- 
tions can produce large discretization errors that overwhelm the positive effects of mesh 
moving. Our mesh moving procedure is based on an intuitive approach rather than more 
analytic error equidistribution (cf., e.g., Coyle et al. [19] or Dwyer [23]) and variational 
approaches (cf. Brackbill and Saltzman [17]). The essential idea is to move the mesh so 
as to follow isolated nonuniformities, such as wave fronts, shock layers, and reaction 
zones. This generally reduces dispersive errors and allows the use of larger time steps 
while maintaining accuracy and stability. 

At each base time, we scan the M xN base mesh of quadrilateral cells and locate 
"significant error nodes" as those having error indicators greater than twice the mean nodal 
error indicator and also greater than ten percent of tol. This empirical strategy avoids 
having the mesh respond to fluctuations when error indicators are too small, but is sensi- 
tive enough to avoid missing dynamic phenomena associated with large error indicators. 
If there are no significant error nodes, computation proceeds on a stationary mesh. The 
nearest neighbor clustering algorithm of Berger and Öliger [15] is then used to gather the 
significant error nodes into clusters. In this iterative algorithm, a cluster is first defined to 
consist of one arbitrary significant error node. Other significant error nodes are added to 
the cluster if they are within a specified minimum intercluster distance from the nearest 
node in the cluster. We take the minimum intercluster distance to be the length of a cell 
diagonal. New clusters are established for nodes that do not belong to any existing clus- 
ter. Clusters are united when a node is determined to belong to more than one of them. 
Upon completion of the algorithm, (i) nodes in different clusters will be separated by at 
least the minimum intercluster distance, and (ii) no node in a cluster with more than one 
node will be further than the minimum intercluster distance from its nearest neighbor in 
the cluster. 

Following Berger and Öliger [15], we generate near minimum area rectangles that 
contain each cluster. The principal axes of each rectangle are the major and minor axes of 
an enclosed ellipse having the same first and second moments as the nodes in the cluster. 
Thus, if (JC, ,y,) are the coordinates of a node and (xn ,ym) are the mean coordinates of all 
nodes in the cluster, then the axes of the rectangle are in the directions of the eigenvectors 
of the symmetric (2 x 2) matrix 

(2) 
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where the summations range over all nodes in the cluster. 

For many problems, there may be too small a percentage of significant error nodes 
within a cluster. In order to reduce this inefficiency and provide some alignment with, 
e.g., curved wave fronts, the rectangles are checked for efficiency by determining the per- 
centage of significant error nodes in each rectangle. If a fifty-percent efficiency is not 
achieved, the rectangle is iteratively bisected in the direction of its major axis until all 
clusters have at least a fifty-percent efficiency. 

We determine node movement from the velocity of propagation, the orientation, and 
the size of error clusters. We assume that nodes in the same cluster have related solution 
characteristics, so that we can determine individual node movement from the propagation 
of the center of the error cluster. Each cluster moves according to the differential equa- 
tion 

rm + Xrm = 0, (3) 

where rm{t) = [xn(t)jm(t)]T is the position of the center of an error cluster and 
(') := di )ldt. The choice of the parameter X can be critical in certain situations. If X is 
selected too large, the system (3) will be stiff and computationally expensive. On the 
other hand, if X is too small, the mesh can oscillate from time step-to-time step. Coyle et 
al. [19] and Adjerid and Flaherty [2] suggested some adaptive procedures for choosing X; 
however, we found no appreciable differences in results or computation times when X 
varied significantly. The examples of Section III were calculated with X = 1. 

We solve (3) for each base time step and each cluster using an explicit numerical 
method 
the base time t.   Let Arm. and Ar, 

The center of an error cluster is moved a distance Arm = rm(r+Ar) - rm(r) at 
„j w™ ~.m denote the projections of Arm onto the major and 

minor axes of the rectangular cluster. We use the one-dimensional piecewise linear func- 
tion 

^i,inside ~ 

Armi. (3/2+x,- Iwi),  if -Sw,- II £ x,- <, -w,- /2 

Ar, m* if-w,/2<JC,- < w,/2 

Ar_.(3/2 -Xi ^),  if w,-12 £ x, £ Svv, 12 

0. otherwise 

i = 1, 2, (4) 

to move the nodes of the mesh along the two principal axial directions of the error clus- 
ters. The cluster referred to in (4) has dimensions Wtiiw* and U1^C2) are 1°°^ Cartesian 
coordinates of a node in the principal directions of the cluster relative to its center. For 
/ = 1, nodes in the range of the cluster (-3wi/2 ^ Jti <; 3w1/2, -W2/2 ^ ^2 ^ H'2/2) are 
moved a distance di<inside. This situation is shown in Figure 2. 

In order to maintain smooth mesh motion throughout the domain, nodes outside the 
range of a cluster move in a distance 

di^uiside = 4.Atf*fi " (2z/0)l.   i = 1. 2, (5) 

where z is the shortest distance to the range of the cluster (cf. Figure 2) and D is the 
diagonal of Cl. For each cluster, the mesh is moved in the direction of the major axis 
(i =1) using (4) and (5).  This is followed by a similar procedure in the direction of the 
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domain Q 

Figure 2. A rectangular WJXH^ error cluster. Nodes within the range of the 
cluster, Sw! xw2, are moved a distance dlinside in the JCJ principal direction ac- 
cording to eq. (4). Nodes outside the range of the cluster are moved a distance 
duovtsuk in the JCJ direction according to eq. (5). The distance z is the shonest 
distance to the range of the cluster. 

minor axis (/ = 2). The distances ditbuUt and diomide are reduced near 3ß in order to 
prevent nodes from leaving ß. In particular, we recalculate </li; as ^[mm(l, d/c)], 
/ - 1, 2, y = inside, outside, where b is the distance of the node tb the boundary and c is 
twice the length of a cell diagonal on a uniform mesh having the same number of cells as 
the moving mesh. Nodes on domain boundaries, except comer nodes, which are not 
moved, are restrained to move along the boundary. Finally, the mesh moving algorithm is 
not restricted to the functions given by (4) and (5), and several other choices are possible. 

II.2. Local Refinement Algorithm.  As shown in Figure 1, the local refinement pro- 
cedure is invoked tSUa the base mesh has been moved for a base time step.   Our 
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refinement strategy consists of first calculating a preliminary solution on the base mesh for 
a base time step. An error indicator is used to locate regions where greater resolution is 
needed. Finer grids are adaptively created in these high-error regions by locally bisecting 
the time step and the sides of the quadrilateral cells of the base grid and the solution and 
error indicators are computed on the finer grids. The refinement scheme is recursive; thus, 
fine subgrids may be refined by adaptively creating even finer subgrids. This relationship 
leads naturally to a tree data structure. Information regarding the geometry, solution, and 
error indicators of the base grid is stored as the root node or level 0 of the tree. Subgrids 
of the base grid are offsprings of the root node and are stored as level 1 of the tree. The 
structure continues, with a grid at level / having a parent coarser grid at level / - 1 and 
any finer offspring grids at level / + 1. Grids at level / of the tree are given an arbitrary 
ordering and we denote them as G/^, y = 1, 2, ..., N/, where ty is the number of grids at 
level /. Our refinement procedures permit grids at the same level of a two-dimensional 
problem to intersect and overlap; however offspring grids must be properly nested within 
the boundaries of their parent grid. A one-dimensional grid with its appropriate tree struc- 
ture for a base time step is shown in Figure 3. 

A top-level pseudo-PASCAL description of a recursive local refinement algorithm 
that solves systems of the form (1) on the tree of grids described above is presented in 
Figure 4. The procedure local_refine integrates partial differential equations on the grids 
Gij, j = \,2, ..., Ni, ax level / of the tree from time tinit to tinit + At and attempts to 
satisfy a prescribed local error tolerance tol. For each grid at level /, a solution and error 
indicators are calculated at time tinit -(-Ar. Additional finer grids are introduced in 
regions where the error indicators exceed the prescribed tolerance tol and the differential 
system is solved again on the finer grids using two time steps of duration At 12 and a toler- 
ance of tol/2. Observe that the solution, error indicators, and refined subgrids are calcu- 
lated for all grids at level / before calculating any solutions at level / + 1. Implicit in 
local_refine arc the assumptions that a solution can be computed on any grid and that 
refinement terminates. If either of these assumptions are violated, the procedure ter- 
minates in failure. 

Our technique for introducing finer subgrids consists of four steps: (i) an initial scan 
of each level / grid to locate "untolerable-error" nodes as those where the error indicator 
exceeds the prescribed tolerance tol, (ii) clustering any untolerable nodes into rectangular 
regions, (iii) buffering the clustered regions in order to reduce problems associated with 
prescribing initial and boundary conditions at coarse/fine grid interfaces, and (iv) cellularly 
refining the level / meshes and time step within the buffered clusters. Of course, if there 
are no untolerable-error nodes, the solution is acceptable and further refinement is 
unnecessary. 

The same clustering algorithm of Berger and Öliger [15] that was used to move the 
base mesh is also used to group untolerable-error nodes for refinement. Each rectangular 
error cluster is enlarged by increasing its major and minor axes by twice the size of the 
average cell edge within the cluster. The region between'the enlarged and original error 
clusters provides a buffer so that artificial internal boundary conditions (that are discussed 
below) will be prescribed at low-error nodes as far as possible and fine-grid errors will not 
propagate through the buffer in a time step. 

Refined subgrids are created by bisecting the time step and edges of each cell of the 
parent mesh that intersects the buffered rectangular error clusters. Coarse mesh motion is 
maintained on the refined grids so that after two time steps of size At/2, cells of the 
refined grids will be properly nested within those of their parent grid. Additional details 
of the refinement algorithm and data structures are presented in Amey and Flaherty [6]. 

Artificial initial and boundary data must be determined from solutions on other grids 
in order to calculate the solution and error indicators on refined subgrids.   Furthermore, 
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Figure 3.  Coarse and refined grids (top) and their tree representation (bottom) 
for a one-dimensional example. 

solutions on finer grids are used to replace those on coarser grids at common nodal loca- 
tions. 

Initial data for a subgrid is calculated directly from the initial function (^(xoO at 

r = 0. For r > 0, initial data is obtained by interpolation using the solution at the same 
time on the finest available mesh. In order to provide data for this interpolation, we save 
all solution values on previous subgrids until they are no longer needed due to advance- 
ment in time of an acceptable solution. Bilinear functions using the solution values at the 
four vertices of the finest existing cell are used to obtain the solution at the nodes of cells 
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, 

procedure local_refine( /: integer; Unit, A/, to/: real); 

begin 
fory := 1 toN[l]do 

begin 
Integrate the partial differential system from tinit to tinit + A/ 

on grid G[IJ]; 
Calculate error indicators at tinit + Ar at all nodes of grid 

if any error indicators > tol then introduce level / + 1 subgrids 
ofC[/.y] 

end { for ); 

if any error indicators > tol then 
begin 

local_refine(/ + 1, tinit, At/2, tol 12); 
local_refine(/ + 1, unit + At 12, At/2, tol/2) 

end 
end { local_refine ); 

Figure 4. Pseudo-PASCAL description of a recursive local refinement pro- 
cedure to find a solution of the partial differential system (1) on all grids at level 
/ of the tree. 

of the refined mesh. Further analysis is needed regarding the effects on accuracy and sta- 
bility and the proper order of this interpolation. Bieterman, Flaherty, and Moore [16] give 
an example whsre the fine-scale structure of a solution was lost by interpolation from too 
coarse a mesh 

In a similar manner, boundary data for refined meshes are calculated directly from 
the prescribed boundary conditions on portions of subgrids that intersect dft. Dirichlet 
boundary data is prescribed on the edges of subgrids that are in the interior of Q by inter- 
polating the solution from coarser meshes. Bilinear functions using the solution values at 
the four vertices of the adjacent face of the finest existing space-time cell are used to 
obtain solution values for the nodes of refined cells. 

Acceptable fine-mesh solutions are used to replace solutions at the nodes of coarser 
grids that lie within the untolerable-error portions of clusters. Solutions at low-error nodes 
in the buffer zones of clusters are not replaced in order to avoid possible contamination of 
accurate solutions. When fine grids overlap each other in an untolerable-error region, the 
average value of the solutions at common fine-grid nodes is used to replace the appropri- 
ate coarse grid solution. Boundary effects do not propagate through a sufficiently large 
buffer and, thus, have no effect on the solution within the untolerable-error region of a 
cluster when an explicit numerical scheme is used for the integration. Greater care is 
needed when implicit integration methods are used, since artificial boundary conditions 
can affect the accuracy, convergence, and stability of the solution at all nodes in the clus- 
ter regardless of the size of the buffer. 
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Stability and conservation of, e.g., fluxes at interfaces between coarse and fine 
meshes must be investigated further, particularly in two dimensions. For one-dimensional 
problems, Berger and Öliger [15] showed that linear interpolation of solutions from a 
coarse to a fine mesh produced no instabilities in the the Lax-Wendroff scheme. Berger 
[14] also discussed conservation at mesh interfaces and proposed explicit enforcement of 
conserved quantities at coarse/fine mesh boundaries. Rai [29] presented some finite 
difference schemes that maintained conservation at grid interfaces for two-dimensional 
compressible flow problems. 

11,3. Initial Mesh Construction and Regeneration. The efficiency of our adaptive 
mesh moving and refinement strategies are dependent on our ability to generate a suitable 
initial mesh and to regenerate a new base mesh should it become severely distorted at later 
times. The proper base mesh can reduce the need for refinement and, thus, increase 
efficiency. 

The two essential elements of a mesh generation or regeneration procedure are the 
determination of the number of nodes and their optimal location. A base mesh having too 
few nodes will result in excessive refinement while one having too many nodes will 
reduce efficiency. Many mesh generation procedures have been developed (cf., e.g., 
Thompson [31] or Brackbill and Saltzman [17]); however, the best one to use in conjunc- 
tion with an adaptive procedure is still far from being established. Our current approach 
to mesh generation is to use the error indicators computed by a trial solution to determine 
an initial mesh that approximately equidistributes the error indicators. 

To begin, we create a uniform M xN rectangular mesh using prescribed values of M 
and N that reflect the coarsest mesh that should be used to calculate a solution. We solve 
the system (1) for a base time step Ar on the uniform stationary base mesh and compute 
the solution and error indicators. Local mesh refinement is performed as described in Sec- 
tion 0.2 until the prescribed tolerance is attained. We use this solution to determine the 
number of nodes ^ in a new base mesh as 

K =MN + ZO/4)'Ki, (6a) 

where Ki is the number of nodes introduced at level / and n is the totaljmmber of levels 
in the tree.  Having computed K, we calculate the dimensions of a new M xN mesh as 

M=<KMJN,   N=<KNIM. (6b) 

The bars have been omitted on M and JV in the algorithms displayed in Figures 1 and 4 
and in all further discussions. 

Node placement for the new base mesh is accopiplished by locating all nodes of the 
original base mesh having error indicators that are greater than twice the mean error indi- 
cator. These nodes are then grouped into rectangular clusters using the clustering algo- 
rithm of Section II. 1. A uniform base mesh is generated when there are no nodes having 
error indicators that arc greater than twice the mean error indicator. 

Nodes are moved towards the center of the nearest error cluster unless they are 
within a two-cell diagonal range of two or more error clusters. In the former case, a node 
is moved four-tenths of its distance to the center of the nearest cluster unless this distance 
is greater than 12.5 times the average cell diagonal, in which case it is moved five times 
the aver?.«re cell dh^onal. Nodes that are within a two-cell diagonal range of two or more 
cluster: ar^ noved by four-tenths of a weighted average of the distances to centers of the 
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involved clusters. Nodes on BQ, remain on dil. Nodes near the boundary move a reduced 
distance in order to pievent the formation of large elements. When an error cluster inter- 
sects opposite boundaries of ft, nodes are not moved in the direction of the major axis of 
the cluster. This construction generates a base mesh that depends on the solution of the 
partial differential system as well as its initial condition. 

The base mesh can become severely distorted for some problems (cf. Amey and 
Flaherty [5]) and we would like a capability for generating a new base mesh whenever 
this happens. Since the new mesh is created at a specific time, rather than by mesh 
motion, we refer to this process as static mesh regeneration. Our static mesh regeneration 
procedure consists of three steps: (i) determining that there is a need for a new base mesh, 
(ii) creating the new base mesh, and (iii) interpolating the solution from the old to the new 
base mesh. 

A mesh is regenerated when any interior angle of a cell is less than 50 or greater 
than 130 degrees, the aspect ratio of any cell is greater than 15, or the mesh ratio of adja- 
cent cells exceeds 5 or is less than 1/5. In the present context, the aspect ratio is defined 
as the average length divided by the average width of a cell and the mesh ratios are 
defined as the ratio of the lengths and widths of adjacent cell sides. 

A new base mesh, having the same number of nodes as the old one, is generated 
using the procedure described above for creating an initial base mesh. The error clusters 
for the existing mesh are used to generate the new base mesh, so that new clusters do not 
have to be computed. This process appears to reduce angle deviations from ninety 
degrees, control aspect ratios, and mollify adjacent mesh ratios. 

Once a new base mesh has been constructed, the solution on the old one is interpo- 
lated to the new one by using bilinear interpolation with respect to the cells of the old 
base mesh. The order and nature of the interpolation needs further investigation and we 
are studying methods that conserve, e.g., fluxes (cf. Berger [14] or Rai [29]). 

III. COMPUTATIONAL EXAMPLES. In order to demonstrate the capabilities of 
the adaptive procedure described in Section II, we applied it to three hyperbolic systems. 
We used a two-step MacCormack finite difference method (cf. Amey and Flaherty [5], 
Hindman [26], or MacCormack [27]) to integrate the partial differential equations and 
Richardson's extrapolation (cf. Amey [4] or Berger and Öliger [15]) to indicate local 
errors. Base mesh geometry was prescribed as indicated in each example. If the base 
mesh time step failed to satisfy the Courant, Friedrichs, Lewy theorem, it was automati- 
cally reduced to the maximum allowed by the Courant condition (cf. Amey [4] and Amey 
and Flaherty [6]). This procedure should also satisfy the Courant condition on all subgrids 
when the characteristic speeds vary slowly. 

Numerical results obtained on uniform stationary grids are compared with those 
obtained by adaptive strategies that use (i) mesh moving only, (ii) local refinement only, 
and (iii) the combination of mesh moving and refinement discussed in Section II. The 
examples are designed to determine the relative cost, accuracy, and efficiency of our adap- 
tive algorithm and each of its components. Accuracy is appraised by computing the 
difference e between the exact and numerical solutions of a problem in either the max- 
imum or L l norms, i.e., by computing either 

l|e(-,-,r)|L := max max \ejixiji,t)\, (7a) 
l<i<K lijim     * 

or 

l|e(v,0||, = jj/' SleyldWy, (7b) 
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respectively. Here, K is the number of nodes in the mesh at time t and P is a piecewise 
constant interpolation operator with respect to the cells of the base mesh that, on each cell, 
has the average valuft of the errors at the vertices of the cell. We use either the total CPU 
time or the maximum number of nodes used in a base time step as measures of the com- 
putational complexity of a procedure. All calculations were performed in double precision 
arithmetic on an IBM 3081/D computer at the Rensselaer Polytechnic Institute. 

Solutions are displayed by drawing either level lines or wire-frame perspective rendi- 
tions. Meshes are displayed by showing the complete two-dimensional spatial discretiza- 
tion at specified times with finer subgrids overlaying coarser ones. This portrayal does not 
show the reduced time steps that are used for the subgrid calculations. The broken-line 
rectangles in the figures indicates the error cluster(s) that are used to move the base mesh. 

Example 1. Consider the linear initial-boundary value problem that was proposed as 
a test problem by McRae et al. [28]: 

ut - yux + xuy = 0,   t > 0,   U ,y) € Q, (8a) 

MU.y.0)= ' 

and 

0. if(x-l/2)2+1.5y2^ 1/16 

kl - 16(U-l/2)2 + 1.5y2), otherwise. 
(;c,y)6aUdfi,        (8b) 

u(x,y,t) = 0,   r >0>   (x.y) e ÖQ, (8c) 

where Q := {(jc.y) I -1.2 <x,y < 1.2}. 

The exact solution of (8) is an elliptical cone that rotates about the origin in the 
counterclockwise direction with period 27t.   It can be written in the form 

where 

u{x,y,t)= ' 
0,   if C < 0 
C, ifC >0, 

C = 1 - 16[(;ccosr +ysint - 1/2)2 + 1.5(ycosr -jcsinr)2]. 

(9a) 

(9b) 

Five adaptive and uniform mesh solutions of (8) were calculated for 0 < / ^ 3.2 and 
our findings are summarized in Table 1. Solutions 3 and 4, with refinement, were calcu- 
lated using an error tolerance of 0.0002 and a maximum of two levels of refinement. The 
tolerance and maximum level of refinement were selected so that the high-error region 
under the cone would maintain approximately the same mesh spacing as the uniform mesh 
used to obtain Solution 5. The grids that were used ^o obtain Solution 4 are shown in 
Figure 5 at r = 0.56, 1.68, 2.24, and 3.2. A new base mesh was introduced at / = 2.82. 
The meshes that were used to obtain Solutions 2, 3, and 4 at r = 3.2 arc shown in Figure 
6. Finally, surface and contour plots of Solutions 1, 2, and 3 and of Solutions 4 and 5 at 
r = 3.2 are shown in Figures 7 and 8. respectively. 

Solution 1 bears no resemblance to the exact solution and demonstrates the devastat- 
ing effects of large dissipative and dispersive errors. Solution 2, with mesh moving only, 
provides a dramatic improvement in the results for approximately one-half the cost of 
using both nesh nuxion and refinement.   Solution 5 took more than three-times longer to 
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Ref. 
No. Strategy Base 

M«h 
Base Time 

Steo Ik 111 IHL 
CPU Time 

fsec.) 

1 Stationary 
uniform mesh 14x14 0.056 0.2560 0.78 46 

2 Movin£ mesh 32x32 0.026 0.0301 0.20 458 

3 Stationary mesh 
with refinement 14x14 0.056 0.0832 0.48 852 

4 Moving mesh 
with refinement 14x14 0.056 0.0249 0.18 904 

5 Stationary 
uniform mesh 56x56 0.014 0.0759 0.48 2647 

Table 1. Errors at r = 3.2 and computational costs for five solutions of Example 
1. 

calculate than Solution 4 for approximately the same accuracy; thus, demonstrating the 
efficiency of the refinement process. The subgrids for the refined Solutions 3 and 4 are 
concentrated in the region of the cone and are aligned with its principal axes as it rotates. 
Dissipative and dispersive errors cause a "wake" of spurious oscillatory information to fol- 
low the moving cone (cf. Figures 7 and 8). Some mesh refinement is performed in the 
wake region and this greatly reduces the magnitude of the oscillations. 

Example 2.  Consider the uncoupled linear ;nitial-boundary value problem 

"i,+"i. =0.   «2,-"2.=°.   '>0.   UoOeQ, 

ulix^f0)= 10) 

f 1 - 16((jc+i/2)2 + 1.5y2), if (x+1/2)2 + 1 
«2(^.0)= lo, otherwise. 

(10a) 

- 16(U-l/2)2 + 1.5y2), if (jc-1/2)2 + 1.5y2 < 1/16 
otherwise, 

ix,y)en\jdQt      (10b) 

5y2 ^ 1/16 

(;t,y)6ÜUan.      (10c) 

uI(JC,y,t) = M2(JC,y,t) = 0,   t > 0,   (x,y)e dQ, (10d) 

and fl := {(x,y) I -1 ^ JC «S 1, -0.6 ^ y «S 0.6). 

The solution of this problem consists of two moving cones that collide and pass 
through each other. We selected it in order to determine how the various adaptive stra- 
tegies could cope with interacting phenomena. 
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Figure 5.   Grids created for Solution 4 of Example 1 at r = 0.056 (upper left) 
1.68 (upper right), 2.24 (lower left), and 3.2 (lower right). 
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Figure 8.   Surface and contour plots for Solutions 4 (top) and 5 (bottom) at 
t = 3.2 of Example 1. 

One uniform mesh and three adaptive solutions of (10) were calculated for 
0 < r ^ 1.2 and our findings are summarized in Table 2. The solutions involving 
refinement were computed with a tolerance of 0.0038. All solutions were designed to 
have approximately the same accuracy. The grids that were used to obtain Solution 4 are 
shown in Figure 9 at r = 0. 0.23, 0.46, 0.92, and 1.2. 

The results of Table 2 demonstrate the efficiency of the mesh moving strategy on this 
example. Solution 2 with mesh moving was slightly more accurate than Solution 1 
obtained on a uniform mesh, and it required less than one-half of the computation time. 
Solution 3 with refinement on a stationary mesh shows only a modest improvement over 
Solution 1; however, the combination of mesh moving and refinement computed in Solu- 
tion 4 again shows a significant gain in efficiency. We suspect that the high accuracy 
achieved by mesh moving on this example is due to the reduction in dispersive errors that 
results when the mesh follows the cones with approximately the correct velocity. 

Example 3. Consider the Euler equations for a perfect inviscid compressible fluid 

uf +f,(u) + g,(u) = 0, 
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Ref. 
No. Strategy Base 

Mesh II« 111 M. CPU Time 
fsec.^ 

1 Stationary 
uniform mesh 64x34 0.066 0.26 710 

2 Moving mesh 44x20 0.056 0.18 340 

3 Stationary mesh 
with refinement 44x20 0.055 0.23 719 

4 Moving mesh 
with refinement 44x20 0.039 0.16 609 

Table 2. Errors at r = 1.2 and computational costs for four solutions of Example 
2. 

where 

u = 

p pu pu 
pu 
pv 
e 

.    f(u) = 
pu2+p 

puv 
u{e+p) 

.   g(u) = 
puv 

pv2+p 
y(e+p) 

(llb.c.d) 

Here, u and v are the velocity components of the fluid in the x and y directions, p is the 
fluid density, e is the total energy of the fluid per unit volume, and p is the fluid pressure 
For an ideal gas 

P =(Y-l)[e -p(M2 + v2)/2], (lie) 

where y is the ratio of the specific heat at constant pressure to that at constant volume. 

We solve a problem where a Mach 10 shock in air (y = 1.4) moves down a channel 
containing a wedge with a half-angle of thirty degrees. This problem was used by Wood- 
ward and Collela [32] to compare several finite difference schemes on uniform grids. 
Like them, we orient a rectangular computational domain, -0.3 <x £3.4, 0£y £1, so 
that the top edge of the wedge is on the bottom of the domain in the interval y = 0, 
1/6 ^x £ 3.4. Thus, in the computational domain it appears like a Mach 10 shock is 
impinging on a flat plate at an angle of sixty degrees. The initial conditions that are 
appropriate for this situation are 

p = 8.0,   p = 116.5,   e =563.5,   u =4.125V3,   v =^.125, 

ify <>/3(JC-1/6), (12a) 

and 
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Figure 9.  Grids created for Solution 4 of Example 2 at / = 0, 0.23, 0.46, 0.92, 
and 1.2 (top to bottom). 

1133 



I 
p = 1.4,   p = 1.0,   e = 2.5,   u =0,   v = 0, 

ify ^ V3(JC-1/6). (12b) 

Along the left boundary (x = -0.3) and the bottom boundary to the left of the wedge 
(y =0, -0.3 ^JC ^ 1/6), we prescribe Dirichlet boundary conditions according to (12); 
along the top boundary (y = 1), values are prescribed that describe the exact motion of an 
undisturbed Mach 10 shock; along the right boundary (x = 3.4), all normal derivatives are 
set to zero; and along the wedge (y = 0, 1/6 ^ JC ^ 3.4) reflecting boundary conditions are 
used. 

The solution of this problem is a complete self-similar structure called a double-Mach 
reflection that was described in Ben-Dor and Glass [12, 13]. Two reflected Mach shocks 
form with their associated Mach stems and contact discontinuities. The geometry of these 
structures are very fine and are primarily confined to a small region that moves along the 
wedge with the incident shock. One of the two contact discontinuities is so weak that it is 
usually not noticed in computations. 

The MacCormack finite difference scheme needs artificial viscosity to "capture" 
shocks without excessive oscillations. We used a model developed by Davis [20] which is 
total variation diminishing in one space dimension. 

Five solutions of this problem were calculated for 0 < r £ 1.9 as indicated in Table 
3. Refinement was restricted to a maximum of two levels and a tolerance of 0.6 in the 
maximum norm was prescribed. A pointwise error indicator based on the assumption of 
smooth solutions, like the present one, is not appropriate for problems having discontinui- 
ties. Without restricting the maximum level of refinement, we could refine indefinitely in 
the vicinity of a discontinuity. 

Ref. 
No. 

Strategy Base 
Mesh 

Max. No. 
Nodes 

CPU Time 
(sec.) 

1 Stationary 
uniform mesh 63x29 1827 2130 

2 Moving mesh 63x29 1827 2220 

3 Stationary mesh 
with refinement 

29x11 2782 3254 

4 Moving mesh 
with refinement 29x11 3540 3725 

5 Stationary 
uniform mesh 120x40 4800 6861 

Table 3. Maximum number of nodes in any base time step and computational 
costs for five solutions of Example 3. 

Solutions 2 through 5 were intended to be of comparable accuracy and we shall 
attempt to appraise the computational cost of each adaptive strategy. The maximum 
number of nodes that was introduced in any base time step and the total CPU time are 
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presented as measures of computational complexity in Table 3. Contours of the density at 
r = 0.19 are shown for ail five solutions in Figure 10 and the grids that were generated for 
Solution 4 at r = 0.038, 0.076, 0.114, 0.152, and 0.19 are shown in Figure 11. 

As in the previous two examples, the mesh-moving strategy of Solution 2 does a 
great deal to improve the lesuH? of the static Solution 1 for approximately a five-percent 
increase in computational cost. Comparing the top two contours of Figure 10, we see that 
the resolution of the incident and reflected shocks is much finer with solution 2 than with 
Solution 1. Additional detail of the structures in the Mach stem region and of the contact 
discontinuities are present in Solution 2, but not in the nonadaptive Solution 1. Finally, 
Solutions 1 and 5 display more oscillatory behavior behind the incident shock near the 
upper boundary. This is undoubtedly due to our maintaining a discontinuity where the 
shock intersects the upper boundary. 

The use of refinement on a stationary mesh again does not give the dramatic 
improvement obtained by mesh moving (cf. the second and third contours of Figure 10). 
Initally the fine meshes were following the incident and reflected shock structures and 
better results were obtained; however, by t =0.19 refinement is being performed over 
much of the domain and two levels of refinement are not sufficient for adequate resolution 
(cf. Amey and Flaherty [6]). The combination of mesh motion and refinement depicted by 
Solution 4 in Figure 10 provides a marked improvement in resolution. The sequence of 
meshes shown in Figure 11 shows that the coarse mesh is able to follow the differing 
dynamic structures and that refinement is only performed in the vicinity of discontinuities. 
Initially, only one rectangular cluster is needed to follow the incident shock (cf. Amey 
and Flaherty [5]). As time progresses, two clusters are created in order to follow the 
incident and reflected shocks (cf. the upper three meshes of Figure 11). A third cluster is 
created as time increases further in order to follow the evolving activity in the region of 
the Mach stem (cf. the lower two meshes of Figure 11). 

Severe distortion of the mesh in the reflected shock region caused a static mesh 
regeneration to occur for Solution 4 at r = 0.162. The base meshes before and after the 
static regeneration are shown in Figure 12. Thus, Solution 4 demonstrates all of the capa- 
bilities of our adaptive procedure. The results presented in Table 3 and Figure 10 also 
show that Solution 4 provided greater resolution than the uniform mesh Solution 5 for 
approximately one-half of the cost. Solution 4 also shows many of the same characteris- 
tics as the solution computed by Woodward and Collela [32] using MacCormack's method 
on a 240 x 120 uniform grid. We were unable to compute a solution on such a fine mesh 
due to virtual memory limitations on our computer, however, we estimate that it would 
have used 14,400 nodes and 40,000 CPU seconds. 

The results presented for this problem demonstrate the power and efficiency of our 
adaptive techniques; however, we would have preferred to allow more than two levels of 
refinement and a finer base mesh. These calculations would have produced better resolu- 
tion of the discontinuities and other fine-scale structures that further demonstrate the com- 
putational advantages of adaptive methods relative to uniform mesh techniques. As noted, 
restrictions of our computing environment prevented us from doing this in a reasonable 
manner. We hope to perform these calculations in the future using a larger computing 
system. 

IV. DISCUSSION OF RESULTS AND CONCLUSIONS. We have described an 
adaptive procedure for solving systems of time-dependent partial differential equations in 
two-space dimensions that combines existing mesh moving [5] and local refinement [6] 
techniques. The algorithm also contains procedures for initial mesh generation and static 
mesh regeneration. It can be used with a wide variety of finite difference or finite element 
schemes and error indicators. 
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Figure 10.  Contours of the density at t =0.19 for Solutions 1 to 5 (top to bot- 
tom) of Example 3. 
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tion that was performed for Solution 4 of Example 3 at r = 0.162. 

We obtained computational results for hyperbolic systems of conservation laws by 
using our adaptive methods with a MacCormack finite difference scheme and using 
Richardson's extrapolation to furnish local error indicators. Our computational results on 
three examples indicate that mesh moving can significantly reduce errors for approxi- 
mately a ten-percent increase in cost relative to computations performed on stationary uni- 
form meshes. The use of local refinement without mesh moving provided increased 
efficiency relative to uniform-mesh calculations, although not as dramatic as those found 
using mesh moving. The combination of mesh moving aid local refinement provided reli- 
able results while costing significantly less than stationary-mesh calculations. Thus, the 
overhead associated with the dynamic data structures is less than the time to calculate a 
comparable solution on a uniform mesh. 

The results of Section III and others (cf. Amey and Flaherty [5, 6]) indicate that our 
mesh moving procedures perform better alone than with refinement This is because the 
projection of fine-mesh solutions onto coarser meshes reduces the errors at base mesh 
nodes and mesh motion based on controlling small or zero local discretization errors either 
fails or results in no movement. Erratic mesh motion can also occur with some techniques 
when movement indicators are small.   This topic is discussed in Coyle et al. [19] and a 
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possible remedy for one-dimensional problems is suggested in Adjerid and Flaherty [2]. 
Further experimentation and analysis axe being performed in order to determine the best 
way to combine mesh moving and refinement 

There are several other ways to improve the efficiency, reliability, and robustness of 
our adaptive methods. The 4.wient Richardson's extrapolation based error indicator is 
expensive and we are seeking vays of replacing it by techniques using p-refinement. 
Such methods have been shown [1, 2, 3, 8, 10, 16, 22] to have an excellent cost perfor- 
mance ratio when used in conjunction with finite element methods. An appropriate error 
indicator or estimator can be used to control a differential refinement algorithm, where 
different refinement factors (i.e., other than binary) are used in different high-error clus- 
ters. If the error indicator is capable of providing separate estimates of the spatial and 
temporal errors, as the present one does, then different refinement factors can also be used 
in space and time. We also hope to demonstrate the flexibility of our refinement pro- 
cedure by using it with a finite difference or finite element scheme for parabolic problems. 

The greater reliability and efficiency of adaptive techniques will be most beneficial in 
three dimensions. These techniques must be able to take advantage of the latest advances 
in vector and parallel computing hardware. Th? tree is a highly parallel structure and we 
have been developing solution procedures that exploit this in a variety of parallel comput- 
ing environments. 
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VORTEX FISSION AND FUSION 

Karl Gustafson 
Dept. of Mathematics, University of Colorado 

Boulder, Colorado USA 

Abstract. Vortex fission-fusion sequences are found in full Navier-Stokes 
flow at higher Reynold's numbers and higher aspect ratios. Some of these 
represent transient bifurcations whereas others persist, indicating Hopf bifurca- 
tions in the final states. Such s nuences appear to be initiated by a sublayer 
viscous-inviscid bursting effect caused by a wall-eddy development near a 
separation point. Parity rules and the relative proximities of provocation points 
and obstructions play fundamental roles in the further evolution of the vortex 
shedding and coalescence dynamics. As intensities drop off sharply in the secon- 
dary structures, numerical resolution considerations become paramount. For 
the latter a new multigrid localization procedure currently under development 
has proven to be remarkably robust. 

1.  INTRODUCTION 

Recent studies ^see Benjamin and Mullin [l]. Cliff and Mullin (2), Bolstad and 
Keller [3], and the references therein) have been concerned with questions of 
flow multiplicity higher than previously expected in the Taylor Problem of flow 
between rotating cylinders. For the most part these studies consider steady cel- 
lular flows at Reynolds numbers reasonably near those at which the Taylor vor- 
tices appear.  Quoting 

"(1, p. 219] A prime contention of the previous discussions has been 
that although the realistic hydrodynamic problem modelling the 
Taylor experiment is yet unsolved in closed form, it must have a 
high multiplicity of isolated solutions when R lies well above the 
quasi-critical range wherein Taylor cells are first easily demonstrable 
by standard flow-visualization techniques. 

"[2, p. 256) A striking feature of anomalous modes, particularly those 
w<th a larger number of cells, is the distortion of the cell boundary 
adjacent to the anomalous cell." 

"[3, p. 16] A new phenomenon is ... the splitting of the extra vortices 

Into two smaller vortices." 

Re [1], while admitting that I have only recently become aware of these recent 
new higher multiplicities found for the Taylor problem, nontheless I would first 
like to advance here the hypothesis that in some cases the end effects in the 
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Taylor Problem imply even higher multiplicities that just haven't been found 
yet, in some situations infinite multiplicities. All of this depends on the exact 
experimental or numerical model employed, but when a corner with no slip con- 
ditions prevailing is encountered, or a corner with slip conditions on one side 
only, e.g., an intersurface separation interface, and when the angle is not too 
large, one should expect an infinite set of smaller vortices descending into it. 
An example of a sequence of ten of these that we have found in a corner will be 
given below. 

A second thought I advance here is that the existence of higher multiplicities in 
real flow depends more on certain "parity rules" established by the fluid during 
its actual dynamic evolution, than on the bifurcation parameter homotopy 
arguments ibllowed in [1,2,3]. The latter "homotopy model" is a valuable tech- 
nique in connection with the numerical continuation methods used in [l,0,3j to 
enable the tracking of the "full" bifurcation diagram as, say, the Reynolds 
number Re or the aspect ratio A is varied. But in the end it would appear 
to be limited to the analyses of the steady flow equations and can thei.fore gen- 
erate mathematically valid but physically spurious solutions. I will illustrate 
below the development of such a "parity rule" structure governing a full 
Navier-Stokes flow. Moreover, as will be seen, the parity rules explain the cell 
boundary listortion referred to in (2). 

Finally, I will illustrate the mechanisms of the splitting of vortices into smaller 
vortices. This can occur [6] as a function of the varying of the key parameters 
(e.g.. Re, A) of the problem in a steady flow as in (3) but more in-erestingly is 
found to occur dynamically [6,7] in unsteady flow, with both splitting and 
coalescence sequences found. 

2. END EFFECTS AND CORNER VORTEX SEQUENCES 

As pointed out in [2, p. 257], the anomalous modes are not surprising, should be 
expected, and are due to the end effects on the Taylor annulus. 

Tn [4,5] we concentrated on finding similar "anomalous modes" for corner flow in 
a driven unit cavity, and thus far have succeeded in finding twenty of them. 
There are (mathematically) an infinite number there, although (computation- 
ally) they will, depending on the precision carried, drop into the noise level 
because their intensities fall off OflO-"1), and (physically) experimentally only 
three or four at most have been seen. For full details about this interesting 
problem see [8,9]. Here are the first 10 corner modes reported in [l], measured 
both by stream function intensity 0, and in terms of the zeros z, between 
them on the 45°   diagonal angle bisector extending out from the lower left 
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corner of the cavity. There are such vortex sequences in other cavity corners 
but we will omit ditcussiou of those here. The sign changes on the i^, intensi- 
ties are in accordance with the parity rules I will discuss next. 

Local Maximum Stream 
Function Inu Loity 

Stream Function Zero 
Measured Alom: Diagonal 

1.0006X10 
-2.232X10 

-i 

-i 

-11 

-15 

-2-1 

6.165X10 
-1.703X10 

4.71 XIO-20 

-1.30X10 
3.59 XIO"29 

-9.93X10 
2.75 XIO-38 

-7.59 X 10~43 

-34 

6.97X10" 
4.205X10 
2.534X10 
1.536X10 
9.247 X10" 
5.602 X10" 
3.370X10 
2.010X10 
1.236X10 
7.421X10 

-3 

-4 

-5 

-9 

-10 

-11 

-13 

3.  PARITY RULES AND PROXIMITY LIMITATIONS 

As pointed out in [3, p. 4]. the demonstration of additional "hidden" vortices 
remove all diUiculties with "wrong" odd numbers of vortices found in previous 
experiments. 

Such "hidden" very weak vortices are known in the aerodynamic literature as 
"ornamentation" vortices. I preferred the term "intermediating" vortices in [8] 
to indicate that they are not ornamental in any sense of the word but are in 
fact topological necessities to the flow. Aerodynamics is characterized by open 
regions and often the smaller vortices do indeed flow away, but in a closed (low 
such as the Taylor geometry of [1,2,3] or in the cavity geometry of [6,7] they do 
not disappear once they have managed to enter the llow. Whether or not they 
can enter appears to depend not only on their parity but also on the proximity 
of their potential development region to ends, corners, walls, and even to inter- 
surface separation lines. Here are some details of their evolution as reported in 
[6,7]. Note that the deformed cell contoure occur very naturally in terms of the 
parity signs plotting along their boundaries. 
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Figure 1.     Separation Region "Lubrication" Dynamics 

(a) Fission  into 3,  almost 4,   tertiary oddics   for "self- 
lubrication". 

(b) Right "corner lubrication" begins,   to continue the 
energy cascade. 

(c) The  last  two eddies report   in.  causing "temporary 
mass confusion". 

(d) "Final Resting Place",  as  the  basic   final  flow 
topology  is determined. 



2 sec. 12 sec, 34 sec. 

46 sec. 57 sec 360 sec 

Figure 2. Wall, corner, provocation, separating, and intermediating 
effects in cavity flow dynamics. 
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Figure  3.     Final wavyness of vortex dynamics at    Re -  10000    in a 
cavity of depth    2. 
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4.  INTERMITTENT BIFURCATION AND HOPF BIFURCATIONS 

As can be seen from the above. Figures 1, 2, 3, for full Navier-Stokes flow at 
Re = 10.000 and in a depth 2 cavity, there are many intermittent bifurcations 
(e.g., wall bursting, the splitting-coalescence sequences) that appear during a 
dynamic development of a flou. These must be taken into account in any 
attempt at any physically correct understanding of any final steady flow bifur- 
cation diagram. Some of these sequences are transient, thus "ornamental" in 
one sense, yet their temporary existence is absolutely essential in the "mediat- 
ing" of the development of a final flow pattern. 

The full flow history (see [6.7]) of the Re = 10,000 cavity dynamics indicates 
that the repeating pattern at the left midwall represents a final periodic solu- 
tion. Our results thus imply the existence of a Hopf bifurcation, for flow in a 
depth 2 cavity, at some critical Reynolds number Re strictly between 2000 and 
10,000. One should distinguish this Hopf bifurcation of the discretized equa- 
tions from a claim for the cases of the continuous equations and the actual phy- 
sics. Moreover, the aspect ratio A ■ depth/width enters as a second bifurca- 
tion parameter of considerable importance. That is, holding Re ■ 10,000 as 
studied in [7], from [6,7] there is indicated a Hopf bifurcation at some critical A 
strictly between 1 and 2. A recent study [10] found no periodic solution for flow 
at  Re = 10,000 in a unit (A = 1) cavity. 

In addition to the pronounced oscillation on the left, we noted also very small 
tertiary nonstationarities at three points along the right wall: (i) just below the 
upper right corner, where there earlier was a definite tertiary eddy; (ii) just 
below the right midwall. where the fluid separates into the upper and lower 
regions; (Hi) at the top of the lower right corner eddy, see Figure 3. Whether or 
not these represent minor numerical or fluid instabilities or very small tertiary 
features of a periodic final solution is a further interesting question. One 
would imagine a first Hopf bifurcation at some Re, in which the flow would 
settle into an oscillation tracking the principal separation point movement on 
the left wall, and then higher critical Reo, Re3, Re^, at which one or more of 
the just mentioned three tertiary features may maintain itself into the final 
state. 

5.  SOME NUMERICAL CONSIDERATIONS 

Due to the multidirectional nature of the unsteady flow dynamics in a cavity, 
any incorporation of upwinding could result in a computational quagmire and 
would likely distort the unsteady flow transient details. On the other hand, in 
employing a forward Euler-MAC scheme as we did in (6,7|, care is needed in 
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choosing the discrete steps 6t, 5x, and 6y to assure both stable time integra- 
tion and adequatr spatial resolution of the dynamics under consideration. We 
required that the ratio 4{5t)v/{6xy not exceed a critical value K(//), where we 
have taken trx. = 8y. Because the equations are nonlinear, K(i/) must in gen- 
eral be determined experimentally by simulation runs on a coarse grid. For 
example the value v = 0.01 yielded K{u) «s 1.0, while u = 0.0025 yielded 
K{u) »0.36. Our experiments with K(^) indicated that K(^) —»■ 0 as i/ —► 0. 
in a nonlinear way. Instability, when it occurred, manifested itself first in the 
downstream left lid corner, resulting quickly in a subsequent dissolution of the 
primary vortex accompanied by a rapid buildup of large pressure gradients. A 
well established primary vortex appeared to guarantee stability thereafter. 

Proper resolution of boundary layer effects at high Reynolds numbers requires in 
general very fine discretizations. However, the flow velocities near the midwall 
and corner vortex structures are considerably smaller than thi driving velocity. 

For Re = — = 10,000, at the final time t = 360 seconds the effective local 

Reynold's number in the left midwall region was found to be about 

(Re) effective —  < lÄiflii ~ 1000 
V       m   (lO"4) 

Examination of the velocity matrices during the whole time history revealed 
corresponding or smaller values of (Re)effectlve in the neighborhoods of all 
secondary vortex structures. In particular, the transient wall vortex separation 
dynamics, i.e.. bursting and separation point movement on the left wall, would 
appear to be accurately resolved. 

To obtain the very high resolution steady Stokes flow corner subvortlces (20 of 
them thus far) found in [4,5], care to avoid underflow and to maintain good sub- 
domain residuals required several innovations on the FAC mulligrid schemes. 
Roughly, the additional considerations arise in accurately passing information 
back and forth from local to global grids when treating a problem which is 
biharmonic rather than harmonic. Challenging and interesting investigations of 
several proposed N-Processor (e.g., Hypercube configuration) algorithms for 
simultaneous subdomain computation present themselves in this context, 
although we have not yet launched such a study. 

6.   OTHER GEOMETRIES AND APPLICATIONS 

In another paper presented at this conference, Ghoniem [ll] reports similar stu- 
dies by a different method on another model, that of flow over a backward fac- 
ing step.   From our discussions at this conference, it would appear that our 
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results and those of Ghoniem et al. [11,12,13] support and indeed reinforce the 
conclusions found separately in each of the two geometries. 

Vortex splitting dynamics with properties very consistent with those that we 
have found have been recemly observed physically in unsteady flow over airfoils 
[14]. Our methods could be applied to those and other geometries (e.g., corners 
of arbitrary angle, and effects, general obstructions) by means of new high reso- 
lution grid generation mapping schemes utilizing the same elliptic solver tech- 
niques described herein. Other future work includes a better understanding of 
the mechanisms under which higher multiplicities and cell boundary distortions 
develop in a flow, and in particular how such dynamical features depend funda- 
mentally on the new parity rules that we have reported here. 
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INCIPIENT SINGULARITIES IN THE JAVIER-STOKES EQUATIONS 

Alain Pumir & Eric D. Sigga 

Laboratory of Atomic and Solid States Physics 

Cornell University 

Ithaca, NY 14853 

In this paper, we examine one of the challenging phenomena in 

3-dimensional incompressible fluid dynamics, namely the streching of the 

theoretical difficulties. Mathematically, it has proven to be impossible 

so far to show that the solutions of the 3-dimensional Navier-Stokes 

equations do not blow-up when the viscosity is very small, even in the 

absence of any external forces. In this respect, the 2-dimensional 

situation is simpler, due precisely to the absence of any vorticity 

streching. We report here several results, which suggest that solutions 

to the fluid equations can get close to a finite time singularity. Our 

constructions proceed as follows. In a first part, we study several 

models for the evolution of vortex filaments, in an inviscid fluid. The 

results suggest that vorticity blows-up in a finite time. We then try 

to reconstruct from the filaments solutions a solution of the Euler equations, 

by using asymptotic techniques. Finally, we consider the role of viscosity. 

It is argued that viscosity is barely able to prevent the collapse. 

A reasonable model for the evolution of a slender vortex filament 

describes a vortex tube by a curve, with an internal degree of freedom, 

the core, size. The evolution equation reads 
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dr(Q,t) 
dt ATT 

dr(0Vtl       (r(0)t) _ r(0,>t;) del 

j     ((r(0) - r{e'))2 + o{o)2 + a(ü')2)3/2 
f 

jo ds/dol = cst 

Where o measures the core-size of the slender tube, and acts as a cutoff. 

Equation (1) can be rigorously deducted in the limit of an infinitely thin 

tube (namely, o << r , where rc is the radius of curvature of the filament) 

In what follows, it will be referred to as the Biot-Savart equation. 9 

denotes a Lagrangian parameter, and s is the arclength along the curve. 

The equation for the core-size, (2), insures the local conservation of 

volume of the vortex tube. We emphasize that it is an approximation, 

applying when the time scale of the evolution of the vortex filament is 

large compared with the time scale of the internal dynamics of the core. 

With these assumptions, the vorticity scale is l/o2. 

Starting from a simple, non planar curve, a pairing occurs and leads to 

a smooth curve composed of two anti-parallel filaments^). This new 

curve stretches very rapidly and generates smaller and smaller scales. 

Typically, two anti-parallel arcs of filament grow like two anti-parallel 

expanding circles, until an instability develops, and folds the curve into 

smaller pieces. These smaller pieces start stretching, and the process 

keeps repeating itself. The radius of curvature is always significantly 

larger than the core size, and the distance between the two filaments 

remains of the same order as the core-size. The minimum of the square of 

the core size decreases according a linear law: o2 ■ (t*-t), suggesting a 
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divergence of the vorticity like l/(t*-t) (with possibly logarithmic 

corrections)^). This result also follows from naive dimensional analyse 

of the vorticity equation. Various local approximations to the Biot-Savart 

formula have been derived and suggest that the singularity found for 

Biot-Savart is very robus*;, at least within a filament approximation. 

The fact that, in all numerical simulations, the ratio e:=a/rc is small 

allows us to look for solutions of the Euler equations by an asymptotic 

expansion, in powers of e. We observe that the two paired filaments look 

locally like a 2-dimensional dipole. Such dipoles are known to be very 

stable. The zeroth order solution in powers of e is constructed with an 

exact dipole solution of the 2-D Euler equations. Various corrections 

come in at higher order. Our asymptotic formalism allows us to recover the 

equations resulting from local approximation to the Biot-Savart equations. 

However, we are unable to rule out a systematic deformation of the basic 

2-D dipole, that would make the filament approximations inappropriate. 

Even so the reason why the core could be destroyed is rather subtle. 

If the collapse does proceed at least partway, according to the 

Biot-Savart approximation for an inviscid fluid, it is not obvious that 

the viscous effects can prevent It'". The viscosity, which is commonly 

believed to wipe out any perturbation smaller than a dissipation scale can 

play a subtler role in this problem. A naive expression for the core size 

in the presence of viscosity is: 

(3)     do2/dt = v-a2d£n(ds/d0)/dt 

The first term in the right-hand side of (3) represents fattening of 

the core due to viscous diffusion. The other term is due to the stretching; 

a crude estimate of it leads to: o2d£n(ds/do)/dt » rxf(o,rc), where f is a 
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dimensionless function of the characteristic lengths, a and rc> say.    As 

v and r have the same dimension and the ratios between the different lengths 

do not vary much,  (3) can be approximated by da2/dt = v-r x cst.    On the 

basis of this naive argument, the viscosity may not be able to prevent 

the collapse.    A more rigorous analysis of the strained 2-dimensional 

Navier-Stokes equations confirms that the usual Laplacian dissipation is 

only marginally able to control the stretching. 

A complementary numerical simulation of the full fluid equations allows 

one to identify different ways the core can be destroyed.    When e  is not 

small enough shocks may appear on the tube, or the core can be deformed 

into thin sheets, that roll-up.    Such mechanisms are the most likely 

impediments to the collapse^'. 

In any case we have worked out a situation where some strong stretching 

effects do occur.    Whether or not the stretching leads to a singularity 

has not been proven by our study.    The relevance of our particular flow to 

the experimental  situation is rather unclear.    This study, however,  sheds 

some light on an important feature of 3-dimensional,  incompressible 

hydrodynamics. 
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Finite eleaent approximation of a 

reactlonrdiffualon equation 

Part II:  Approximation of the spontaneous bifurcation 

and error estimates uniforn in tine. 

Sat Nam S. Khalsa 

Department of Mathematics 
Iowa State University 
Ames, Iowa  50011 

Abstract. The initial-boundary value problem for a reaction-diffusion 
equation 

(*) u  -G(L,u), 0 < x < I, u(0,t) - u(l,t) - 0, t > 0, 

G(L,u) - 4L2u(u-b)(u-l)t 0 < b < 1/2, 

was  recently analyzed  by Conley and Smoller.    We study  the  large time  behavior 
of  the semidiscrete finite element approximations,  with interpolation of  the 
coefficients   in  the nonlinear  terms.     In Part  I we  have established  that  the 
properties of  the semidiscrete approximations are completely analogous to 
those of  the solutions of  (*), and the asymptotic,  as    t * -, optimal order 
convergence has  been proved.    In this paper we approximate the "spontaneous 
bifurcation (with L as a parameter) for the steady-state problem.    For the 
semi-discrete  approximations of  (*) we establish error estimates  that  hold 
•iniformly on the infinite  time interval 
incompatible  initial data. 

IV-). 0 > t   ,  for nonsmooth or 

♦Research sponsored by the Air Force Office of Scientific Research,  Air Force 
Systems Command,  USAF,  under Grant Number AFOSR 84-0252.    The U.S. Government 
is authorized  to reproduce and distribute reprints  for governmental  purposes 
notwithstanding any copyright notation thereon. 
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I.   Introduction. 

We are  interested in numerical analysis of the nonlinear reaction- 

diffusion equation 

Ut " Uxx "G(L»u)»  0 < x <   1,  t  > 0, 

u(x,0)  - u0(x),  0 < x <  1, 

u(0,t) - u(l,t) -  0,  t  > 0. 

(1.1.a) 

(1.1.b) 

(1.1.c) 

which  is  a  paradigm example of nonlinear  phenomena  such as multiple  steady 

state  solutions  and bifurcation in mathematical   biology. 

The  corresponding  steady-state  problem is 

u      -G(L,u) -  0,  0  < x <  1, xx ' ' ' 

u(0) - u(l)  - 0. 

Here 

(1.2.a) 

(1.2.b) 

G(L,u) - 4L u(u-b)(u-l), 0 < b < 1/2.        (1.3) 

The conti'iuous problem was analyzed by Conley and Smeller and [2] and Smeller 

(10). Their result is 

Theore« 1,1  [10, Theorem 24.13). Let G be defined by (1.3), and let 

L > LQ. Then there are exactly three steady-state solutions 

ui   €C", i - 0, 1, 2 of (1.1.a), (1.1.c): 

0 = ".(x) < u  (x) < u2(x) < 1,   |x|<J;   u-,    and    u»    are attractors  for  (1.1.a), 

(l.l.c);   and  the  linearized operators    QQ    and    Q2, where 

Qk - d2/dx2 + gk, gk(x)  - C'(uk(x)), k - 0,   1,  2, 
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together with the boundary conditions (1.2.0), have only negative 

eigenvalues.  Qj  has precisely one positive eigenvalue, and u,  has a 1- 

dlmenslonal unstable manlf IJ which consists of orbits connecting u,  to each 

of the other rest points.  Initial data u(x,0) which satisfies 

u (x) < u(x,0) < u (x) (resp. 0 < u(x,0) < u.Cx)) on |x| < 1 is in the 

stable manifold of u* (resp. 0). 

The problem (1.1) is discretized in space [4) by the finite element 

method with the interpolation of coefficients for the evaluation of nonlinear 

terms, the so called "product approximation". 

For I - [0,1]  let H8 - H8(I), ttj - H^ 0 H8, for s real, and 

00       00 

L > L (I) be the usual Sobolev spaces with the norms 1*1  and 

IM* .  respectively; if s - 0, we write  I»!- - 1*1. 

Let  A ■ {0 - x- < x. < ... Xj^. - 1}  be a partition of 

I - [0,1].  Set I - Üj.jixJ. ha " *. ""j-i» J " l» •••• N + ! and 

h = max h .   It is assumed that as the meshes vary they are quasi-uniform, 
Uj<N+l J 

i.e. max h h  < o, for some  a > 1.  Define the finite element space S. 

by Uj<N-H 

sj - MQ(A)= {V € C0(I) : v(0) - v(l) - 0. v 6 Pk(Ij), J - 1 Nfl} , 

where for any interval E ^ I, P|t(E) denotes the space of polynomials of 

degree < k restricted to E. Every interval I* « 1, ..., N 4- 1 is divided 

Into k subintervals Ix4.i+fi_i WI,»
X
4_I+I/I,1 » * " U •••! *» where the 

nodes within each I. are chosen to be the Gauss-Lobatto points. We relabel 

*1+i/k aS Vj+i' J ' 0' ^ ••'» N and 8et M " (N+Dk-l. 

Let Q  : g € H. + Q.g ^ S- be the usual interpolation operator defined 
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(Qhg)(x1) - g(x1), I - 0 M + 1. 

Then the continuous tine Galerkln approximation with the product approximation 

h. u (x,t) to the solution of (1.1) Is defined as a dlfferejitlable map 

u : (0,») ♦ S0 such that 

(uj.x) - -(vxx)-(QhGa.u
h).x). t > 0, x€ ij, 

(1.4) 

u (•,()) given In Sn. 

The corresponding approximate steady-state problem Is to find u € S^  from 

(ux'xx) + (QhG(L'uh)'x) " 0' x f sj. (1.5) 

If    4< (x),   1  -   l,   ..., M,     Is the usual  Interpolotory basis for    Sn,    then to 

compute  the solutions of (1.4) and (I.S)  one has  to solve: the problems 

M MM 
I u.   (f«tf«)  " - I  Mtitfl)  -    I    G(L,u  )(ij»   ,*   ),   j  -  1 M, 

1-1  1       1    J 1-1   l    1    J 1-1 l       l    J 
(1.6) 

u (0),  1-1,   ....  M    given. 

For    1-0,   1,   2    the  linearized discrete eigenvalue problems are to find 

v    €  S0    from 

„1/ hx      #h      .../Ih. 
-Bh(v  ,x) = <VX.XX) ♦  (ah

v   .X) - 

(1.7) 

X(h)(vh,x),  aj(x)  - QhGu(L.uJ(x)), x  € sjj. 

In [4] we have established the following result. 

Theore« 1.2.  Let G be defined by (1.3) and L > L-.  Then there exists 
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lu > 0    such  that   for    h < h« 

(1) The approximate steady-state problem (1.5)   has exactly three 

solutions u.   ^S-,   I - 0,   I.   2,  satisfying    0 E u    < u.  < u- <  1 + Ch      and 

ul-ujl1   < Chr Nl»!^»« i • 1.  2,  r - I k.        (1.8) 

(11)    u.      and    u„    are  the attractors,   and  the  linearized problem (1.7)  has 

only negative eigenvalues  for    1 ■ 0,  2;   u.     has   I-dimensional unstable 

manifold which consists of  orbits connecting    u.     to each of  the other rest 

points,  and  the  linearized problem (1.7) has  precisely one positive eigenvalue 

and  the  rest  negative  for    I ■ 1« 

(ill)    Let    u(xtt)    and    uh(x,t)    be  the solutions of  (1.1) and (1.4), 

respectively.     Initial data which satisfies    u (x) < u (x,0)    is in the stable 

manifold of    u0,   and  there holds: 
■ 

llm «u(»,t) -u (•,t)l1 < chr 'U2,r+2, r " 1 V"    ^l*9) 
t+€D 

Initial data which satisfies u (x,0) < u.(x)  is in the stable manifold of 

u.50, and there holds: 

lim lu («.Ol  - 0. (1.10) 

In [10] the "spontaneous" bifurcation (i.e., the bifurcation whereby the 

solution suddenly "appears" when a parameter, in our case the length L of 

the Interval, crosses a certain critical value) was analyzed for the steady- 

state problem (1.2). For the practical solution of our problem we can first 

find the stable steady-state solution u. as a limit as t + • of an 

appropriate solution of the time dependent problem. We then obtain the 

unstable steady state solution u. by following the bifurcation diagram. 
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The outline of  the  rest of the paper Is as follows.    In Section 2 we 

establish error estimates In the nuaerlcal approximation of the spontaneous 

bifurcation using general methods of approximation of nonlinear problems  In 

Brezzl,  Rappaz,  and Ravlart   [1]. 

In Section 3 we establish large time error estimates in the semi-discrete 

solution extending the  results in Khalsa  [5]   to take into account  the 

numerical  integration. 

Recently in Nanoranjan and Mitchell  [9]   numerical studies of the problem 

(1.1 .a)-(1.1.c) were carried out, using the  finite element discretization with 

the product appproximation,  and estimates for  the critical  length    LQ    were 

obtained.     In Larsson   [8]   error estimates on an Infinite time  Interval  in  the 

case of convex    f    were derived for a semilinear parabolic problem using 

plecewlse  linear finite elements.    The  results in  [8]  have been extended  [5| 

to the case when the solution being approximated  Is asymptotically stable, 

instead of  the convexity assumption on    f,  initial data is nonsmooth or 

Incompatible,  plecewlse polynomial finite elements  being used.    See  [5]   for 

other  references  and discussion. 

2.    Appro«l—tl<m of the apomtaoeou« blfmrcmtlom. 

Following   [10]  we  Introduce a parameter 

6 - u(l/2). 

where u is a solution of (1.2) 

Lemma 2.1 (10, pp. 185-190) (i) There exists a unique branch 

{L(S),u(S); Ü < S < 1} of solutions of (1.2) with 

LM(ß) < 0, 0 < 0 < 1. (2.1) 
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(II) There exists a unique 30 f (0,1) witri 

1/(1^) - 0. (2.2) 

(111) Set L - L(ß0)« 
Then (l«2) has one solution "Q = 0 for L < LQ, 

two solutions UQ and u.  for L ■ LQ and three solutions UQ, U. and ^ 

for L > LQ. 

We next rewrite the problems (1.2) and (1.5) in the operator form.  If 

T : H- * Hrt and T. : Hn ♦ Sn are the continuous linear operators defined, 
u   o      n u   u 

for f € HQ, by 

Tf - u € HQ if (ux,vx) - (f,v), 
v v 6 HQ, 

and 

Thf - u
h € SQ  if  (Vxx) - (Qhf,x),Vx € Sjj, 

then (1.2) and (1.5) are, respectively, equivalent to the problems to find the 

pairs (L,u) in * * H- and (L,u ) in * x SQ such that 

Lemma 2.2 

F(L,u) = u + TG(L,u) - 0, 

Fh(L,u
h) =  uh + ThG(L,u

h) - 0. 

(2.3) 

(2.4) 

(i)  F" = FCLQ."!) - 0 

(ii) DuF
0 = D^LQ.U^ - I + TD^LQ.U^ € TCHQ.HJ) , is singular and -1 is 

an eigenvalue of the compact operator TD G(L0,u ) with algebraic 

multiplicity 1. 
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(Ill) there exists a unique branch {(L(a),u(a)); |a| < a0,  for some 

a > U) of solutions of (2.3) in a neighborhood of the point 

2 
(LQ.U.),  where a • L(o) and a ♦ u(o) are  C functions given by 

L(a) - L- + C(a), 
0 

(2.5) 

u(a) - u0 ♦ n(aU0 ♦ v(c(a),o). 

Here ^(0) - n(0) - v(0,0) - 0, 

1        0 0 
HQ - Ker(DuF

U) ® Range  (D^) = V1 ® V2, 

♦o€Vr •♦O'I " >• v €V2- 

(lv) (L«.",) Is a turning point, In particular, £(a) has a local minimum 

at a - 0 and 

^'(O) - 0, r(0) > 0. (2.6) 

Proof.  (1) follows from (2.3) and Lemma 2.1. Next set 

a - ß - ßn. 
0 

Then the solution branch    {L(a),  u(o)1 -ß. < a <  I-BQ)    of  (1.2) provided by 

Lemma 2.1  Is clearly a smooth solution branch of   (2.3)  passing through 

(L   ,u  )    at    a * 0.      Differentiating (2.3) along this branch we find that 

0 ■ dl F0 - VW ^(0) * \*h'*i* ( (0)-    (2-7) 

Since by (2.2) -r^ (0) - 0, D F  is singular, and -1 Is an eigenvalue of the 
da u 

compact operator TD G(Ln,u ).  Let f be a corresponding eigenvector. 

Since all the eigenvectors of TD G^-.u.) are smooth we also have 
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X* i f + D^C^.Uj) « - 0, 

♦ (O) - (Kl) - 0. 

Since all eigenvalues of £ are simple, the corresponding eigenvalues of 

TD G(L ,u ) are also simple, and we arrive at (ii). 

The part (iii) follows from (i), (il) and the classical theory of compact 

operators. Finally, (iv) follows from (iii), (2.1) and (2.2). 

Using the Degree Theory [7] one can obtain from the above Lemmas 

existence, uniqueness and convergence of a branch {(L. (a),u.(a)); |a | < a^} 

of solutions of (2.4),. To establish the optimal rate of convergence we make 

an additional assumption (which can be verified numerically). 

Theorem 2.1 (i) Assume that (L0,u ) is a simple limit point of F, i.e. 

DLF ^ V2 ^ e<lulvalently» ^DtF »♦()) *  0» where ♦A € V.  and V, are as in 

Lemma 2.2. Then there exists a unique branch {(^(oO.u (a)]; |a | < a-.}  of 

solutions of (2.4) (or (1.5)) in the neighborhood of the branch 

{(L(a),u(a); |a| <an}.  This branch is of class C , and for all 

a €l**ar)ia(J and all integer m > 0 we have the error estimate 

IL^U) - L(n)(a)| ♦ l(uh)(B)(a).u(,")(a)l1 

(2.8) 

< C hr X luU,(a)l .,, U)t 

t-0 ^2' 1 |   • 9 *  f      K« 

0 h, 
(ii) There exists a unique nondegenerate turning point (L. tu.) of F.  in 

a sufficiently small neighborhood of (L^u.),  and we have the error 

estimate 

|L°-L0| + iuj-ujlj < C hr f lu^^a)!^, r - 1 k/2.9) 
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Proof. In [4] we have proved that 

l(T-Th)gl1 < c hriglr, r - 1, .... k, V g 6 Hr.   (2.10) 

By (i)-(lil) of Lemma 2.2 and (2.10) the assumptions of Theorem 3 In [1] are 

satisfied, and we have the existence of a unique branch 

{L (a),u (a)); |a| <. aQ)    and the error estimate 

(»)/_^ .(») h\(m)/_\ ..(**), L;^(a)-Lw(a)| + l(u
n)^(a)-uvnu(a)l1 

A 
<c I     l(T-Th) 2_.G(L(a),u(a))l , 

1-0       da 
(2.11) 

Hence (2.8) follows from (2.10), (2.11) and (1.2).  Using also (2.6), by [1, 

Section 4] there exists a unique nondegnerate turning point  (L. ,u ) of Fh 

in a sufficiently small neighborhood of (Ln,u ),  and by [1, Theorem 4] we 

have the error estimate 

n h l A1 

ll^-Lj  t  luj-u^j   < c    I   I  (T-Th)iTG(L(a),u(a))   |       1^(2.12) 
1-0 da 

Using again (2.10)  and  (1.2)  gives  (2.9). 

Remark.    Results in  [6]   imply optimal order error estimates in (2.8) and  (2.9) 

when the    H     norm of  the error is replaced by the    L^    or    L      norm. 

3.    Lmrge time error e«tl—tern for the pmrabollc problem. 

In this section we derive  large time error estimates for (1.4) where  the 

Initial data is in the domain of attraction of a stable steady-state 

solution    u*, where    u*    is    UQ    
or    H«    0ur «PP^oach is a modification of 

the one in  [3] where similar results have been proved without considering 

numerical  integration. 

We define  the linearized operator    L    and  the corresponding bilinear form 
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by setting 

Av - - v" - g'(u (x))v. 

ACv.w) - (v',w')-(g'(u )v,w), 

where g(u) | -G(L,u).  We assume that for some X. > 0 there holds 

A^vl2 < AU.v),   V v € HQ. (3.1) 

2 * Lenuna 3.1   [5]  (1)    There exists a neighborhood    N c H0    of u      and    a    with 

0  < o <  X      such that  If     u    Is a solution of  (1.1)  with    u(t   )   € N,  t    > 0, 

2 
then    u   £ Hn    exists for all    t > 0    and we have 

* -a(t-t0) 
lu(t) - u I.  < c e lu(t0) " u l2,   t > t0. (3.2) 

(11)    There exists    c - c(m)  > 0    such that 

lu(t)l       < c,      m - 1, 0,   .... t >  trt. 
cm 0 

(111)  There  exist    X - X(m)  > 0    and    c - c(m) > 0    such  that 

-X(t-t  ) 
lut,lm < c e ,  t > t0,      m - 0,   1,   2,   ... (3.4) 

Let    u - u(t)    and    uh - uh(t)    be the solutions of  (1.1) and (1.4), 

respectively.    Set 

g(uh) - g(u) - w(t)(uh-u), 

* l  1        * * 
w(t) - w(t)  - g^u ) - / / gM(u 4o(u+s(u -u) -u  ))do 

0 0 n 

•(u-8(uh-u)-U   )d8. 

(3.5) 

where 
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1 
w(t) - / g'Cu + s(u -u))d8. 

0 

We also set 

N.(u) - {v € L : lu-vl.  < 6} . 
o •       L 

Lemma 3.2 For any c > 0 there exists 6 - 6(e) > 0 such that for 

* - *       _ 
u €N6.2(u ) and u. € ^A/O^    we have uh ^ N6^u ^ and ••(•)••  < e. 

Proof.  Obviously, the lemma holds with 6 ■ «iT. 

Set 

e(t) - uh(t) - u(t). 

Lemma 3.3. Let tn be as In Lemma 3.1.  Suppose that for given e  with 

0 < e < A  we can find t > t (e) > t   such that for some t > t, the 

semldiscrete problem (1.4) has a solution u. (t), 0 < t < t ,  and for 

* 
t, < t < t  Lemma 3.2 holds. 

Then there exist y  - y{t) >  0 and h
n > 0 such that for h < h 

le(t)l < c^e       ^(t^l+h  ), tj < t < t ,   (3.6) 

-1/2 * 
le(t)lL < c2h    le(t)l, tj < t < t , (3.7) 

where the constant Ci  and C2 do not depend on h and  t 

Proof.  Following a standard procedure we set 

e - uh-u - (Uj^-P^) + (P.u-u) - 9 + p, 

where      P.   :   H. + S-    Is the elliptic projection defined by 

((P1v-v)x,xx) - 0, Vx € SQ.       It is well known that 
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«P1v-vll1 + h"
1 lIP^-vl < c h8 lvl8, Vv € HJ, 1 < s < k. (3.8) 

From (l.l) and (1.4) we have the equation for 6: 

(et,x) - -(9X.XX) *  {Qhg(uh)-g(u),x) -(pt,x).     (3.9) 

with    g  = -G(L,u).      Next write 

QhG(uh) -g(u) - Qh(g(uh)-g(u))  - (I-Qh)g(u), 

Using  (3.5), 

Q (g(u )-g(u)) - Q.wO+p) - Q wp + Qj^g'U )))e 

Qhwp + Qhwe -(i-Qh)g,(u )e + g(u )e. 

And  thus  (3.9)  is written as 

(et.x) ♦ (ex,xx)-(g,(u )e,x) 

(3.10) 

- (Qhwe+Qh«p-(i-Qh)(g(u) + g'fu ))-pt,x). 

Taking    x " 9. 

lit ,f*J + l,9
x
,2-<8,<u*)9.e)-<Qh«e.e) 

- (Qh«p-(I-Qh)(g(u) + g'(u )) -pt,e) 

Using (3.1). this reduces to 

iei ^- lei + x m2 - IQ..WI,   iei2 

at 1 n   L 

< (»Q^L   ip» ♦ ip^ "Hd-QjjXgCu) 
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■»• g'dl ))l) 101. 

Since  'Quli  " l| NU* < C and by Lemma 3.2  Iwl  < e, we have, setting 

Y - Aj - e, 

jj- (eYtiei) < c eYt(lpl+lptl 

+ l(I-Qh)g(u) + g'Cu*))! = c eY%(t), 

-       ^ 

or after  integration 

-Y(t-t   ) 
ie(t)i < c t leCtji + c /   e -Y(t-8) 

*(8)dS.        (3.11) 

1 

Hence we  conclude  that  altogether 

-Y(t-t   ) 
le(t)l   A ie(t)l  ♦  lp(t)l  < e le(t   )l  ♦ c sup^Cs) 

t1<8<t 

Taking into account (3.8) and the fact that (3.8) also holds for P.  replaced 

by Qh, 

-Y(t-t ) 
le(t)l < e      le(t )l + c h"" ' max  (lu(8)l   + lu (s)!. .). (3.12) 

1 t^s^t     * l 

Finally, estimating u and u  by Lemna 3.1, we arrive at (3.6).  By using 

the approximation properties of S and an inverse inequality (see e.g. [5]), 

we also obtain (3.7). 

Prom Lemma 3.3 we obtain In the same way as in [5] 

Theorem 3.1. There exist t. > 0, y > 0 and hn > 0 such that for h < hn 

-YU-t.) ... 
Iuh(t)-u(t)l < c(t     1 luh(t1)-u(t1)l + ti  ), t < tj. (3.13) 

The order of convergence for    u.(t])-u(t.)    depends on smoothness of 
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u(t) on [0,t |, which In turn depends on the compatibility and smoothness 

of the Initial data v. In particular, for v€H , o > 5/2 (in the absence 

of nonlocal compatibility renditions on v) we have [3,8] for any e  > 0 

-l+(5/2-e -ß) 
lu rs)«a < c s       l  . (3.14) 

t   ß 

By a slight modification, to incorporate the numerical integration, of a 

standard procedure we can obtain the estimate 

. t 
«u. (t)-u(t)l   <  c   «v.-vl + c h    {lv«n + /   lu  «„ds},  0<t<t,,l<ß<k+l. 

n n B      '        t B I 

(3.15) 

In order for the Integral In (3.15) to converge we must have 

ß < 5/2-e, e > 0.  We thus obtain from Theorem 3.1 

Corollary. Let v € H" o > 5/2.  Then for some t > 0, Y > 0, h > 0,  any 

e > 0, h < h0 we )i«ve 

luh(t)-u(t)l < c (e 
^(t"tl)v5/2-e . wk+l + Vi  ), t > t%,    (3.16) 

Remark.    By a modification,   to incorporate numerical integration,  of the 

argument in  [5]  one can also establish error estimates similar to (3.13), 

(3.16) for the gradient of the error and maximum norm error estimates. 

References 

[I]     Brezzl,  F.,  Rappaz, J., and Raviart,  P.    Finite dimensional 
approximation of nonlinear problems.    Part  II.    Limit  points. 
Math.,   37  (1981),  1-28. 

Numer. 

[2]     Conley,  C.  and Smoller,  J.     Remarks on th stability of  steady state 
solutions of reatlon-dlffusion equations.    In:    Bifurcation phenomena 
in mathematical physics and related phenomena, C. Bardos and D. 
Bessis,  eds., Reidel:    Dodrecht,   1980,  47-56. 

1171 



[3]  Johnson, C., Larsson, S., Thoraße, V., and Wahlbin, L. B.  Error 
estimates for spaclally discrete approximations of semlllnear 
parabolic equations with nonsmooth Initial data.  Preprint (1983). 

[4]  Khalsa, S. N. S. Finite element approximation of a reatIon-diffusion 
equation. Part I: Application of topological techniques to the 
analysis of asymptotic behavior of the semidiscrete solutions . 
Quarterly Appl. Hath, (to appear). 

[3]  Khalsa, S. N. S. Large time error estimates for spatially discrete 
approximations of asymptotically stable solutions of semilinear 
parabolic equations with nonsmooth initial data, (in preparation). 

[6]  Khalsa, S. N. S. A remark on the convergence of the perturbed Galerkln 
solutions of nonlinear problems,  (in preparation). 

[7]  Krasnoselskli, N. A., Vainikko, G. M., Zabbrelko, P. P., Rututchil, J. 
B. and Stecenko, V. Ja.  Approximate solution of operator equations, 
Walters-Noordhoff, Groningen, 1972. 

[8]  Larsson, S. On reaction-diffusion equations and their approximation by 
finite elements methods.  Thesis, Chalmers University of Technology 
Göteborg, Sweden (1983). 

[9]  Manoranjan, V. S., Mitchell, A. R. and Sleeman, B. 0.  Bifurcation 
studies in reaction-diffusion.  J. Comp. and Appl. Math. 11 (1984) 27- 
337. 

[10]  Smeller, J.  Shock waves and reation-diffusion equations, Springer- 
Verlag:  New York, 1983. 

1172 



HIGH RESOLUTION, MINIMAL STORAGE ALGORITHMS FOR CONVECTION 
DOMINATED, CONVECTION-DIFFUSION EQUATIONS 

and V. Ervin 
School of Mathematics 
Georgia Institute of Technology 
Atlanta, GA  30332 

W. Layton 
Department of Mathematics 

and Statistics 
University of Pittsburgh 
Pittsburgh, PA  15260 

ABSTRACT.  Several new methods for the numerical solu- 
tion of convection dominated, convection-diffusion equations 
are presented.  These methods are high accuracy methods and, 
in some cases, monotone schemes.  Further, they can be imple- 
mented in a way as to require only an asymptotically negligi- 
ble increase in storage over usual first order methods.  Thus 
they are promising candidates for vectorization.  Numerical 
experiments are presented and some error estimates, proven 
by the authors for these schemes, are reviewed. 

1.  INTRODUCTION.  In this paper we consider the problem 
of solving convection-diffusion equations, with dominant con- 
vection terms, by a high accuracy numerical method.  There 
are two problems which provide convenient: models for these 
effects, which we now consider. 

1.1.  The Model Problems, 
then we seek u(x,y), for (x,y) e 

Let fi c IR  be 
ft, satisfying 

a domain. 

-eAu + v1(x,y)ux+v2(x,y)u +g(x,y)u = q(x,y),   (x,y) 

u = 0 on 30. 

6 ft, 

(1.1) 

In the above, u typically denotes a concentration or tempera- 
ture that is convected through ft by the velocity field v{x,y) 
(VwV ), e > 0 is a measure of the diffusion effects relative 

to v, q(x,y) is a source and g(x,y)u represents a loss term. 
In many typical  applications E << |v| and we will particu- 
larly be interested in cases when (tha cell Peclet number) 
h|v|/2E << 0(1), where h is a typical meshwidth used by a 
numerical scheme for (1.1).  Boundary conditions other than 
Dirichlet are also possible.  We will focus on Dirichlet con- 
ditions for our exposition here. 

On leave from the School of Mathematics, Georgia Tech.  The 
work reported herein was partially completed while the second 
author was visiting the Math. Department of Carnegie Mellon 
University. 
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We also consider the 1-D version of (1.1), given by 

-eu" + f^u* + g(x)u ■ qCx),   0 < x < 1, u = u (x) , 

(1.2) 

u(0) = a,   u(l) = |. 

However, we consider (1.1) to be the basic model problem. 
Methods that can only be applied to the 1-D case are not 
interesting for the problems we have in mind. 

The algorithm we consider is a modification of the 
defect-correction method originally proposed by Hemker [29], 
[30].  It is extremely promising as a high accuracy, minimum 
storage algorithm for convection diffusion problems.  Before 
we introduce the method in Section 2 we now consider a few 
typical applied problems to which it could be applied.  We 
will then outline the criteria which we used to judge the 
potential success or failure of a numerical method applied to 
these problems. 

1.2.  Two Representative Applied Problems.  It is 
important to note that convection-diffusion equations fre- 
quently arise in more complicated contexts:  in systems of 
equations, nonlinear problems, complicated geometries, with 
reaction terms present, etc.  To illustrate this consider 
the following two examples: 

Example 1;  The Navier-Stokes Equations.  The stream- 
function-vorticity formulation of steady incompressible plane 
flow gives the following system of partial differential 
equations in a region Q  c Bl2 

-vAw + v, u) + V-OJ . ■ 0 

w ■ Aip, 

lwx 

Vl = v 

2-y 

rX 

(1.3) 

which consists of a convection-diffusion problem coupled 
with a Poisson equation. The velocity field v = (Vi'Vp^ 
to be determined as part of the problem. 

is 

Example 2;  Convection-Diffusion-Reaction Equations. 
Under the constant density hypothesis, the steady combustion 
of a laminar, premixed flame is governed by a system of 
convection-diffusion-reaction equations of the form: 

TliTT Auj + ÄV"* * ^{x'^'   * "~  Xf»*>/U» 
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The general combustion equations for a promixod gas 
consist of a nonlinear convection-diffusion-reaction system 
for conservation of energy and the various chemical species 
in the exothermic reaction.  These are coupled to the Navier- 
Stokes equations (Example 1) for the gas in which the reaction 
takes place.  Under the constant density hypothesis, we can 
uncouple the two systems.  For example, with constant velocity, 
in 1-D, with the constant density hypothesis, for a simple 
A -»■ B reaction for a steady premixed laminar flame, we have 
the system [32] : 

pv dx YA = 
d2Y, 

Le A dx - w 
dT 

pv d^ = TT + QAKAnA' dx 

nA = pYA exp(-NA/T), 

where p is the density, v the gas velocity, Y. the mass frac- 

tion of the reactant A, Le. the Lewis niimbe.r of A, T the 

temperature, Q. the heat released, N. the activation energy 

and Q. a preexponential factor.  These equations have been 

nondimensionalized. 

Even in the simplest type of reaction this problem 
already gives various numerical schemes great difficulties. 
This is especially true when the velocity, v, is not known 
exactly and may contain spurious oscillations. 

1.3.  Goals of Numerical Methods for the Model Problems. 
For a numerical method to show promise on the types of applied 
problems that occur in, e.g., the previous two examples, it 
must have several characteristics when used on the model 
problems (1.1)f (1.2).  These goals include (but are not 
restricted to) the following: 

(1)   It must be extendable to systen.s, nonlinear problems, 
etc., without severely degrading its performance. 

(2)   The stability properties must be independent of the mesh 
geometry, size and orientation, with respect to e and v. 

(3)   The method should have high accuracy at least in smooth 
regions.  This is especially important for problems in 
high dimensions as high accuracy reduces the number of 
points necessary to achieve a certain percent error 
and thus reduces the total storage needed. 
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(4) It should give oscillation free solutions without exces- 
sive artificial viscosity.  In combustion problems, 
oscillations in the velocity field can trigger premature 
detonation while excessive artificial viscosity can 
lead to flame squelching. 

(5) Storage requirements must be minimized if the method is 
to be useful for 3-D problems. 

(6) The method should be easy to implement using, as far as 
possible, readily available software. 

In the next section we will introduce a method that 
we feel satisfies the above six criteria, namely the modified 
defect-correction method.  In Section 3 we give some sample 
numerical results for the method.  We also compare it experi- 
mentally to a variant of the streamline diffusion method. 
We summarize in Section 4 the theoretical results that have 
been proved by the authors. 

1.4.  Other Approaches.  Exponentially fitted methods 
have been studied intensively for the problem (1.2) in 1-D, 
see Allen and Southwell [1].  For extensions of this work 
see, e.g., Kellogg and Tsan (17], de Groen and Hemker [6] , 
El-Mistikawy and Werle [9] and Berger, Solomon and Ciment [3]. 
These exponentially weighted schemes are frequently the best 
method for (1.2) but can prove to be costly, in particular 
for nonlinear problems in 2 and 3-D. 

Much less work has been done on numerical methods for 
the 2-D problem.  Kellogg [16] has shown convergence of the 
2-D Allen and Southwell scheme under assumptions on the vector 
field v.  Raithby [24] has considered a skew upwind scheme 
and Hemker [29] considers a scheme based upon a convex com- 
bination of the usual finite difference and finite element 
approximations.  Streamline upwinding has been considered by 
a number of people, Brooks and Hughs [5], Kelly, Nakazawa and 
Zienkiewicz [18] , and Nävert [23] , who analyzed a finite 
element streamline diffusion scheme.  With the exception of 
the 2-D Allen and Southwell scheme, these others do not, in 
general, converge uniformly in e in 2-D, Roos [25], and most 
do not even possess a discrete maximum principle!  A satis- 
factory, high accuracy method for the 2-D problems remains to 
be found. 

2.  ITERATED DEFECT CORRECTION. 
2.1. Basic Method. We now present the method in its 

simplest context. Consider (1.1), let ß be, e.g., the unit 
square, h = 1/N < 1, x, = jh, y, = jh (j = 0,1,...,N), 

v.. = v(x.,y.), ui. = u(x.,y.), etc.  Define the operator 

D+,D_,D0, by 
x x x  ■* 
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Du.  = h" (u. ., . - u. .) , 
x 13        1+I3   X]' Du.. =h  (u. . -u. . .) 

Dx E (2h'"1'ui+lj-
ui-lj,• 

The operators D ,D   tD   ,   are similarly defined.  Let us further 

introduce the notation: 

Ahu.. = (D+D'+ D+Dju..,    vhu. . ■ (D0u. .,D0u. .)u. ., 
13     xx   y y ID       ij    x i]  y 13  13' 

Ü    = interior nodes ■ {(x.,y.): 1 < i < N, 1 < j < N} 

F  = boundary nodes = { (C^y.) : 0 s j s N} u {(l^y^^) : 0 s j < N} u 

{(Xj^^O):   OsisN}   u   ((3C|#l)i   Osi<N}. 

The first step is to calculate the usual artificial viscosity 

solution U.. given by 

^„i. . ^ ,h„l Ut. + v. .»V U7. + g. .U7. = q. . f  (x.ry.) e fi 
13   -13    13   ^13 13   ^13'    13 

"ij " 0'   ««1^J £ rh' 
(2.1) 

where 

e  = h  nnax   { | v. . • (1,0) | , | v. . • (0,1) | }/2 
u ,   lfifjsN  "i■,        "J•:, 

Next an updated approximation is calculated via 

(2.2) 

Le0
EiJ = Rij'   (Xi'yj) e ^ 

EJJ = 0,  (x.^j) c rh 

U?. ■ üf. + E?-. 
13    ij    ID 

(2.3) 

(2.4) 

(2.5) 
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where 

L  U. .   =  -eA  U. .   + v. .»V   U. .   + g. .U. . 

We stop after  two or three iterations,   otherwise,   Hemker   [30], 
if ir  ■*■ u" then  L 0°° = q. .   and  U     is  the  highly  oscillatory, 
unsatisfactory central  difference  approximation. 

We will  further refine the basic method  in  §2.3. 

Notes 

(1) The above method extends readily to non-uniform 
meshes and more complex geometries. 

(2) Condition (2.2)  ensures that the discrete coef- 
ficient matrix is a diagonally semi-dominant M-matrix [26], 
provided g ä 0. 

(3) There are a number of other possible and promising 
correctors to use in place of L  .  For example, we may try 

e0   h 
the streamline diffusion corrector, L  », defined as follows: 
If e'5 

^v.grad,  -£ = £(£,, 

we define 

L  .w = -eAw - 6 —^ + v o Vw + gw, 

where 0 s 6 = 0(h).  When v is oriented with, or at 45° to, 

the mesh, L  x (the usual discretization of L  x) works well £ , o e, o 
see Sections 3 and 4.  Alternately, we may use the upwind 
approximation: 

La,3Wij -= -^Sj + Vi^^^K-l^w.^^^aw.^d^w.^.] 

+ v2(2h)'"
1I(l+ß)wij+1-2ßwi +(-l+ß)wij_1] + gw.j, 

where a, (3 are chosen to ensure that L  0 is an M-matrix.  We a, p 
mention, in particular, the choice of "optimal upwind para- 
meters" (p = h/e) 
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a - - 2/pVj^ + coth(pv1/2), 

I« - 2/pv2 + coth(pv2/2). 

Another possibility is to use different amounts of viscosity 

in different directions.  We replace L   by the central 
e0 

difference approximation to L    w = -e,w  - e_w  + v,w + 
^ Ei 'e2     1 xx   2 yy   1 x 

v-w + gw, where 

hv hv. 
e, s max{e, -j^-J /  e2 ' "»axie» -j^-)   . 

The use of L  is much cruder than these choices but 
eo it has the advantage of being independent of the velocity 

field v. 

Computational Complexity.  The discrete system of equa- 
tions (2.1) may equivalently be expressed in the form 

1 
A  U1 = q 2.7) 

0 

2   2 where (i) A  is an N xN banded matrix with main diagonal, and 
0 -1 

four off diagonals nonzero, and halfbandwidth equal to N = h 
T (ii) q = (...q )  is an Nxl vector.  Likewise the updated 

~       13 
solution (2.5) is given by 

A^ Un+1 = q + (A^ -A )Un ,   n » 1,2,...      (2.8) 
e0      *    E0 

The "best" method of solution for (2.7) and (2.8) is depen- 
dent upon the size of the linear system and the facilities 
available to the researcher (e.g., scalar or vector computer). 
Solutions of (2.7) and (2.8) via (a) direct methods and 
(b) iterative methods (e.g., conjugate residuals, conjugate 
gradient, S.O.R. etc.) are briefly discussed below. 

(a) Direct Method of Solution of (2.7) and (2-8)- 
Using a direct method the system of equations (2.7) is 
factored initially as A  ■ LU. Each iterate past the first 

0 
requires only a residual calculation, a forwardsolve and a 
backsolve.  Thus, the computational complexity involved in 

2  3 computing U ,U , etc., is negligible w.r.t. the amount 
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required to compute U , the usual artificial viscosity 
approximation. 

Since we only use A for a residual calculation we may 
2 e 

store it using only 0(N ) locations, which is also negligible 

additional storage compared to the 0(N ) locations needed to 
computer L-U decomposition of A 

0 
(b) Iterative Method of Solution of (2.7) and (2. 8j_. 

Iterative methods can be very efficient for the solutTön of 

(2.7) and (2.8) because we take Un as an initial guess in 

calculating U  .  Typically, only a few iterations are 

needed to calculate Ü   since we begin with a good initial 
guess.  The coefficient matrix, A , is a diagonally dominant 

M-matrix and thus such methods as conjugate residuals and 
(overrelaxed multilevel) Jacobi will converge nicely.  More- 
over the storage requirements are reduced significantly as both 
A  and A can be efficiently stored as five N * 1 vectors 

respectively. 

2.2.  4t Order Corrector.  Hemker [29J, [30], reports. 

based on "local mode" analysis, we can replace L in (2.3) 

by a 4  order corrector L , such as the nine point cross: 

~h 
L U. . 
E ID 

-^>ii 

-eZihU 
ID 

+ v. 
-J-D 

+ v. . 
"ID 

4 ij 

VhU.. 
ID 

+ g. .U. . ; 
ID ID 

+ g..U. ., yi] 13' 

1 <i,j < N-l, 

i or j = 1 or N-l, 

A).. 
4 13 = (12h2)"1(-U i+2j + 16U 

i+lj 
- 48U.. + 16U. 

ID i-lj 
- U i-2j 

-U. ._L. + 16U. . .. + 16U. . . - U. . _) 
ij+2     1D+1     J-D"1   J-D-2 

V^U. . = (4h)-;L(-U.^0 . + 4U.^, . - 4Ü. , . + U. ,. 
4 i] 1+23     i+lD    imXi 1-2D 

-U. .J.- + 4U. .J_1 - 4U. . , + U. . ~) , 
xj+2 1D+1    ID-1    ID"2 

and  expect    ||u-U4||    = 0(h4.). 

This  is  untested in practice but  appears  especially 
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promising as the implornentation of this higher order corrector 
can be achieved with very little additional work or storaye. 
Specifically, the associated corrector matrix A has nine non- 

zeros diagonals (which may^be efficiently stored as nine N *i 
vectors since we only use A  for calculating residuals) and 

the computation of the RHS of (2.8) only requires an additional 
4N scalar multiplications and additions. 

2.3.  Filter Step.  We have shown that (2.1)-(2.5) gives 
a good approximation away from the layers (even on a coarse 
mesh).  Experimentally, we observe that each iteration: 

(i) Outside of the layer the approximation improves 
(ii) The numerical boundary layer spreads. 

To avoid the spread of the boundary layer and yet still 
iteratively improve the approximation we modify (2.1)-(2.5) 

to include a filter step.  Specifically, replace R.. in (2.4) 
I 13 

by F(R..).  The filter step can also be inserted in (2.5) 

and gives the Modified Defect Correction Method, Hemker [30]. 
We are currently investigating several different filters and 
comparing performance. 

The order of the filter should be consistent with the 
accuracy of the method.  For example, if we use a fourth order 
corrector we apply a fourth order filter.  Specifically, for 

smooth w(x,y),  w  -  F(w) 

C 
Jl,m 

0(h4). In other words,   if  F(w..)   = 

AiLmWi+il,j+m'   then   for I -   (ei'e2) 

iae, ime. 
f(9)   =     C 

£,m £,m ■ 1 + o(|en 

as 0. 

3.  SAMPLE NUMERICAL RESULTS.  We now give some sample 
numerical results for the defect correction algorithm and com- 
pare them with a variant, studied by Ervin and Layton [12], 
of the streamline diffusion method of Brooks and Hughs [5]. 
To summarize these findings:  for simple model problems with 
constant coefficients or simple layer structure, etc., both 
methods yield good answers. The numerical experiments in these 
cases confirm the theoretical predictions as to their rates 
of convergence (see Section 4).  On more complex problems 
with multiple and interior layers, attractive type turning 
points, etc., the defect correction approach proved to be more 
robust and gave excellent  approximations — both qualita- 
tively and quantitatively.  On these complex problems the 
modified streamline diffusion approach was sensitive to the 
precise choice of the diffusion parameter, 6.  In some cases 
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oscillations appeared  near turning points  —  possibly  due  to 
a non-optimal choice  of  5. 

The modified defect correction method  extends  directly 
and easily to 2-D with excellent  results.     Extension  of  the 
streamline diffusion method to  2-D as a monotone  type   scheme 
is still an open problem and under investigations. 

Before we give  the numerical  results we will  introduce 
the  "adjusted" streamline diffusion method and discuss  some 
of the  filter steps  that have  actually been used  in   (2.4). 

3.1.     Adjusted  Streamline Diffusion Method.     Define,   as 
above,   3/3v = v » grad,   32/3v2   =   a/8vO/3v).     The  continuous 

*       , ™ ~ ,. g 
operator is defined via applying the operator (I - 6 g^-) to 

(4.1) and omitting the O(eö) (third order) term.  This results 
in the B.V.P. 

32      3 L  xw E -eAw - 6 —=• w + -—(w-figw) + gw e,6 3^2    3v 

= q-6^q  in«, (3#1) 

w = 0 on 3fi. 

Note  that L     . has  the  same   form as  L  ,  except  for  an   added e , o c 
streamline  diffusion  term.     Here  6  =  0(h)   is  picked  to attempt 
to ensure  that the central difference approximation  to   (3.1), 

L     -,   is  of monotone  type   (see   Layton  and Morley   [22])   once 
the  boundary unknowns  are eliminated  from the  linear   system. 

2%  ....__ ._  32 Define the usual 0(h ) approximations to T^.  : 

D+  = i(D+D+ + D"D~) .   D"  = i{D+D~ + D~D+) , 
xy  2V x y   x y''   xy  2V x y   x y'' 

Dxy m  eDxy + {1"e)Dxy  (0 ^ 6 ^ 1) , 

■ 

where 

D^u(xfy) = h":L(u(x+h,y) - u{x,y)), 

etc.  One 0(h) discretization of (3.1) proceeds as follows 
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The principle part, L  ., of L  , is given by 
c t o e , o 

Le,6w ' -(E+6vl)wxx - 26vlv2Wxy " (E+Öv2)uyy 

and is discretized bv; 

The remaining, lower order terms, in (3.1) are approximated 
by 

(i) upwind differences for terms premultiplied by 6, 
(ii) central differences for the remaining terms. 

This yields the discrete operator L rh 
e.6* 

Q   €   [0,1]   and 

6  ■  0(h)   can be chosen  point by point.     The   "optimal"  choice 
for stability of these  two parameters is not clear at  this 
moment,   see  Section  4   for more details. 

3.2.     Various  Filter Steps.     We have found  that  the 
method   (2.1)-(2.5)   is   fairly robust as  to'the  specific   filter step 
used.     For example,   in  the  results which we  are  now reporting, 
we  used a  clipping-filter on the  residual vector  R    ■ g-L U   : 

Calculate r and r      (mean  and standard deviation), o 
If   Ir.-rl 

Otherwise r 

> v set r. 

rj- 

0, (3.2) 

.n+1 by applying  one  step Hemker   [30]   proceeded by   filtering U 
of Jacobi   iteration  to  U using   the artificial  viscosity 
matrix.     Experiments are currently underway  with other  aver- 
aging operators,   Tchebyscheff  filters,  etc. 

3.3.     Numerical  Experiments.     We now give  some 2-D and 
1-D examples for the methods discussed above. 

Example  1. 

Leu  = -eAu + ux = g in ß ■   (0,1) x (0,1) 

u B 0 on  dfi. 
(3.3) 
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g = g(x,y,e) was chosen so that the true solution was given 
by 

1-x    1-y   -y 

u(xfy) = sin(nx)sin(Tiy) [e  e + e    + e e]. 

Note that u(x/y) has characteristic boundary layers of width 
0(/E) along the boundaries y = 0 and y = 1 and an outflow 
boundary layer of order e along x = 1, Echaus (7].   We 

tested the methods with h = Ax = Ay = N  , N = 8, 15 and 
-2 

e = 10  , so that the mesh was extremely coarse with respect 
to the O(e) outflow boundary layer. 

With L  as the correction operator, we found that, 
e0 

away from the layers, the defect correction method gave per- 
2 

feet 0(h ) convergence.  In the figures that follow we give, 
respecti' ely, the bilinear interpolant of the true solution 

and the appioximate solution and error plot at the 4 
iterate for h = 1/7 and 1/14.  It is interesting to note that 
the corners where the characteristic and outflow layers over- 
lap appear to be the most difficult arer«? to approximate u. 
The global errors and decay exponents ate given in Table 3.1. 

Table 3.1. Global errors in defect-correction approximation 
to (3.3).  Correction operator is taken to be 
artificial viscosity approximation to L  and no 
filter We»., used. e 

Max-Norm Error l.-Error 
Decay Decay 

Iterate N = 8 N = 15 Exponent N = 8 N=--15 Exponent 

1 .098 .086 .2 .039 .0o5 .17 
2 .087 .069 .37 .034 .027 ,35 
3 .079 .056 .53 .030 .022 .58 
4 .075 .053 .56 .027 .017 .68 

It is remarkable that the method seems to be converging 
(slowly) even in the layers and in the corners mentioned 
above.  This is not even predicted by the estimates in 1-D. 

We next tried to improve these results by using the 

streamline diffusion operator as the corrector, L  ., with 
E , 0 

6  • 0(h).  The improvement was dramatic and is summarized in 
Table 3.2. 

1184 



Table 3.2 Approximation solution of (3,3) using streamline 
diffusion corrector, no filter is used. 

Max-Norm Error 
Decay 

Exponent 

|  l2-Error 
Decay 

Exponent Iterate N = 8 N = 15 1 N = 8 N=15 

1 
2 

I 
.059 
.039 
.0^3 
.030 

.033 

.016 

.012 

.010 

.92 
1.44  1 
1.6 I 
1.7 | 

! .025 
| .013 
| .0082 
1   .0065 

.014 

.0044 

.0025 

.0020 

.9 
1.7 
1.9 
1.9 

The example (3.3) is the best possible for the streamline 
diffusion correction:  no grid orientation effects are present 
in the numerical model of (3.3) since the velocity field 
v = (1,0) is oriented with the mesh. 

Many more experiments must be performed in 2-D to vali- 
date the method and to test various correctors. 

The next example illustrates the advantage of applying 
a simple filter when using the defect-correction method. 

Example 2. 

-eu" + u" - u = 0 

u(0) = 1,   u(l) = 1 
(3.4) 

The filter used for this and the following 1-D examples was 
the clipping filter given in (3.2). 

With e = 10  and h = 1/10 and 1/20, the error and the 
decay exponents are given in Tables 3.3 and 3.4 for approxi- 
mations computed with and without using the filter, respec- 
tively. 

Moreover observe that after three iterations the approxi- 
mate solution obtained simply by iterating is beginning to 
oscillate about the true solution.  The filter step has 
virtually no effects on the approximate solution away from 
the layer.  It actually provides a very good answer up to 
the edge of the boundary layer. 

The following two examples illustrate the effectiveness 
of the defect-correction method (with filter) on problems 
involving complicated, multiple boundary layers, turning 
points and nonsmooth coefficients.  The equations (3.5)-(3.6) 
were taken from Pearson [31] so that an asymptotic solution 
was available for comparison.  A change of independent variable 
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Table  3.3.     Error and decay exponents  for   (3.4)   after  3 
iterations without using clipping filter. 

xn 

Error 
h  0.1 

Error 
h * 0.05 

Decay 
Exponent 

.1 .200E-3 .483E-4 2.05 

.2 .444E-3 .107E-3 2.05 

.3 .738E-3 .177E-3 2.06 

.4 .109E-2 .262E-3 2.06 

.5 .151E-2 .362E-3 2.06 

.6 .201E-2 .481E-3 2.06 

.7 -.161E+0 .620E-3 —— 

.8 .635E+0 .785E-3 ~ 

.9 -.121E+1 .281E+0 —» 

Table  3.4.     Error and decay exponents  for* (3.4)   after  3 
iterations  using the simple clipping type   filter, 

xn 

Error 
h = 0.1 

Error 
h ■ 0.05 

Decay 
Exponent 

.1 .200E-3 .483E-4 2.05 

.2 .444E-3 .107E-3 2.05 

.3 .738E-3 .177E-3 2.06 

•4 .109E-2 .262E-3 2.06 

.5 .151E-2 .362E-3 2.06 

.6 .201E-2 .481E-3 2.06 

.7 .859E-4 .620E-3 — 

.8 .762E-2 .785E-3 3.28 

.9 -.241E-2 .153E-2 0.66 
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was made to pose the problems on 0 s x s 1 rather than 
-1 s x s 1.  The boundary conditions for each equation was 

u(0) = 1,   u(l) = 2. 

Example 3. 

eu" + Ix-O.Slu' + {2x-1.5)Ju (3.5) 

Example 4. 

eu" + (2x ^x+O^S)^ + (2x-l)u = 0. (3.6) 

For the examples, e ■ 0.25E-4 and h = 0.01. 

In both cases the method yielded an approximate solution 
matching closely the asymptotic solutions found by Pearson 
[12] with the same qualitative behavior.  Boundary layers 
occurring at the endpoints of the domain-were contained to 
one mesh interval and internal boundary layers influenced 
no more than three mesh points.  The approximate solutions 
to (3.5) and (3.6) are illustrated in the Figures 6 and 7. 

Numerical approximations to the solutions of Examples 3 
and 4 were also computed using the streamline diffusion 
method described in §3.1.  This method also gave very good 
approximations but was more sensitive to the choice of h 
and 6.  Specifically for Example 3 with h ■ 0.01 the numeri- 
cal approximation contained a spurous oscillation, see Figure 
9,  however for h = 0.25E-2 the approximation's behavior agreed 
with that of the asymptotic solution, Figure 10. 

4 .  ERROR ESTIMATES FOR THE METHODS.  In this section 
we summarize the error estimates that have been proven for 
the modified defect correction method and the adjusted 
streamline diffusion method.  We consider the 2-D problem 
(11) and the 1-D problem (1.2). Here we assume that the 
coefficients of (1.1), (1.2) are smooth, g(x) 2: 0, the 
domain SI  is "meshlined" and e is small w.r.t. acceptable 
(outer) meshwidths. 

4.1.  The Adjusted Streamline Diffusion Method.  We 
begin by considering the method defined in Section 3.1. 
Special questions are associated with this method in 2-D. 
To isolate these issues, we focus our attention briefly on 

~     0 the principle part of L  -, L_ , and its approximation. 
C # 0    £ ^ 0 
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Since the principle part of L  * contains a cross-derivative 
G ^ 0 

terra, we examine its approximation carefully.  Recall that 

t* $*  -=   (-^6v2)uxx - 26v1v2u  - (e+6v2)u 

(L°,6)huij " -(^6V2)D2U - 26v1v2DÖ u - {cH^D^u, 

xy      * yy 

»,- (C+6v*)Ly. 

Here D  = D^D", D = D^D' and (L° x)  is defined on a uniform 
x   xx  y  yy  i.  • #• 

mesh  on  a meshlined domain ß   ,   see  Section  3.1  for more 
details. 

Theorem 4.1.   [see Ervin and Layton   [12]]. 

(i)   For  e   >   0,   6  ^  0,  L     *   is  an  elliptic operator. 

(ii)   For  0  <   e   <<   1,  6  2  0  and general  velocity  fields 
Y =   (v.,v2),   (L     .)     is  not a positive  type difference 
operator. 

(iii)   There does  not exist a consistent,  positive  type 
approximation  to L     ,   under the  assumptions of   (ii) .     D 

C / 0 

Nevertheless   (L     ,)     does  contain  interesting mathema- t»o 
tical structures — the interior discrete maximum principle 
holds for the operator: 

Theorem 4.2.  [see Layton and Morley [22; Thin. 1]]. 

Assume e > 0, 6 ä 0.  (L x)  is a (inverse) monotone operator 

on the interior nodes when the boundary conditions are 
homogeneous.  Thus, the interior discrete maximum principle 
holds. Ü 

We are currently working on extending Theorem 4.2 to 
the case of lower order terms, including a precise "prescrip- 
tion" for the proper choice of 6. 

In 1-D the situation is much clearer. Define, for 
xn = h,2h, .. . , (N-l)h, (h ■ 1/N) . 

Lc+6
ün i -(e+6nf2(V,Dxün + f ^n1 (1-6nf' ^J-6n^xn,, DxUn 

+(g{xn)-6nf(xn)g'(xft))ün = q-6nf(xn)q'(xn)     (4.1) 

ü0 = a'  UN ' ß' 
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where DU = (U ^. - U ,)/2h.  6  is chosen to satisfy tb x n    n+1  n-1       n * 
conditions: 

h|f(xn)||l-6n(f'(xn)+g(xn))| 

2|e+^ f (x )I 1   n  x n ' 

s 1,   6 = 0(h) (4.2) 

Theorem 4.3.  [Ervin and Laytcn [12]].  The discrete  ——*  

maximum principle holds for L .« provided (4.2) holds and 

g - 6 f g' ^ 0. ^n   n n^n 
(4.3) 

D 

We then have the global error estimate: 

Theorem 4.4.  [Ervin and Layton [12]].  Assume (4.2), 
(4.3) hold.  Then the error in (4.1) satisfies 

max  |u(x )-U | s Ch(e+6+h)  max lu'" (x) |. 
0<x si    n  n Osxsl 

n 

If c is small w.r.t h and f(x) ^ a > 0 we have 

(4.4) 

max  |u(xJ-U I s Ch. 
Osx si    n  n 

n 

In the above, C is independent of e. 

(4.5) 

(4.5) shows that the method converges linearly uniformly 
on [0,1] and (4.4) implies that when u is smooth in e 

2 
that the convergence is essentially quadratic 0(h +eh) .  The 
next result shows that we obtain this high rate of conver- 
gence outside of the layers even when u is singular in c. 
We assume that f(x) > a > 0 so that there is an 0(e) outflow- 

type layer at x = 1.  In this u^' (1) = 0(e"'-J) as e 0. 

Theorem 4.5.  [Ervin and Layton [12]].  In addition to 
the assumptions of Theorem 4.4, suppose f(x) > a > 0, and 
f(xJ-6   f(x >g'(xn)   - 6  f(xn)f (x  )   ^  a.     Then,   for nnnnn nn n 
0  s  x    <  1: n 

7 -2 1"Xn -2 *"** 
NxJ-uJ   s ChMl+h * expl-b -7-^]}   + Ceh{l+e  * expl-a ——i 

where  c  >   0   is   independent of  c,   h,   and  u,   b = min{a,   In   3), 
e0 - ^x(e+6nfn). 

n 
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We next consider the problem of estimating derivatives 
of solutions of singularly perturbed B.V.P.'s.     Thxs  is  the 
important problem as stress intensity  factors,  skin friction 
coefficients,   etc.   require knowledge of  these  terms. 

Theorem 4.6.      [Ervin and Layton   [13]].     Under  the  assump- 
tion s_öF~Tlviöreitr-T7F-wen:rivel 

t. 

uMxn)- n+1     n-1 
—2ir— 

5 1 lm*m 
s Ch^{l+h  ^expL-b -r-^]} 

e0 

■* 1~x 

+ Ceh{l+e~Jexp[-a —^1) . a 

Thus, away from the layer we can get good approximations 
via the usual methods.  At the layer at x = 1 (in our case) 
we require an exponentially fitted difference quotient. 
Under the assumptions of Theorem 4.6 define 

DUN . e"1!- 
| . t) 

n 
T^i -)f(l). 

l-exp[-f(l) A] 
x = l-O(h). 
n 

We then have that the relative error is 0(h) (as u'(l) = 

OU'1)) . 

Theorem 4.7.  [Ervin and Layton [13]].  Under the 
assumptions of Theorem 4.6.  Suppose x is chosen so that 

2 
1-x = 0(h) and |u(x )-U | = 0(eh+h ) uniformly in e.  Then 

u'(l)-DU 
Ni 

^T s C(h+e). 0 

The techniques used to establish these theorems involve 
a potpouri of arguments due to Gershgorin [15], barrier func- 
tion arguments following Kellogg and Tsan [17], maximum 
principle arguments used to validate asymptotic expansions 

of monotone 
and Varga [26], 

for B.V.P.'s, see Eckhaus [7], and the theory 
matrices developed by Bramble and Hubbard [4] 

We note that the "adjusted streamline diffusion method" 
we study is a finite difference interpretation of the finite 
element streamline diffusion method, proposed and studied 
by Wahlbin [27]# [28] for scalar hyperbolic equations, 
examined for hyperbolic systems by Layton [19], [20], [21], 
and Du, Gunzburger and Layton [8].  The finite element imple- 
mentation of this circle of ideas was analyzed for (1.1) by 
Nävert [23] and applied to fluid flow problems by Brooks and 
Hughs [5]. 
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4.2.     The  Defect-Correction Method.     Global error esti- 
mate s~TöF-theniodrTIed-de7ect~cörrecEIön method can be 
established  in  2-D and in  1-D in  a  similar manner to  Theorem 
4.4.     These  error estimates show that,   when the true  solution 
is  smooth uniformly in  e,   the error after k iterations  in 
the basic method   (artificial viscosity corrector,   second order 

2 k ^ defect operator,   nc   filter step)   is  0(h  +(e0-e)   ).     The  local 
error estimates in 1-D are more interesting as they give an 
idea of the spread of the numerical boundary layer from one 
iteration  to  the next. 

v 
Theorem  4.8.      [Ervin  and  Layton   [14]].     Let  U     =  u(x   ) 

^h n n 
be  the k       defect correction approximation  to the  solution 
of   (1.1).     Suppose that f(x)   ^  a  >  0,   g(x)   2  0 and that 
F =  I   (the  filter step is omitted).     Then,   for n = 0,1,...,N 

^V^n *  Ch2[l+eQ2exp(-a -^ )] 

1-x 
+ C(e0-e)k[l+eeQkexp(-a — n n 

+ Ch4[l+e~4exp(-b 
1-x n 

■Jl, 

for  n =  1,2,...,N-1, 

1 n' 

k k 
Un-H   un-l 

2H 
9 1 1"Xn 

i Ch   [l+e"Jexp(-a -—-^ 

-k-1 

)] 

1-x. 
+ C(e0-ep[l+ee0 exp(-a n 

)] 

A q 1"Xn 
+ Ch*(l+eQ  exp(-b —B )1. 

!u"(xn) - 
ün+l-

2ün+ün-l -4 

0 

1-x 
|   s  Ch2[l+e"4exp(-a -=r-^) ] 

1-x 
+ C(e0-e)k[l+ee"k"2exp(-a — 

A i 1"Xn 
+ Ch*ll+e~bexp(-b -F

il) ] 

n 
)] 

where b = min{a. In 3). 

The modified defect correction iteration can also be 
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implemented via a finite element type procedure.  This case 
was studied in Axelsson and Layton [2] where global error 

2        1 
estimates in L (ß) and H («) were proven. 
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A PLANE PREMIXED FLAME PROBLEM WITH TWO-STEP KINETICS: 

EXISTENCE AND STABILITY QUESTIONS 
Cl. Schnidt-LainS 

CNRS - Departement M.I.S. Ecole Centrale de Lyon 

69131 SCULLY Cedex - France 

Abstract : We consider a nonlinear differential system modelling a two-step 
reaction in a plane pranixed flame. The unknowns are two functions u and v 
(tenperature and mass fraction) and a parameter 5 associated with the burning 
rate. 

For the existence question/ we introduce a normalized problem which is first 
studied on a bounded interval. Upper and lower solutions induce a priori esti- 
mates which enable us to pass to the limit of a doubly Infinite interval. We 
obtain the existence of a solution, and we provide an explicit value for 6 
which is related to the L2-norm of w « u-v. 

Of special interest in the behaviour of the system in a neighbourhood of the 
space variable bound + ». An autonomous and 2  order homogeneous system ap- 
proximates it here, for which the bourviary condition 0 6 S" appears to be a 
degenerate fixed point. The problem is embedded in the more general framework 
of the stability of the equilibriun point 0 6 It for a second order hcmoge- 
noous system of dimension n. The hcmogeneity property allows to reduce the 
dimension of the system by means of a change of the unknowns and variable. 
The stationary points of the reduced system are usually hyperbolic, and their 
asynptotic analysis can be lift back to get a stability theorem. These results 
are illustrated by the analysis of the ocrobustion problem. For a special va- 
lue of a physical reed parameter, a bifurcation phenomenon occurs. 

I. Physical frarework 

In a recent paper [4], we Introduced a two-step Irreversible reaction for a 
steady plane flame, with chain-branching /chain-breaking kinetics : 

(1)   A+X^2X,2X + M-»'2P + M 

Radioed X is obtained in the production step, which has a very large acti- 
vation energy 6, and provides product P in the recombination step for which 
the activation energy is taken to be zero ; A is the reactant and M a third 
body. 

This two-step sheme is presented as an alternative to classical single-step 
kinetics and allows the description of a wider range of phenomena. 

The equations are derived in the stretcher4 flams zone, described by the one- 
dimensional space variable n / -00<ri< + *#by assuning a fast reocmbina- 
tion, i.e. that both production and recombination of radicals take place In 
the same thin zone. The system reads (see [4 p. 423]). 
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(2) u" -u ql r 6 (u-v)v e  + 6(u-v) 

( v" = r 6(u-v)v e 

and the associated boundary conditions axe : 

(3) u » - n + o(i) , v = - n + o(l) aa n ■* - ^ 
u ■ o(l) , v ■ o(l) as n * + a9 

The unknowns are positive functions u and v, representing tenperature and 
nass fraction of the reactant and a positive constant 6 , representing the 
burning rate. The parameters qi and qj eure the proportions of the total heat 
released in the first and second steps of the reaction, so that qi + qj = 1. 
Physical considerations require the recanbination step to be exothermic, so 
that q2 > 0 . 
Finally r is a positive parameter, corresponding to the ratio of the two 
reaction rates. The boundary conditions (3) are obtained by matching with 
expansions on either side of the flams sheet. 

The mathematical problem is the following : qi , qs and r > 0 being given, 
find two functions u > 0 , v > 0 and the constant 6 > 0 satisfying (2) 
(3). We refer to [4] for a nunerical treatment of this problem, leading 

to curves in the (r,6) - plane. 

It is particularly convenient for our study to deal with an equivalent formu- 
lation of the system involving the radical mass fraction w = u - v > 0. 

It consists of both systems : 

(4) v" 
w" 

r 5 v we     e 
-v    -M -qjrövwe    e    +6w 

and 

(5) Iu" » qi r 6(u-w)w je     + öw2 

w" ■ - qj r 6(u-w)v» e-11 + 6 w2 

together with the boundary conditions : 

(6)     ( v » - n + o(l)   , w ■ o{l) as n ♦ - " 
( v ■ od)  i w - oU) as n •* + " 

and 

( u = - n + od)  »w-oCDasn*-09 

( u ■ o(l)  # w - o(l) as n ♦ + " 

II. The existence question [1], [2], [5] 

Let us introduce the following problem in the x-variabl«, which is obtained 
from (4) by taking 6 equal to 1 t 
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(8) 

d v -v   -w 
d^=rvwe     e 

d w -v    -w ^    2 =-qrvwe     e     +w 

We consider this nonlinear system subject to the following boundary conditions : 

(9) v' -♦■ 0   as   x -*• + " 
w->-0   as   x-^ + oo 

together with the nomalization condition 

(10)       v(0) = 1. 

We prove the following theoran : 

Theorem 1 :   For any   r > 0 fixed, there exists a solution (v,w) 6 (C^CIR))2 

to problem (8),   (9), (10) such that 

(11)        0 < w < M   = q   r/e 

(12) v>0;v, <0;v-*- + »   as   x ■*■-'*, v •*■ 0   as   x-* + «'. 

Moreover, w 6 H2 (IR) and, as x •* - », v(x) = - )l(x - x ) + E.S.T., where 
x   6 1R and 
Q 

(13)   Ä-i |  wJ(x) dx-i ||w||2 L2(IR) * 

To return to the initial problem (4) (6), we make the transformation 

(14)   n = Mx - xo) 

Then (8) beocmes 

(15) 

d2v 

d2w 
d^" 

1 -v   -w 72    r v w e     e 

1 -v   -w L 1      2 -pqrvwe     e     +72 wz 

V 
and, as n * - "r v(n) » - n + E.S.T. Thus it is clear that (4)   (6) is solved 
by the pair (v(n) # w(n)) with 

(16) 6 ■ l/l1 

Therefore, we have determined 

(17) 6 = q2 /   w2 (n) dn . 

In [2], we give a detailed deronstration of nieorem 1. A sketch of the proof 
is the following : First, we exhibit positive upper and lower solutions of 
the problem in a formal way. Next, we oonsider the system (8) on a bounded 
interval [ - a, b] with suitable boundary conditions and we prove the exis- 
tence of a solution (v,w) in a closed convex set K, by a fixed point argument 
(the convex K involves the upper and lower solutions). We derive a priori es- 
timates in the C1 - norm as well as in tire H1 - norm. Finally, we let a and b 



tend to + a» , and prove the existence of a limit which solves (8) (9) (10). 
Properties (12), (13) appear as a "spin off" of the existence proof. An 
alternative proof by a topologlcal shooting method has been presented by 
S.P. Hastings, C. Lu and Y.H. Wan [3]. 

III. The stability question [5]y [6] 

Systan (5) can be rewritten in the canonical form : 

u' = p 

(18) 
p' = qi r 6(u-v)ve + fiw2 

w" = q 
-U q' » - q2 rfi (u-w)we * +6w

2 

for which 0 e H" appears to be a fixed point, derived fron the boundary 
conditions (7). By linearizing (18) about this point, It oomes 4 zero eigen- 
values ; such a degenerate fixed point requires more sophisticated treatment. 
Let us then consider the second order approximation of (18) near this point : 

(19) 

u' = p 

p* = q r 6(u-w) w + 6 w2 , 

w' » q 

q* = - qz r 6(u-w)w + 6 w2 

This system only contains quadratic terms and can be considered in the gene- 
ral form of second order homogeneous problem. 

So, we consider the problem 

d2X (20) dn' = X" = F(X) 

.n where X e H   and F Is a second order hcnogeneous function.-tfore precisely, 
we study the stability of the degenerate fixed point 0 6 m     of the autono- 
mous dynamical system : 

(21) x' 

y 

Y 
F(X) 

Thie homogeneity property allows to reduce the dimension of problem (21). By 
means of the change of functions : ' 

(22) x = TTxl yssTWP/2 

such that    (X,Y) -• 
6 3Rn x IR^ 

(Xiy) 
6 S""1 x TRn 

where 5°     Is the unit sphere of JRn , together with the change of variable 
defined by 

(23)        g-||x||1/2 1Z0S 



the reduced autoncnous dynamical system is the following : 

dx 
ds 
dx      ,  . ■sr = y - x(x.y) 

(24)  * ^ 
g=F(x) -|y{x.y) 

where ( . ) denotes the euclidian scalar product in ]Rn , and j |. 11 the 
associated norm. 

Then we prove existence of at least a oovqple of syrrtnetric fixed points of 
(24)   ; P. m (x. ,y.) e S11"1 x TRn and exhibit the mapping between trajectories 
of (21) and trajectories of (24)  ; an essential remark is that a trajectory 
of (24) provides by lifting a family of trajectories of (21), due to an ar- 
bitrary integration parameter ; the stability result is the application of 
the former property to invariant manifolds : 

Theorem 2 :   Let P   = (x ,y ) 6 S11"1 x ]Rn r n > 1 , be a fixed point of 
(24) I such that (x . y0)  < 0? I&n o   o 

(i)     The stable manifold VHP ) of problero (24) lifts to the stable ma- 
nifold VIs{0) of honogeneous problem (21). 

(ii)    dim Ws(0) » dim W8^) + 1 .     u 

The main interest of this result is that investigation of the stable mani- 
fold VIs (P) of problem (24) is often accessible by classical tool, namely 
by linearization, because the fixed points of (24) are usually hyperbolic. 
A ccnplete stability analysis of fixed points P0 of (24) is presented in [6], 
leading to results on the dimension of the stable manifold WS(0) of (21). 
These results are sunmarized as follows : 

Theoran 3 : Let us suppose that F* (XL,) is similar to a diagonal matrix 
and that its eigenvalues Xj are such that X j = a: + ibj : 

( 6bW 25 p (p-a-;) 

Then by lifting of W8^) to W8«)) 

(26) dimW^O) =   !     m(Xj 
je J       J 

v^iere 
J » { j 6 DJ / eb^ > 25 p(p-«.)} 

and m(X.) is the gecmetrical nultiplicity of the eigaivalue X. .  ^ 

Applying this general method to (19) leads to a reduced system for which 
two fixed points Pg and Px are obtained, verifying (3<^.y0) < 0, (xi.yi) < 0. 
As r = l, the two fixed points are no more distinct and this unique fixed 
point is degenerate. For r ^ 1, we obtain by linearization and lifting to (19) 

(27) dim W^O) =2 

The transcritical bifurcation case r « 1 is solved by means of the Center 
Manifold Theorem. ]207 
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Controlliruj Thermal Runaway in Catalytic Pellets 

Jagdish Chandra Paul Davis 
U.S. Army Research Office Mathematical Sciences Dept, 
Box 12211 Worcester Polytechnic Inst, 
Research Triangle Park, NC 27709 Worcester, MA 01609 

Bistable response is common in many situations; one is the 

equlibrium temperature in a catalyst particle [5] , as illustrated 

schematically in figure 1.  The surface temperature of the pellet 

is the control parameter which chooses between the high and low 

temperature branches.  Numerical calculations [4,5] and formal 

asymptotic [2] studies of a simplified model have shown that 

oscillating this control parameter at a sufficiently high 

frequency permits the pellet temperature to remain on the lower 

branch, even in the face of perturbations that otherwise would 

cause an undesireable jump to the higher branch. 

We derive similar conclusions from a rigorous differential 

inequality analysis. This analysis also reveals that periodic 

oscillations are not necessary; any sort of oscillation suffices, 

provided its time integral is sufficiently small. These results 

are briefly sketched here.  Complete details and their extension 

to a general class of problems will appear in [1]. 

1209 



I 
V _ 

A"  x* 

Figure 1: Equilibrium temperature v in a catalyst particle 

vs. pellet surface temperature  ^.  The solid lines 
o o 

are stable, the dashed unstable. The point  (v ,A ) 

is a stable low temperature operating point, and 
* * 

(v ,X ) is the maximum low temperature operating 

point. 

A simplified model of the catalyst particle is 

v'(t) • X - g(v)r 

where v is the spatially uniform temperature of the pellet's 

interior and ^ is its surface temperature; see [2,5].  The 

graph of g is sketched in figure 2. Its form reflects the 

multiplicity of states possible from the nonlinear interaction of 

pellet temperature and reactant kinetics. 
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g(v) 

Figure 2:  The nonlinear term g(v)  in  (1) vs. v. 

The operating point  (v ,x ) shown in figure 1 is a low 

temperature state;  (v*,x*)  is the maximum low temperature 

operating point. The primary result of our analysis is that 

substantial perturbations of the lower equilibrium temperature 

v  can be bounded away from the corresponding higher equilibrium 

value vo shown in figure 1 if the boundary temperature X    is 

oscillated about x . 

Specifically, define Mt) = X0 + B4(t)  for some arbitrary 

function +. Let v{t) denote the solution of the perturbed 

system 

(1) v'(t) - A(t) - g(v). 

(2) v(0) - v + 8V, 
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where  0, V are positive constants.  Let t|»{t)  =  /   ♦(s) ds, 

Then we show in  [1]  that the solution v(t)  of (1-2) satisfies 

(3) 

provided 

(4) 

v(t) 5 v* + ß*(t) + BV 

M)lf|| + V)  <  [2(X0-X*)/g"]1/2 

Here,  | | t|i | | = supI^Ct)! : 0 £ t < -!  and  g" is evaluated at 

its maximum on  [v,v*].  The proof is a simple differential 

inequality argument. 

The bound (3) involves the maximum temperature on the low 

temperature branch, the time integral of the oscillatory part oL 

tne boundary temperature term A(t), and the perturbation  BV. 

The condition (4) requires that  ||ttl  be small.  If the 

oscillations in the surface temperature are sinusoidal, e.g., if 

♦ (t) = sinut,  then  |UI| ~ 1/w and (4) requires that the 

frequency be large. 

This suggestion that there is a critical lowest frequency 

which stabilizes the low temperature branch is consistent with 

the numerical and asymptotic evidence [5,2].  Indeed, for 

0 < 8 << 1, Cohen and Matkowsky [2] found an expression for this 

critical frequency that is similar in form to (4). 

However, (4) can certainly be satisfied when ♦  is other 
than sinusoidal;  + need not even be periodic. Any sort of 

oscillatory strategy will suffice so long as (4) holds. 

These ideas are extended in [1] to a general class of 

problems of the form 

V = f(vrXK 

where  f  is only required to exhibit a local equilibrium that 

loses stability for  X sufficiently large.  Complete proofs and 

applications to other physical problems, such as stabilizing 

phase transitions [6,7], appear in [1] as well. 

1212 



REFERENCES 

1. J. Chandra and P. W. Davis, Stabilizing spatially 

homogeneous steady suites, to appear 

2. D. S. Cohen and B. J. Matkowsky, On inhibiting runaway in 

catalytic reactors, SIAM J. Appl. Math. 35 (1978), 307-314 

3. V. LakshmikantMm and S. Leela, Differential Inequalities, 

v. 1, Academic Press, New York, 19 

4. C. McGreavy and J. M. Thornton, Generalized Criteria for the 

stability of catalytic reactors. Can. J. Chem. Eng. £8 (1970), 

187-191 

5. C. McGredvy and J. M. Thornton, Stability studies of single 

catalyst particles, Chem. Eng. J. 1^ (1970), 296-301 

6. P. H. Richter, I. Procaccia, and J. Ross, Chemical 

Instabilities, Adv. Chem. Phys. £8 H980), 217-268 

7. F. Schlogl, Chemical reaction models for non-equilibrium 

phase transitions, Z. Physik 253 (1972), 147-161 

1213 



PROPAGATION OF A PLANE, ADIABATIC FLAME THROUGH A MIXTURE 

WITH A TEMPORAL ENTHALPY GRADIENT 

A.K. Kapila and G. Ledder 
Up^-tment of Mathematical Sciences 
keisselaer Polytechnic Institute 

Troy, New York 12180-3590 

ABSTRACT.  The unsteady response of a plane, adiabatic flame to a 
temporal gradient In the enthalpy of the reacting medium is studied. The 
characteristic time of the gradient is taken to be of the same order as 
the natural time scale of the flame. The mathematical formulation leads 
to a moving boundary problem which must be treated numerically. The 
results show how the burning rate responds to variations in Lewis number, 
amplitude of the gradient, and characteristic time of the gradient. 

I. INTRODUCTION. When a plane flame propagates through a com- 
bust iFITIrieHTijnrwIiose state is uniform, it does so at a constant speed. 
In many practical applications, however, the state of the fresh mixture 
exhibits spatial and/or temporal nonunlformities. These nonuniformities 
may occur, for example, in temperature, reactant concentration, or both. 
The flame will then propagate in an unsteady fashion. 

The flame response depends crucially upon how the natural scales of 
the flame (i.e. the diffusion length and time scales) compare with the 
characteristic scales of the nonuniformity. If the scales of the nonuni- 
formity are relatively long, the framework of Slowly-Varying Flames (SVFs) 
applies (see [1], Chap. 3). That problem is the subject of recent work by 
Bissett and Reuss [2], who have undertaken an analysis in the limit of 
large activation energy (e+»). They assumed that enthalpy variations in 
the fresh mixture have a characteristic length 9 times larger than the 
flame thickness, and amplitude 0(l/e) relative to that of the 
undisturbed state; it is well-known that 0(1/e) fluctuations in the flame 
temperature can lead to 0(1) fluctuations In the burning rate. Thei.* 
analysis leads to an ordinary differential equation for the time variation 
of the burning rate. A study of this equation for Lewis numbers less than 
unity (the stable regime for planar flames subject to planar pertur- 
bations) reveals that the flame exhibits a delayed response to the 
enthalpy fluctuations, but that this sluggishness disappears as the Lewis 
number approahces unity. Bissett and Reuss also considered the effect of 
heat loss, since they were particularly concerned with the unsteady beha- 
vior of the flame near extinction. 

The lively response of the flame for near-unity Lewis numbers is also 
confirmed by the analysis of Mikolaitis [3], who treats 0(1) variations 
in upstream enthalpy, and hence exponentially large fluctuations In 
burning rate. Only positive enthalpy gradients are considered, and the 
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characteristic scale of the nonunlformlty Is taken to be the same as the 
Initial flame thickness. However, the problem quickly falls Into the SVF 
mold, since the flame thickness shrinks exponentially as the flame encoun- 
ters an 0(1) Increase In upstream enthalpy. Mlkolaltls finds that the 
flame adjusts 'Instantaneously* to the local state ahead of the preheat 
zone. 

In the SVF limit, the flame retains Its quaslsteady structure, and 
that Is what makes the problem analytically tractable. This Is no longer 
the case when one considers 0(l/e) perturbations with a characteristic 
scale comparable to the scale of the flame. Now the burning rate 
variation is only 0(1), so that Mlkolaltls1 analysis does not apply. In 
fact, 0(1) time variations Intrude into the preheat zone, and the flame 
becomes genuinely unsteady. Further analytical progress is not possible 
and one must resort to numerics. 

This paper is concerned with purely temporal nonuniformities in the 
state of the medium, occuring on a time scale comparable to the time the 
flame takes in travelling a distance equal to its thickness. Spatial 
stratification is not considered here; it requires a different treatment, 
in contrast to the SVF framework where spatial and temporal fluctuations 
are equivalent. The aim here is to determire the burning-rate response of 
the flame as a function of Lewis number, fluctuation amplitude, and fluc- 
tuation time scale. The mathematical problem, it turns out. Involves a 
moving boundary, but it can be solved by standard numerical techniques. 

2. GOVERNING EQUATIONS. It is convenient to adopt the 
Near-Equidiffusional Flame (NEF) formulation (see [1], Chap. 3) which can 
be derived from the full combustion equations with Arrhenius kinetics 
under the assumptions of large activation energy (e-»-), near-unity Lewis 
number and nearly-uniform enthalpy, i.e., 

1 " '  ££/a, H = T + aY - 1 + a + eh. 1 

e - (1 + a)2/e *0. (1) 

It Is also convenient to employ a density-weighted spatial coordinate tra- 
velling with the flame.    Then, to leading order in    e, the governing 
equations are 

Tt  + M Tx • 

ht  + M hx 

xx 

h 

for     x < 0,    T « 1 + a   for    x > 0, 

xx + l Txx + S^    for    x < 0« 

S(t) - hf(t), 

with boundary conditions 

T  ■»• 1, h ♦ h^(t)   as   x ♦ -•,   hx •»■ 0   as    x ♦ -, 

jump conditions 

(2a) 

(2b) 

(2c) 

(3) 

1216 

'*. 



öT =  6h =» 0,     6(hx + £TX)  * 0, 

öT   » -a exp (h/2)    at    x a 0, (4) 

and initial  conditions 

T = 1 + oi ex, h » - ä x ex   for   x < 0, 

T = 1 + o, h = 0   for   x > 0. (5) 

In equations  (4) above    6F    is defined as follows; 

6F = F(0+,t) - F(0-,t). 

Several remarks about the governing equations are in order. 

(i) The symbols T, H, M, L and a denote, respectively, the tem- 
perature, enthaply, burning rate, Lewis number (ratio of thermal dif- 
fusivity to mass diffusivity) and the heat-release parameter. The symbols 
h and z,  defined by equations (1) above, denote a reduced enthalpy and a 
reduced Lewis number respectively, and represent small departures, 
measured on the e-scale, from constant values. 

(ii) The zero-fluctuation state of the fresh mixture, also the Ini- 
tial state, is chosen as the reference for nondimensionalization, and is 
given by 

T = 1, h = 0, M « 1. 

As already mentioned, the spatial coordinate is density-weighted, and the 
dimensionless thermal diffusion coefficient is allowed to vary according 
to the prescription 

X/Cp « T, 

where x is the thermal conductivity and C  the specific heat. For the 

sake of brevity details of the nondimensionalization process are omitted 
here, but are quite standard and can be found* for example, in [4]. 

(ill) It Is assumed that enthalpy of the medium undergoes purely 
temporal fluctuations with 0(e) amplitude. I.e., far ahead of the flame. 

H « 1 + a + c hf(t). 
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The source term S(t) in equation (2b), defined by (2c), is included to 
ensure that equation (2b) balances at x • - «. The enthalpy nonunlfor- 
mity may be due to fluctuations in temperature T, reactant concentration 
Y, or both. Also, it is worth noting that since the amplitude of the 
nonuniformity is 0(e), the upstream boundary condition for temperature in 
equation (3) is unperturbed. 

In the computations presented below, the enthalpy variation is 
assumed to be 

hf(t) ' hjl-exp(t/tf)]
2, t > 0, 

i.e. the reduced enthalpy of the fresh mixture varies smoothly and monoto- 
nically from the value 

hf(0) = 0 

to the value 

hf(«) - h, 

The time constant   t^   determines the rate of variation. 

It Is convenient to define a modifed enthalpy variable according to the 
prescription 

ip » h - h- 

which leaves (2a) unchanged and allows the remainder of the system (2) 
(4) to be rewritten as 

*t + M *x a l-xx + * Txx for x ^ 0. 

T-»-l,i(/+0 as x*-", ^-►O as x*». 

(6a) 

(6b) 

6T = 6* =  6UX + *TX) =0,    6TX « - a exp [U + hf)/2] at    x = 0.   (6c) 

The initial conditions (5) remain unchanged, with    $   replacing   h. 

3.    NUMERICS.      The goal of this work is to study the behavior of the 
burning rate   Mft") as a function of the parameters    z, h     and   t*.    The 
above equations define a moving boundary problem which was treated numeri- 
cally as follows.    The doubly infinite problem was discretized on the 
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finite interval [-A,B], A, B > 0, according to the Crank-Nicholson 
scheme. At each time step a provisional value of M was assumed and i.t 
governing differential equations for T and * integrated by using all 
the jump conditions in (6c) except the last. The remaining condition was 
then incorporated into a Müller root finder to iterate to the correct 
value of M. 

For each choice o^ "^ parameter set (4, hj, some experimentation 

was found to be necessary tj determine the numerical boundary locations A 
and B, but the largest range ever used corresponded to A + B * 18. 
Almost all the calculations employed At = 0.20 and Ax ■ 0.04, and 
needed no more than three Müller iterations for convergence. The accuracy 
of the numerical scheme was tested by comparing the numerical results with 
asymptotic analytical results obtained in the limit t + 0, and separately, 
in the limit h^ ■»• 0. In each limiting case the problem linearizes 

and can be solved analytically by using Laplace transformation. 

4. RESULTS.  The numerical results are displayed in Figures 1-3. 
Each TTgure displays the effect on  M of a single parameter in the triad 
(*» ^oo» £#)• while the other two are kept fixed. All runs were computed 

at 4. 

(i) Effect of i 

Fig. 1 reveals the effect of variation of i   upon M{t). In this 
figure tf is fixed at the value unity, and h^ at £n 4, so that M 

varies from 1 to 2 as time increases from 0 to « . The dotted 
curve corresponds to the quasisteady, or instantaneous response. For 
large and negative values of i   the actual flame response lags behind 
the quasisteady response over most of the time interval. However, the 
flame becomes livelier as i   increases, and eventually, for t   suf- 
ficiently large and positive, the burning rate overshoots the ultimate 
value of 2 and a decaying oscillation appears. (The appearance of the 
oscillation is the precursor to eventual instability of the steady flame 
in favor of pulsatile motion.) 

(ii) Effect of h . 
00 

Fig. 2 (a,b,c) are drawn at   t^ = 1   and    fc = 0, and display the 
variation of flame response with   h^. 

(iii)    Effect of   tf. 

In Fig. 3, h^ and t   are set at respective values in  4 and zero, 
while t^ is changed from 1 to 1/4. For the shorter value of tf   the 
burning rate shows an overshoot, indicating that larger enthalpy gradients 
provoke a stronger response. 
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A 2-Dhnensional Scalar Chandrasekhar Filter 

for Image Restoration 

A. K. Mahalanabis and Kefu Xue 

Department of Electrical Engineering 

The Pennsylvania State University 

University Park, Pa 16802 

Abstract — Based on the previous work on the 2-dimensional (2D) strip Chan- 

drasekhar filter (CF) algorithm by Mahalanabis and Xue [1], a more efficient and accurate 

scalar format 2D CF algorithm is described in this paper. The filtering algorithm is de- 

veloped for the image modeled by an Non Symmetric Half Plane (NSHP) model. Unlike 

the conventional Kaiman filtering (KF) algorithm which uses the Riccati- type difference 

equations, this algorithm is based on the Chandrasekhar-type difference equations which 

gives the algorithm better numerical properties and computational efficiency. The com- 

putational requirements of scalar CF algorithm, scalar KF algorithm and the suboptimal 

reduced update Kaiman filtering (RUKF) algorithm developed by Woods and Radewan 

[2]-[3] are evaluated and compared. The comparison shows that the scalar CF algorithm 

costs less than 10% of the computational effort that the scalar KF algorithm needs and 

less than 30% of that the RUKF algorithm needs. The experiment on a simulated image 

demonstrates the great noise reduction and numerical stability of the algorithm. 

1227 



i. Introduction 

In the previous work [l], we have developed a relatively efficient recursive suboptimal 

filtering algorithm for reducing the noise in the image data which is so called strip Chan- 

drasekhar filtering (CF) algorithm. Since the CF algorithm will reduce the computational 

requirement to the maximum extent when the observation quantity is a scalar. The aim of 

this paper is to develop a 2-dimensional (2D) CF algorithm which processes and restores 

one image pixel at a time. This is so called scalar 2D CF algorithm. The 2D scalar CF 

algorithm not only cuts down more than 90% computational effort comparing with the 

conventional KF algorithm, but also yields the optimal filtering result. A 2D version of 

the scalar CF algorithm for the image modeled by Non Symmetric Half Plane (NSHP) 

model is developed and analysed in the following sections. 

In section ii, the noise reduction filtering problem is analytically formulated. An 

M x M order NSHP model is considered for the noise free data. The observed image data 

is corrupted with zero mean white noise. The global state space model proposed by Woods 

and Radewan [2]-[3] is adopted. 

Section iii is devoted to the derivation of the 2D scalar CF algorithm and analysis of 

its computational requirement. In section iv, the computational requirements of scalar KF 

algorithm and the suboptimal reduced update Kaiman filter (RUKF) developed by Woods 

and Radewan is evaluated. The computational requirements are expressed in term of the 

order of the NSHP model M as well as the image size index N. These algorithms are scalar 

processor, therefore the computational requirement can be compared with respect of the 

number of operations per pixel restoration. Since the number of memory assess operations 

is strongly computer structure dependent, the investigation of this requirement is out of 

the focus of this paper. Comparing with the operation time of multiplication and addition, 
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the logic operation time is ignorable and also the algorithms involve in very limited number 

of logic operations. Therefore the computational requirement comparison will focus only 

on the number of multiplications and additions per pixel restoration, section v contains 

the results of simulation studies and section vi serves as the conclusion. 

ii. Problem Formulation 

The image to be processed consists of NxN equally spaced gray level pixels. The noise 

free image is expressed by an array {g{i,j)\ 1 < i,j < N} where t and j are vertical and 

horizontal pixel location indices respectively. The observed image array {z{i,j);l < i,j < 

N} is corrupted with additive noise array {v(i,j); 1 < i,j < N} which is a white zero mean 

random field with variance a^. It is assumed that the noise free image {</(», j); 1 < i,j < N) 

can be represented by a zero mean discrete Markov random field which is modeled by a 

autoregressive type NSHP predictive model. Because almost all images have only limited 

correlation distance, this assumption is reasonable. For an M x M order NSHP model, 

the present pixel value can be linearly related to its specified neighboring pixels. 

M 

9{**J) = £) a(0.n)&(».> - n)+ 
n=l 

M        M 

]C   H   a(m,n)g{i-mj-n) + w{i,j), 
(1) 

where 1 < i,j < N and a(m,n)'s are the coefficients of NSHP model. {w{i,j)\ 1 < i,j < 

N) is a white zero mean random field with variance ajj,. 

The observed image can be expressed as follows: 

z{*J) = ff(«.j) + v(i,j),        1 < ij < N. (2) 
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Adopting the global state vector developed by Woods and Radewan (2]-(3], for the 

raster scanned image, i.e., left to right, advance one line, then repeat, the {NM + M) x 1 

state vector x{i,j) is defined as follows: 

xTiitj) = {g{i,j),g{i,i-l),...,g{i1l);g{i-hN),g{i-hN-l)i...yg{i-ltl); 

...;g{i-M+l, ityffi' -M + 1,N-1) g{i - M + 1,1); (3) 

g{i - A/, NU[i - M, TV - 1),... ,g{i - M,j - M + 1)J, 

where A'' is the image size index and M is the order of the NSHP model of noise free image, 

the dimension of state vector is (MN + M) x 1. Note that the elements of the state vector 

are the pixel value of the raster scanned noisefree image data. 

Based on the definition of state vector x{i,j), the following state equations are derived 

from the NSHP model. 

x[i,j + 1) = Fx{iJ) + dw{i,j). (4) 

z{i,j) = hx{i,j) + v{itj), (5) 

for 1 < i,j < N. z{i,j) is the scalar observed image data. v{i,j] and ty(»,y) are scalar 

zero mean white noise field as defined in (1) and (2). It is assumed that the system noise 

U}{i.j) and additive observed noise v{i,j) are uncorrelated. 

The {MN + M) x (MN + M) transition matrix F consists of the coefficients of the 

NSHP model in a companion matrix form. 

F = 

//(1,1)    /(1,2)    /(1,3)    . 
1 0 0. 
0 10. 

V   o 0 

f{l,MN + M-1)   f{l,MN + M)\ 
0 0 
0 0 (6) 
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where the elements of the first row of state transition matrix /(t,y)'s are the coefficients 

of the original NSHP model (1) which are assigned as follows: 

. 

/(1,/f) = a(0,n)       n = l,...,Af;        A; = 1,...,M; 

/(!,*) = a{l,n)       n = -M,...,M;        k = N - M,...,N + M\ 

/(1,A:) =a(2,n)       n = -M,...,M;        ifc = 2iV - M,...,2iV + M; 

/(l,ib) = o(M-l,n)    n = -M,...,M;    k = (M - i)N - My...,[M-l)N + M\ 

/(l,ib) = a(M,n)        n=-M,...,M;        k = MN - M,...,MN + M\ 

f[\,k)=Q\        k = others. 

The (AfiV + M) x 1 column vector d is as follows: 

rfr = (l    0    ...   0) 

The 1 x {MN + M) row vector h has the form as follows: 

(7) 

h = {\    0   0    ...    0). (8) 

The filtering problem can be stated as follows. From the NSHP image model (1) and 

noisy image data (2), the finite dimensional, discrete time, linear system (4) and (5) are 

defined for 1 < i,j < N and the estimates 

xa = E{x{iJ) | z{ij),z{ij - 1),..., «(1,1)} (9) 
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and 

xb = E{x{i,j) \ z{i,j - V^iiJ -2) *(1,1)} (10) 

should be determined by CF algorithm where subscript 6 represents "before update" which 

means the one step prediction and subscript a represents "after update" which means the 

filtering estimate. 

iii. CF Algorithm 

The Chandrasekhar algorithm for the solution to the minimum variance filtering prob- 

lem for the linear discrete time system has been derived by Morf, Sidhu and Kailath [4]. 

This CF algorithm can be directly applied to the state space model (4) and (5) to yield 

following vector format equations for the scalar CF algorithm. 

Prediction Equations: 

xb{iJ+l) = Fxa(i,j). (11) 

Filtering Equations: 

MMI • MMI + Kii,j)\z{iJ) - XbiiJ)], (12) 

where z is the observed image pixel value along the raster scanned noisy image data. 

Equations to Update the Kaiman Gain Matrix: 

R{iJ + 1)= R{i,j) + /iK(t,j)5(t,»rr(i,j>r, (13) 

K{x,j + 1) = [K{i,j)R{iJ) + Y{iJ)S{iJ)YT{iJ)hT]R-l{iJ + 1), (14) 

Yii,j +1) = F{Y{t,j) - K{i,j + l)/iK(t, j)], (15) 
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S(iJ + 1) = 5(t,j) + S{itj)YT{iJ)hTR-l{itj)hY{xJ)S{iJ). (16) 

Taking advantage of the companion matrix format of F matrix, some manipulation 

involving matrix algebra yields the following set of scalar CF equations. 

Prediction Equations: 

*6i(tJ +1) = S f{i*y*M**i) +     S     /(i,fc)*a*M+ 
fc=l k=M+N-2M 

NM+M 

•••+ E f(i,k)**k(ij) 
k=NM+M-2M 

Xbk{i,j + 1) = *a(fc-i)(«,j),        * = 2,3 NM + M. 

Filtering Equations: 

Xak{iJ) ■ Xbk{i,j) + Kk{i,j){z(iJ) - xbi(ij)]- 

(17) 

(18) 

(19) 

where Ä = 1,2,... ,iVM + M. 

Equations for updating the [MN + M) x 1 column vector K and Y and scalar R and 

5 are easily obtained as follows: 

Ä(i,y + i) = Ä(»,j) + 5(»,j)r1
a(,,i). 

Kk{i,j +1) - \Kk(i,j)R(ij) + rft(i,i)#(t,
>i)n(t.i)iJi,'l(M' + i). 

where A; = 1,2,..., 7VM + M. 

M 

Yiitj +1) = E /(i.*)[^(t,i) - ir*(f,i)Kt(«Vi))-f 
*=i 

Af+M 

E    /(i.fc)in(t,i)-Kfc(i,7)yi(t,j)i+ 
fc=M+JV-2M 

/VM+M 

•••+     E     /(i.fc)in(».i) - ^(»,ym(»,y)i 
k=MN+M-2M 

(20) 

(21) 

(22) 
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Yk(i,j + 1) = Y^iiJ) + Klfi.viUtYt&ft. (23) 

where A: = 2,3,..., ATM + M. 

8(iJ + 1) = S{iJ) + S*iiJ)Y?ii,j)R-l{iJ). (24) 

The equations can be processed recursively starting with the initial conditions. 

Ä{1,1) = < (25) 

Ä'(1,1)=0. (26) 

r(M)»A (27) 

S{l,l)=al. (28) 

NanF = 3NM + 6Af2 + 9M + 2. (30) 

1234 

In the evaluation of the computational requirement of the CF equations (17) (19) (20) 

(25) (22) (23) a-.d (24), the quantity S{i,j)Yi{iJ) and S{i,j)Y?{iJ) are only calculated 

once and sto' ed. The resulting number of multiplication and addition for each iteration will 

be in terms of the order of NSHP model M as well as image size index N. Since this scalar 

algorithm restores one pixel at each iteration, the number is equal to the computation 

requirement of each pixel restoration. 

The numbers of multiplication Nmap and addition ^Va,;jp per pixel restoration can be 

calculated by using equation (29) and (30) respectively. 

Nmi!F = 5NM + 6M2 + 1 IM + 8. (29) 



iv. The Comparison of Computational requirements 

The computational requirement of the scalar CF algorithm will be compared with 

the 2D Riccati-type KF algorithm as well as the suboptimal RUKF algorithm which is 

developed by Woods and Radewan |2]-[3]. First the number of the multiplication and 

addition of each iteration of the 2D KF algorithm will be evaluated. In order to compare the 

computational requirement properly, the 2D scalar KF algorithm which utilizes companion 

form of F matrix and symmetric property of covariance matrix P should be taken into 

consideration. With the same state equations as well as the prediction equations (17), (18) 

and filtering equation (19), only the scalar format updating equations of the Kaiman gain 

matrix K and error covariance matrices Pa and P5 should be derived and analysed. A 

careful investigation and calculation yield following results. 

The number of multiplications involved into the KF equations is 

^mK, = JV2(M2) + jV(4M3 + 6M2 + 2M) + (4M3 + 7M2 + 4M). (31) 

The number of additions involved into the KF equations is 

N*Kr = iV2(M2) + N(4M3 + 6M2 - 2M) + 4M3 + 7M2 -I- 3. (32) 

Then the computational effort of the RUKF is evaluated. In this work, the global state 

vector (1) will be partitioned into two parts. One is the local supporting part of elements 

which will join the updating recursion computation and the other part consists of the rest 

of elements which will not be updated at each iteration. Consequently, the Kaiman gain 

matrix K and the error covariance matrices Pa and Pb are partitioned accordingly. Only 

part of the matrix K and matrix Pa corresponding to the local supporting part of the state 
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space vector are updated. This approximation approach reduces the computational burden 

significantly, but the RUKF algorithm only gives the suboptimal filtering result and also 

has poor numerical stability. Simply following the scalar format of the RUKF equations, 

the number of multiplications and additions are carefully evaluated. Taking into account 

of the companion matrix format and symmetric property, the evaluation results can be 

expressed as follows. 

The number of multiplications involved into the RUKF equations is 

NmnvKr m N{6M3 + 2M2D + 6M2 + DM + M) 
(33) 

+ (6M3 + 2M2D + 12M2 + 5MD + 7M + 2D + 3) 

The number of additions involved into the RUKF equations is 

HaB„KP - ^(6M3 + 2M2D + 6Af2 + DM - 2M) 
(34) 

+ (6M3 + 2M2D + 10A/2 + 3MD + 2M + D + 4) 

In order to make the RUKF algorithm more numerical stable and the filtering result more 

accurate, the local supporting area is often enlarged by adding 2D x M pixels into the 

NSHP supporting pixel area. This is why the variable D appears in the equation (33) and 

(34). j 

Comparing the numbers of major computer operations of NmKr (31) and NaKr (32) 

of the scalar KF algorithm and Nmn„KF (33) and Na„„Kr (34) of the RUKF algorithm 

with ^Vm,.r (29) and Na,.r (30) of the scalar CF algorithm, we can see that the numbers 

of the major computer operations per pixel restoration of the scalar KF algorithm will 

be of 0{N2M2)t that of the RUKF wi'l be of 0{NM3) and that of the scalar CF will 

be only of 0{NM). The improvement of computational expense is obvious. Since the 

computational burden of the KF and RUKF algorithm will increase much faster than the 
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scalar CF algorithm does as the M or N increasing, a simple numerical example, N=64, 

M=l and D=2, can give us an idea how much computational burden has been saved when 

the scalar CF algorithm is used. In this example, the KF algorithm needs about 4879 

multiplications and 4622 additions per pixel restoration; the RUKF algorithm needs about 

1257 multiplications and 1058 additions per pixel restoration; and the scalar CF algorithm 

only needs 345 multiplications and 209 additions per pixel restoration. It concludes that 

the scalar CF needs only less than 7% of the multiplications and less than A.h% of the 

additions that the KF algorithm does and less than 27% of the multiplications and less 

than 20% of the additions that the suboptimal RUKF algorithm does. 

v. Simulation Results 

A random field is generated by a 1 x 1 order NSHP model which represents the 

noise free image shown on Fig. 1. White noise is added into this generated image to 

produce the noise contaminated image with SNR = 3dB which is shown on Fig. 2. An 

estimated image is then computed using the developed scalar CF algorithm which yields 

SNR = 12.ZdB- Fig. 3 displays the estimated image. The experiment also shows that the 

algorithm converges fast and possesses good numerical properties. 

vi. Conclusion 

The 2D optimal scalar CF algorithm has been derived and implemented in this paper. 

The computational requirements of this new algorithm is reduced significantly comparing 

with the 2D KF algorithm and the suboptimal RUKF algorithm. The effectiveness of this 

algorithm is verified by processing a simulated image. The experiment also shows that the 

numerical properties of the CF algorithm is better than the conventional KF algorithm. 
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Figures: 

Fig. 1. The noise free image g(i,j) 

generated by an 1 x 1 NSHP model 

Fig. 2. The white noise corrupted 

image z(t,;) with SNR = 3 dB 

Fig. 3. The filtered version of the image 

in Fig. 2 obtained with scalar CF. 
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OBJECT TRACKING USING SENSOR FUSION 

Firooz A. Sadjadi & Michael E. Bazakos 
Honeywell Systems & Research Center 

3660 Technology Drive 
Minneapolis, Minnesota 55418 

ABSTRACT. Motion is an important cue for extracting moving targets. This is 
especially so when the targets are camouflaged in the background such that segmentation of 
the scene does not reveal any information about the targets. There are three different 
approaches for using passive sensors for obtaining optical flow fields, which are the 
projected velocity vectors of the points on the moving objects on a plane perpendicular to 
the line of sight. These approaches are matching methods, spatio-temporal gradient based 
techniques and biologically based methods. Problems common to these approaches are the 
sparseness of the optical flow fields and the existence of sensor and algorithm generated 
false vectors. 

To alleviate these problems we are using a novel multi-sensor technique. In this paper we 
have investigated a gradient based approach to obtain optical flow fields from sequences of 
multi-sensor images. Due to the particular nature of each sensor, the obtained optical flow 
fields originated from each sensor, produce overlapping and complementary vectors and 
this point is exploited in our approach. A joint multidimensional histogram of the sensors' 
optical flow fields in terms of their salient features such as magnitude and direction are 
created. The highest peaks in this multidimensional space correspond to the different 
moving targets. This information can then be used to segment the scene and to separate the 
moving targets from the background. 

This technique is potentially powerful, simple to implemer t and is relatively insensitive to 
background noise. 

I.  INTRODUCTION.   Motion is an important cue for extracting information 
from moving objects. In numerous situations, an otherwise non-detectable target, 
camouflaged in the background, can be detected and recognized due only to its motion. 
There are three basically different approaches in the literature for image based motion 
detection namely matching techniques, spatio-temporal gradient methods and biologically 
based techniques [1-11]. In all of these approaches sequences of images containing the 
moving targets are used to obtain optional flow fields. Optical flow fields are the projected 
velocity vectors associated to each point on the scene on a plane perpendicular to the line of 
sight One of the main problems common with all these approaches is that the optical flow 
fields are sparse due to the fact that textural variations on the target as viewed by a sensor 
are usually small. The other problems are the presence in the generated optical flow fields, 
of the background and algorithm induced false vectors that can adversely affect the entire 
detection/recognition system. 

In this paper, we present a multi-sensor approach for object tracking. The sensors are 
assumed to be imaging and relatively collocated. There is a trend toward multi-sensor 

-proach in many industrial and military applications [11]. This trend is justified and 
encouraged by the need for more reliable information and the potential robustness in 
performance that is usually associated with multi-sensor systems. The existence of multi- 
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sensors brings with it the problem of sensor fusion: how to synergistically combine the 
information that is available through individual sensors. 

Our approach addresses thest problems by presenting a novel object tracking technique that 
synergistically fuses the motion information available from the single sensors. 

IT. OBTAINING OPTICAL FLOW FIELDS. Optical How can be obtained by 
matching, spatio-temporal and biologically based methods. In the matching methods 
attempt is made to establish correspondence between the successive image frames of the 
same scene. This correspondence is achieved by scene matching technique. Usually the 
images are needed to be segmented before they can be used by these methods. 

Spatio-temporal methods on the other hand work on the raw images, do not need the 
solution to the correspondence problem and are good for determining the optical flow of 
multi-target scenes. 

The basis for the spatio-temporal gradient technique is the so called gradient constraint 
equation which relates the changes in the brighmess of images in successive frames to the 
temporal changes in the scene. For an object of constant brighmess u[x, y, t], the 
following equation is derived: 

Cl-V,Vu + It  = 0 (1) 

where 

^lf U ^ K vJ* (2) 

There are several approaches to determining optical flow V using Equation 1. These 
techniques differ in their stating of the second constraint equation and the expression that is 
to be minimized [3,4,5]. Figure 1 shows two sequential frames from a moving scale 
model car, obtained by video camera at the rate of 30 frames per second. The resultant 
optical flow fields shown in Figure 2 are obtained by using equation (1) and a second 
constraint relations 

v&r ♦ &)2 ^r - (^r - o 
In the following minimization relation: 

Minimizeenor= E =   / /  (a^+C, )dxdy (5) 

where samples are taken at discrete points in space and time and quantized in brightness. 
The partial derivates f^ and   -Jy are estimated by averages using eight measurements in 
two image frames. As can be seen optical flow conveys information about the outer 
boundaries of the car. This information can be used as an aid in scene segmentation. 
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(a) 

(b) 

Figure  1.     The  two  frames  of  a  sequence  of  a 
moving  car.     (a)   First  frame; 
(b)  Second  frame. 
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III. SEGMENTING AND TRACKING.    Figure 3 shows the steps involved in 
using the optical flow from different sensors to segment and track moving objects. The 
case for two seniors is shown, however, its generalization to more imaging sensors is 
straightforward. 

The optical flow obtained from each sensor is used to form a joint histogram in terms of the 
salient attributes of the optical flow fields from each sensor. These attributes in simplest 
form are angular direction and the length of the vectors that are present in the optical flow 
fields. The histogram is formed by placing, in a 3D space coordinate system, on the x axis 
the length of each vector, on the y axis the directional angle of the corresponding vector, 
and on the z axis the number of vectors that have the same length and directional angle. 
Figure 4 displays this point. As can be seen different targets having different velocity can 
be grouped separately, moreover in a joint histogram space true moving target fields 
reinforce each other, leading to a higher peak, however the false vector, that are present in 
one sensor's optical flow field but are not present in the other, will have a diminishing 
effect. From the peaks in the histogram domain the corresponding optical flow vectors in 
the single sensor fields are identified. Due to noise not all of the optical flow vectors 
corresponding to a target have exactly the same direction and length, for this reason the 
peaks in the histogram space are not going to be sharp vertical lines. To tolerate these 
variations, one needs to choose a window centered at the peaks and consiaer all of the 
vectors falling inside the window as belonging to the same target. The size of the window 
can be chosen experimentally. Once the optical flow vectors in the single sensor optical 
flow fields, corresponding to different targets are identified, the points in the image domain 
corresponding to the joint sensor optical flows can be determined, leading to the 
segmentation and tracking of the moving objects. Notice that each sensor may produce 
partial flow fields relating to a moving target, based on the nature of the sensor used; for 
example, infrared sensor may produce flow vectors at the junctions of temperature 
variations, but these vectors may be missing in visible flow fields and vice versa. 
However, in our proposed approach, these partial flow fields are combined to produce a 
potentially better segmentation result leading to better tracking performance. 

The preliminary results of the implementation of the approach has been encouraging. 
These results are being analyzed and will be published in the future. 

IV. SUMMARY.   A novel multi-sensor technique for segmenting and tracking of 
objects were presented. Optical flow fields available from the single sensors are 
synergistically combined to produce a potentially better segmentation and tracking 
performance. This technique has several potential benefits mainly: 

o Robustness in the presence of registration error, field of view and resolution 
of the sensors need not be exactly the same. 

o Robustness in the presence of scene and algorithm dependent noise 

o Better segmentation due to the aggregation of object related features from 
optical flow fields 

o Other usual multi-sensor benefits such as 
various weather and day or night applicability 
better countermeasure immunity 

The cost of the approach are mainly 
physical complexity of using multi-sensor 
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computational cost 

Future experimentation will show whether the potential benefits of this approach will 
justify the cost that it entails. 
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RANDOM FIELD IDENTIFICATION FROM A SAMPLE 

Mlllu Roamblatt-ltoth 
Center for AutoMtlon Research, Unlveraity of Maryland 

Oollaqc Park, MD 20742 

1. Introduction. 

In what follow« we consider the following 
problem Given a ■anpl«, determine the randon 
field that generated It. In order to «ake the 
problem reasonable, it la neceaeary to assume that 
the field it not arbitrary but belongs to some 
specific class. Making such an assumption means 
in reality that we are not considering the problem 
of finding the field that generated the given 
sample, but aoM other field that belong« to the 
given class and approxlmatea the field that 
generated the given aanple. In thla paper we will 
consider that the approxiaating field to be found 
la stationary, conpoaed of independent random 
variablea, so that it may be considered one- 
dimensional . 

In this paper we will not be interested in the 
problem of evaluating how good thla approximation 
ia, because thla aspect i« treated in the author*« 
paper« IS], (•). 

In order to be able to deal with digitised 
data and at the «aae time to reduce the complexity 
of the problem, we will consider only the case 
that each of the random variable« take« only a 
finite aet of values. In order to extend these 
results to the continuous case, we would have to 
consider some proceaa of approximation, auch •« 
that used by the author 12)-14). 

where each k  (^ i r f. «) can take any value 1 
It 4 i <.»). Because of «tationarlty, the probabil- 
ity of occurrence of the aaquence C, does not 
depend on the moment when the trials begini taking 
into consideration the independence of the trials, 
thi« probability can be written as 

s 

P<C  )   -   TT   K\   » (2.2) 
"        r-1        *r 

Let ua denote by m^   It * I i ■>)  the number of  times 
the outcome Aj appear« In the «equence c,, «o that 

n 
I   "i " • . (2.3) 

1-1    * 
The equality  (2.2)  can be written 

n 
P«^) 

i-i * 
In what follows we denote by 

n 
H - I   Pi l«* f 

(2.4) 

(2.S) 

the entropy of the random field charactericed by 
the probabilities pi (1 1 i <n), and 

n     . 
0 - I    log ^- (2.6) 

Obviously 

2.2 The theorem 

i-1    ri 

0 < p < - (2.7) 

Numerical examples are given, showing that 
good approximation« can be obtained baaed on 
relatively smell sample eise«.  In particular, 
thi« approach can be used to find random field 
model« that generate given aamplea of image 
texture, and so can be applied to texture claasl- 
fication or segmentation. Similar results «ere 
obtained already by the author for aiaple etation- 
ary Markov chain« (71 a« well a« for unilateral 
Markov two-dimensional field«, end will be present- 
ed with other oeceaiona. 

The author thanka Prof. Azriel Rosenfeld for 
suggesting the problem, for the «*ny «ubatantlal 
discussions of thla subject as well as for his 
great interest in and sponsoring of this research. 

3. The direct theorem. 

2.1. Generalities 

Let us consider a sequence of independent 
trials with possible outcomes Ai (1 <_ i < n) and 
corresponding probabilities pj > 0 U £ 1 ^ n) 
sddlng up to 1. Each possible result of a series 
of s consecutive trials can be written as a 
sequence 

'S. »At «•••f 

"a B 
(2.1) 

The support of the U. S. Air Force Office of 
Scientific Research under Contract F49620-S5-K- 
0009 is gratefully acknowledged. 

Let us denote by Tm  the class of all sequences 
Ca .  For given 4 > 0, a > 0 we denote by C'  the 
set of all sequencea Cs C ra such that     ' 

hi" »PiI < H 

for all i (1 < 1 < n), and by rj  its complemei 
with respect to r~. ' 

Definition.  Sequences Ca C Ft  will be called 
(<,«)-standard «equence« or sIAple standard 
sequences. 

Let us consider the equation 

(2.8) 

nt 

-M" eMp{-i-)d«-i(l.i) 
^T^O     2     2   n 

(2.9) 

and let us denote by u(e) its solution. 

Definition. Given c>0, <>0,e>n, condition A 
holds if 

41 c s > n (2.10) 

and condition B holde if 

41*8 > u2(c) 13.11) 

Let us denote b,' N(«)  the cardinality of a set. 

Theorem 1.    Let us suppose that at least one of the 
conditions A, B holds.    Then 
(a)    If Cs is s  «,a)-atandard sequence,  it follows 
that 

{ log ^ - H! . «o 

(b)    rm   » > i - e s,s    — 

(2.12) 

(2.13) 
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(c)  lim - log N(rl  ) - H 

«-»0 

(2.14) 

Bemark 1. The relation (2.12) Is equivalent to 

2-8(H+«p) , p(CJ , 2-s(H-«P)     (2#15) 

lei < i   (2.16) 
to 

s 
-sH+sjpe 

P(C ) "2 
I 

RemarK 2. The relation (2.13) is equivalent to 

(2.17) P(rj ,) < e 
o* s 

Remark 3.  From (2.14) it follows that 

WS .1 
o , lim 

N{r; ,l 
o.s 

N(rs) 
6*5 

8-»"      S 

Indeed, from (2.14) we obtain the relation 

i.e.. 
log N(r^ s)  - s • (H+ O(1)) 

Rtrt ') - 2s(,HO,1,J o, S 

Idking into consideration that 

i s  log  n N(r  ) 
s 

■JIJ because 
H  <   log n   , 

(2.18) 

(2.19) 

(2.20) 

(2.21) 

(2.22) 

it  follows that 

N(r Lt..  2-.(logn-H+o(l)J   moll)      (2_23) 
NU    ; s 

which is equivalent to the first equality in 
(2.16), and 

Mf" )  N(r )-N(r' ) 
o,s      s o, s 

N(rg) "   N(rs) 

N(ri > 

N(r ) 
S 

1 + o(l) (2.24) 

which  is  equivalent to  the  second equality in 
(2.16). 

Bcinark  4.    Our Theorem 1  is  closely  related  to 
some  results which go back  to Shannon   (9)   and 
received a mathematically acceptable  form from 
Khinchine   |1). 

Our  Theorem 1   (a) ,    (b)   refers   to   independent 
random variables,   while  that   in   I 'I   refers  to 
ergodic  simple Markov  chains,   but our  result  is 
not   a particular case of   that  in   (3).     Indeed,   the 
results   in   (31   are existence   theorems,   considering 
'hat   6,   c   can be taken  as  small   and  s  as  large  as 
oesired,  while our  results give  effective   rela- 
tions between 6,  c,  ■ in order that  the results 
hold. 

Our  Theorem 1   (c)   rcferr.   to  the   set   CJ       of 
a)I   standard sequences C   , while  the  result  in 
HI,   Tli.   3)  refers to another set of  sequences C  i 
our  result contains n limit   for  4  -»  0,  s -» ", 
while  the  result in   (111,  Th.   3)   contains a  limit 
for  ■  -• ■. 

3.     Proof 

(a)   Let us consider a sequence C    E  I" 
6, s' 

From 
f.'.S) it follows that 

BV - s;^ + s«ei ,    joj < 1  dii^n) (2.25) 

From (2.4) there follows the relation 
n 

log P(C ) • [ m log p       (2.26) 
i-1 1     1 

and taking into consideration (2.25), there follows 
the equality 

■ 
log P(C ) - I     (»p.+s«e.) log p. 

i-1   1    1      i (2.27) 

- » I P, log p + s« • J 6. log p. 
i-1  1     1     i.i    i • 

which can also be written as 

log 
P(C8) 

sH + s« I    »i log ^-  (2.28) 
i-1  -    «-1 

From (2.26) we obtain the result (a)t 

i*tfihr-« <« -i IV iogJ- 
■     '      1-1 Pi    (2.29) 

n 
< 6  •  I    log — - «p 
"   i-1    pi 

(b)     Instead of proving  Inequality   (2.13)  we 
will prove   (2.17).     In order that a  sequence C  e p 
belong  to  rj|  s,   it   is necessary that  for at   least  ' 
some  value  of   i   (1 £ i ^ n)   the  inequality   (2.6) 
does not  hold,   i.e., 

r«,8  "    U    {lini"8pil   *  8*} (2'30' 

(2.31) 

(bl) Let us assume that condition A holds. It 
is known from the elements of the theory of proba- 
bility that 

VI-P,) 
(2.32) 

so that 

P 

{1  Pi 
|m1-»pi| > s«| «   

But for 0 <_ * <_ I,  we have the inequalities 

0 < x(l - x) < ~ —       —4 (2.33) 

wheie the maximuin value is reached for x • -, so 
that from (2.32) it follows that 

p{',ni'spi'*"*}- "^T "i1!"»   <2-34' 
490 

Consequently, from (2.31) there follows the 
Inequality 

*'S 4s«2 
(2.35) 

and because of  (2.10),  it follows that  (2.17)  holds. 

(b2)     Let  us assume  that  condition B holds. 
From the central   limit  theorem in  the Moivre- 
Laplace  form,   it  is known  that 

(2.36) 

Vp.d-pj) 

2 

^57 
dx       (1  <  i  < n) 
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so that 

P^m.-spJ > 6£J "W - -^ ' Pi J Pi ,  2 dx , 

(1 < i < n) (2.37) 

In order to obtain the relation (2.17) it is suffi- 
cient to take   

/  s 

/Pid-Pi)  „2 

1 - 
J2i 

e  2 dx < —  ■(!< i< n) 
n     — — 

vPa-P,    _£ 

m      { 2 [  J 

(1 £ i ^ n) 

which Is equivalent to the inequality 

6 
■/Pi(l-Pi) 

> u(e) (1< i < n) 

Because of (2.33)) we have the inequality 

/ 2  > 2S/s       (l<i<n) 

(2.38) 

(2.39) 

(2.40) 

(2.41) 

so that in order to satisfy (2.40) it is suffici- 
ent to take into consideration condibion B 
(2.11), i.e. 

26^s > u(t) (2.42) 

(c)  If C £ ri  , then (2.15) holds, so that 
S     0,5 

N(r; ) 2 
0 f S 

-s(H+ap) 
[ P(C ) - PCr-  )<1 (2.43) 

s      o,s 

where the summation is for all C e rj 
(2.43) there follows the relation 

«,s' 
From 

-• log Nd"!  ) < H + 6ii 
s        o,s 

(2.44) 

In a similar way, from (2.13), (2.IS) there follow 
the relations 

1- t < P(r'  ) 
o,s 

T p(c ) < N(ri j 2 
'■   s      o,s 

•s(H-«p) 

(2.45) 

where thf summation is also for all C E ri 
From (2.45) we obtain the relation 

ä,s* 

H- «p < -•  log N(r';  ) + i loo r^-  (2.46) 
s       o,s   s    1-e 

From (2.44), (2.46)  it follows that 

H- «p.i. log   < - log N(r;  ) < H ♦ «P 
1-r   I       1.1       (2#47) 

For c given, .rbitrary, i as small as we want, and 
s as large as we want, because of (2.7) it follows 
that (2.14) holds. 

3. The  inverse  theorem. 

3.1.  Generalities 

(i Let   6  >  0,   c   '-■ 0,   B   >   1,   and  let   r,; be  ai\ 
arbitrary specific  sequerice,  belonqinq  to  T  .  Let 
us  assume  that  one of  the   conditions A or B holds. 

jn what follows we assume    that Cs is generated 
by a sequence of independent trials,  with possible 
outcomes At   (1  <^ i ^ n)  with unknown probabilities 
Pi   tt * t * •}«    and we will try to determine some 
intervals in which these probabilities can take 
values.     Lei   un  denote 

m,   • m.(C  ) (1< i < n) 
i         i     s —   — 

and by w{s)  the  confidence of statement S. 

3.2.    The theorem 

Because we have proved that 

(3.1) 

P(ri  ) > 1- t . 
OfS 

p(rj ) < E   (3.2) 
«,s 

it follows that with confidence larger than 1-e, 

Cser«,s' i-e-' 

w| |m°- spi| < «s ,  (liiin)i > 1 - € (3.3) 

0 0 
{m.           m. •» 
 «<p. <—+6, (l<i<n)y>l-E 

18 " "  /    ,3.4) 

i.e.. 

Let  L    be the  Banach  space of all vectors 
n 

q 

with q. real numbers of any sign, with norm 

(«Jj»...»«^) 

|q|| - sup||qi|) 1 1 i < n| 

(3.5) 

(3.6) 

Let  n  be the totality of probability measures 

p - (Pi,...,Pn) 

with p. >0 (1  <_ i <_ n),  and 

i-1 1 

(3.7) 

(3.8) 

This is a metric space with distance 

llp-p'll   -  «up||p. -p'!,  llilnj       (3.9) 

where p, p' e n  , p- p' 6 L .  If p,p' € n are 
two different solutions, satisfying the inequali- 
ties in (3.4), it follows that 

|p. - p'| <  26 (l<_i<n)      (3.10) 

so that from   (3.9)   it  follows that 

llp-p'll <  2« (3.11) 

We have thus proved 

Theorcir, 2.  Let us assume that 

(1) t t' * i satisfy one of conditions A, ft; 
(2) the  arbitrary sequence C € r is gener- 

ated by an independent identically distributed 
sequence of trials, with unknown probabilities p* 
(1 1 i < n). 
Then 
(a) The relation (3.4) holds. 
(b) If i),i',,«re two different solutions, their 
distance in I  is less than 2'. 

n 
Remark 4.  Lot L* be the Banach space of all 
vectors (3.5) with norm the total variation 
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Illqlll   -   !   kl (3.i2) 
i"l 

Then n     is a metric  space  with distance 
n 

IIIP-PMII     «     I      IPi-Pil (3-13) 
i = l       1       1 

where p,p'  e  t   . 

If p.p' e n    are two different  solutions,   satisfy- 
ing   {3.4),   it   follows  from   (3.13)   that 

lllp-p'lll   *   2n« (3.14) 

It  is easy to  see  that 

IIF   -P'll    1  HIP  -  F'lll   ln||p-pMI      (3.15) 

We remark also that  if L"  is  the  Euclidean  space of 
all vectors   (3.5)   with norm 

((q)) I <\ 
,%X/2 

(3.16) 

(3.17) 

then H is a Euclidean space with distance 

r 5 7l1/2 
((P-PM) =  I     IF.-P'l 

i = l      * J 

It  is easy to  see  that 

HP-P' II i up-r')) i ä'IIP-P' II     (3.18) 

4. Examples. 

4.1. Examples under Condition A 

0 4 Example  1.     Let C    be a  sequence with  n =  2,   s=10 , 
e =  2"J =  n.125,   s'  6  >  0.02,   so  that   condition A 
holds.     Let m° •=   3 « lO3,     m^ •=  7 » 10   .     From   (3.4) 
it  follows  that 

W' 0.28< p   < 0.32;   0.68 < p   < 0.72 ■   >   0,875 
1 (4.1) 

and from   (3.11)   wc obtain 

llp-p*  II < 0.04 (4.2) 

Example   2.     Let C^  U   u   sequence  with  n  =  2, s»10  , 
c  =  2"-' =  0.125,   S  6  >  0.002,   so that  condition A 
holds.     Let  m0 =   3" lofl,   m(.,'  =   7» 105. 
From   (3.4)   it  follows  that' 

wio.298- p   < 0..02;     0.698 < p   < 0.702     >  0.875 
1 J (4.3) 

and  from   (3.11)   we obtain 

|| p  -  p'll     <   0.004 (4.4) 

4.2. Example«;   u.idcr  Condition  B 

Example   3.     Let  Cl   be  a   ■ • (ju -iKt   with  n- 2,t   * 2 
=  0.125,   s  -  104,S   i   >   0.009,   wS *   3» 103,   m0 ■ 
7« 10  ,  so  that 

j    1   - j|      ■   0.4687-. 

and  relation   (2.3^)   takes  tin   fon 

ud ) 

which holds  for 

j_ 
R 
2 

.46P75 

(4.5) 

(4.(,) 

u(c) > 1,8 (4.7) 

Considering Condition B in form (1.42) it is easy 
to see that it holds.  From (3.4) it follows that 

wjo.291 < p1 < 0.309;  0.691 < p2 < 

and from (3,11) it follows that 

|| p-p'll • 0,018 

0,709  > 0. 875 
(4.8) 

(4.9) 

-3 
Example 4.  Let c" be a sequence with n« 2, e= 2 
= 0.125, s ■ lO6,5 I > 0.0009, m° = 3» 10 , nP  • 
7« 10 ; in this case, relations (4.5)-(4.8) hold, 
so that Condition B holds. From (3.4) it follows 
that 

875 
0) 

VK0.299K p< 0.3009;   0.699K p   < 0.7009 ■  >   0.87 
1       '   (4.1 

and from (3.11) it follows that 

|| p-p'll < 0,0018 (4,11) 

4,3.   Examples  involving  images that  satisfy 
Condition A or B 

Example  5.     Let  us  consider a digital  television 
picture,   i.e.,   an  array of  5002 points,  where  each 
point  can  have  256  levels of gray.  Here n =  256, 
s  =   5002  =   250,000;   let   e  •   1/256 =   0.00390625. 
Taking  these  values,   if we want condition A satis- 
fied    it  is  sufficient  that 

452   x   250,000  «  -^- >  256 256 

106  «2   >   2562   , 

«   >   0.256 , 

(4.12) 

(4.13) 

(4.14) 

Consequent!y 

0 
im f "'i wi T - ^ 

with 

<   0,256;    (l<i<256)y  >  0,9960937 
' (4,15) 

|| p-p'll     =   nax||p   - p!|,   1< i< 256}  <  0,512 
' (4.16) 

Example  6.     With  the  same basic data  as  in 
Example   5,   we   take  n  ■   256,   s =  5002,   c  ■   1/256  = 
0,00390625,   and we  consider that condition  B holds, 
i.e., 

26^ > u(c) (4.17) 
Here 

1     ,        ^1        1   f, 1 if. 1 

v i   i L_ 
2 60,000 

256" 

.la 
536 

0.16667) 

= ^ »   0.83334   *  0.416C7 

so that  from  tables  it  follows that 

u(r)   ■v 1.30 

2«   «   500  >   1.30 

I   >  0.0013 

Thu' 

1.1 

S. 

(4.18) 

(4.19) 

(4,20) 

(4.21) 

~ -  Pii   <   O.OOlll    (l^i^256)     >  0.y9ti0937 
(4.22) 
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and 

p- p' II <  0.0026 (4.23) 

Example  7.     Let us take n ■= 256,   s« 500  ,   t -  1/16 
• 0.0625,  and let us assume that Condition A holds, 
»en 

4«     x  250,000 x -^ >  256 (4.24) 
. lb 

10     I*   >  2 (4.25) 

6  >  0.01.4 
so  that 

•{^-'.1 < 0.064)   1 

||p-p'||    <  0.128 

<ii256|   >  0, 

(4.2f.) 

9375   (4.27) 

(4.28) 

Example  8.     Let n- 256,     s- 250,000,     c ■=  1/16 
- 0.0625 and let us assume that Condition B holds. 
Then 

n'     2 

2 4000 

so that 

i.e., 

or 

Thus 

16     256' 4096; 

(4.29) 

i (1-0.00025)   - i« 0.9975- 0.49987 

4?-..| 

u(e)   % 3.8 

26  x  500 >  3.8 

S  > 0.0038 

<  0.0038;   l£i£256>   >  0. 

(4.30) 

(4.31) 

(4.32) 

09375 

p-p'H    <  0,0076 

(4.33) 

(4.34) 

Example  9.     Let us assume  that we have a  30-minute 
sequence of TV pictures.     If we have  32 pictures 
in each second, we have a total of 

32x 60x 30 -  24x 602 (4.35) 

pictures, succeeding each other in tine. Assuming 
Independence between the pictures, we have n- 256, 
B« 5002x 24x602, and let t - 1/256 - 0.00390625. 
Assuming that Condition A holds, the value of is 
given by 

or 

i.e., 

Wien 

4«2 (250,000) x 2*» 602x -i- >  256 

6     3        4 2 2 
10    «   x 2   x 60     >  256 

103  « x 22 x 60   >   256 

6  > 
256 

>  0.001 

Consequently 

and 

10   x 240 

<  O.OOlj   (1 < i< 256) 

p- p'll *  0.002 

>   >  0, 

(4.36) 

(4.37) 

(4.38) 

(4.39) 

9960937 
(4.40) 

«   > 13 
2,400,000 

t  0.0000054 (4.43) 

so that 

and 

1. 

il-^l 

7. 

10. 

<   0.0000054»    (l^i<256) 

II P- P'll    *  0.0000108 
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APPROXIKATION OF  TOO-DIMENSIONAL  RANDOM FIELDS 

Millu Rosenbliitt-Roth 
Center   for Automation Research 

University of Maryland 
College Park,   Maryland     20742 

1.       Introduction. 

(a)   In some problems of  pattern  recognition 
and image modeling,  as well  as in some aspects of 
statistical physics    e.g.     the Ising theory of 
ferromagnetism,    the phenomena are described with 
the help of random fields.     Because of the  large 
number of random variables involved, as well as of 
the coaiplexity of their interdependence,     such 
random field representations cannot be handled in 
a straightforward manner. 

(a) the Markov field which is the best 
approximation 

(b) the  expression of  the error  committed in this 
best  approximation,  which  is a functional 
depending on the probability measure of the 
given random field. 

We  remark  that in this study some approxima- 
tion operators appear which are    nonlinear projec- 
tion operators in some Banach spaces. 

Because none of the random variables can be 
deleted,  the only way to simplify  the study is to 
restrict their    interdependence,  i.e.    to consider 
that the probabilities referring to each random 
variable depend    only on the values of the random 
variables situated in some neighborhood of it, 
i.e.,  to consider random fields of a Markovian 
character. 

Obviously, each problem may ask  for some 
specific kind of neighborhood,  so that it is 
necessary to use various classes of auch particu- 
lar random fields. 

Sometimes even such simplifications are not 
sufficient and it is necessary to use various 
subclasses, containing Markovian random fields 
especially fit to describe unilateral developing 
phenomena. 

(b) At this moment    there does not exist a 
coherent theory of such random fields, but only 
isolated results,    the most outstanding being 
contained in the oldest paper   (II   dedicated to 
such problems, and unjustly forgotten today,  due 
to the fact that those interested now in such 
studies are physicists, while this paper is 
published in a journal of information theory. 

Me mention     that Chapter 2 of the present 
paper is s continuation and development of ideas 
and results contained in  (1). 

(c) It is of theoretical and practical 
importance to evaluate the error committed In the 
bast approxiMtien of the initial random field 
with such particular random fields of a «Ivan 
class, and to find that random field of this class 
which produces this minimization. 

Ihis paper presents the solution of this 
problem for two-dimensional rectangular random 
fields with arbitrary sets of states In each 
point. 

Me use the relative entropy aa a measure of 
discrepancy and we determine explicitly for each 
class of unilateral Markov fields under discussion 

2.      The Concept of a Unilateral Markov Field. 

Let o be an array of points  (i,j)    (l^i^m, 
1 < } < ■]     in a plane and   T    some subset of it. 
Let (ij  be some random variable attached to the 
point  (i.j),  taking values in a measurable space 

(xij,s1J) , (i,J) € a (2.1) 

A random field ( Is an array of arbitrarily depen- 
dent random variables 

Cj. .   d.j) € o (2.2) 

(i,J)€o   iD  iD 

taking values in the smasureable space 

(X,S) 

with joint probability measure 

PUC T)   , T € s 

For any set i C o  , 

tT - («ij.    (i.j) E xM 

is a random vector attached to the set i and taking 
values in the measurable space 

P,<T) 

(2.3) 

(2.4) 

(2.5) 

(xT,sT) 
(i,j)€T 'W 

with probability 

P T(TT) 
C 

Obviously P is a marginal of P.   . 
C l 

P(tTeTT) ,  TT t sT 

(2.6) 

(2.7) 

Considering conditional marginals of P , we 
denote t  ' 

for any  subset       1 of o,    such that   A   does not 
contain the point  (k,t) . 

(2.8) 
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Let us consider that a(k,t) is the set of all 
points (i.j) in the rectangle o, such that l£k, 
j ^ 1, with the exception of the point (k,t), i.e. 

o(k,l) - {(i,j)» i<k, j< I) - (k,l)   (2.9) 

In what follows we will denote by (i)(k,t)   some 
subset of a(k,l),   and by B(kll)  the set of all 
points   (i,j)   in o such that either i < k or j £ t 
or both,  with the exception of the point   (k,l)7 
i.e. 

*%»Htj« <i.3)eU'(kft)<Tktl«.J'
(i'i'eu,(k'1" 

(2.19) 

for  any point  (k,t) 6 o . 

(c)  the set uMk.l) is given by relation   (2.16). 

Let r be a natural number. We denote by 
Y (k,t)  the set of points (i,j) in o such that 

B(kfl). ((i.J),   i<kf   l<i<n) 

U {(t.j)»   1  <  i  < m,  j  <  I) -  (k,i) (2.10) 

|k-i|  < r  , |j- t|  ir 

with the exception of   (k,t),   i.e. 

(2.2C) 

Definition.     The random field f, is unilateral  of 
class    u if for each   (k,l) e o    and any T      € s. , 

\tKij.(i,j)ep(k,l)tTkt,xij'   (i'3>eBkl) 

(2.11) 

LEHMA 1.     The unilateral  random field C of class 
u has its joint probabiiity measure defined for 
any T E S    by the expression 

\mml H     pr      ir    ..(i.i.e.XK.D^kll 
T     (k,l)60       k•l    W 

Yr(k,l)- J(i,j)» k-r^i<k+r,  l-r^ j<l+r} -  (k.l) 

(2.21) 

Definition. The random field C is an r-Markov 
field, if for any point (k,!) € o, and any set 
T.. €  s        the following relation takes place, 

\lKy (i.J)fo-(k,l)(TktlxiJ'  (i.i)eo-'".»>> 

" \tUij.(i.J)^r(k.l)(Tkllxij'   <i'3'e>r'
k.»') 

(2.22) 

Lit us denote now 

x^,   (i,j)eu(k,l)) 

.(s) 

ar(k,l)  - Yr(k,t) n a(k,t) (2.23) 

(2.12) 

Let   ui(k,t)     contain the points    A.    , 

(1  ^ s   <^ N) ;     let us  consider a given value  for 
s     (1   <^ s £ N).     Given  an arbitrary point 
(k,t)  €  a,     let us denote by 

LEMMA 3.    For any unilateral  random field t    and 
any point   (k,() € o      the relation 

u(k,t)  C a   (k,t) 

implies the relation 

et(u,v),   (k,l)i  si 

the  set  of points   (u,v) E o such    that u(u,v) 
contains  the points 

.(t) (1   <   t   <  N) 

(2.13) 

(2.14) 

uMk.l)  C Y   (k,t) 

(2.24) 

(2.25) 

witli 

Let  us  denote 

LEMMA 4.    A unilateral  random field   C   of any ciass 
u is  a Markov random field. 

EXAMPLES. 

1.       If 

•a ■ *« (2.15) 

uiMk.t)   -    U    e|(u,v),   (k,l)i   s)   -   (k,l)    (2.16) 
8-1 

LEMMA  2.     Let   us  confider that   (k,I)   is an arbi- 
trary point   in    o,  and. T . € S.    . ,     (k,t)E o. Then 

KE R, 1 
for  each set 

ulk,I) C a(k,() (2.17) 

there exists another set u'tk,!) C a such that 

(a) u(k,l)  C u'ik.l.) (2.18) 

(b) for  any  unilateral   random field of class u, 
the  follwing relation takes plarr, 

"«„U   ,(i.j)^-(k,()
(Tki|xi3' '"^eo-""'>> 

u(k,t)  - a   (k,l) 

uMk,!)  - Yr(k,l) 

(2.26) 

(2.27) 

so that the corresponding random field is an 
r-Markov random field. 

In particular,   let  r >   1   and (2.28) 

u(k,l)   -   Hk-l,t),(k-l,t-l),(k,l-l))    (2.2<») 

uiMk,»)  -  {(k-p^l-Pj)!  p^Pj E(-k,0, + l))  -   (k.l) 

- Yjlk.i) (2.30) 

2.       If 

iii(k,t)  -  ((k-l,I),(k,l-l)) (2.31) 

it follows that 
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u'Ot.O^  ((k-p^f-i^),   Pj.P2
e (-1,0,+ 1),  PJ^PJ) 

(2.32) 

3.      The u-anount of Information Determined by a 
Unilateral Random Field. 

Given  an arbitrary randan field  C     with  joint 
probability measure P.,wu can obviously  calculate 
its marginal conditional probability measure 

\tUij,(i.J)e1i.(k,t)
(Tkl,xij' 

(3.1) 

•ion 
In what follows we will consider the expres- 

h(pc'pn(U)' (3.6) 

representing the relative entropy of P. with 
respect to P 

n(ui) * 

THEOREM 2   (of best approximation).     Let  II be an 
the 

(3.9) 

arMtrary zanitom field.    If i   {(,)  is finite, then 

minO^P.iP , ,)i n(u) € L(U)) - I lO 

This minimum is leached iff 

for any given set u(k,t) and any point (k,!) E o. 

Consequently, for each given random field C, 
we can define a new random field C(u) with joint 
probability measure given by (2.12), with marginal 
conditional probability measures given by (3.1). 

In what follows we will make essential use of 
the concept of relative entropy.  Given two prob- 
ability measures P , P2 over some measurable space 
(X,S) the quantity h(P :P )  which takes the value 

r)(u) C(u) (3.10) 

P1(dx) 

Vdx) logpnsö- (3.2) 

if P    is absolutely continuous with respect  to P, , 
and     + »> in the  contrary case,       is the  relative 
entropy of P    with respect to P.. 

Definition.     The quantity 

I   (O  - hUit(u)) (3.3) u 

is the iL'-amount of information determined by the 
arbitrary    random field C. 

i.e.    iff 

P 
n)()lln..,(i,j)eu)(k,«)        ^1^ ., (i,j) e a.(k,i) 

(3.11) 

for alj  points   ik,l)  £0. 

LEMMA 5.     If for all points   (k,l) € o, 

ü(k,l)   C u(k,l) (3.12) 

then,  for any  random field C, 

I.(t)   «  I   (C)   . (3.13) 

4.  Two Measures of Discrepancy. 

In order to evaluate the discrepancy between 
the given random field t € L and the approximating 
random field C(u) £ L(u)  we may also use the 
distance in variation between their corresponding 
probability measures. 

THEOREM   1, 

with egua-Jity iff 

I (Ü > 0 (3.4) vw (4.1) 

where the norm is the total variation of the signed 
measure 

P = P 
t.   f, (ui) 

(3.5) 

i.e.  iff relation (2.11) holds    for any   (k,t)Eo. 

Let us  denote by L the totality of random 
fields defined over (X,S)  and by L(u) its subset 
containing the totality of random fields of class 

Let us consider an arbitrary random field 
n(u) € L(u)  defined with the help of the condi- 
tional probability measures 

\  .In. . (i,j)eu)(k.I)
(Tk.|xij' W.JI«.lk.MI 

(3.6) 

»o that its joint probability measure p    is 
given by the expression ,1 

M ̂
<T, ' 1 ».111-Vlwtt.M«**.«*^«" Dec 'kr 'ij' 

|x. ^ (i,1)e ..(k.m   (3.7) 

p - p (4.2) 

The relationship between (4.1) and (3.3) ir given 
by the following 

LEMMA  6. 

pc-W < 2 1 (t) (4.3) 

5,       The Projection Operator. 

Let us denote by ZM   the mapping of  L into 
L(u)   such that 

IMC  -   Uu)    ,        C e  L   ,     C(u)€L(ui)        (5.1) 

for u C o. 

Considering L imbedded in th" Panach space of 
signert measure1   over   (>:,S>,     with norm the  total 
variation,   it  f^llowr. that   the norm of any prob- 
ability neasUn    i;   on»,   so  that   ir  particular 

I 'vr • 11 if (u)|i • 11   «"c --    ».« 
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Consequently,  the operator Z(w)   defined over 
L has norm one.    It is easy to see that it is a 
nonlinear idempotent operator    and its restriction 
on the set L(u)  is the identical operator,  so that 
Z<u)  is  the projection operator on Liu).    For 
these reasons    it makes sense to introduce the 
following 

Definition. 

(a) Z(w)   is the class u projection operator, 

(b) For a given random field t e L,  the element 

CM  - Z(ui)C e Uu) 

exist and are finite, this equation holds. 

From Theorem  1  and Lemma 7 there  follows the 

LEMMA 8.    For any random field C/  and any    class ID, 

h(C) 1 I h(ektltij'   •*•*• € w(k,t)) 
(lt,t)eo 

with equality iff 

tmm • o 

i.e.  £    is a random field of class u. 

(6.7) 

(6.8) 

is its class ID projection,  i.e.,  its projection 
on L(ID) . 

(c)     In particular if 

utlk,l)  • y  (k.l)   , (k,t)  e 0 (5.4) 

from  (a),   (b)    we obtain the definitions of the 
r-Markov projection operator and of the r-Markov 
projection of a random field. 

to the  result   (3.10)   in Theorem 2  does 
exprenr     the    fact    that    the minimum in   (3.9)   is 
reach'      iff P   ,   ,   is the projection of  C e L on 
, ,   . n(iD) 

6,       On  the Expression of  I   (U. 
* U) 

Let us suppose that 

(a)  the probability measure P. admits a prob- 
ability density 

p (x) ,  x e x (6.1) 

(b) the probability measure P,  . admits a prob- 
ability density 

Pr, . (x) ,  x € x (6.2) 

(c) the probability measure   (2.11)   admits  fi 
probability density 

%J|Cij,(i,j)elD(k.t),Xkt|Xij•(i'j,ea,,k'e,,' 

(k,l) £ o (6.3) 

Lit us  denote 

(a) hU)  - - I rf (dx)   log yAx) (6.4) 
X 

the   (differential  entropy of the random field C 

M     h(f,.   ,1c,., (i,j)e w(k,U) 

-  [ f    *.  .^dx"01'1')  h(Cv,|x, . 
Lou«  fik'l) kt  13 

(i,j) € (D(k,n ) (6.5) 

the  conditional   (differential)  entropy of the 
random variable  f     . witli respect   to  the   random 
vector  (C. .,   UsJpi "(k,!)). 

LEMMA  7.     ]f all quantiticr. in th<   nlatiou 

I   (C)   - I h(Clt|<.,n,(i,j)e-(k,l))-h(C) 
■ (k.neo 3 (f..6) 
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INTERPOLATION BY BIVARIATE QUADRATIC SPLINES 
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ABSTRACT. We study interpolation by bivariate quadratic splines on a criss-cross 
triangulated non-uniform rectangular grid. The data points are at the corners of the 
rectangles. We develop a quasl-interpolatlon formula giving optimal order of approxi- 
mation 0(hJ) and provide an interpolation scheme whose order of approximation is 
0(h2). The results apply to functions in C^ and for bounded mesh ratios. 

I.  INTRODUCTION. Given data {f(x ,y )}, 1=1,..,m; j-l,..,n representing function 

values at the nodes {(x ,y.)} of a non-uniform rectangular grid, we wish to produce 
1 1 J 

a C function interpolating the data and approximating the function f on the rectangle 
Ix^x 1 x [y^y 1 , where we assume x^x ...<x and y^y» ...<y . The class of functions ■im     in 1 ^     m     1 2 .   n 
from which the interpolant will be chosen la the space of C bivariate quadratic splines 

developed by Chul and Wang [CW]. These splines are the C functions which are quadratic 
polynomials on each triangle of a criss-cross triangulated rectangular grid. Our data 
points are assqmed to be at the nodes of this rectangular grid, as show in Figure 1. 

Flg.l 
We remark that while it  might be more desirable for the data points to be located at 
the centers of the rectangles of the grid defining the spline space, it is easy to 
construct examples for which this is not possible, e.g. x--3, x --2, 3V2' V3' 

The more standard choice of interpolating space employs quadratic tensor splines. 
One drawback of this choice is the the high degree (four) results in poor shape 
preserving properties. While we do not Investigate here the shape preserving properties 
of our interpolants, their lower degree would seem to warrant the development of basic 
results concerning interpolation and approximation. 

The main results of this paper are as follows: 

a) We provide a simple quasl-interpolatlon formula which (by definition) reproduces 
quadratic polynomials from their values at the data points, and which, when applied 
to data from arbitrary C^ functions f, produces a spline having optimal order of 
approximation 0(h3) where h is the maximum grid spacing. 

b) We develop an explicit interpolation formula which produces an interpolant 
with approximation order 0(h2) provided f is in C3 and the global mefh ratio is bounded 
as h > 0. The approximation order 0(h2) for interpolation is optimal sinr^. it is 
known for one dimensional quadratic splines. 

Partially supported by ARO Contract No. DAAG 29-84-K-0154 

2 
Partially supported by ARO Contract No. DAAG 29-84-G-004 
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II. RESULTS.  As developed in [CW], the rpllne space Is spanned by the set 
of B-spllnes B  (x,y) where the octagonal support of B  and its function values at 

the data points are shown below in Figure 2. 

A ,A^,B .B' are defined in terms 

of mesh ratios as follows: 

A- 
Xi"Xi-l 

1  Xi+1   Xi-1 

J yj+i yj-i 

; A: 

x        —x i-n   i 
1  Xi+l~Xi-l 

: B 
i yj+ryj-i 

i+2 

A spline function takes  the form      l ß..B    (x,y), where the coefficients 6 

are  to  bt; determined.   The  interpolation equations  are easily obtained as 

WMy   I   (A^)   ßij   +  (A^)   1^^  ♦  (A^)   1^^  ♦   U|1J)   1^^,  -  f^        (1) 

where  f1    =  f(x1,y  )   and   i-l,..,iu;   j-l,..,n. 

We proceed  to  construct  a quasi-lnterpolation formula.   This  is by definition a 
linear mapping  from the data   into  the spline space which  reproduces  quadratic  poly- 
nomials  from their  data and  such  that  each coefficient ß^j    of  the spline function 
depends  locally on data near   (x   ,y  ).   The formula   is  developed  by a successive 
guessing approach. ^ 

The B-spline B  .(x,y) has,  as the corners of  the central rectangle in its support, 

the data points   (x^y ),   (xi+1,y  ),   Cl^JN^f   <x1+1»y.i+1) •   It   ls perhaps  then 

reasonable to guess that  its corresponding coefficient ß      can be conveniently 

expressed in the form 

•      .    fij  + fH-1..1  + fi.Hl + fi^l.1+l + Pij 4 + elj (2) 

where e  represents an error term. Plugging the formula (2) into the interpolation 

equations (1) gives an equation for the e 

L(e) 
(xi-Xi-l)(xi-H-Xi)  (1)   (yJ-yj-l)(y1+ryi

)  (2) 
2 ni1 2 ij 2 nij "  2 nij 

where n.. and r\        are  combinations of second divided differences of the data in 

the x and y directions respectively: 

(1) _ "I ^r„ .    ,       .  .  3 

(3) 

B. 

.(2) 

B' 

r ^^i-i^i^i+i1«^-^ +1 f<fxi-i'xi'xi+i1'V + ? f<fxi-i'xi'xi+i
]'y

j+i) 

(4) 
(2) A; 3 \ w 

nij • r f<»i-i'Clrj.i#,rrfi^u ""Ä^^'^j-i^j'^+i^ +rf(xi+i'
lyj-i'

y
j'

yj+ii> 
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We note that both iv'  and r] are constants if f Is a quadratic. If this Is the 

case, it is a simple matter of substitution to show that (3) Is satisfied if 

e.. •-T ^x4+i~x<) ^4*     ~  "o ^yi+i~yi^ ^\\   '  We can now wrlte our quasi-lnterpolation 
formula. 

Theorem 1; If f(x,y) is a quadratic polynomial and the coefficients ß  are given by 

ß  . ^j^m.J^i^l^i+l.j-H _ l(x  _x ^ (1) _ 1(      ^ (2) 
Pij A 2V 1+1 i; 'ij   2vyj+l yj; 'ij  qv ;ij   K ' 

where the rectangular grid with nodes {(x.ty )} covers the plane, then 

Q(f)(x,y) = [«CO^l^te.W (6) 

is equal to f(x,y) for all (x,y). 

Proof: The previous arguments have shown that If ß   = q(f)   then ),ß..B  (x,y) 

interpolates f(x,y) at the nodes of the grid. It remains to show only that Q(f)(x,y) 
is in fact a quadratic polynomial, in which case it must coincide with f(x,y). 
Unfortunately, this task must apparently be carried out by brute force calculation. 
One approach is to calculate the second derivatives of B .(x,y) (which are constant) 
and then successively choosing f(x,y) ■ l,x,y,x2,y2,xy,tö-'show that the second 
derivatives of Q(f) are constant. Of course various symmetries will reduce the amount 
of actual calculation. We omit the details here. 

Henceforth, Q(f) as defined by (6) (via (4) and (5)) will be referred to as 
the quasi-interpolant of f. Standard arguments show that if f is in C-* on the 
closed rectangle [x,,x ] x [y,,y ] then 1 m    'l 'n 

|f(x,y) - Q(f)(x.y)l  - 0(h3) (7) 

for (x,y) in the interior of the rectangle. 

We now develop uur interpolation scheme and investigate its order of approximation. 
The interpolation scheme takes the form 

•tj " «C«tl + «IJ (8) 

where e.. satisfies 

L(eij) - fj. - L(q(f))lj = g^ . (9) 

Since g  depends locally and linearly and is identically zero for quadratic data, 
3 it follows from a standard Taylor polynomial approximation argument that if f C CJ 

3 
on the rectangle defined by the grid points, than g  ■ 0(h ) in the interior of the 

•3    .      3 
rectangle. If we could show that e   satisfying (9) was also 0(h ) then the 

Ij 3 
interpolant would differ from the quasi-interpolant by 0(h ) and so provide the same 

3 
order of approximation. Unfortunately, e  ■ 0(h ) is not necessarily true. 

■ 
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It Is possible to write down an explicit solution for e  , since- there Is a 
S rs simple formula for the fundamental function 3   satisfying 

namely 

m")  = 6.6. (10) 
Ij     Ir js 

6.. -  r+1 r-1 78-H /a-l  , m Xi v  rs  ,... 

rs 
where o   as a function of 1 and j for a given r and s, is +1 according to the 

following pattern in Figure 3: 

+ - + __ + _ + _ + 
- + -+ + - + - + - 
+-+--+-+-+    The circled + is situated at  the   (r,s)  position. 
-+-+Q-+-+- 
--»-- + + - + - + - 
+-+--+-+-+       Fig.   3 

We can then write 

■ r,s  J 

where, for fixed 1 and j, ß   has the same sign pattern as in Figure 3, with (i,j) and 
I rs 

(r,s) Interchanged. If the mesh ratios are bounded then ß   = 0(1) and 

e.,  m  0(mn)||g  !| - 0(h). It Is in fact possible that c,, has the same order of 
ij      " rs ij 

magnitude as h, for the g  may alternate In sign due to oscillations in the mesh 

spacing. WMle this would suggest that  |f(x,y) - [e B (x,y)| - 0(h) is best 

possible for the interpolant, in fact 0(h ) can be obtained for it turns out that 

^ e^^B^^^x'y^ " 0^h ^ even if the eil a8 Riven by (12) are 0(h). We have 

^ eijBlj(X'y) " ^ ,1 KlXsW^   - I,  «rs ( ^ »JV«-*" (13) 

Next we use the linear dependence of the B  as shown in [CW]: 

,i+J (1A) 

It is not difficult to see now that l  ß "B..(x,y) by virtue of (11) and (14) 
i.j ^  3 

is, for a fixed (x,y), zero outside of a cross-shaped region centered at (x,y) whose 

arms are only a bounded number of nodes in width and which consequently contains 

O(nH-n) nodes. It follows that I g ( I BJT^J. (x,y)) has only 0(m+n) non-zero 
r.s rs l,j  J  J 

terms so that I    e B  (x,y) - 0(m+n) g   - 0(h ) using (13). 
i.j  J J 
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The  approximation order  of   the   Interpolant  can then be  estimated  as 

|f(x,y)   -I^ijBij^.y)!   lU(x.y)   -   I  q(f)ljBlj(x.y)|   +   llr^B^ (x.y) | 

-  0(h3)   + 0(h2)   -  0(h2). 

The above discussion requires some formalizing, especially as regards the lack 

of data beyond the boundary of [x^x ] x ty^.y !• The precise statement of the 

approximation result Is given in the following Theorem: 

Theorem 2; Suppose the following hold: 
3 

a) f c C (ft), where Ü  Is an open set containing the rectangle E - [a,c] x [b,d]. 

b) (x.,y.), l"l,..,m; j-l,..,n is any set of grid nodes such that 

I) (x^yj) G E 

II) max  {i 1,| 1)   <    M  ,   where M  is a  constant  independent of 
'"wt' ^j+i^j1 

m and n and h ■ max ^lx1+i~
x.i 11 ly..+i~y1 H • 

c) The augmented data set {(x ty ,f .)} is defined as follows: 

i) f  - f(x1,y ) , i-l,..,m; j-l,..,n 

11) x1+1-x - h for 1 >^ m and 1 <^ 0 

y. .-y. ■ h for j ^ n and j £ 0 

f   is defined for all (1,J) i   {l,..,m} x {l,..,n} 

using a local extrapolation formula exact for quadratics. 

d) The coefficients ß . of the spline function ^ß  B  (x,y), l"0,..,m+l; 

j=0,..,n+l are chosen as follows: 

where q(f) is defined In (5) (via (4)) and e  is defined by 

V   5 rs 

EiJ  -1 * m ^ '" r"x,•. ,m 
S"l,..,n 

S rs where g      is defined in (9)  and &..     is defined in (11). 
, rs ij 

Then J] ß    B     (x,y)   interpolates f(x,y)  on the set{(x  ,y.)},   i-l,..,m;  j"l,..,n 
2 

and   |f(x,y)  - J|ß1.B1 (x,y)|  - 0(h )  uniformly for  (x,y)  e  [x1,xm]  x  Ifj.f^l« 
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Proof: The extrapolated values of f  differ from the actual values f(x ,y ) 
2 ij * J 

by 0(h ) for (x,,y.) within 0(h) of the rectangle [x,fx ] x ly,,y I« If follows 1  j i m     i  n 
that If q(f)  is calculated from the augmented data set, we still have 

3 |f(x,y) -  q(f)•.B..(x,y)| - 0(h ) for (x,y) in the rectangle, uniformly. Similarly, 
ij ^-J 2 

when calculated using the augmented data set, g.. " 0(h ) for (i,j) in the original 

data set. The sum in (11) is restricted to (r,s) in the original data set since this 

insures interpolation on the original data points and minimizes the number of terms 

in the sum. The rest of the proof follows from previous arguments. 

We remark that there is no essential requirement that the data be given on an 

entire rectangular grid ^x.}. , x ty.}.. ,. Our quasi-interpolant and interpolation 

scheme apply      just as well If say, we wish to Interpolate at the nodes of 

a rectangular grid lying Inside a prespeclfied open region. 
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ON THE C2 CONTINUITY OF PIECEWISE CUBIC HERMITE POLYNOMIALS 
WITH UNEQUAL INTERVALS 

C. N. Shen 
U.S. Army Armament, Munitions, and Chemical Command 

Armament Research and Development Center 
Close Combat Armaments Center 

Benet Weapons Laboratory 
Watervliet, NY 12189-4050 

ABSTRACT.  Cubic hermite polynomials are usually C  continuous.  With the 
introduction of smoothing within the intervals, the second derivatives can be 
made continuous.  This may be applied to the autonomous vehicle problem with 
unequal laser scanning. 

In using a laser range finder to measure the range, the direction o^ these 
laser rays can be subjected to angular errors. These errors, in the direction 
of the elevation angle, affect the determination of in-path slopes for naviga- 
tion of autonomous vehicles. Nonuniform grid may be employed in computation b\ 
the spline function method with cubic hermite polynomials. For the purpose of 
smoothing, it is essential to obtain continuous second derivatives at the grid 
point from both sides. 

I. INTRODUCTION. The smoothing of gradients can be obtained by using an 
optimization method for approximation involving spline functions.  Nonuniform 
grid may be employed in computation by the spline function method with cubic 
hermite polynomials. Continuous second derivatives at the grid point from both 
sides are essential for the purpose of smoothing. This method can be applied to 
solve the following problems: Whether the platform can climb on the estimated 
in-path slope or whether it will tip over the estimated cross-path slope. 

II.  RECURSIVE FILTERING AND SMOOTHING PROCEDURE.  A spline function s(0 
is a solution to the optimization problem 

N -, *    ßi ' 
J* = Min.   ( E [h^iJ-m^TRi [hiß^-m,-] ♦pi/    [hl--d{|     (1) 

h e Cz  l«l is2 Pi-1 

where for clarity and simplicity in discussion we only consider the cubic spline 
case.  Higher order polynomial spline can also be treated in a similar manner 
with more complicated comoutation. 

A cubic spline, s, is a piecewise polynomial of class C* which has many 
good properties, such as the minimum norm property and 'local base property 
[1,2].  From the approximation theory we know that for each set A = {aj,...^, 
a'j, a'^}, there exists a unique cubic spline s(^;A) such that 

s(ßi ;A) =3,  ,  i = 1,2 N (2) 

Sf/Si.-A) = a'i, i = 1,N (3) 
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where s is the first derivative of the function s. The above equations can be 
thought of as boundary conditions for the piecewise cubic spline interpolation 
given a set of data (j^,a^), for i « 1,2,... fN. Thus, solving the problem in 
Eq. (1) is equivalent to determining a set of constraints A for the optimization 
problem: 

N _, N ßi 
J* » Min { E  [s{fi;A)-»i]TRi [s(«i.Aj-m,] ♦ p E /    [s({;A)]«d? 

A   i=l i-2 ^i-1 
(4) 

Instead of taking a direct approach to find an optimal set of constraints for 
the problem above, it is proposed to further transform this problem into a form 
which is convenient to be solved. From the theory of numerical analysis [3], it 
is well known that a piecewise cubic Hermite polynomial p(() is in the family of 
C. For each set B ■ AuA0, where Ac is a complement of A, i.e., Ac ■ (a1,-, i ■ 
2,3,... ,N-l}, then B • (a-j.a'-j, i=l,2,... ,Nf, there exists a unique piecewise 
cubic Hermite polynomial p((;A) such that 

p{^;B) « a, 

P(ßi;B) = a'i 

where p is the first derivative of p. 

i ■ 1,2, ...,N 

i = 2,.. .,N 

(5) 

(6) 

It should also be noted that for each set A, there are an infinite number 
of piecewise Hermite polynomials p({;A) such that 

P(/Si;A) = a,- 

P(/Ji;A) ■ a' 

1 tC t • • • ffi 

- l,N 

(7) 

(8) 

Let a set of pU;A) which satisfies the constraints in the equations above be P, 
i.e., 

P s IPU;A):(5),(6) satisfied} (9) 

With reference to the paper by de Boor [4], it is noted that there exists a 
unique cubic spline sU;A) in the set P. Also from the minimum norm property of 
a cubic spline we have the following relation 

That is 

where 

N  ßi .. N  fii 
I / tsU:A)]«d{ < r /   [p(e;A)]«d« 
i«2 Pi-l i»2 Pi-1 

E / [sU:A)]«d* « inf  Jp(p) 
i«2 Pi-l P e P 

Jp - E /   [p(e;A)]d« 
i«2 ßi-1 
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Since a cubic spline s(<J;A) is unique, a piecewise cubic Herrn'te polynomial 
pU;A) which minimizes the smoothing integral Jp in the above equation with 
respect to Ac becomes a cubic spline sK;A).  To be more precise, we have the 
following theorem. 

THEOREM:  Let P represent a set of piecewise cubic Hermite polynomial p 
which satisfies the constraints below 

p(/3i;Ac) = ai     , " 1,2,...N 

i ■ 1,N 

(12) 

(13) 

where p c C, A, and Ac are the same a«; mentioned before. Then there exists a 
unique cubic spline s(£) such that 

N  Pi    .. N  |3i 
t    I [smpd? = Min  Z    j [pU,AC)pd? (14) 
U2 ^1-1 AC  i=2  ßi-1 

where s and p are the second derivatives of functions s and p and s t C2. A 
simple example with N = 3 is given nevt. 

III. EXAMPLE FOR C? CONTINUITY.  For convenience and simplicity, we only 
consider a special case with N = 3.  The node points are given as $\,   /32, and 
£3. The intervals are not equal, i.e.. 

(02-/5!) $   (03-/52) 

Let a set of piecewise cubic Hermite polynomial p(t) be 

P = [p(t;AC)  ,  p c C1 [t1,t3], p(t2) = a, a e A'-] 

which satisfies the constraints in the equations below 

p(t1;A^) • a,  ,  for i = 1,2,3 

p(t1;A
c) = a'j  ,  for i = 1,3 

In this special case, a set Ac = a^ ■ a. 

(15) 

(16) 

(17) 

We want to show here that the cubic Hermite polynomial p(t;Ac) which is 
obtained by minimizing the smoothing integral will become a cubic spline func- 
tion s(t) e e«tt|tt3] 

»|-   . t3 
j* = Min  {/       [p(t;AM]2dt  + / '     [p( t; AC) J^dt) 

AC tj t2+ 

tf" t3 
Min  {/  '     [p(t;a)]«dt • /        [p{t;a)pdtj 
a t| t2+ 

(18) 
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From Eq. (A14) of the Appendix, the smoothing integral above can be written as 

J{a) = (x2-AiXi)
TBi (X2-A1X1) + (X3-A2X2)

TB2 (X3-A2X2)        (19) 

where A.,-# B^ , and xi are defined in the Appendix, and 

x.j s {a^a'i)1 , with a^ = a ,  i = 1,2,3 

Ai-1 ■ di-l ■ ti-^i-l 

Using Eqs. (All) and (A12), the functional J(a) is written as 

a2 

a 

- 

1    di 

0       1 

al 

T 

12di 

-6di 

■6di 

Ad! 

»2 

a 

- 

1    di 

0    1 

al 

a 

(20) 

(21) 

- 

1 

- r   " 
T 

a3 d2 a2 

a,3 0 1 a 
. 

- 

^d/  -6d2
:! 

-6d2    4d2 

a3 

a,3 

1 d2 

0 1 

a2 

J(a) = 12di  (a2-ai-dia,i)? - 12di  (a2-ai-d1a
,i)(a-a'1) 

♦ M] (a-a1!)2 ♦ 12d2  (a3-a2-d2a)= 

-12d2 (a3-a2-d2a)(a'3-a) + ^     (a'3-a)2 

Taking the partial derivative with respect to a yields 

3 J "2 - 1 

aa 
■12di (a2-ai-dia,i) + 8di  (a-a'i) 

+ 24d23 (a3-a2-d2a){-d2) - 12d23 (^H^Va) 

-12d2" (-I){a3-a2-d2a) - Sdo  (a^-a) = 0 

(22) 

(23) 
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Solving the equation above for a,  one obtains 

-I   - e 
a* = [3d! (a2-a1)-d1 a

,
1*3d2 83^2 3a2-d2 a,3]/[2(d1 ^2 )]      (24) 

To show that p(t;a*)e C*(t|,t}]i we only need to show that 

lim    p(t;a*) « lim    p(t;a*) (25) 

t-t2~ t ^2* 

That is, for piecewise cubic Hermite polynomial p(t), 

Pl,2(t2;a*) = P2,3(t2;a*) (26) 

where p^ is the cubic Hermite polynomial within the interval /Sj and 02, ar,d P21 
is the cubic Hermite polynomial within the interval 02 and ßi.. 

Now from the definition of piecewise cubic Hermite polynomial in the 
Appendix, we have 

P1/2(t2;a*) = edj (a1-a2) + adj a'1  ♦ 4i    a* (27) 

By using Eq. (24), the above equation can be expressed as 

Pl,2(t2;a*) ■ [-••lWl.**J 1 + 6(ald1^a3d2, + 20'1-a
,3)]/(di+d2)   (28) 

In a like manner, omitting the detailed derivation, we obtain easily 

P2,3(t2;a*) ■ [-^(dj1^1) + 6(a1d1
,+a3d21 + 2{a'ya'3)]/{äl*d2)       (29) 

Thus, Eq. (26) is always true, that is, the conclusion in the Theorem is valid. 
It is proved that the C2 continuity exists in the optimization procedure for 
piecewise cubic Hermite polynomials with unequal intervals. 

IV. CONCLUSION. For scanning in the direction of elevation ancje from the 
top of a mast where a laser is located, the intervals needed in angles are small 
for far away targets, while the same are large for close-by objects. The 
smoothing algorithm discussed in this paper indicates that cubic Hermite polyno- 
mials can be used for unequal intervals or nonuniform grids. 
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APPENDIX 

EVALUATION OF THE SMOOTHING INTEGRAL 

A piecewise cubic Hermite polynomial in the interval Hk«i«m] 1S rePr*- 
sented in terms of the basis functions and the state vectors x.j, x-j-j, where the 
state vectors are defined as in Eq. (20). By changing the independent variable 
below, 

Then the smoothing integral in the interval [/U-i-j,/^] becomes 

U-ui - /0     [p1-i,1(t)]^t 

where A^.j = ti-t,.! = /Si-pT.j, Ai-j^Ai. 

(Al) 

(A2) 

With the change of the variable above, the second derivative of the Hermite 
polynomial can be written as 

Pi-l,i(t) 

♦i,i(t) 

*i,o(t) Xi i-1 

(A3) 

(A4) 

where the second derivat-f/es of the basis functions can be derived as follows. 

Using the change of variables, we rewrite the basis functions as 

«l>i,l(t) = t*(3A1_1-2t)/Ai-1
3 

*t#0(t) ■ (Ai-i-t)MAi-1+2t)/A1-1s 

#it0(t) • t(A1_1-t)«Ai.1'': (A5) 

. 
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Then, taking the second derivative with respect to t yields 

4.1,0 ■ 6(2t-Ai.1)/Ai_1» 

#^0 = (et^A.-^/A,-.^ 

Therefore, the integrand of the smoothing integral is expressed as 

T 

[Pi-i(i(t)]'-   = Ki.^-m 

Xi-l. 

(A6) 

(A7) 

where K^.j^ is defined as 

M                                 II II                                 It If                                  II 

4>i.l(H)4>i  i:Mt   > «<>i,i(M)<<'i,i(M) , 4)i,i(»i)<)'i 
n                        K it                         ii ii                         it 

♦i.l^Wi.l^)   , #1#l(nN^#l(lO . yj,\(u)4>\ 
II                           il II                           it ll                           il 

,0(M)   »  4'i,i(M)i|'ilo(<J) 
11 II 

,0(M)   ,   i|'i,l(»i)^i,o(<J) 
II II 

,0(U)   •   <<'i,0(M)<l'i,0{M) 

"h.ofMWi,!^)   ,   4'lro(M)<l'i,l(»i)   ,   '/'i,o(M)*i,o(M)   ,   ^i ^(M)«/'! ,0<M) 

By utilizing the above equation, the smoothing integral becomes 
(A8) 

Ii-1, 
H-i 

/i-1 
/0  IC4-l,((t)#t 

Xi-1 

(A9) 

Evaluating the above integral, we obtain 

1273 



l0     Ki-l,i(t)dt = 

12/44.1« -Vif-l« -U/Ai-!» -6/Ai.!« 

-f/4l.|< VAi-! 6/Ai-l8 2/Ai-i 

-U/li.-i* •/4i-i« t^Ai-t* S/Ai-!» 

-f/Ai.t« 2/Ai-l 6/Ai-l2 VAi-! 
(A10) 

_i 

By defining matrices B^.j and A,-! as follows 

Ai-l - 

1  Ai.j 

0  1 
(All) 

Bi- i-1 " 

-a        —a 

— 2 _1 

■6Ai-l   ^Ai-j 
(A12) 

_i 

where B^_j is a symmetric matrix. 

Equation (A10) can be expressed as 

Bi-1 -Bi-lAi-1 

_   T  -' 
(-Bi-lAi-l)T  Ai^Bi-^i-i (A13) 

_i 

where B^.j and A^.j are functions of the variable Ai-^. By using the above 
notation, Eq. {A9) is rewritten as 
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= 

= 

or 

where 

x · , 

)( ~ 
I 

)( • , 

I; - t,; 

T 

= 

= 

T 

l 

_, 
B;-1 

T _, 
-A;-1Bi-1 

T 
-A;-1 

I 

_, 

T _, 
A;-1Bi-1Ai- 1 

__ , 

T _, 
-A;-tBi-1 

_, 
B;-1 

(x;-A;-1Xi-l)T B ;- l(x ;-A i-l~i-1) 

r 
I 

L 

x;-1 Ci - 1 Di-1 

T 
>t; D;-1 E; -1 

T _, 
C;-1 = PAi-1Bi-1Ai-1 

T _ , 
D;-1 = -pA;-1Bi-1 

_, 
E;-1 = PBi-1 

l 
I 
Jl 

)( ' 1 

>< ; 

Xi - 1 

)( ' l 

l 

J 

Thus, the s.aothing integral is transfor-.d into the above quadrat i c forM . 
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VIEWS ON THE WEIERSTRASS 
AND GENERALIZED WEIERSTRASS FUNCTIONS 

M.F. Shlesioper*, M.A. Hussain. and J.T. Bendler 
Corporal» Research and Development 

General Electric Company 
Schenectady, New York 

I. INTRODUCTION 
Weierstrass provided the first example of a function which is continuous but nowhere 

differentiable.0' Hardy*2' later established that under certain conditions this function even fails 
to have a well-defined infinite derivative, i.e., a vertical tangent. Weierstrass never published his 
result but only read it to the Berlin Academy on July 18, 1872. It was first published in 1875 by 
Paul DuBois Reymond0' who wrote that Weierstrass" result was "equally too strange for im- 
mediate perception as well as for actual understanding" and "will lead to the limit of our intel- 
lect." 

Singh'41 has written a treatise on nondifferentiable functions and provides some examples of 
infinite series as well as geometric constructions such as Koch curves which are nondifferentiable. 
Rather than being hailed as a great mathematical discovery, the Weierstrass function was present- 
ed more as a pathological curiosity and used as counterexample to warn freewheeling users of 
mathematics that care must sometimes be exercised when attempting to manipulate mathematical 
functions. It took the genius of Mandelbrot'" to bestow honor on a large collection of "path is 
logical" mathematical objects, such as the Weierstrass function. This function is 
nondifferentiable because it has wiggles on all scales. This absence of a characteristic scale is the 
paradigm of Mandelbrot's fractals. 

We review in the next section how the Weierstrass function appears naturally in a 1-D ran- 
dom walk context.(5, In Section 3 we review, through the random walk framework, a manner in 
which to generalize the Weiersirass function.'6' Although we do not prove that the novel 
mathematical functions observed are nondifferentiable, we do provide suggestive numerical evi- 
dence. The proof or disproof of being everywhere nondifferentiable is an open question left to 
those with a stronger mathematics background than the authors. 

A cautionary example is the function of Rieman, J   ^ , which was assumed to be 

nowhere differentiable until Gerver in 1970 proved that it possessed a derivative equal to -V: at 
values of x which were in lowest order ratios of odd numbers. 

2. THE WEIERSTRASS FUNCTION AND RANDOM WALK 
Consider a random walker on an infinite 1-D lattice of unit spacing whose initial position is 

the origin. The probability of being at site / after « steps is denoted by Pn(l). From the 
Chapman-Kolmogorov equation 

Pn+l(0-lPn(l- npV) (1) 
/' 

where p(l) is the probability of making a jump of length /.  Equation 1 is in a convolution form 
and is easily handled in Fourier space. Define 

* Office of Naval Research - Code 412, 800 North Quincy St., Arlington, VA. 
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*,ik)m$t**1%W (2a) 
I 

Hk) - I eiklpU) (2b) 
i 

</">-£ i»pU) 
i 

(2c) 

and 

Then from Equation 1 

P„(k)- lp(k)]" 

or inverse Fourier transforming 
TT 

/>„(/)- j-J e-lkl[p{k)]ndk (3) 
— IT 

For an unbiased walk, < /> = 0.  If < /2> is finite, then for A: — 0 

pUri - V^2</2> + oU2) (4) 
- e~'/:k2<l2> 

and 

Pn(ir 

1 

-ikl e -'Ank2<l2> 

I2 

2ii<l2> 

V 277« <l2> 

(5) 

(6) 

which is the standard Gaussian behavior insured by the Central Limit Theorem. 
However, if </2> is infinite, then the different behavior will result as first described in gen- 

eral by P. Levy in the 1920,s. Essentially, if />(/)" r1-'3 with 0 < ß < 2, then </^> is the 
lowest moment which diverges and 

Hk)' I- const. \k\ß (7) 

and 
/•„(*)- e-"1*" (8) 

Equation 8 is called the Fourier transform of a Levy stable flow. They have a somewhat more 
general form but this need not concern us here. The Levy stable laws are best characterized in 
Fourier space. Equation 8, and cannot in general be calculated in a useful closed form analytic 
solution. 

The analysis can easily be given for a D dimensional cubic lattice, but instead we now connect 
it to the Weierstrass function by choosing a particular form for pil). 

Let 

ßin~£-~^'JtJM^r + $l.J*-» $   (a,b>l) (9) 

This allows jumps of all orders of magnitude on base b, with each order of magnitude longer 
jump occurring with an order of magnitude sm?'ler probability in base a. Then 
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p(k) = £  Y  a-ncos(h"k) 

which is the Weierstrass function.  It satisfies the scaling equation 

p{k) - •-' p(6A:) + Ä^- cos A: 

Any singular behavior of p(/:) must satisfy 

which has the solution 

where 

)3 - In a//w />        0 < /3 < 2 

and Qik) is a function periodic on In A with period In b.  It can be shown that'5* the full solu- 
tion to Equation 11 is 

(10) 

(11) 

(12) 

(13) 

(14) 

a - 1 {-l)"k2" 

with 

Qik) a - i 
a \n b I r 

H.^ \S\K/   T 
a (2«)! (1 - a-^b2") 

2/J7r/ 
cos 

TT 

2 
n i   2n7ri x exp 

"^ '    In A -ß[    In 6 1 
Inn Ink 

In * 
(15) 

It was the Weierstrass function of Equations II and 15 that Hardy established had a finite 
derivative at no value of k when A ^ a. 

In this regime we see numerically how the wiggles grow upon wiggles until the function be- 
comes nondifferentiable. See Figures 1 and 2. 

3.  THE SPHERICALLY SYMMETRIC CONTINUUM WEIERSTRASS RANDOM WALK 
In D dimensions let the random walker take spherically symmetric jumps of variable length 

p{i\x\) 
pan 

SD\x -?iO-l 
0 <  X <  oo (16) 

where SD = 27rD/2/r{D/S) is the surface area of a unit hypersphere. 
Fourier transforming the radial function p(x), one obtains 

pu)-r 
2 

oo 

f |tti*lA 
o 

'-I 
JD_  (\k\\)p^\)dk 

In analogy to the Weierstrass walk we choose 

a - I P^lxl) 
a 

£ o-"8(IJ?l - b")  ,     b> \ 

(17) 

(18) 
»-o 

which when substituted into Equation 17 yields 

a - 1 Hk) I  a-"T 4*ä*" JD     (\k\bn) (19) 

which satisfies the scaling equation 
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p(k) rlp{bk) + -—^-r [m\] -I 
2  " ' 

which can be shown to have the solution 

pik) 
a- 1 

2 o In ft 
Vhk^T 

I) 
2 

V 

+ a - 1 

i-~       r(-1/:/3+ mni/ln b) 
i. TOAD + '^3- mni/ln b) 

(-W'Vhk)2" 

exp 

ImniXn 

In ft 

o    „to *\ r(« + !Äi))(i - fl-'ft2") 
(0 < ^8 < 2) (20) 

It is Equation 19 which is hypothesized to be a proper^generalization of the Weierstrass func- 
tion. Let us now consider its differentiability. Since p(k)' 1 - O(A^), differentiability holds at 
A - 0 if/3 > 1. It can be shown that if/3 > '/IO - /)), then p(k) is differentiate with respect 
to A. for all k > 0. This corresponds lo ß > 1 in one dimension, ß > V2 in two dimensions, and 
/3 > 0 in three dimensions. As the one-dimensional case reduces to the Weierstrass function, we 
focus on the two-dimensional case 

p(k) 
a - 1 Eo-VjAft") (21) 

n-0 

For the above equation we again see numerically that for ft > a wiggles grow upon wiggles 
until the function becomes nondifferentiable. See Figures 3, 4, and 5. 
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Figure 2. Plots from Equation 10 with (a) one 
term, (b) two terms, etc., with a - 8 and 
A - 3 showing the lack of growth of wig- 
gles. 
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Figures. Plots form Equation21 with (a) one 
term, (b) two terms, etc., with a - 3, 
4*8 showing the nondifferentiability of 
the three-dimensional random walk 
case. 
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Figure 4. Plots from Equation 21 with (a) one 
term, (b) two terms, etc., for a - 8 and 
* - 3 showing the lack of growth of wig- 
gles. 
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FigureS. Plot from Equation 21 with six terms 
showing the transition from a smooth to 
a nonsmooth function (2 < o,b< 7). 

y 
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A FAST ALGORITHM FOR THE MULTIPLICATION OF GENERALIZED 

HILBERT MATRICES WITH    VECTORSf 

Apostolos Gerasoulis 

Department of Computer Science 

Rutgers University 

New Brunswick, NJ 08903 

Abstract. We describe an algorithm with an 0A(n (log n)2) time complexity for the 

multiplication   of  generalized   Hubert   matrices   with   vectors.   These   matrices   are   defined   by 

(JLLj = l/(l|—«jpj   i,j= 1  n   and  p = 1, 2,   where   L   and    «^   are   distinct   elements   and 

(, ^ <t, i = 1, ..., n. An implementation of the algorithm for the Chebyshev points, which arise 

in the numerical approximation of Cauehy singular integral equations, is presented. The time 

complexity of the algorithm, for this special set of points, reduces to 0A(n\og n). 

1.    Introduction: 

Let us define the matrices B ,   p = 1, 2, by 

(*,).., - K-/ 
i,; = I, .... n (1) 

where r and «t., are distinct elements and r  ^   *f., t = 1, ...., n.   The special case, p = 1, ti = t 

ard i. = -y+1, is the well known Hilbert matrix 

(2) 

In [17], the following question was considered: 

"Given  a vector y.  Does there exist an  algorithm for computing the product  Ty  in less 

than 0A(n2) operations?" 

where the matrix T is given by 

if tV; 
i,; = 1, ... n fW-|      V6; ' '.     .■)y=l. ... n (S) 

^     0 if i=j 
with distinct »p and where the time or space complexity 0A(f(n)) is defined in (Aho et. al. [1], 

pp.     19-22).    This problem was initially posed by Golub in  [18] and  [19] and it is known as 

Trummer's   problem.   It   has  generated   great   interest   because  of  various  applications  in   the 

computation of conformal mappings (Trümmer et. al. [27], [32]), the zeta function (Odlyzko and 

Schonhage [30]), and the numerical evaluation of singular integrals (this paper). 

In   [17],  we  have proposed an  0A(n (log n)2)  algorithm  for  Trummer's problem,  henceforth  the 

t Thii material ii bated upon work iiipportcd by the National Science Foundation under Grant No. DMS-8606464 

1285 



• GGS algorithm. The GGS algorithm uses Fast Fourier Transform (FFT) polynomial 

multiplication, polynomial interpolation and polynomial evaluation at n distinct points. 

In Section 2, we show that the GGS algorithm can be extended to include the matrices defined 

in (1). The time complexity of the extended algorithm is the same as the GGS. In Section 3, 

we present examples of generalized Hilbert matrices similar to (l)-(3), which arise in the 

numerical approximation of singular integrals. In Section 4, we implement the extended 

algorithm for the points i - cos(;V/n), § ml, ..., n-l and r = cos ((2i-l)>r/2n), i = 1, ..., n, 

which arise in the numerical approximation of Cauchy singular integral equations. The time 

complexity of the algorithm, for this special set of points, reduces to O.(nlog n). Finally, in the 

Appendix, we present a collection o problems for which the new fast algorithm could be used 

to speed up computations. 

2.    An extended GGS algorithm 

In this section, we briefly describe an extension to the GGS algorithm for the multiplication of 

B   with a vector. 
p 

We first  notice that   the  problem of multiplying B y  is equivalent  to evaluating the function 

/ (z) at  the points r,    « ■  1, ..., n, where 

9* 

Since /2(x) = -/,'(*), we only need to consider /^z). 

We follow Gastinel   13   and express f^x] as the ratio of two polynomials h(x) and g(x), where 

g{x) is an w-th degree polynomial defined  by 

n 

g{x} =  Ui*       ';) (5) 

and h{x) is a polynomial, of degree at the most n-l, determined from 

1        n*)      , ^ «, 
.7=1 ' 

By setting x - §., « =  1, ..., n, in (6), we derive 

/>(«,) -  V, ?'(«,),      « ■ 1, .... R (7) 

which implies that h(x) is the interpolation polynomial at the points (i , h(i.)), i = 1, ..., n. 

It  is clear  now  that  the  matrix  multiplication   problem,  B y, is equivalent  to evaluating  the 

functions 

w m w W i^r- •' -l n w 

while Trummer's problem, Ty. is equivalent to evaluating (Gerasoulis et. al. [17]) 
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It should be menliurii-d JUT«- that for p -j 3, the multiplication of B y is equivalent to relations 

similar   to   (8).       These   relations   may   be   derived   from   the   identity   / (z) ■ /'_j(x)/(l-p), 

P = 3- 4  

We now describe an efficient algorithm for the evaluation of /.(tj and /JlJt « = 1, •••, «• 

Procedure FAST{n, t, s, y); return fc, fa ; 

1. Compute the coefficients of J(I) in its power form, by using FFT polynomial 

multiplication, in O^fn (log n)2) time (e.g. Horowitz [22], Aho et. al. [1], Theorem 

8.14, p.    299); 

2. Compute the coefficients of q'(z) in 0 An) time; 

3. Evaluate j(r), j'(t.), i - I, ..., n, and f*(«i« ; = I, ..., n, in O^nflog n)2) time (Aho 

et. al. [1], Corollary 2, p. 294); 

4. Compute h{» ) ■ y ?'(< ), j ■ 1, ■••, n, in O^fn) time; 

5. Find the interpolation polynomial h{x\ at the points (i , /»(*)), |'■ 1, .., n, in 

O^(n(log n)2) time (Aho et. al. jl], Theorem 8.14, p. 299); 

6. Compute the coefficients of /»'(z) in 0fSn) time, and evaluate 

h[i^ and ft'(tj, «' = 1, ..., n, in 0^(n (log n)2) time, by following the same technique 

as in steps 2 and 3; 

7. Compute /,(«,) = /.('.)/*('.) and /2(t,) = /.'(<.)/?(<.)- M'.) »'(«.) )/j2(g, « • I, ••- ". >" 

0/4(n) time; 

end FAST; 

The space and time complexity of FAST are 0A(n]og n) and O^n (log n)2), respectively. In 

Section 4, we consider two important special cases for which the time complexity or FAST 

reduces to O^fnlog n). 

S.    Generalised Hilbert matrices 

In this section, we present generalized Hilbert matrices which arise in the quadrature 

approximation of Cauchy singular integrals. Additional problems for which FAST is applicable 

are given in the Appendix. 

We consider the Cauchy principal value integral 

/(V;*) =   4      uit)^dt,        \$\ < 1 (10) 
J-l t-t 

where u;(f) is a weight function defined by 
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V^'J = ~7r^= 7. wW-rT2dt'    w < i (i2) 

where it is assumed that w{t) and y{t) are such that the derivative of l(y; <) exists. The 

singular integrals defined by (10) and (12) arise in fields such as aerodynamics, wave-guide 

theory, scattering, fracture mechanics and others (see Appendix). For example, in fracture 

mechanics the solution of the equation 

represents the derivative of the crack opening under a given pressure distribution /(«) along 

(-1, I). 

We will now derive quadratures for the singular integrals (10) and (12). These quadratures give 

rise to matrices similar to B and T. We only need to consider the quadrature approximation 

of (10). Quadratures for IH(y,t) and matrices similar to B2 can be obtained from the 

quadratures for I{y;t) via (12). 

By rewriting (10) as 

/(v;.)=/    w{tr dt + y(,) 4     Si* (14) 
J-l t-s J-i   t-t 

we see that classical quadratures may be used to approximate /(y;<), provided that the second 

integral in (14) can be computed to within any given tolerance. This computation may be 

performed once via a very fast convergent series of the Hypergeometric function. Then, the first 

integral can be computed via a quadrature for different functions y{t). These computations may 

be performed by using procedure FAST. 

For simplicity, we consider below only two cases of the weight function w(t). We will use the 

trapezoidal and Gauss-Chebyshev quadrature» for the approximation of I{y,t), The analysis can 

easily be extenrVH to the general weight function w{t) in (11). 

The case    a — ß = 0: 

Here, the weight function w{t) = 1. By using the trapezoidal rule for the approximation of (14), 

we derive 

where r = -1 + ih, i = 0, 1, ..., n-1, h = 2/n, u;0 = u;B = h/2 and wi = h, i = 1, ..., n-1. 

Trummer's matrix T. can he derived by setting i -  t.,    ; ^   1, ..., n-1  in (If) 
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•   w. y(t.) «     w. \l-t.\ 

i=0     •    } •=1 •   1 

where we have assumed that the y'^.) exists. 

The cast   a = ß = 1/2: 

For   this  special   case   the   weight   function   becomes   «;(t) = (1-t2)-1/2.   By   using   the   Gauss- 

Chebyshev quadrature and the identities (Erdogan et. al. [12]) 

i        un-ii')       y1 (i-t2)-l/2 

W ' 1=1 ' » 

we see that I(y; *) is approximated by 

4    —r1 dt m 0, 
J-l       t-i 

• <1 (17) 

where 
i=i       • i=i   • 

«,. = cos((2i-l)ir/2n), i = 1, ..., n, are the zeros of m 
(18) 

and 

». = cosljV/n), j = 1, ..., n-1,  are  the zeros of ^n_j(«), and where  TJß] and  Un_1($)  are the 

Chebyshev polynomials of the first and second kind, respectively. 

Now, by setting $ = «. j = 1, ..., n-1, in (18) we obtain a matrix similar to Bj 

»('./ 

i=i •   i 
(19) 

while by setting < = l_ i ■ 1, ..., n, we obtain T and summations similar to (16). 

Next, we use (19) and FAST to obtain a numerical solution for equation (13). 

4. An application of FAST 1   

In this section, we present an 0A{n\og njf implementation of FAST for the points 

tf = cos((2i-l))r/2r»), •' = 1, ..., n, and « = cos(jic/n), j - 1, ..., n-1, which arise in (18). For 

the points r = -1 -f iA, i = 1, ..., n-1, we do not need to use FAST, because 

|. - f. • (•-;)'», and therefore the sums in (16) can be computed directly via FFT 

convolutions in O^jnlog n) time (Brigham [6], Henrici [21]). 

We now consider the numerical solution of (13). By using (19) to approximate (13), we obtain 

the (n-l)xn algebraic system 

Ay = f, -,    j =  1, ..., n-1,    i = 1, (20) 
>••       n(t.-iy) 

where y = j^tj, y(t2), ... , y{tn)]T and f = [/(«j), f($2) /('„-i)]7-  s«nce A possesses a right 

inverse A; (Gerasoulis [14]), the solution of (20) can be obtained from 
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I-«2 

y = A'f + 6BUBl        (A
1)^ m 3^T.    • - 1, •-, n.    ; ■ 1. .••. *-* W 

where bn is an arbitrary constant determined by an additional condition imposed on the 

solution y(t) and un is a vector with all elements equal to one. We are now ready to apply 

FAST for the computation of 

^■«•'S  rz  . •■ = ! «• m 
The     algorithm     presented     below     is     a     modification     of     FAST    for     the     INPUT: 

«. = cos((2i-l)>r/2n), i = 1, ..., n, ». = cos (jV/n) and /(i.), ; = 1, ..., n-1. 

1. Instead of computing  g(x)  in its power form, we will use its product form directly. 

We   have   g(x) = U^l [^ - ») = ».^jW = «n8in (n«)/8in (tf),   where   cB = 2-(»-1) 

and cos [6) = x. 

2. Similarly, g'{z) = -cn[nTn{x) - xU^xMl-x'). 

3. Since g'{t) = cn (-1)J+1 n/(l-j,.), the computational complexity for this step reduces 

to 0A(n) time. 

4. Equation (7) and step 3 above imply that h(t) = eB(-l);+1y, j = 1, ..., n-1. 

5. We find h(x) by using orthogonal polynomial interpolation. We set 

n-1 

h(x) = £ ok
uk-iM m 

and   use   the   orthogonality   identities,   which   hold   for   all   integers   /, m   such   that 

/+m<2n-l, 

n-i •    .,    , 
f-    if    l = m fx (i-x

2)1/2u^ujx) dx = ,*-'£ (i-\) tr^j uj,k) = {2  ^ 

to obtain 

n-1 n-1 

y=i >=i 
for t = 1, ..., n-1.  The coefficients ak, * = 1, .... n-1, can be computed via FFT in 

O^nlog n) time (Aho et. al.  [1]). 

(l.    I'VlMII   stell    I    MlltJ    (2.'{),    Ml'   t*|)lllill 

c   (-1)' + 1 «-1 nx   '' ,       v-       .    .   (2»-l)»v, .     (2i-l)«r 

for 1 = 1  n. 1290 



7. Finally, A;f is computed from 

ak 

for i = 1, ..., n, by using FFT in 0A(n\og n) time. 

The total cost of the above implementation of FAST is 0A(n\og n), since it only requires the 

application of FFT twice. In Table 4.1, we present our computational experience with FAST 

for the function /(«) = 1. For this case the summations can be obtained exactly from the 

identity (e.g. Erdogan et. al. [12]) 

»-il-.J 
n  1 X; — = «...      • = 1, .... n. (28) 

i=l  •    t 
The   computations   have   been   performed   by   using   the   subroutines   SINT and   SINQF from 

FFTPACK of NETLIB  (Swaratrauber   [31]),  which  are  most  efficient  whenever  n = 2*.     As 

expected, FAST outperforms the 0A(n2) algorithm for all  n  >  82, (Brigham [6], p. 152). The 

Table also shows that in addition to its performance, FAST attains better accuracy than the 

Oi((n
3) algorithm.   Similar results have been obtained for several other choices of /(<). 

Note. All computations were performed on a DECSYSTEM/2060T using FORTRAN 77 with a 

single precision floating point arithmetic (with a mantissa of approximately 8 decimals and with 

an exponent in the range O.HxlO"38 to 1.7xI038). 

6. Concluding remarks 

In Section 4, we have described an efficient and stable implementation of FAST for a special 

set of points which arise in numerous applications (see Appendix). The implementation and 

stability properties of FAST for an arbitrary set of points still remain to be addressed. 

The computational advantages of FAST, over direct multiplications algorithms, become apparent 

if n is very large (see Table 4.1) or if the product By is repeatedly computed. In the case of 

repeated computation of By the advantages, in terms of actual CPU execution time, are even 

more pronounced. For example, in the quadrature approximation of two dimensional singular 

integrals, using the Chebyshev points, the complexity via FAST is 0A(n2 log n) as opposed to 

0A{n3) via the direct algorithm. Thus, the times given in Table 4.1 will have to be multiplied 

by n. 
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2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

0Ä{n log n) Algorithm 
ft   ■    - ■ " 

1   0^(n3) Algorithm 
i 

t 

1 
Time in         | Max. Error 

i 

|    Time in Max. Error 

1 * 
n = 2* DEC-20 ate.    \ | DEC-20 see. 1 

1  2 4 0.0018             | 0.872X10-7 |      0.0004 0.228 xlO-7 

1  s 8 0.0031             | 0.447xl0~7 |      0.0014 0.968X10-7 

4 16 0.0054             { 0.447xl0~r |      0.0055 O.^xlO-6 

1  5 32 0.0122             | 0.671xl0~7 |      0.0222 0.484X10-6 

{ 6 64 0.0248             | 0.596X10-7 |      0.0889 0.789x10-* 

1  7 128 0.0524              | 0.104 xlO-6 |      0.3563 o.aooxio-5 

1  8 256 0.1082              | 0.372 xlO-6 |      1.4264 0.400X10-5 

1 ^ 512 0.2335              | 0.738xl0~6 |      5.7057 0.814xir-8 

|10 1024 0.4831             | 0.114xl0~6 {    22.8265 0.167X10-4 

I1! 2048 0.9975              | 0.627xl0-B |    91.3278 O.S86XIO-4 

I12 4096 2.0592              { 0.743xl0"5 | 365.2306 

1 

0.718xl0~4 

J 

Table 4-1:      The performance of FAST   for /(*) = 1 
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I. Appendix 

In  this Appendix', we briefly  discuss  iterative  algorithms for the  solution of singular integral 

equations, for which FAST could be used to speed up computations. 

1. Consider the Cauchy singular integral equation 

1  [l yit) f1 

-4     w[t)^-!-dt + A/    w(t)K[t,t)y(t)dt = /(.),     |I|<1 (29) 

where w(() is a weight function, K[»,i) and /(«) are given input function. 

By approximating the last equation via a quadrature similar to the one described for equation 

(13), we obtain the algebraic system 

(A +  AC)y = f,    [A)^ m —-,    (C)^ = nw^it^),    j =  1  m, i = 1  n (80) 
'i      j 

where wi are the quadrature weights (e.g. Gerasoulis [14]). The last algebraic system can be 

solved by using either a direct or an iterative method. Iterative methods such as the generalized 

conjugate gradiant (Concus and Golub [9], Trümmer [32]), Nystrom's iterative variants 

(Gerasoulis [15], [16]), residual correction (Hashimoto [20]) and successive approximation 

(Tsamasphyros and Theocaris [33], loakimidis [24]), could be used to solve (30), particularly if 

the dimension of the system is large. As an example, we present the following iterative method 

for (29), (Tsamasphyros and Theocaris [33]), 

n-l (!_,2) 

/-,(<) = at] + *«•-»£*Mj;-—pii.lH,)I«-1....   F0(t) = m (si) 

where tt = cos ((2i-l)ir/2n), i ■ 1, ..., ra, i = cos(j>r/n), ;'= 1, ..., n-l, and w(t) = (l-t2)-1/2. 

The solution y(t), for |t| < 1, is obtained from /*,(() via a summation, e.g. 

v(l) *    VW(1) - "'lrMW + ""^^/(V^V'j)' for A/sufficiently large. 

Now, if K(t,i) is such that the resulting matrix C is similar to B , then we can apply FAST. 

This is indeed the case for the following sin^ul.v integral equations. 

(a)  The Interface Crack equation: 

The weight function is given by w(t) m (1-t2)1/2 and the kernel by 

where b and 7 are given material constants. This equation has received considerable attention in 

the literature. Comninou [8] has obtained a numerical solution for 1 - 10"4 < 7 < 1-10_7, by 

using direct methods for the linear algebraic system (30). Because the dimension of the 

algebraic system becomes very large for 1 > 7 > 1 -10"7, direct methods fail and the solution is 

not known in this region.    As a result, certain important physical quantities, such as the stress 
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intensity factor, had to be conjectured (Comninou [8], pp. 633-634). We refer the reader to 

C. Atkinson et. al. [2] for a recent discussion regarding this problem. An iterative method, 

such as the ones discussed above, together with the O^nlog n) implementation of FAST, 

presented in Section 4, may be found useful in solving this equation. 

(b) Equations with generalized kernels 

These equations arise in wave-guide theory, elasticity and dislocations in metallurgy. The kernel 

is given by K(t,t) = l/(t+i-2) and the weight function by u)(t) = (l-t)a(l+<)"1/'2. 

Numerical results reported in the literature differ somewhat, e.g. in Erdogan et. al. [12] the 

solution is y{l) = 13.13, while in Bassani et. al. [4] y(l) = 15.863. This is because, the 

quadrature method converges very slowly and large algebraic systems must be solved to attain 

a reasonable accuracy. Here, a general stable implementation of FAST along with an iterative 

technique could also be found useful. 

2. Additional examples for which FAST is applicable can be found in the following references: 

The linear transport equation (Kelley et. al. [26], eq. 43), the antipiane shear crack 

(Tsamasphyros ic Theocaris [33], eq. 46), edge crack (Boiko & Karpenko [5], eq. 20), 

multidimensional singular integrals (e.g. Monegatto [29]), Hadamard's singular integrals (e.g. 

Kaya [25], loakimidis [23]), Calogero's equation for the asymptotic density of the zeros of 

Hermite polynomials (D. Atkinson [3]), the H-function of Chandrasekhar, Neutron transport 

equation, Prandtl's equation for thin airfoil, the sail equation (e.g. Elliott [10]), Vorticity 

equation (Constantin et. al.    [7], Krasny  [28]). 

A detail analysis of iterative methods for singular integral equations and their applications 

discused above is beyond the scope of this paper. Some of these methods have already been 

described in the literature (Tsamasphyros and Theocaris [33], loakimidis [24], Gerasoulis [15]), 

while others are currently under investigation and will be reported in a future communication 

(Gerasoulis [16]). 
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EFFECT OF ROTATION ON THE LATERAL STABILITY OF A FREE-FLYING COLUMN 
* SUBJECTED TO AN AXIAL THRUST WITH DIRECTIONAL CONTROL 
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Benet Weapons Laboratory 

Watervliet, NY 12189-4050 

J. J. Wu 
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ABSTRACT. This paper discusses some aspects of the stability problems of a 
free-flying column subjected to axial thrusts. In an age of spacecrafts and 
missiles, the stability of unsupported flying structures is obviously of great 
importance. Suprisingly though, there has not been a great deal of work 
addressing this type of problem. In this paper, first the brief history of the 
lateral stability of a column is reviewed, and then the basic characteristic 
features of the stability problem of a free-free column are discussed. The 
mathematical techniques developed to solve these problems depend on a particular 
problem considered. The most general case requires the solution of a nonself- 
adjoint differential equation/boundary condition system, which is homogeneous 
and with zero eigenvalues. Numerical procedures for such a system appear to 
work well, although theoretical proof of convergence is still lacking. Results 
of these procedures are discussed. 

I. INTRODUCTION. In this paper, a long free-free slender beam is used as 
a model for a flexible missile or rocket. The beam behaves as a Bernoulli-Euler 
column, and in this case is assumed to be rotating about its longitudinal axis 
and subject to an end thrust (Figure 1). Of prime interest is the effect of the 
rotation on the lateral stability of the beam. The motion is assumed to be 
planar. 

Different phases of the problem have been investigated in the past. A sum- 
mary of the previous work is given in Reference 1. Silverberg [2] was the first 
to include thrust on the flying column. The differential equation for a free- 
flying beam was given earlier as shown in Reference 3. Beal [4] and Feodos'ev 
[5] obtained results with pulsating thrust. In 1972, Matsomato and Mote [6] 
treated a similar problem with directional thrust. In this case, however, feed- 
back control was included and a time delay was applied to the control. The next 
contribution to understanding the problem was given by Peters and Wu [1]. They 
concentrated on mode shape solutions at zero frequency for different thrusts. 
A comprehensive description is also given in Reference [1] for the eigenvalues 
and mode shape near zero thrust and with a thrust direction close to a that of a 
follower force. Recently, Park and Mote [7] included a concentrated mass and 
feedback control. The feedback control included was allowed to be from dif- 
ferent points along the beam. 
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As stated above, In this paper the effect of rotation on the stability of a 
free-free bean is assessed. The next section is a description of the problem. 
In Section III the variational statement used for the solution is described. 
Section IV shows how the variational statement is used with finite elements to 
solve the problem, and Section V discusses the results of the investigation. 

II. PROBLEM STATEMENT. The geometry of the problem is shown in Figure 1. 
The beam has a constant cross-section of area A, density p. Young's modulus E, 
and moment of inertia I. It shows a free-flying column subject to axial thrust 
with directional control and rotating about its axis. The differential equation 
for the bean is given by 

x 
Eiuw + p(- u»)« + p/M + pAn«u ■ 0 (1) 

The first three terns represent the column as treated in Reference 1. The last 
tern on the left hand side shows the effect of the rotation. The boundary con- 
ditions are given by 

u"(0) = 0 , u-'d) » 0 

^"(0) - 0  ,  EIU"^!) - KgPu'd) » 0 (2) 

In dimensionless forn with 

ü ■ u/J  , x « x/l , T ■ t/T 

pAI*       PI«       Q 

EI        EI        T 

and writing 

ü(x,t) ■ ü(x)eAt (4) 

the differential equation then becomes 

ü"" ♦ Qixu')' ♦ A«ü ♦ ««ü ■ 0 (5) 

with the boundary conditions 

ü"(0) > 0 

ÜM'(0) « 0 

ü"(l)  - 0 

"."i u^d) - KeQtu'd)] - o  . (6) 
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Rewriting Eq.   (5)  as  (and dropping hats) 

u"" ♦ (Kxu1)  +  {X«+««)u = 0 (7) 

It appears that the addition of rotation simply shifts the frequency of vibra- 
tion of the system. The boundary conditions, Eq. (6), become 

u'^O) 

u"'(0) ■ 0 

u"{l) - 0 

u-'d) - KeQu'(l) = 0 (8) 

The special variables are made dimensionless by dividing through by the beam's 
length I and time is made dimensionless by dividing through by a constant T = 
(pAf4/EI)fc which has the units of time. 

The parameter A is a complex number in general 

X « Ap ♦ iAi 

where both AR and Aj are real numbers. 

III. VARIATIONAL STATEMENT. To find the form of the variational state- 
ment, the differential equation is multiplied by an arbitrary variation of the 
adjoint field variable, flv(x), and integrated over the beam length. 
Integration-by-parts indicates the form of the variational statement and the 
natural boundary conditions. The variational statement is given by 

ÖJ = 0 (9) 

where 

J « /    [u'V - Qxu'v' ♦ (A«+w»)uv]dx ♦ Qd+Kglu'dMl) (10) 

Performing the variation of J with respect to u and v, one can arrive at the 
original boundary value problem as well as the adjoint. Equation (10) is the 
basis for a finite element solution to the described problem. 

IV. FINITE ELEMENT AND NUMERICAL FORMULATION. The procedure begins by 
taking the variation of Eq. (10) and allowing the variations in the problem 
variable, öu(x), to be zero, i.e., varying adjoint variable v(x) only for now, 

/ [u'W - Qxu'fiv' ♦ A>u6v]dx - Qd+K^u'fDavd) « 0       (11) 
0 

where A* «A* ♦(■>*. To discretize, the beam is diviced into L elements, letting 

{ ■ L(x )    i - 1,2,3....L (12) 
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be the running coordinate in each element. Substituting Eq. (12) into Eq. (11) 

L 

3 z1 [L'inrövM)" - QU ♦ (i-iHum^vm' «-- u(<)öv(<)]ds 
*■  0 L 
i-1 

- Q(l+Ke)u(
L),(l)6v(L)(l) - 0 (13) 

In order that the displacements and their derivatives within an element be 
expressed in terms of their nodal values, the coordinate vectors are introduced. 

Ü(i)T - jU^i)  U2<i)  Ua^)  U4O)} 

V(i)T = (VjCi)  V2(<)  VaCi)  ^(O) (14) 

U«(1|( (^(i) represent the displacement and slope at the left end of the ith 
eiement, and l^H) and U^1') represent deflection and slope at the right end. A 
similar interpretation is applied to the adjoint coordinate vector v('). The 
transform is indicated by T. 

Hermitian polynomials are used to relate the displacements within an ele- 
ment to its nodal values, hence, the following shape function is assumed 

äTm » {1 - H'  +2?' , ? - 2{» + f« , 3?« - 2e» , -?• + ?>}  (15) 

so that 

uM)(?) - äT(?)Ü<i) 

v(i)(0 « iT(€)v(i) (16) 

Substituting Eq. (16) into Eq. (13) 

L 

^ ÜO")T{LsC - Q[D+(i-l)B) ♦ — Ä|«V(i) - Q[1+K9]Ü(
L)TEÖV(L) . 0   (17) 

i-1 

with 

Ä - / ääTd? , B = / ä'ä'Td?  ,  C - / i"i"Tgt 
0 0 0 

Rewriting Eq. (17), 

D - / Cä'ä'Td«  , E « ä,(L)5T(L) (18) 
0 

}    ümT{A«Pm ♦ s(i)|öV(i) - 0 (19) 

i-1 
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Mh«r« 

PM) - Ä/L 1 ■ l,2f...,L 

SM) . L»C - Q[D ♦ (<-!)§]    1 - 1,2 L-l 

S(L) . L«C - Q[D ♦ a-l)B] - Q{l*Ke)i 

Using certain continuity conditions between the elenent nodal values 

(20) 

One can write 

ÖT (U 
(1) 

VT - (V! 
(1) 

(i)   d-D 
Ui • U3 

„(i)   (i-D 
U2 - U4 

(1) (D (1) 
U2 U3 U4 

Mll) M{1) U11' v2 V3 V4 

(i) 
Vl 

(*) 
V2 

(<-l) 
V3 

(1-1) 
V4 (21) 

(2)  (2) 
U3 U4 

(2)  (2) 
V3 V4 

4" uiL,i 

(22) 

Finally, [P] and [S] are NxN Matrices with N - 2L+2. Since 6v is arbitrary, the 
eigenvalue problem reduces to 

ÖT{A«[P] ♦ [SI I - 0 

which is solved for the eigenvalues. 

(23) 

V. CONCLUSIONS AND DISCUSSION. In this paper, we have included rotation 
about the longitudinal axis in the dynamic stability study of a free-flying 
missile subjected to axial thrusts. It is assumed that the motions of bending 
and the thrust are in the same plane. In the differential equation, the only 
difference resulting from the introduction of rotation Is a change In the 
frequency parameter X* to 

A« « X« ♦ w« (24) 

where u Is the rotation. Consequently, all the stability curves obtained pre- 
viously [1] can be used with some simple modifications. It should be noted that 
in Reference [1], we have written (with w ■ 0) 

A ■ X ■ XR + Ui (25) 

and the stability character of the problem is Indicated by: (1) stable vibra- 
tions > Xj 0 0, Xp > 0; (2) unstable by buckling (divergence) > XR * 0, Xj ■ 0; 
(3) unstable by flutter ■ Xp # 0, Xi # 0; and (4) marginally stable « Xj « XR ■ 
0. 
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For the present case, the stability behavior is indicated as above, but 
with Ai and AR replacing Aj and AR in the previous stability curves 

A - A« ♦ iAj (26) 

and 

A« « (AR+iAj)« = A« + W* = (AR+iAj)« + w* (27) 

or 

A« « (AR+iAj)« «A« • «« « (AR+IAI)« - w« (28) 

From Eq. (28), when AR « 0, A* ■ -Aj* - wa, heice AR = 0 and Aj1 ■ AI,•Kl»,. 
Thus, originally stable vibrations will remain stable with higher vibration fre- 
quency. On the other hand, when Aj » 0, A* = AR1 - w«, hence A* ■ AR* - «•. 
Thus, originally divergent motions will become stable vibrations when AR* < w*. 
In the case of marginal stability A ■ 0 will certainly be stabilized since Aj* « 
u». 

In the case of flutter Instability, Eq. (28) states that A is complex (Aj 
* 0, AR )« 0) if and only if A is complex (Aj i> 0, AR # 0). Therefore, the 
flutter instability is not effected by the introduction of the rotation, which 
is an interesting observation. 

Several demonstrative stability curves with A* (and A') versus Q/n* are 
shown in Figures 2 through 5. Only the lowest eigenvalue's branches are shown, 
since they are the ones which dictate the stability behavior. Figure 2 shows 
the two lowest stable vibration modes and two rigid body modes on the A* ■ 0 
axis. This is the case of a free-flying missile with a follower thrust (Kg ■ 0) 
and with a dimension less rotation of w* = 500. The two fluxural modes coalesce 
at load Q/ns ^il.lB beyond which flutter instability begins. The rigid body 
modes without rotation indicate marginal stability. Due to the rotation u, the 
axis is shifted from A« = 0 to A* = 0, therefore, these previously rigid body 
modes are now stable modes of vibrations. The thrust that is controlled with a 
small negative tangency (Kg ■ -0.05) is shown in Figure 3. |« is noted In this 
figure that the divergence instability without rotation is stabilized by «* « 
500. However, the new critical load is lowered from Q/n*  = 11.18 to 5.30, not 
because of (■>*, but due to the negative control parameter Kg. Figure 4 shows the 
case of Kg ■ -1 or that the thrust has a fixed direction or the inertia axis. 
It is clear that the divergence instability of the lowest branch is stabilized 
so that the critical load has been raised from zero to QQR > 1.50 n*. Finally, 
the case for a small positive tangency control parameter (Kg ■ 0.05) Is shown in 
Figure 5. In this figure, the original divergence instability at Q/ir* » 3.00 is 
stabilized by u*.    However, the original critical load of flutter instability at 
Q/n* *  9.90 is not changed by the rotation. Hence, the critical load in this 
case is raised from 3.00 to 9.90 due to the rotation of w* ■ 500. 
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DETONATION WAVE INITIATION BY RAPID ENERGY 
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ABSTRACT. A study is made of planar detonation wave birth and 
evolution in a reacting gas mixture. The chemistry is described by the 
high activation energy global reaction A-B. A prescribed heat flux, 
applied at a planar boundary, is used to initiate the thermomechanical 
processes which result in detonation. Finite differenc» methods are used 
to solve the one-dimensional, compressible, unsteady describing equations 
which include reaction effects and transport terms. Early power deposi- 
tion at the boundary heats an adjacent thin layer of gas in which signifi- 
cant chemical heat release occurs. The total power deposited generates 
thermomechanical effects which cause a fully resolved shock to propagate 
away from the boundary. The shock conditions unreacted gas and 
thereby initiates a reaction process that propagates with a speed similar in 
magnitude to the shock. The resulting chemical power deposition 
enhances the shock strength, which in turn accelerates the reaction pro- 
cess further. The total rate of chemical energy release increases relent- 
lessly evolving suddenly into a power pulse nearly 100-times larger that 
the initial boundary heat flux. This explosive process leads to the for- 
mation of a coupled shock-reaction zone structure that propagates as an 
identificable entity. 

I. INTRODUCTION. The work presented at the Fourth Army 
Conference on Applied Mathematics and Computing was derived from 
Clarke et al. (1). A complete copy of this manuscript is available upon 
request to the first author. A summary of the key results is given in 
the next section. 

II. SUMMARY. An extension of Clarke et al. (2) to a reactive gas 
mixture provides a basis for studying the transient development of a 
planar detonation consisting of a fully resolved lead shock followed by a 
reaction zone. The detonation propagates away from a planar confining 
boundary leaving behind a hot, reactant depleted, zone in which a vari- 
ety of weak gasdynamic waves can be observed. 

The mathematical model is based on the equations for a reactive 
compressible, perfect gas with transport effects. Initially the gas is at 
rest, at a temperature of 3001C and a pressure of l.OIxlO'Pa. A heat flux 
of   10'   W/m2   is  applied   on   the   planar  boundary   during   a   period  of 
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0(10"9s).     Solutions obtained  from an  implicit finite difference calculation 
show that on a time-scale of OOCT's) there is a ten-fold increase in 
global   power   deposition   associated   with   chemical   reaction   induced   by 
shock passage. During an ensuing transitional period of O(I0'7s) the 
reaction rate is enhanced gradually and the shock is strengthened accord- 
ingly. The propagation speed of the shock is larger than that of the 
clearly indentifiable reaction zone although both move at supersonic 
speed relative to the undisturbed gas. The transition period is termi- 
nated dramatically by a rapidly developing burst of power deposition of 
magnitude   lO10   W/ma.   This   rapid   reaction   process   develops   during   a 
period of about 2x10''s. and in a region 5x10'* cm in extent. The 
explosion is localized sufficiently in space and time to ensure that an in- 
ertially dominated heat-addition process occurs. It follows that the tem- 
perature rise is associated with an enormous pressure increase, some 50 
times the initial value of 1 atmosphere. Localized reactant depletion ter- 
minates the explosive process and the global power deposition declines. 
Further shock strengthening, resulting from compression waves generated 
by the pressure buildup, leads to a significant reduction in the ignition 
delay time. As a result, the reaction zone Mach number accelerates rap- 
idly up to that of the shock and the two structures propagate away tog- 
ether like a ZND-wave. The reaction zone structure itself is not unlike 
that described by Kassoy and Clarke (3). 

In conclusion, our calculations show that direct initiation of deto- 
nation requires sufficent power input to first of all generate a suitable 
strong precursor shock wave, which then becomes the trigger to switch 
on vigorous chemical activity in its wake. The hallmark of this vigor is 
its capacity to exploit the inertia of the fluid by raising local pressures 
and temperatures, with little diminution in local density; the pressure 
waves so formed propagate and increase precursor shock strength, which 
therefore lifts overall density levels, as well as those of pressure and 
temperature. All of these processes interlock in a continuously acceler- 
ated sequence that progresses toward a steady state in the shape of a 
ZND detonation. 

Although we have restricted our attentions here to "direct initia- 
tion", as it is called, it must be said that it is difficult to imagine any 
other sequence of events over longer times provided that the precursor 
shock strength is not allowed, or forced, to decay in the transitional time 
domain. It is here that intial input energy, as opposed to power, can 
have an important part to play in preventing shock decay, by geometric 
attenuation for example in two and three dimensions. In the one- 
dimensional geometry of the present study calculations carried out for 
finite switch-off times aq of boundary heat flux show that the initiation 
process is only delayed oy reductions of OQ, and hence, of input energy. 
There is no suggestion from our calculations that the "formation" and 
"ZND-like" events will not always eventually follow the "transitional" 
ones. Thus, in one-dimension our calculations imply that initiation of 
detonation will always follow deposition of power, no matter how little 
the energy. Of course, this implies in its turn that unlimited distance is 
available for the precursor shock to travel. In reality this distance is 
always limited and so, as power diminishes, we would expect energy to 
rise  in  monotone fashion  for detonation initiation to take place within a 
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given configuration. This is just what Dabora (4) finds in his experi- 
ments with hydrogen-oxygen-nitrogen mixtures in a shock tube. We 
remark that Dabora's boundary input power levels range from 2xl0, to 
10' MW/m1, which is precisely in the range of values that we have stu- 
died. 
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ABSTRACT 

The interaction between the rotating band and the rifling is usually used 

to provide a desired angular acceleration or spin to a projectile as the 

projectile accelerates along the length of the barrel of a gun. Evaluations 

and inprovements of the design of rotating bands need an understanding of 

the stresses and defonrations of the band resulting fron the interaction. An 

accurate knowledge of these requires a three dimensional solution of the problem. 

However, significant amount of the mechanics of interaction can be understood 

by studying an idealized two dimensional problem that considers only the 

circunferential flew of the rotating band material into the rifling groove. 

In this report, a numerical solution procedure has been discussed for a two 

dimensional problem. The circunferential flow has been discussed for specific 

cases. 

*This paper was presented at the Third Army conference on Applied Mathematics 
and Computing. 
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I.  INTRODUCTION. 

The interaction, between the rotating band and the rifling, is usually 

used to provide a desired spin or angular acceleration to a projectile as the 

projectile accelerates along the length of the barrel of a gun. This interac- 

tion takes place in the following way. Before entering the barrel, a fired 

projectile enters a "forcing cone". The outer diameter of the projectile is 

usually designed to be smaller than the minor diameter of the bore. However, 

the outer diameter of the rotating band which is located on the outer hard 

surface of the projectile is larger than the minor diameter of the bore (See 

Fig. 1) As a result, the radial dimensions of the rotating band are reduced 

at first in the forcing cone and then in the barrel. 

Inside the forcing cone, the reduction in the radial dimensions of the 

rotating band is acconpanied by an axial flow along the length of the projec- 

tile. The deformation process is axisynmetric since the forcing cone has a 

siooth wall. Upon encountering the rifling in the barrel, radial flow, axial 

flow along the length of the projectile and circumferential flow into the 

rifling groove occur. The deformation becomes non-axisyimctric and hence a 

three dimensional description is necessary. It is to be noted here that the 

rifling has a twist along the length of the barrel. It is the conbination of 

the aforementioned deformation of the rotating band and the designed twist of 

the rifling along the length of the barrel that result in an angular accelera- 

tion being imparted to the projectile as the projectile travels along the 

length of the barrel. 

The functions of a rotating band impose certain basic requirements on the 

band material and geometry. The rotating band must have sufficient "plastic 

flow characteristics" to deform from its initial configuration to a shape 

dictated by the forcing cone and the rifling in order to reduce the wear of the 

barrel. At the same time, must also have sufficient strength to 

4 

(a) transmit the torque to the projectile, 

(b) withstand the propellant gas pressure, and 

(c) provide the required attachment characteristics to 

the projectile. 
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As • consequenct of these requirements, eveluatlons and Improvements of the 
design of rotating bands need an understanding of the stresses and deformations 
of the band which should be obtained by Including In the analysis the following 
parameters: 

• 
(a) flow strength of the rotating band material, 
(b) breathing strength of the projectile wall, 
(c) depth of the rotating band, and 
(d) the Interference. 

The results of a preliminary study of the stresses and deformations In the 
rotating band of an artillery projectile caused by the Interaction of the band 
and the rifling Is presented In this report. The results of the Interaction of 
the rotating band and the forcing cone have been examined by other Investiga- 
tors as a one dimensional problem [1]. 

II. DESCRIPTION OF ANALYTICAL MODEL. 

As discussed before, the Interaction of the rotating band and rifling 
causes the band material to flow In three directions. Accurate determination 
of the corresponding states of stresses and deformations In the band requires a 
three dimensional, elastic-plastic, large deformation dynamic analysis. In the 
present study, a simplified two dimensional problem with only radial and 
circumferential flow Is analyzed. Since the distance between two neighboring 
rifling grooves Is sufficiently small compared to the radius of the projectile, 
the effect of the curvature can be neglected. As a result, the simplified 
problem can be considered as a two dimensional plane strain problem as showr In 
Fig. 2. The gun barrel Is assumed to move along the y direction Into the 
rotating band. The Initial velocity of the gun barrel Is determined on the 
basis of the longitudinal velocity of the projectile and the amount of Inter- 
ference between rotating band and the gun barrel. 

In general, the rotating band material Is much softer than that of the gun 
barrel and the projectile resulting In deformations. The following assumptions 
are made In the first stage of the analysis: 

(a) Gun barrel and projectile are both rigid, 
(b) the rotating band material Is modeled by an elastic-perfect 

plastic material and strain rate effect Is absent, 
(c) perfect bonding exists between the rotating band and the 

projectile. 

III. GOVERNING EQUATIONS 
In the analysis, c, n are used to denote the undeformed coordinates. 

After the body deforms, x,y, U,n,t) are used to denote the deformed configura- 
tion of the particle at time t whose initial coordinates are U. n). The 
governing equations are then written in terms of Cauchy stresses and Lagranglan 
coordinates. These equations, for a two-dimensional plane strain problem, are 
as follows: 

Kinematics equations: 

x « u, y ■ v 
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Equations of motion: 

, do    , 3T 

p ax  p ay 

, 3T    ,  8a 

p 3x   p  3y 

(2) 

Constitutive equations: 

axx " (pd; + 3 G)37 + (pd; ■ 3€) 37 + xy(3y " S1 

- /    dp     2 rv 3u  ,   , dp .  4 r.  3v .        ,3V     3u« 
0yy " (p d? " 3 G) H + {pd7 + 3 6) 3^ + "xy(H ^ 3^ 

(3) 

(4) 

Txy "ax 3y       2 K<rxx 

a.      = v(cr     + <r   ) zz        v xx       yyy 

w3v _ 3üv 
yyM3x " ay' (5) 

(6) 

Continuity equation: 

3U 3V 
p 17 ' p a7 (7) 

It is assumed that stress deviators and pressure can be defined as follows: 

S  = p + o xx  K  xx 

S  = p + o 
yy w     yy (8) 

s = -s - s zz   xx  yy 

where 

y 3V xx   yy   zz' (9) 

The von Mises yield condition for elastic-perfect plastic material is given by: 

S   2 + S   2 + S   2 + 2T    2S|Y2 

xx yy        zz xy   * 3 (10) 
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velocity In x-directlon 

velocity In y-dlrectlon 

normal stress In x-dlrectlon 

normal stress In y-dlrectlon 

normal stress In z-dlrectlon 

shear stress 

normal stress devlator In x-dlrectlon 

normal stress devlator In y-dlrectlon 

normal stress devlator In z-dlrectlon 

density 

hydrostatic pressure 

modulus of rigidity 

yield stress In simple tension 

Equations (1) to (5) and (7) are written In the following compact form 

{u}    = [A] {u},x ♦   [B] {u},y 

where 

u: 

1: 

0xx: 

V 
02Z: 

Txy: 

Sxx: 

syy: 

p: 

p: 
G: 

Y: 

(11) 

{U}      s   {U,   V,   Oxx,   0yy,   Txy,   p}. 

The matrices A and B are not constants In the finite deformation problem of 
elastic-plastic materials and are given as follows: 

[A] 

0 0 1/P 0 0 

0 0 0 0 1/p 0 

»Ms 
"'xy 0 0 0 

»II« 'xy 
0 0 0 0 

0 6 
+ fa* ■ 

oyy) 
0 0 0 

-p 0 

1 '»I ^ 

0 0 0 
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[B] ■ 

0 

0 

xy 

Txy 

G ■ i(oxx 

0 

0 

^l6 

0 

0 

0 

1/p 

0 

1/p 

0 

0 

0 

0 

oyy) 0 

0 

From the assumed two dimensional plane strain case, the boundary conditions of 
a typical part of rotating band as shown in Figure 3 are as follows: 

0 s n * R, 

o s n * R. 

Txy  =0- 

On the boundary 

C = 0, 

u = 0. 

On the boundary 

C = L, 

u = 0, 

On the boundary 

0 S 5 S L, 

u = v = 0 

On the boundary 0 S£S L and n = R. if x(e. lit) I L1 , 

v = at  . Txy = 0 

where a is the constant acceleration. If xU, n. t) > L. , 

n = 0 

and 

where 

0xx nl + Txyn2 ' 0 

Txynl + 0yyr2 = 0 

n = n.T + n-j 
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Is the unit normal to the deformed surface, on the boundary L. s £ S L, n = R< 

if Lj i x U, n, t) J L and y U. n, t) S R - 1/2 at2 

axynl + Txyn2 = 0 

Txynl + V2 = 0 

IV. SOLUTION TECHNIQUE 

The problem described In Section III Includes material nonllnearlty and 
geometric nonllnearlty. It Is easily seen that analytical solutions, for such 
a transient dynamic response problem with finite deformation and elastic- 
-plastic material are very difficult to obtain. Therefore, suitable numerical 
methods have to be used to solve the problem. Finite difference techniques 
based on the Lax-Wendroff scheme [2] and the modified version of Strang's 
method [3,4] due to Morris and Gottlieb [5, 6] are used for the study of the 
transient dynamic response of elastic-plastic solids under conditions of finite 
deformations. Since the finite deformation formulation used in the present 
problem is based on a Cauchy stress formulation and updated Lagrangian ap- 
proach, the finite difference meshes may distort with increasing time. Thus, 
the conventional finite difference schemes for spatial derivatives in which the 
meshes are fixed for all time are no longer suitable. A second order accurate 
numerical technique based on the Lax-Wendroff scheme, the modified Strang 
method and the contour MacCormack two-step procedure has been developed for use 
with deformable Lagrangian meshes at Georgia Institute of Technology [7,8]. 
This modified scheme is efficient and also is suitable for deformed meshes. 
Therefore, it has been used to solve the rotating band and rifling interaction 
problem described In Section III. The detailed formulation is given in [7,8]. 

The modified Strang's method along with the Lax-Wendroff scheme enables 
one to write the solution of Eq. (11) as follows: 

{u}* + At = Lyl^LyM1 (12) 

where L , L   are the one-dimensional Lax-Wendroff operators, which are defined 
m     y 

as: 

Lx{u}* « 1 « {u)* ♦ AWHu}^ * I At2)    [A]2{u}t,xx 

♦ [AKA],»*     ♦ [AV^AKu)*      {{u}1, 
X 

Ly (u)* « (u)1 ♦ At[B]{u)*y + 1 At 

♦ [B][B].u{u}Jy+ [B].u[B]{u)ty 

[B]2{u}* yy 

wL 
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In using the procedure described In equations (12) to (14), It Is neces- 
sary to compute the products of matrices, derivatives of matrices, and finite 
difference approximations for second order partial derivatives at each step of 
numerical Integration. These computations can be time consuming when the 
matrices become large. But they can be eliminated by using a MacCormack 
two-step procedure [9] which consists of the successive application of two 
first order accurate scheme to achieve a second order accuracy. The steps 
Involved In calculating L are as follows: 

(u)* = {u)* + At [AKu^x (15) 

L^u)1 * 1/2 ({u)* + {u}*) ♦ At/2 [A]* {u)*,x (16) 

■ 

where [A]* Is evaluated by using the value of {u}. A similar expression can 
be written for L In the y direction. For the purpose of stability and accura- 
cy, It Is necessary to calculate the spatial derivatives In (15) by a forward 
difference In the predicted step and that In (16) by a backward difference In 
the corrected step or vice versa. As discussed earlier. In a problem with 
finite deformations, the Initially regular meshes distort with Increasing time, 
thus the contour difference forms for calculating the spatial derivatives are 
necessary. Specifically, for the present two-step method, this requires the 
use of contour finite differences of backward and forward types with a second 
order accuracy. Such a numerical technique has been developed [7,8]. By using 
the MacCormack's two-step procedure (15), (16) and the modified Strang's method 
(12), a finite difference scheme for the solution of equation (11) can be 
written as follows: 

{V)(1) ■ {u}1 + AtCBlAyCu)* 

Vu}t= {V)(2) = I (^ * m(1)) + ^1 [B](1)7y{V}(1) 

{V}(3) = {V}(2) * "CAJ(2) V%) ("l 

1,1,1»)* • TO(4) ■ I mm * m{3)) * 4 [A],,, .„«),„ 

W»* ' {V)(6)   ' I "V>(4) + {V)(5)' + 1 W(5)VV)(5) 

{V}(7)MV}(6) ♦4t[B](6) *ym(6) 

LyLxL,Vu)t ■ {V)(8)' ?<{",(6, * {V}(7,) + *? mm    '*<V)(" 
,t+2»t , ,„, 

'(8) 
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Tht operators t , t   are forward contour differences. Similarly, v and v are 
backward contouf differences. The form of t   {u}4 A *  Vw [uU.t  nJ) is y 

written In the following way. x  *•*       x   '  J ' 

(yi*ij * 'UG/D^.J " xij,(yi.M" ^J-^ ' (XI.J*I -Hj**- 

(yi+lj"y1jG (18) 

The set of finite difference equations (17) are valid for any interior 
point. A slightly different version is needed for points on the boundaries 
[10]. 

V. NUMERICAL RESULTS AND DISCUSSIONS. 

The numerical procedure described in Section IV has been employed to solve 
a specific two-dimensional plane strain problem simulating the radial and 
circumferential flow of the band material into rifling grooves as a result of 
Its interaction with the rifling. The geometry of the undeformed rotating band 
and the physical properties of the band material are listed below: 

(a) geometry (ref. to Fig. 3) 

L ■ 0.2 in (0.508 cm) 
L. ■ 0.075 in (2.032 cm) 
R1 » 0.1 in (0.254 cm) 
R • 0.15 in (0.381 cm) 

(b) physical properties (copper) 

Density, p=8.941 grms/cc   7 
Young's Modulus. E * 1.6 x 10' psi (110320 MPa) 
Poisson's Ratio, v = 0.32 . 
Yield stress in simple tension, Y«4.5 x 10 psi 

(310275MPa) 

The initial configuration of grid points employed in the finite difference 
discretization is shown in Fig. 4. It contains the region bounded by the edges 
at xsO, L and y=0,R. There are 200 cells in the region and the dimensions of 
these cells are x*y«0.01 in (.0254 cm). 

In the numerical analysis, two distinct cases have been considered. In 
the first case, the gun barrel is assumed to move into the rotating band at a 
constant velocity of 0.01 In/y sec while in the second case at a constant 
acceleration of 5.22 x 10  in/y sec. In the numerical computations the CFL 
(Courant-Friedrlchs-Levy) number Is chosen to be 0.98 for the finite difference 
scheme. 
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The results of the first case are depicted In Figures 5 and 6 with plots 
of the deformed grid configuration, the velocity field, and the stress field at 
times 2.08 y sec and 2.79 y sec. The results Indicate a strong circumferential 
flow of the band material into the rifling groove. Both the flow and. the 
stress fields indicate that the flow initiates from the top surface of the 
band. Similar results for the second case are shown in Figs. 7 and 8. 

The velocity and stress fields in the deformed configurations obtained in 
the two cases exhibit the behavior or trend expected in the interaction between 
rotating band and the rifling in the gun barrel. The preliminary results in 
the study demonstrate that the numerical scheme described in this paper can be 
used to analyze the rotating band and rifling interaction problem involving 
plastic flow and large deformations. Future efforts will be devoted to study- 
ing the influence of the parameters such as the flow strength of the rotating 
band material, the stiffness of the gun barrel and the projectile, the dimen- 
sions of the rotating band, the frictions at the contact surface of the rotat- 
ing band and the gun barrel on the stress and deformations of the band. 

Since the numerical procedure used in the present analysis Is based on an 
explicit finite difference scheme, the selection of the spatial and temporal 
Increment sizes must satisfy the stability condition max} (A)| < I. This leads 
to a restriction on the size of the time steps. The computational efficiency 
of the present procedure can be improved by considering the use of a hybrid 
"explicit-implicit method". Such a combination has the benefits of both 
methods and will be investigated in future studies. 
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USING SUPERCOMPUTERS TODAY AND TOMORROW 

John R.Rice 

Computer Science Department 

Purdue University 

West Lafayette, Indiana 47907 

ABSTRACT. The past and future growth of supercomputer power is summarized along 
with the changes in modes of accessing and using supercomputers. Three particular 
applications are considered from 1983, 1985 and 1995 (hypothetical). It is argued that 
the software and peripheral support for supercomputers has fallen far behind the increase 
in power. Solutions to the access and software support are discussed; it is concluded that 
the access problem is both difficult and very expensive to solve while the software sup- 
port problem is difficult and only moderately expensive to solve. 

1. SUPERCOMPUTER POWER. First, we briefly review the growth in supercom- 
puter power. The peak performance grew slightly less than exponentially over the 1965 
to 1980 period. This growth masks the fact that the typical scientist and engineer outside 
a few weapons laboratory experienced very little growth in the power of the computers 
available to them. The prices came down but the power did not grow dramatically. 
Supercomputer power growth has accelerated since 1980 and even more acceleration is 
forecast for the next 10 years. This growth is summarized in Table 1. 

Table I. Some trends in scientific supcrcomputing 

Yea.-IMachine Speed Speed Increase 
10-year 20-year 

1966/CDC6600 1MFLOPS _. ~ 

1975/CDC7600 4MFLOPS 4 - 

1980/Cray 1 10 MFLOPS 5 - 

1985/Cyber205 100MFLOPS 25 100 
1990/- 2GFLOPS 200 1000 
1995/- 200GFLOPS 2000 50,000 

The projected 1995 machine has 1000 processors with a 2 nanosecond cycle time. 
During the period 1965-1985 there has been a significant change in access to com- 

puters. Batch processing has been replaced by some sort of terminal access. The types 

*The author of this paper presented it at the Third Arny Conference on 
Applied Mathematics and Computing 
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of access vary considerably and are listed below in what we think is decreasing fre- 
quency: 

• 

1. Terminal attached to front end machine connected to network connected to 
supercomputer 

2. Terminal attached to front end machine connected to supercomputer 

3. Workstation attached to network attached to front end machine attached to net- 
work attached to supercomputer 

4. Terminal attached to supercomputer 

There are other types of access, but the key point here is that most access is via one or 
more layers of intermediate machines and networks. 

One of the barriers in effective use of supercomputers is the disparate speeds within 
the intermediate machines and networks. Table 2 presents data on the transfer rates of 
these facilities. 

Table 2. Peak and effective transfer rates of various facilities 
measured in bits per second (K = 1000, M = 1,000,000) 

Facility Peak Rate Effective Rate 

Telephone 300 300 
2400 baud line 2400 2400 
9600 baud line 9600 9600 
ARPANET 57K 20K 
Bus on VAX 11/780 IM 160K 
Ethernet 10M 1.5M 
CDC LCN 50M 3M 
Cyber 205 channel 200M 100M 

It is easy to see that current supercomputers produce results at rates that completely 
swamp more the capacity of most user's access facilities. 

Figure 1 shows the current configuration of the Cyber 205 facility at Purdue Univer- 
sity. Most users access the Cyber 205 through the CDC6000 systems or by long haul 
networks attached to a VAX 11/780. 

While progress in access to supercomputers has been significant (yet modest com- 
pared to the progress in supercomputer speed), the progress in programming has been 
uneven and even in reverse for some areas. Editors, on-line file systems, program update 
systems, libraries, etc. have greatly improved the environment for writing programs. 
Programming itself has gone downhill. In 1966 Fortran IV was well established. In 
1986 supercomputer users can use Fortran 77 (a small improvement), but, if you want to 
get real supcrcrmputer speeds, you must use machine specific Fortan statements, tricks 
and generally be rather knowledgeable about the whole machine organization. I believe 
that the programming task itself is perhaps 40% as efficient on the current Cray and CDC 
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Figure 1. Configuration of the Purdue high speed file transfer network to support the 
Cyber 205 supercomputer, 

supercomputers as it was in 1965 (again, this is for achieving something close to the 
potential of the machines). Automatic vectorizers are very worthwhile, but they also fall 
far short of providing the vectorization possible. 

I illustrate this development in programming with two randomly selected examples. 
In [DoEi84] we see the subprogram 
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SUBROUTINE SMXPY (Nl, Y, N2, LDM, X, M) 
REAL ¥(*), X(*), M(LDM, *) 
DO20J=l,N2 

DO 101 = 1,Nl 
Y(I) = Y(I) + X(J) * M(U) 

10      CONTINUE 
20     CONTINUE 

RETURN 
END 

and learn that Cray users should learn to write the inner loop as 

DO10U 1,N1 
Y(I) = ((((Y(I) + X(J -3) * Md, J - 3)) + X(J - 2) * M(I, J -2)) 

$ + X(J -1) *M(I, J -1)) + X(J) * M(I.J) 
10     CONTINUE. 

On a Cyber 205 the simple computation 

FORALL (I^NTDIM, J=1:NSDIM) SCORES(U) = 60. + 40.*SIN(I*J*63.21) 

should be programmed as 

SEQ(1;NSDIM) = Q8VINTL(1,1;SEQ(1;NSDIM)) 
DO100I=l,NTDIM 

ARG(1;NSDIM) = 1*63.21*SEQ(1;NSDIM) 
SEQ0(1;NSDIM). VSIN(ARG(1;NSDIM);SEQ0(1;NSDIM)) 
SCORES(I,l;NSDIM) = 60. + 40.*SEQ0(1;NSDIM) 

100   CONTINUE 

in order to achieve high speed execution. 

We conclude that the software and peripheral support for supercomputers has fallen 
far behind the increase in supercomputer computational power. 

II. THE SIZE OF SUPERCOMPUTER ANSWERS. Everyone in the supercomputer 
area and most outside it visualize that supercomputer applications use enormous amounts 
of computation, millions and billions and trillions of arithmetic steps. Much less widely 
known is that the answers produced in a typical supercomputer applications are also 
huge. By answer, we mean the information the user needs in order to understand the 
computed solution; we do not mean the total set of numerical results computed, which is 
usually very much larger. We illustrate this with three sample applications, two real ones 
from 1983 and 1985 and one hypothetical one from 1995. 

1983 APPLICATION: The high speed impact of two steel cubes into a block of 
aluminum. This computation was performed at Los Alamos [Los83] on a Cray 1 and 
used 30 mintues to cover 2.5 microseconds of real time. The problem is eight- 
dimensional with 3 space variables,  time and 4 dependent variable (temperature, 
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pressure, density of steel and density of aluminum). 
Thirty minutes of Cray time represents about 150 billion instructions (12 

nanosecond cycle time) including about 18 billion arithmetic operations (10 MFLOPS). 
The answer can be represented by data on a 100 by 80 by 80 special grid for 150 time 
steps; each of the 96 million grid points has 4 values (64 bits long). Thus only 400 mil- 
lion numbers represent the result of 18 billion computed numbers, or the answer requires 
only 4.5% of the numbers computed. Some nice color plots are given in [Los83] and 
illustrate the effectiveness of this medium for presenting information about computed 
results. Note that the answer is 3 gigabytes in size which is close to the size of the entire 
disk memory space on many large scale computer systems. 

1985 APPLICATION: Accretion of material into a black hole (2D model). This 
computation [Sm85] shows the evolution of a black hole over a period of millions of 
years. It assumes axial symmetry to reduce the problem to a feasible size. The answer is 
1.25 billion numbers (10 gigabytes). The author discusses how to view the results using 
color movies. He notes that his computation only provides moderate resolution in time 
and space and that a good quality movie would require considerably more computation 
and produce a considerably larger answer. 

In this same issue of Science magazine there is a discussion by Joy and Gage 
[JoGa85] which analyzes the information flow required to produce color movies. Modest 
resolution, slow motion requires 250 Kbytes/sec while high resolution, normal motion 
requires about 20 Mbytes/sec. The author argues that color movies are the only way to 
really assimilate the results of many supercomputer computations. 

I estimate that a 3D black hole model giving comparable accuracy would have 
about 1.5 terabytes in the answer. This would produce a 100 hour movie with normal 
motion and modest resolution. 

1995 APPLICATION: Tank battle simulation. In this hypothetical application we 
assume there are six tanks and the study focuses on the weapons system, the targeting 
system, the armor and the defensive systems. Thus, intensive, detailed computational 
analysis is made of a special event such as a shell hit, laser strike or mine explosion. In 
one of these special event}, the physics is followed at the level of the shell explosion, 
shell case fragmentation and attempted penetration of the armor by blast pressure and 
heat. Other aspects such as mechanics of the tanks or terrain is simulated at a much 
coarser level. 

A summary of the computation is as follows: 

Independent variables:   3 space, time, input of 6 tank   . 
drivers, input of 6 tank gunners 

Dependent variables:     tank positions 
state of all weapons systems 
state of all defensive systems 
effects of all special events 
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Computation: 1 hour 
2 mega-giga instructions (2 nanosecond cycle, 1000 
processors) 
700 MFLOPS (200 teraFLOPS machine) 

Answer: A. General Scene: 200 by 200 by 50 grid 
B. One tank geometry: 100 by 100 by 25 
C. One tank weapon system: 10,000 variables 
D. One tank defensive system: 10,000 variables 
E. Tank mechanics: 2000 variables 
F. High level battle scene: 5000 variables, 5000 time 

steps 
G. Special Events: 200 events with 

200 x 100x100x200 grid 

The size of the answer is then (in megawords) 

A + 6B + 6C + 6D + 6E + F + G 
=     2 + 6(.25 + .01+.01 + .002) + 25 + 200*400 
-     1,000,000 

Thus the size of this answer is about 8 terabytes. This answer could be shown, in full, as 
a color movie with normal motion and high resolution that lasts about 100-120 hours. 
We visualize that the study of this application would involve several people viewing dif- 
ferent parts of the answer over a period of time. 

We now pose the question: Suppose the answer has been computed and resides in 
tlie supercomputer system, how long will it take to move the answer to the user's loca- 
tion? We use the effective transfer rates from Table 2 plus the size of answers to pro- 
duce the results of Table 3. It is obvious from Table 3 that systems which separate the 
user from the supercomputer by 2 ethemets and a VAX are totally unable to provide rea- 
sonable service for many supercomputer applications. Few will put up with waiting a 
week to see the results of a 30 minute computation. And once he gets the answer 
"locally" the user neither has a place to put it nor adequate means to view it. 

III. SUPERENVIRONMENTS. We draw three conclusions from the above material: 
1. Today's peripherals/workstations/networks are grossly  inadequate even for 

todays supercomputations. 
2. Today's programming environments/languages for supercomputers are grossly 

inadequate, even antiquated. 
3. Raw computing power will increase dramatically in the next decade. 
The peripheral/workstation/network problem is not easily solved. Fiber optics net- 

works provide a great deal of capacity for networks, but are not yet very cheap. 
Moderately priced terabit memory systems are not now on the horizon. Workstations 
with high quality color graphics and movie capabilities are quite expensive and probably 
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Table 3. Times to transfer the answers of the three applications using 
various facilities. 

Application 
Facility 1983 1985 1995 

Telephone 3 years 9 years 6 millennia 
9600 baud lint; 1 month 3 months 2 centuries 
ARPANET 2 weeks 7 weeks 1 century 
VAX 11/780 bus 2 days 6 days 7 years 
Ethernet 5 hours IS hours 16 months 
Cyber 205 channel 4 min 13 min 1 week 

Run time 30 min 1 hour 1 hour 

i 

will remain so for some time. For the next decade it may well be that large organizations 
will have a few superworkstations which are shared by a large community of users. 

The programming environment/language problem has many technical difficulties to 
be overcome, but the initial problem is simply lack of effort. The software support for 
supercomputers is very meager. We have senior scientists and engineers using facilities 
that would be instantly rejected by travel agents, junior high math students, secretaries 
and the general public. It is incredible to see one of the nation's scarest human resources 
wasted due to the lack of a modest investment (compared to the other aspects of super- 
computing) in software support. 

One key software area is very high level languages appropriate for scientific compu- 
tations. Figures 2-4 show three examples of the kind of things we should expect We do 
not discuss the ELLPACK [RiBo85], DEQSOL [Ume83] or PROTRAN [AiRi831 sys- 
tems in any detail but do note they have the following characteristics: 

1. They dramatically improve programming productivity. 

2. They were implemented with moderate efforts (2-4 man years). 

3. They improve execution time efficiency. 

Each of these languages has short-commings that one would not expect in production 
quality systems for supercomputers, yet they represent a great advance over the software 
currently supplied with supercomputers. 

The other key software area is how to map computations onto complex supercom- 
puter architectures so as to produce high efficiency execution. This is a challenging 
technical problem where many approaches are being actively pursued. However, there is 
still little indication that the existing and future techniques will be embodied into good 
user-oriented tools or systems. 

We close with Figure 5 which shows the schematic of a superworkstation which is 
appropriate for supercomputers. It will cost 10-50 times as much as the current good 
workstation. It needs supersoftware that will also cost 4-50 times as much as current 
software for supercomputers. The superworkstation and supersoftware are equally 
important, but the total investment for the software will be an order of magnitude less. 
Then one might have the superenvironment to take full advantage of the supercomputer 
power that will appear in the next decade. 
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*               THE PLATEAU PROBLEM 
EQUATION. (l.+Uy(X/Y)**2) UXX  +  (l.+UXCX, Y) **2) UYY & 

- 2.*UX(X,Y)*UY(X,Y)  UXY & 
+ 2.*(UX(X;Y)*UYY(X/Y) - UYCX,Y)*UXY(X,Y)) UX & 
+ 2.*(UY(X,Y)*UXX(X/Y) - UX(X,Y)*UXY(X,Y)) UY & 

2.*(UX(X/Y)*UYY(X,Y) - UY(X, Y) »UXY^, Y) ) ♦UXCX, Y) & 
+ 2.*(UY(X/Y)*UXX(X/Y) - UX(Xf Y) *UXY(X, Y) ) ♦UYCX, Y) 

BOUNDARY. U ■ BOUND(X,Y) ON Y = 0.0  $ U = BOUND(X,Y) ON Y • = 1.0 
U - BOUND^Y) ON X = 1.0  $ U - BOUND^Y) ON X • = 0.0 

GRID.           5 X POINTS  $  5 Y POINTS 
TRIPLE.         SET ( U = ZERO ) 
fORTRAN. 

DO 100 IT » 1,5 
DISCRETIZATION.      HERMITE COLLOCATION 
SOLUTION.            BAND GE 
FORTRAN. 

100           CONTINUE 
OUTPUT.         PLOT(U) 
SUBPROGRAMS. 

FUNCTION BOUND (X^) 
BOUND - SIN(X+AMAX1(.66, .l+Y**2))*EXf (X-Y) 
RETURN 
END 

END. 

Figure 2. An ELLPACK program that solves the Platean problem (the soap film 
problem) using Newton iteration combined with Hermite-cubic collocation 
for the linearized problem. 

PARAMETER ( N - 16 ) 
REAL MATRIX HILBERTC^N) , XCN^), 8(^4), RESIDUA) 
REAL VECTOR RNORM(4) 

C CREATE HILBERT MATRIX 
ASSIGN HILBERT(I,J) » 1/(I+J-1.) 

C DEFINE HILBERT MATRIX, FIRST 3 RIGHT SIDES 
ASSIGN   B(I,1) « 0.0 

B(I,2) - 1.0 
B(I,3) • 1.0 + .01*SIN(100.*I) 

B(l,l) « 1.0 
C COMPUTE 4TH SIDE TO MAKE SOLUTION -1. 

DO 20 I « 1,N 
20     SUM HILBERT (I, J) ; FOR (J-1,N) ; IS B(I,4) 

C SOLVE THE 4 SYSTEMS AND COMPUTE NORM OF RESIDUALS 
LINSYS HILBERT*X - B ; HIGHACCURACY ; SAVE HILBERT 
PRINT B,X 
ASSIGN  RESID = HILBERT*X - B 

RNORM   - RESID*«RESID 
RNORM(K) - SQRT(RNORM(K)) 

PRINT RNORM 
END 

Figure 3. A PROTRAN program that creates a Hubert matrix and four right sides, solves 
these linear systems and prints the least squares residual for each system. 
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VAR TT; 
DOM X - [0:1], 

y - [0:1.2]  ; 
TDOM t - [0:1] 
MESH x - [0.0:1.0:0.2]  , 

y » [0.0:1.2:0.2]  , 
t ■ [0.0:1.0:0.02]  ; 

CONST A « 0.62  ; 
REGION R « [*,*]  , 

L - [0,*0  , 
Rl - [1,*]  , 
D « [*,0]  , 
U ■ [*,1.2]  ; 

EQU dt[TT] ■ A*[lapl [TT] ] 
INIT TT ■ 100  AT R  ; 
BOUND TT - 200  AT D, 

TT » 200  AT U, 
dx[TT] « 0  AT L+Rl; 

SCHEME • 

ITER NT UNTIL  NT GT 4  ; 
TT<+l>=TT+DLT*A*lapl [ 

PRINT TT   AT R ; 
DISP TT   AT R ; 
END ITER  ; 

END SCHEME  ,* 
END  ; 

Figure 4. A DEQSOL program that solves a time dependent partial differential equation. 
The solution obtained this way ran three times as fast as the same method 
implemented in ordinary Fortran and then hand optimized for vector speeds. 
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SUPERCOMPUTER 

200 Mbytes/sec 

Screen 

1 Gigabyte/sec 

32 One Gigabyte disks 
with 32 bit words spread 
one bit per disk. 

Figure 5. 
Schematic diagram of a superworkstation appropriate for the supercomputers 

ofthel990's. 

. 
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