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ABSTRACT

GENERATING NATURAL LANGUAGE
UNDER PRAGMATIC CONSTRAINTS

Eduard Hendrik Hovy
Yale University
1987

How and why do we say the same things in different ways to different people?

Natural language generation programs written to date are not sensitive to anything but
their input, and therefore produce the same output to all hearers in all circumstances. For
a generator to produce various versions of a single input it must have the ability to make

appropriate choices about the content and form of its text.

Due to the flexibility of language, speakers can communicate far more than just the
literal content of the words they use; the additional information usually serves some of
their audience-related goals. Thus the generator’s choices should be governed by the goals
resulting from pragmatic issues such as its knowledge of the hearer and the setting of the

conversation.

This research investigates the types of interpersonal goals that speakers can have; how
they can be made specific enough to direct the generation process; the interpretation of
input, by generator-directed inference, to find suitable forms of expression; and the repre-
sentation of language in a phrasal lexicon. In the model of generation that incorporates
these goals, planning and realization are interleaved processes, where the interleaving takes
place at choice points. This view supports the standard top-down planning-to-realization
approach as well as the bottom-up approach in which linguistic options present themselves

as opportunities for the achievement of the active goals.

To illustrate these ideas, the program PAULINE (Planning And Uttering Language In

Natural Environments) produces, from a single set of input representations in each of three

domains, various paragraphs that differ in slant, content, and style.
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Chapter 1

Language: A Multi-Purpose Tool

1.1 Introduction

When vou compare the language produced by people to the text produced by existing
language generation programs. one thing becomes immediately clear: people can say the
same thing in various wavs to achieve vanous effects, and generators cannot. The generator
described here. PAULINE (Planming Aud Uttering Language Ir Natural Environments),

addresses this shortconnng

It is straightforward to wrnite a language generation program that produces impressive
text by associating a sentewce template (or some equivalent general grammatical form) wath
each representational item and then using 4 vramimar to o realize the template into surface
form Swh oo program. however. s ot sensitive tooamthane bur the anput atems, and

therefore produces the same cartpar vo aD bearers il aroumistan es

When we poroedne e mamriawe we taalor e tent 0o the beger et o the situation Ths
eppabdes st annnie ate mrere ntorraty u thoal i~ ot aned an o the Diteral meaminges ot
i

e words aedeed the el e it ot o ten s e stronyeer oot the hearer tha

the Iteral o ntent has Thisant st o~ oarpe D vl e oo nt g d the forn o e

L P
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text. As speakers and hearers, we attach various interpretations of the speaker, his goals,
the hearer, and the conversational circumstances, to the various ways of expressing a single
underlying tepresentation. These interpretations are governed by rules. For example, we

use such rules to understand the different meanings of each of the following sentences:

~Old Bill finally kicked the bucket last night!”
“We are not going to see Uncle Bill any more...”

*l am very sorry to have to tell you that Bill passed away™

Speakers use the rules to determine how to say what they want to say. In order to exhibit

the same degree of flexibility of expression, generator programs require such rules too.

What, then. is the additional information that speakers can convey”? Consider the
different points of view the speaker communicates in each of the following four descriptions

of an event that happened at Yale University in April 1986:

(a) On April 4, concerned Yale students constructed a shantytown on Boesak
Plaza as a reminder to those in Woodbridge Hall (and all over campus and the
commuanity) that Yale is complicit (sic) with the system of apartheid that creates
shantytowns where thousands of blacks are forced to live in squalor and fear.
The shantytown. Winnie Mandela City, served as a focal point of education
concerning South Africa and Yale's investments there. At 5:30 am on April 14
the Yale Administration had the shantytown torn down and had 76 students
and community members who were defending the shanties arrested. After a
huge outcry, the Administration allowed the shanties to he rebuilt. We will not
be silenced. we will continue to challenge the Univer<ity on their moral failure.
{From: protester literature: the protesters renamed the plaza after the South

African churchman Allan Boesak)

{by On April 4. a4 sinall group of students took over Betnecke Plaza and buaile

some shanties: thev wanted to force Yale to sell gts stocks in compantes with

tranches located i Sourth Africa The university asked the students 0 move




the shanties to another location, but the students refused. The university then

_ granted them permission to occupy the plaza uatil the end of the week, so that
' they could be there to be seen by the university s trustees, the Yale Corporation,
:: at their meeting. But even after the meeting, the students refused to leave the
r plaza, and police had to clear the shanties. Later, the university relented, and
. gave them permission to rebuild the shanties. It also announced that it would
: send a fact-finding mission to South Africa. (Speaker: anti-divestment Yale
N student)
:
:: (c) On April 4, students at Yale built a symbolic shantytown to protest
: their school’s investments in companies doing business in South Africa. The
' college ordered the shanties destroyed. The police arrested 76 protesters when
. the shantytown was torn down. Local politicians and more than 100 faculty
: members criticized the action. A week after it had ordered the removal of
» the shantytown - named Winnie Mandela City, after the South African foe of
i apartheid - the shantytown was reconstructed and the administration agreed
;' to allow it to remain standing. Concurrently, Yale announced that its trustees,
:: the Yale Corporation, would soon send a fact-finding mission to South Africa to
! investigate the actions of corporations in which it owns between $350 million and
$400 million of stock. (From: New York Times, Sunday, 27 April, Connecticut
". section)
"
.
) (d) Some students erected a shantytown to protest Yale'’s investments in
companies that have operations in South Africa. The University tore it down
\ and arrested several of them. The students continued to demonstrate and finallv
N the university said they could put up the shantytown again. The university said
e it would investigate jts investments in South Africa. (Speaker: neutral student)
g Clearly the first two speakers incorporate strongly their opinions about the shantytown
. issues the second two speakers seem more neutral but differ in level of formality. But how
. do vou “incorporate opinions™ and what does it mean to “seem wmore uentral™ and to “be
y
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formal™? There is no single item in the texts that can be pinpointed as carrying the opinion
' \'“‘
'x or setting the level or formality; rather, each text seems to contain a number of little clues,
z:, and these clues cumulatively convey a certain impression to the reader. What are these
t e .
B} little clues? Where do they appear in language and how do we decide to use them? How
" do they interact? What other impressions — information such as the speaker’s emotional
)
. 9 . . . . .
B state, his social status relative to the hearer, the ways he would like to influence the hearer’s
W . . .
Y future behavior — can be incorporated into language?
o‘:‘
Some additional, rather overt, techniques are visible in the following two example texts.
. T
‘: The first is an excerpt from an open letter to Yale President Giamatti from the university's
e clerical and technical workers’ labor union negotiating committee, November 9, 1984:
=
e
e (e) It is time, in the best interests of all concerned, to settle the strike. It is
K
O . . .. . .
y s our understanding that the University administration, as well as the Union, has
's received a document entitled ‘A Statement of Purpose by the Coalition to End
v the Strike’. We appreciate the spirit of the document. Clearly, the community
% earnestly desires and needs a settlement, so that Yale can get back to what it
;" is supposed to be. Our members earnestly want a settlement. You have said
[}, " apye
'.f_t that you do, too, and we are prepared to take you at your word. We are willing
}‘ to compromise significantly to achieve a settlement. Therefore, we propose the
e, immediate resumption of negotiations on a daily basis.
o
25e
'
J‘\' In contrast, compare this excerpt from an open letter from president Giamatti to the Yale
"
community, September 26. 1984:
Al';"
M
‘,.t'
o (f) I write with great disappointment following Local 34's action In calling
he a strike against the University. The University negotiating team has made
concerted efforts, lately with the help of the Mediator, Eva Robins, to find
o
Y . .
::n\." common ground and to bring about a fair and reasonable settlement of the
\-
':.:: outstanding issues in a manner satisfactory to both parties. But the agreement
all has not been achioved.
~
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In both cases, the authors seem honestly to want a solution. But consider how the
former is a rousing call to action, while the latter is reasoned and calm, and see how each
side imputes blame to the other... The union “earnestly desires and needs a settlement”:
they “are willing to compromise”™; they will “take [Yale] at [its] word” that Yale wants a
settlement too. Clearly Yale does not really want a settlement! Clearly the union has to
prod an unwilling Yale into negotiating! In addition to being slanted, this letter is forceful,
exhortatory; taken at face value, it obviously tries to influence Giamatti’s future actions.
Compare that with Giamatti’s much calmer, more reasoned response, in which he writes
*with great disappointment”; his team has “made concerted efforts”; the agreement “has
not been achieved”. It is clear that he is not to blame! In fact, his disappoint..aent casts
Giamatti as an optimist, a reasonable man who hopes others are reasonable too. The fact
that he does not place the blame for the failure of the settlement explicitly onto the other
party (say, with “But the Union did not want to come to an agreement”), underscores
this impression. Clearly it is the union that is recalcitrant! Similar techniques are used
in the shantytown texts. In example (a), for instance, the protesters use such phrases
as “concerned Yale students”; “constructed a shantytown...as a reminder”; Yale “had 76
students. . . arrested”; “a huge outcry”. Clearly, the protesters were well-meaning, harmless
people with much popular support. But then what about the opponent’s account (b) that
contains phrases such as “a small group of students”; “took over Beinecke Plaza”; “they
wanted to force Yale to...”; “police had to clear the shanties®? Obviously the university
did its best to remain conciliatory toward a few radicalized, rapacious students with an axe

to grind!

Techniques such as implying reasonableness, willingness to compromise, trust in the
goodwill of the opponent, etc., are obviously part of the art of creating opinion-bearing and
manipulative text. So are techniques such as maximizing or minimizing support, implying

the use of force, and the use of appropriate adjectives and adverbs.
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1.2 Some Generator Texts

'.0 ] PAULINE, the computer program described here, uses strategies based on these techniques

- to produce various texts from underlying representations. In all, it has been tried on three

:.‘. distinct episodes. The first set of examples are generated from a representation of the

:: shantytown episode. From a single representation — a network of about 120 representation

:;‘. elements — PAULINE produces over 100 different texts. For example, as a quick informal

| description of the issue, PAULINE says:

X,

\

'?‘I Example 1.

5! YALE UNIVERSITY PUNISHED A NUMBER OF STUDENTS FOR BUILDING A

}- SHANTYTOWN ON BEINECKE PLAZA BY ARRESTING 76 STUDENTS AND TEARING

§ IT DOWN ONE MORNING IN EARLY APRIL. THE STUDENTS WANTED YALE TO

 ¢ DIVEST FROM COMPANIES DOING BUSINESS IN SOUTH AFRICA. FINALLY,

* THE UNIVERSITY GAVE IN AND ALLOWED THE STUDENTS TO REBUILD IT.

i

;:?: This is the kind of description one may hear from a passerby who knows about the issue.

Z"::,' Compare this with the following version, in which PAULINE, now being a journalist, uses
much more formal language for its newspaper article (including, for example, such conjunc-

::’ tive phrases as “so that” and “concurrentiv”, such verbs as “construct”, “request™, and

{E' “give permission”, and the passive mode):

%

o Example 2.

:: IN EARLY APRIL, A SHANTYTOWN --- NAMED WINNIE MANDELA CITY ---

;: WAS CONSTRUCTED BY SEVERAL STUDENTS ON BEINECKE PLAZA SO THAT

: YALE WOULD DIVEST FROM COMPANIES DOING BUSINESS IN SOUTH AFRICA.

TT THE LOCAL COMMUNITY SUPPORTED THE ACTION. AT 5:30 AM ON APRIL 14,

#ﬁ THE SHANTYTOWN WAS DESTROYED BY OFFICIALS; ALSO, AT THAT TIME,

i THE POLICE ARRESTED 76 STUDENTS. THE STUDENTS REQUESTED THAT THE

UNIVERSITY GIVE THEM PERMISSION TO REASSEMBLE THE SHANTYTOWN
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o WHILE SEVERAL LOCAL POLITICIANS AND FACULTY MEMBERS EXPRESSED

: j CRITICISM OF YALE'S ACTION. FINALLY, THE UNIVERSITY PERMITTED THE
a:é STUDENTS TO RECONSTRUCT IT AND, CONCURRENTLY, YALE ANNOUNCED THAT
145 A COMMISSION WOULD GO TO SOUTH AFRICA IN JULY TO EXAMINE THE SYSTEM
§' OF APARTHEID.
v:".. Examples 1 and 2 are fine ways to introduce someone to the topic. They are the kind
‘ of thing we would say if we were unbiased informers, such as passersby and reporters. But
":! what if we were protesters and were trying to convince someone of our opinion? When
:‘, PAULINE is set up to produce text supporting the protesters’ cause, i.e., when it is given
‘:;:: the goals to slant its description of the episode toward the protesters, it produces:
G
Ry Example 3.
:;; AS A REMINDER TO YALE UNIVERSITY TO DIVEST FROM COMPANIES DOING
. BUSINESS IN SOUTH AFRICA, A LARGE NUMBER OF CONCERNED STUDENTS
& ERECTED A SHANTYTOWN --- NAMED WINNIE MANDELA CITY --- ON
o BEINECKE PLAZA IN EARLY APRIL. THE LOCAL COMMUNITY EXPRESSED
:“: SUPPORT FOR THE STUDENTS® ACTION. THE UNIVERSITY TOLD THE
t)' STUDENTS TO ERECT THE SHANTYTOWN ELSEWHERE. LATER, AT 5:30 AM ON
s APRIL 14, THE SHANTYTOWN WAS DESTROYED BY OFFICIALS; ALSO, AT
: THAT TIME, THE POLICE ARRESTED 76 STUDENTS. THE STUDENTS
;i REQUESTED THAT YALE UNIVERSITY GIVE THEM PERMISSION TO REASSEMBLE
ff IT ON BEINECKE PLAZA AND AT THE SAME TIME SEVERAL LOCAL
"3 POLITICIANS AND FACULTY MEMBERS EXPRESSED CRITICISM OF YALE'S ACTIONS.
1 ¥ FINALLY, YALE PERMITTED THE STUDENTS TO RECONSTRUCT THE SHANTYTOWN
.; AND, CONCURRENTLY, THE UNIVERSITY ANNOUNCED THAT A COMMISSION WOULD
: GO TO SQOUTH AFRICA IN JULY TO EXAMINE THE SYSTEM OF APARTHEID.
2
'ﬁ In contrast. when PAULINE has to produce the official Yale version, it says:
A 1
:
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' Example 4.

) IN EARLY APRIL, A SMALL NUMBER OF STUDENTS WERE INVOLVED IN A

ff CONFRONTATION WITH YALE UNIVERSITY OVER YALE'S INVESTMENT IN

. COMPANIES DOING BUSINESS IN SOUTH AFRICA. THE STUDENTS

r CONSTRUCTED A SHANTYTOWN --- NAMED WINNIE MANDELA CITY --- ON
BEINECKE PLAZA IN ORDER TO FORCE THE UNIVERSITY TO DIVEST FROM

W THOSE COMPANIES. YALE REQUESTED THAT THE STUDENTS ERECT IT
ELSEWHERE, BUT THEY REFUSED TO LEAVE. THE UNIVERSITY INTENDED TO

BE REASONABLE. THE UNIVERSITY GAVE IT PERMISSION TO EXIST UNTIL

THE MEETING OF THE YALE CORPORATION, BUT EVEN AFTER THAT THE
STUDENTS STILL REFUSED TO MOVE. AT 5:30 AM ON APRIL 14, OFFICIALS
HAD TO DISASSEMBLE THE SHANTYTOWN. FINALLY, YALE, BEING CONCILIATORY
TOWARD THE STUDENTS, NOT ONLY PERMITTED THEM TO RECONSTRUCT IT, BUT
ALSO ANNOQUNCED THAT A COMMISSION WOULD GO TO SOUTH AFRICA IN JULY TO
EXAMINE THE SYSTEM OF APARTHEID.

AL
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Of course, this is not the way a protester or Yale official would tell you the story in

o

person. For one thing, they may cut it a little shorter, and for another, they will be less

e

formal and more openly opinionated. PAULINE illustrates:

y

g
-

Example 5.
I AM ANGRY ABOUT YALE'S ACTIONS. THE UNIVERSITY HAD OFFICIALS
DESTROY A SHANTYTOWN CALLED WINNIE MANDELA CITY ON BEINECKE PLAZA

I T e P

o AT 5:30 AM ON APRIL 14. A LOT OF CONCERNED STUDENTS BUILT IT IN
%: EARLY APRIL. NOT ONLY DID YALE HAVE OFFICIALS DESTROY IT, BUT THE
3{ POLICE ARRESTED 76 STUDENTS. AFTER THE LOCAL COMMUNITY'S HUGE

OUTCRY, THE UNIVERSITY ALLOWED THE STUDENTS TO PUT THE SHANTYTOWN
UP THERE AGAIN.
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Ve Example 8.
¢
'j IT PISSES ME OFF THAT A FEW SHIFTLESS STUDENTS WERE OUT TO MAKE
e
$ TROUBLE ON BEINECKE PLAZA ONE DAY: THEY BUILT A SHANTYTOWN,
hed WINNIE MANDELA CITY, BECAUSE THEY WANTED YALE UNIVERSITY TO PULL
AR THEIR MONEY OUT OF COMPANIES WITH BUSINESS IN SOUTH AFRICA. I AM
vv- N
%{i HAPPY THAT OFFICIALS REMOVED THE SHANTYTOWN ONE MORNING. FINALLY,
LA
:*f YALE GAVE IN AND LET THE SHITHEADS PUT IT UP AGAIN, AND YALE SAID
444
- THAT A COMMISSION WOULD GO TO SOUTH AFRICA TO CHECK OUT THE
P SYSTEM OF APARTHEID.
Sy
o
:‘ g The second set of examples PAULINE can talk about concerns a fictitious primary elec-
B )
iz tion between politicians Carter and Kennedy during their race for the Democratic nomi-
LA
,-\_..2 nation for Presidential candidate. The numbers and dates are not to be taken seriously.
.
A8 Again (from a single network of about 50 representation elements), PAULINE can simply
. ‘.‘;" .
;{ describe the outcome:
:}{' Example 7.
o
%ﬂﬁ ON 20 FEBRUARY, CARTER AND KENNEDY WERE THE CANDIDATES IN A
‘3 PRIMARY IN MICHIGAN. CARTER LOST TO KENNEDY BY 1335 VOTES. AT
E:Q PRESENT, KENNEDY HAS A BETTER CHANCE OF GETTING THE NOMINATION
xI
’,j THAN HE HAD BEFORE. CARTER IS ALSO CLOSER TO GETTING THE
-
:: NOMINATION THAN HE WAS BEFORE. BOTH CARTER AND KENNEDY WANT TO
o
= GET THE NOMINATION.
S
-
:::: However, this text is clearly inappropriate if the hearer already knows something about the
‘:E‘ nature of candidates, nominations. and primaries. If, say. the interlocutors are in a hurry
- for example, while making a long-distance phone call - the following is better:
%
)
o
- A
3> Example 8.
&
f L

WELL, SO CARTER LOST THE PRIMARY TO KENNEDY BY 1335 VOTES.
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Of course, if we had any feelings about the matter, we would not say it this way. Our
biases sneak into what we say so easily and so often that producing slanted text seems much

more natural than being neutral! Given the goal to support Kennedy, PAULINE says:

Example 9.
KENNEDY NARROWED CARTER'S LEAD BY GETTING ALL OF 21850 VOTES IN
THE PRIMARY IN MICHIGAN. IN A SIMILAR CASE, CARTER DECREASED
UDALL’S LEAD IN A PRIMARY IN 1976, AND HE EASILY TROUNCED UDALL
TO BE NOMINATED BY 2600 DELEGATES. I AM GLAD THAT PRESENTLY
KENNEDY IS CLOSER TO GETTING THE NOMINATION THAN BEFORE.

This example is clearly spoken by a Kennedy supporter: it focuses on Kennedy’s victory and
current standing, Carter’s loss, and the way in which a front-runner can be overtaken. Note
that Kennedy is still behind Carter so the most the program can claim is that Kennedy has
many committed delegates. What happens if PAULINE is, instead, a Carter supporter?
Of course, it should make the most of the fact that Carter is still ahead in committed

delegates, as well as downplay his loss:

Example 10.
CARTER HAS GDOT MANY DELEGATES AT PRESENT; WHAT'S MORE, HE HAS GOT
MANY DELEGATES MORE THAN IN THE PAST. I THINK IT'S GREAT THAT HE
HAS GOT MANY MORE DELEGATES THAN KENNEDY.

Of course, while slanting the text, the program can still vary its style. In contrast to
example 9, but with the same sympathies, PAULINE can be formal (say, while making a
speech):

Example 11.
I AM PLEASED TO INFORM YOU THAT CARTER HAS IMPROVED HIS CHANCES
CF WINNING THE NOMINATION. AT THE PRESENT TIME, CARTER HAS MANY
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" MORE DELEGATES THAN HE HAD IN THE PAST; ALSO, CARTER HAS MANY
I
2% MORE THAN KENNEDY DOES.
Py
' M
BN
IR . . .
o Here, PAULINE skirts the central issue, Carter’s loss, concentrating on more pleasant
¢ ) aspects. But what would happen in an extreme case’ what if vou, a Carter supporter.
C" p pp
ER)
“:t:: are speaking to yvour boss, an irascible Kennedy man. under pressure? How would vou even
Ny
'::; bring the topic up”? Under these circumstances PAULINE chose to do:
l. &
N
n';:;‘ Example 12.
o '{
D
N
"": ...exactly nothing! (This occurred as a surprise. What happened was the following: Ini-
AR tially, the program didn’t find any topics that it liked and the hearer also liked. and it didn’t
AL . ) . X c
" have time to search the story representation for other topics or to find ways of mitigating
2 bl
,r: the unpleasant ones}. The program can also be aggressive, if it is speaking to someone it
4 dislikes and wants to anger:
_(l‘!f
,g'!
‘o
:q:'v Example 13.
M
“!" BUSTER, I THINK IT'S WONDERFUL THAT YOUR HERO, THAT JERK CARTER,
}
X REALLY GOT JUST 20515 VOTES. SO CARTER GOT AS MANY AS 1335 VOTES
0l
;l:::{ FEWER THAN THAT WONDERFUL KENNEDY DID IN THE PRIMARY.
PR
A"::’," FORTUNATELY, KENNEDY SUCCEEDED IN GETTING ALL OF 21850 VOTES;
D)
o ALSO, HE HAS GOT MANY DELEGATES AT THE PRESENT TIME. THAT MEANS
AN THAT HE HAS GOT SEVERAL DELEGATES MORE THAN HE DID IN THE PAST.
L] \
o
..
'-": These are some of the variations that PAULINE can produce, from 4 single underlving
o . . . .
: representation. under different circnmstance settings.
“‘
)
] ;d The third set of examples derives as ontput from the JUDGE program (!Bain 85, 86))
¥, )
f' that models the sentencing behavior of o pudee. Tnoa neatral settine, when just deseribing
" a typical case, PAULINE says:
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Example 14.
AFTER JIM BUMPED MIKE ONCE., THEY FOUGHT, AND EVENTUALLY HE WAS
KNOCKED TO THE GROUND BY MIKE. HE SLAPPED HIM A FEW TIMES MIKE
STABBED JIM, AND JIM DIED.

The program is given a lot more information about each action of the fight and i~ able to

select appropriate topies, and group them together. Being concise, 1t can sav

Example 15.
JIM DIED IN A FIGHT.

Example 16.
AFTER JIM BUMPED MIKE ONCE, THEY FOUGHT, AND EVENTUALLY MIKE
KILLED JIM.

Being more expansive. PAULINE can include information that the JUDGE program in-
ferred and used o produce a sentence. such as the actors” intents and justiications. in order

to slant its description toward the victim or the defendant. For example, when defending

Mike, PAULINE sivs:

Example 17.
FIRST, THAT JERK JIM BUMPED MIKE HARD AND HURT HIM. THEN MIKE
JUST TAPPED JIM ONCE. AFTER THAT, JIM DID NOT EXPECT THAT MIKE
WAS GOING TO HURT HIM ANY LONGER; ALSO:; JIM COULD FORESEE THAT HE
WOULD INJURE MIKE IF HE PURPOSELY STRUCK HIM. HE REALLY SMASHED
HIM. THE RESULT WAS THAT HE INJURED HIM.
ete. .
MIKE REALIZED THAT JIM REALLY HURT HIM; ALSC, HE EXPECTED THAT
JIM'S GOAL WAS TO HURT HIM. JIM WAS STABBED. AS A RESULT, JIM
ONLY DIED.
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rnot takiny Jan's death v serponshy there coAnl o ntrast when beten bine N
at g
-f: Jitferent aspects are selected from the saome ropresentation and the provran s
[} .,‘\
L .-:
:"
e Example 18.
i JIM COULD NOT EXPECT THAT MIKE #QULD BE HURT IF JIM ACCIDENTALLY
~
:::: BUMPED HIM, ALSO, A REASONABLE PERSON COULD NOT FORESEE THAT IF
SOAL
:;-:' HE BUMPED HIM HE WOULD HURT HIM HE HAD %O INTENTION TO BCTHER
Ll
MIKE MIKE QNLY WAS BUMPED BY JIM ONCE THE ACTION #AS AX
o ACCIDENT THEN MIKE REALIZED THAT JIM HURT HIM IN ADDITICN, MIKE
F.u'_
"'.r:. DID NOT EXPECT THAT JIM WwAS GOING TO HURT HIM ANY LONGER MIKE'S
I
N
oo GOAL WAS TO INJURE JIM MIKE COULD FTRESEE THAT HE WwOULD IXJURE
I'.,
N HIM IF HE PURPOSELY HIT HIM ONCE HE HIT HIM THE RESULT WAS THAT
-:‘.- HE INJURED HIM HE REQUIRED JUSTIFICATION FOR CAUSING HIM TO BE
,.'."
.j,“‘ INJURED THE ACTION WAS AN ESCALATED RETALIATION
.f*-\
i’!.g_ tte.
MIKE COULD EXPECT THAT IF HE STABBED JIM SEVERAL TIMES HE WQOULD
\' --'
. KILL HIM. HE STABBED HIM THE RESULT WAS THAT HE WOUNDED HIM MIKE'S
::.:'-' CAUSING JIM TO BE KILLED WAS NOT JUSTIFIED AS A RESULT, JIM DIED
".-
" U < .
oY 1.3 A Short Overview
2
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contains an anuotated trace of 4 PAULINE session and appendix B contains PAULINE S

phrasal grammar

Unlike most Al dissertations, in which the theory s developed first and the implemen-
tation of 4 program is described Liter, this dissertation does both in parallel. Each chapter
states some problem that anses in generation. develops a pragmatics-based solution, and
then describes hriefly how the solution s implemented i PAULINE. Thus readers who are
not very excited by Al programs may comfortably skip the latter third of each chapter.

except with chapter 2,
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Chapter 2

Pragmatics

Abstract

Since different realizations of a topic convey different pragmatic effects, the pragmatic aspects
of conversations must help to control the choices facing the generator. But, though there has
been much discussion about what pragmatics as a field of inquiry is all about, no generally
accepted scheme has emerged yet. After a review of some relevant literature, a classification
is presented of the kinds of pragmatic information that text can convey. Invariably, however,
pragmatic goals are too general to support rules that directly control generator decisions. Thus
an intermediate level of goals, specifically attuned to the requirements of language production,

are postulated: these goals, called rhetorical goals, determine the slant and the style of text.

2.1 What is Pragmatics? — Some Definitions

There has been much discussion about what pragmatics as a field of inquiry is all about
in both the philosophy and linguistics literature (see, say. [Carnap 38. 56, 59|, [Morris 38].
[Katz 77]. [Gazdar 79}, [Grice 57]. [Gordon & Lakoff 75]. [Cole 78], [McCawley 78], [Searle

79]. and in summary [Levinson 83]). However. bevond sketching out a number of areas
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[ in which pragmatic considerations play a role, very little agreement has been reached on
A . . . C e
;o"' what exactly pragmatics encompasses and what its relationship is with the other aspects
Ao T
.' of language and communication in general.
R
-‘ e . - .

This is not to say that attempts have not been made. In {Levinson 83, p 9], for example,

i . . o
::g ” Levinson offers the following definition:
o
""‘o L .
:,! Pragmatics is the study of those relations between language and context that

x’: +

are grammaticalized

il'. 1
¢ ’: Unfortunately, this definition sidesteps the issue cof speaker intent. The slurred speech of
)
.\

a drunk or the accented speech of a non-native speaker can also be “grammaticalized”,

Y] and these aspects also convey non-literal information, but they can only properly be called
i pragmatic when the speaker uses them to definite purpose.
ot
AT
i A definition by Carnap doesn’t suffer from this shortcoming ([Carnap 38, p 2]):
N
A' t
If in an investigation explicit reference is made to the speaker, or to put it in
A . . .
:a: ‘ more general terms, to the user of the language, then we assign [the investiga-
)
i:. $ tion)] to the field of pragmatics... If we abstract from the user of the language
&"‘; and analyze only the expressions and their designata, we are in the field of se-
: .) . mantics. And, finally, if we abstract from the designata also and analyze only
8
‘;‘: the relations between the expressions, we are in (logical) syntax.
)
"’,.: In other words,
Ly
Ege
g " e syntax = relations between words in a sentence
s
gy ) ) ) . .
By e semantics = relations between expressions and their designata
'::o
e pragmatics = reference to interlocutors and context in communication
ol
19 M)
..-'!
' &:ﬁ Thongh this provides some idea of what a definition may look like. it lacks a elear enongh
4
fo‘ description of interlocutor aud contert: what of “oh!™ or “phew!™” These two expressions
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R
8".'.!
" illustrate the difficulty of separating semantic content — the meaning of “phew!” — from
i;‘ pragmatic information — the mutual semi-humorous experiencing of a distasteful sensation.
.‘I
f‘-: with perhaps a plan to avoid it, and so forth. The same problem appears in a definition
>
; suggested in {Gazdar 79, p 2|:
gg p
oy . . .
gé::. Pragmatics has as its topic those aspects of the meaning of utterances which
vl . .
::t:':' cannot be accounted for by straightforward references to the truth conditions
B
Lot of the sentences uttered. Put crudely:
o PRAGMATICS = MEANING -~ TRUTH CONDITIONS.
9
y J:E What is to be understood by “truth conditions™? Those aspects of semantics that semanti-
VJ.- . .
‘;-..: cists have succeeded in formalizing? Leaving all the rest to pragmatics? What, for instance.
ad would the truth conditions of sentences such as “can you pass the salt?” include?
' . 0
LI
“ S: The general problem is that no clear distinction exists between pragmatics and seman-
’- . . . . - "
\', tics. Though attempts to establish the distinction were made (see [Katz 80]) and were
|
[} . . . .
countered (in, say, [Jackendoff 81]), the question is not yet resolved. For example, in [Jack-
::'.’5 endoff 85, p 105]:
Y
:M
0 C . S
N ... the distinction between “semantic” rules of linguistic inference and “prag-

matic” rules of linguistic interaction with general knowledge is less marked than

is often supposed. In a theory with an autonomous semantic level, the two kinds

of rules involve different levels of mental representation. Here, however, they

}.‘:i

-

both are rules for the manipulation of conceptual structures; they deal with the

o same primitives and principles of combination. If there is a distinction between

s . . -~ . . .

ot semantic and pragmatic rules, then, it lies only in the formal manipulations the

oy
Lo~ rules perform on conceptual structure. For example, the principles involved in

: judging a sentence true potentially involve extralingnistic information as well
e : . - . - : :
y n? as information within the sentence itself; hence “true™ is a pragmatic notion.

Y
, . . . - .
X }_ On the other haud. a judgement that a sentence is analytic involves only in-

e . . . .
W, forination conveyed by the sentence itself plus rules of (semantic) inference:
L

AS

s
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o
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e hence “aunalytic” is a semantic notion. In either case, though, the information
. .'.
~"gl conveyed by the sentence is a conceptual structure.
N
b
"ot
i and elsewhere ([ibid., p 106}):
o
154
n0 . . C -~
\ Thus, although a terminological distinction between “semantic” and “prag-
e o . - . .
u¥ matic” notions undoubtedly remains useful, it is an open question whether it is
‘ a bifurcation of particular theoretical interest.
. ¥
"
Pa
\J . . . . - . 3 . .
b This work is based on the belief that it is not of particular interest in functional terms
i (...at least, not until we have a lot more knowledge about semantic representations, speak-
T ers’ goals, and speakers’ conceptions of interpersonal relationships). In practice, in any
_f generator written today, no fundamental difference need exist between the nature of pro-
4‘.’ . . .
' cesses that make use of so-called pragmatic information and the nature of processes that
! 4 . . . . . - ..
work with semantic information. Hence no attempt will be made here to provide a definition
(és:‘ of pragmatics as a distinct, closed, formalizable field of inquiry. This does not, of course,
,' piohibit identifying a certain body of information and a certain class of considerations as
g: typically pragmatic. This is the sense in which the word “pragmatic” is used here.
Ee
J
o
4 L~ . .
v 2.2 Some Pragmatic Aspects of Conversations
O,
<
e
i In the philosophy of language, most work on pragmatics focuses on the ways in which text
2
: can convey various types of information. The principal areas of interest are:
e
)
LW o deizis: references within a discourse to the interlocutors, the time and context, and
y to the disconrse itself. Sentences such as “as long as I'm speaking, you must continue
il p y
.:::-: doing that™ and “three miles from herr, yesterday, a bomb exploded™ can only be
o understood in context.
-
£y ",
‘vln
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e presupposition: the logical assumptions underlying utterances. Thus after hearing
“the king of France is bald” and “flying saucers appeared again last night”, the hearer
may assume that (as far as the speaker is concerned) there is a king of France and

that flying saucers had appeared before.

e implicature: the implications (often social, script-based) that can be drawn from
utterances, if licensed by certain assumptions. The principal assumptions are called
Grice'’s maxims and cooperative principle (see [Grice 75]). For example, after “where
is Mary?”, the response “well, her car is in front of the supermarket™ is not perverse
only if the requester can trust that the responder doesn’t in fact know where Mary is,
but does know that she travels by car, does know that her car is at the supermarket,

that Mary is quite likely to visit the supermarket by car, etc.

e speech acts: the effects of stages of utterances (the initial act of production by the
speaker, the hearer’s understanding of the utterance, the hearer’s reaction to it —
both his preparation and his actions), and the ways utterances can address certain
of these stages and (often only ostensibly) not others. The sentence “I promise to do
it” refers both to the speaker’s intent to do it as well as to his actual making of the
utterance. Very often studied are indirect speech acts, in which the speaker mentions
a less important part of a standard sequence of actions (while meaning some other
part) in order to give the hearer some leeway, as in the request “can you pass the

salt?”.

In Al language generation research, most work has been done not on the general ways in
which pragmatic information can be conveyed, but on what types of pragmatic information
is used by speakers. In [Cohen 78], Cohen studied the effect of the hearer’s knowledge on the
selection of appropriate speech act (say, REQUEST vs INFORM OF WANT). Reasoning about
the hearer's knowledge in order to plan the inclusion and organization of topics is described
in [Appelt 81]; the effect of hearer knowledge on user instruction is described in [Woolf &
McDonald 84] and on object description in [Paris & McKeown 87]; the explanation generator

of [Swartout 81] had a switch distinguishing between two types of hearer knowledge (either

programmer or medical expert). In [Jameson 87], Jameson describes a program that selects

]
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appropriate utterances in evaluative contexts such as job interview situations, based on what
effect each utterance is defined to have on the hearer’s belief state. [Bienkowski 86] describes
automatic elaboration of basic text. Much related work on the structure of discourse uses

some pragmatic information, for example, (Grosz & Sidner 85], [Grosz 86|, and [McCoy 87].

In addition, a number of general classifications of speaker intent have been made by Al
researchers. A very general discussion of speaker goals is given in [Bruce, Collins, Rubin &
Gentner 78]. [Johnson & Robertson 81] use goals to model a speaker having a conversation.
In [Schank et al. 81] the different “points” or speaker intents underlying a statement are
analyzed. Other goal classifications can be found in [Carbonell 78] and [De Beaugrande
84]. Furthermore, much sociological and psycholinguistic work has been done in this regard.
[Bloomfield 14] mentions the effects of emotional relations on sentences; [Gazdar 80] lists
general pragmatic constraints on sentences; [Biihler 34| names some pragmatic aspects of
conversations; [Jakobson 60] extends this list. Both [Grimes 75] and [Van Dijk 85] identify
a number of pragmatic features and discuss what roles they play in the topic selection,
focus, and realization. In the tradition of systemic grammar (see, say, [Halliday 76, 78]),
interesting recent work can be found in [Fawcett 80] and [Gregory 82]. The effects of
context on utterances is studied in [Clark & Carlson 81|, [Clark & Murphy 82]; [Gibbs 79}
and [Gibbs 81] discuss the effects of context on the processing of indirect requests. [Osgood
57], [Osgood, Mey & Miron 75], {Osgood & Bock 77| discuss effects of notions such as

‘naturalness’ and ‘vividness’.

What types of pragmatic information can affect language? What additional information
can speakers convey in their text? Based on the work mentioned above, the following
categorization will be used here (each aspect is briefly discussed below, and some relevant

goals are listed):

e interlocutors’ factual knowledge
e interlocutors” opinions

e interlocutors’ emotional states

-
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e interlocutors’ goals (i.e., future behavior)
e interpersonal relationship

e conversational atmosphere (setting)

2.2.1 Interlocutors’ Factual Knowledge

The most common speaker goal relates to the hearer’s factual knowledge. For example, in

A: “When does the New Haven train leave?”

B1: “The train leaves at 4:15”

each speaker is concerned with facts. (Frequently, though, utterances appear to address
factual knowledge but only do so incidentally; in such cases, this goal is subsidiary if present
at all; consider

B2: “Oh gosh, the train leaves at 4:15!”
in which the point is a sense of pressure and haste, even though the sentence topic is the

same as Bl’s.)

A speaker can address the hearer’s knowledge in one of the following ways:
1. goal: access knowledge (i.e., query)
2. goal: increase knowledge (i.e., inform, teach)
3. goal: reorganize knowledge (i.e., reinterpret, explain, teach)
4. goal: “decrease” knowledge (i.e., confuse. obfuscate)
Each of these goals can be achieved in many ways. For example, depending on the nature

of the topic, the goal to increase knowledge can take the following forms:

e State fact: “The capital of Switzerland is Berne”
e Describe object: “The vase was blue with a wavy line around the top”

o Relate event: “After that, the victim left the bar,..”

I A
T i\ rr"‘-r"-r O

N .f NN -(_\.(‘._ \ ._.r,_/ f_‘.r..,'...%"w J'\(\- J_*.r_. -,
b Nt




Y

M

‘,‘:;:

A

24 ;
c.::l 25
!

ot Sometimes a topic can be presented in various ways: consider the topic of buttermilk:

-gj,' .

2 e Instruct: “Combine:

\*'

e 1 quart 70° to 80° skim milk
;:‘ ' ,—; cup 70° cultured buttermilk
Ve,

::! 1 teaspoon salt
:::Qz Stir well and cover. Let stand at 70° until clabbered. Stir until smooth. Refrigerate
N
before serving.” (from [Rombauer & Becker 75, p 533))
"‘('

5 e Describe: “BUTTERMILK. Originally this was the residue left after butter making.
§‘ Today it is usually made from pasteurized skim milk and contains about 8.5 milk
D) ) .
X solids other than fat. A culture is added to develop flavor and to produce a heavier
e consistency than that of the skim milk from which it is made.” ([ibid.})

4
vl
3‘ .:. e Relate: First, Sue combined some skim milk and some cultured buttermilk. She
r
tti' threw in a dash of salt, stirred it well, and let it stand for a while.
\
0
i In computer language generation, differences of this kind are achieved by associating
hLY, . .
‘ % with each knowledge goal a set of instructions to indicate which aspects of the topic are
[}
w appropriate and in what order to say them. Such script-like instructions have been called
J -
W schemata by McKeown (see [McKeown 82]) and Mann ([Mann 84]) and plans by Allen
P
:g and others (say, [Allen & Perrault 79]). The preponderance of knowledge-related goals in
L8
. conversations has sparked much work on recognizing them ([Allen & Perrault 79]. [Litman
1
: & Allen 84]), expressing them by means of speech acts ([Cohen & Perrault 79, [Cohen
Bs 78]), describing their elements ([McKeown 82|, [Mann 84], [Rdsner 87]), constructing plans

S
‘:w by reasoning about the world and beliefs ([Appelt 81]), planning while teaching ([Woolf
;:;. & McDonald 84]), and extemporizing ([Bienkowski 86]). In [Rich 79] Rich describes a
“of
: librarian-modeling system that builds a stereotype of the user and uses information regard-
- ing the user’s likely knowledge level and interests to select what to say. PAULINE's topic
‘ L]

:.0:, > collection plans are described in chapter 4 and its planning methods in chapter 7.
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» 2.2.2 Interlocutors’ Opinions
o
9%
*, . . . . . . .
) :- Almost all spoken and written communication contains the interlocutors’ opinions, whether
o explicit or implicit. In our daily lives, we constantly face a barrage of persuasive text
‘ol from blatant advertising to subtle cozening. In fact. our biases sneak into what we say
¢
o . . . .
Ve so easily and so often that producing genuinely unslanted text can be quite a problem!
"" Certainly (a) seems a more natural description of a fight than (b) does:
e
':'. y (a) After Jim, without any provocation, bumped into Mike, Mike just gave
> . . .
» 2 him a gentle tap back. Then Jim hit Mike as hard as he could. Poor Mike just
[
a" had to knock Jim out in self-defense.
oS (b) After Jim bumped into Mike, Mike hit him back once. Then Jim hit
\
‘N Mike moderately hard, and Mike knocked Jim out.
-
‘N
. In order to make appropriate use of the stress words, adjectives, and all the other possibil-
N i S . . .. .
ities for injecting affect into its text, a generator has to have explicit goals and strategies
) g p g g
# that prescribe when and how to slant its text. For a given topic about which the hearer is
"
Vi known to have some opinion, such goals are:
P » g
}
. 5. goal: make the topic seem good or bad, contrary to the hearer’s opinion
3 6. goal: make the topic seem good or bad, bolstering the hearer’s opinion
B Pursuing affect goals can have side-effects that serve or hinder other goals. For example,
when the speaker’s desired opinion opposes that of the hearer, the latter may become angry.
and eventually dislike the speaker. To forestall this, the speaker must attempt argument
v or persuasion. Analysis of the relationships among elements of arguments was done in the
™ context of understanding arguments by [Birnbaum 85|, [Birnbaum, Flowers & McGuire
e 80}. and a study of manipulating them during arbitration was done by [Sycara-Cyranski
P . .
o 85]. In [Jameson 87|, Jameson describes a program that selects appropriate ntterances
: :: in evaluative contexts such as job interview situations. Strategies to achieve the goal of
" convince the hearer to change his opinion are discussed in chapter 4.
4y
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2.2.3 Interlocutors’ Emotional States

Many utterances spring from the desive to create anven emotion o the hearer. Though
any discussion of emotions is bevond the scope of this work, one emotional state that of
anger can be achieved relatively casilv by w generator. by the simple method of tnverting
certain of its rules of status and respect. as deseribed i chapter 50 Discussions of politeness

appear in ‘Goody 7810 TR, Lakotf 7710 and (Clark & Schunk 80).

2.2.4 Interlocutors’ Goals: Altering Future Actions

Many language interactions ocour when a speaker wants to affect the hearer’s future actions;

for example.

Keep off the grass!

Often. such desires arises in service of the speaker’s goals for his own future. For example,
if the speaker wants to know the time, he must activate in the hearer the goal to inform

him (the speaker}; this causes requests such as

“Excuse me. do vou have the time?”

All requests, questions. orders, and warnings attempt somehow to affect the hearer’s goals,
plans. and actions, They are, in short, the applicable elements of the planbox of the goal

D-CONT in {Schank & Abelson 77]:

Request: ~Where is the station?”

e Make indirect request: “You are standing on my foot”

Order: “Go wash the Hoor!

Bargain: “If vou pay me $25 I'll cross the street on my hands™

Threaten: “If vou don’t give me some jce-cream I'll rub sand in vour hair”
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as well as
(K ¥,
Tyl , . -
N e Warn: ~Beware of the quicksand!
-
(B}
o Wiarh respect to the hearer's goals, a generator shonld have at least the following poal:
".
! . . e ‘
«“:: 7. goal: activate or deactivate s specitic goal in the hearer
LA Much phitosephical work has been done on the nature and mterpretation of requests
. tsee especially [Searle 69, 75] on indirect speech acts. and [Levinson 83 for a summary).
W ’
\ . . . . .
'.' / W lfh rt‘\‘pe-('t to (‘nmpur(-r systems, (,ﬂh(‘n (l('srrlb(\x th(' S(‘l!‘(‘tl()ll ()f z{pproprmt(' spo(‘(‘h
! : . . B .
::'l.. act (REQUEST vs INFORM OF WANT) in [Cohen 78] some criteria that determine the
‘:_ selection of the form of a request are studied in [Kempen 77} and [Herrmann & Laucht 78]:
*
" a discussion of the relation between the degree of directness of a request and the speaker’s
= . . . .
- certainty of its being granted appears in [Lancht & Herrmann 78]
Q.'l
-."
bor "¢
2.2.5 Interpersonal Relationships
L) *.
* “~
AN o — :
-;\ A large amount of psycholinguistic and sociological work studies the way language expresses
iy
e relationships between interlocutors. In [Wish, Deutsch & Kaplan 76]. Wish, Dentsch and
J Kaplan scaled subjects’ responses and found that four dimensions captured most of the
? distinctions subjects considered important:
L
N
Y . .
s e regard: positive negative
' e relative social status: dominant  inferior
e
P . . . -
" e intensity: intense superficial
y
- e formality: formal informal
“-
>y
' . . . . . .
%’.'.» A similar study by Joncas ([Joncas 72]) vielded three distinet dimensions: regard. relative
N J - : )
-ty
'Y social status, and formality. In {Schank & Abelson 77]. Schank and Abelson disenss life
.,
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-, themes (the long-term goals people typically have). Of these, interpersonal themes give rise
i . - .

;:: x to goals of various levels of speciticity that can affect language generation. For example.
c., the speaker’s goal CAUSE Y BE MENTAL-STATE (HAPPY) can activate an appropriate
Y

W, : . . .
v generation goal: the goal A-RESPECT (V) can activate the generator goal to increase Y's
% social status by using appropriate address forms and expressions. Straker. in [Straker 80].
ar)

¥,¥ Lo . . . .
":; tested the effects of intimacy. setting. and social status on language dialect and style with
1

A . . . . .
I 28 students speaking both standard American and Black English. By varving the following
B )

' 1

three parameters

o
r' { . -
.:‘ Y e luterlocutor status: dominant - equal (instructor - student)
) \j

5'* . 1een. . . . N . . . .

"4 e Topic formality: formal - informal {subject’s aspirations - worst experience)

NN e Setting formality: formal - informal (office - lounge)

2’y
R s

ALY . . .
S she found that the interlocutor and topic significantly determined language style: the sub-
f\ .

jects used Black English only in intimate conversations when the interlocutor was a student

-

too. [Schank et al. 81) analyze the various kinds of “points” a speaker can make with an

~%&J’"

utterance in a conversation, and [Johnson & Robertson 81] use some of these in a computer

:: model. [Brown & Levinson 78] describe aspects of language use that depend on social
) relationships.
'
e . :
Py This discussion will address three ways in which speakers and hearers relate: interper-
)
s 'j sonal emotion, interpersonal distance, and relative social status.
e
.i:a , .
Yy (a) Hearer’s Emotions toward the Speaker
e
N
s
W I . . .
e Usually. speakers have the goal. at some low level of priority, of making their hearers like
v them. This goal gives rise to a number of goals that most speakers have active during their
i conversations and that act as default goals when more specific ones are lacking. Sometimes,
.\'k however, the goals to affect the hearer’s emotions toward the speaker are of primary impor-
e LAY
h tance. and determine topic choice and especially topic presentation: one typical result is,
.
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of course, flattery. Again. though this is not the place to discuss emotion, some emotional
4
S effects can be achieved by relatively straightforward generation techniques. Two typical
o ' ’
\'
t:,‘ zoals are:
5
‘- )
8. goal: make the hearer respect the speaker
9. goal: make the hearer like or dislike the speaker
Rl
I’v"‘.
'y
R
o (b) Distance between the Hearer and the Speaker
w’y
: Similar to but distinct from the hearer’s feeling toward the speaker is his perception of the
A
't distance between them. The speaker can have the goal to have the hearer like him. vet not
A\ . .. . . .
',h:' feel very close to him: this is a goal. for example, that many people in positions of authority
LN
“h . . . .
have with respect to their subordinates. This goal may cause a speaker to be formal vet
;v:" polite. as is discussed in chapter 5. The generator’s pragmatic goal of distance shonld be:
- Xy
K) 10. goal: make the hearer feel closer to or more distant from the speaker
. »
p
t
i
. (c) Relative Status of the Hearer to the Speaker
i
o o . |
W The relative social status of interlocutors has a large effect on their text. For example, after
Bt
L . . . .
ot the following interaction, what effects do A's responses 1. 2, and 3 have on B”
J
Ll X
:‘:;:": A: “How are things!”
!i’le
vﬁ: B: “Not good
)
A2 - L]
) A: “How come?
2 B: =I'd rather not discussat”
Wl
o
Lo
\.
Yl (1) A: “Hey just watch who von are talking to!”
o
. -
‘ (2) A: “Oh, sorry: please excuse me
'I::;Q (3) A: ~Ok”
‘l.:.
?:::: Clearly. in (1) A wants to establish his dominance over B. whereas u (2 his apology
Ly
ot indicates his subordination to Boand iu (3) he signals neither. Studies on the wavs in whach
Sy
v
SN
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Langiiages communicate status information abound: for example, see [Kuno 73], [Harada 76,
o
o, . . . . . . N .
ol ‘Gasser & Dyer 86] on Japauese deictic honorifies. Experiments described in [Straker 80]
¢
\f. strowed the effect of soctal differences on sp(‘akvrs choice of dialect. T)‘pl(all_\'. a sp(‘ak(‘r S
A, <tatus-related pragmatic goal affects the way the topic is expressed rather than which
. ispects of the topie are chosen to be included. In a generator, the status goal can take the
:‘: followiny form:
<
:,\. 11 goal: make the hearer feel socially inferior to, equal with. or dominant over the
tof
i'..
Yo \}-mk:-r
)
"
'\g 2.2.6 Conversational Atmosphere
4
L
|}
. Each conversation takes place in a setting which, by virtue of factors such as privacy,
e topics of conversation typically addressed or socially prescribed, and amount of background
A : . \
nY Adisturbance, has a tone or level of formality and intimacy. The form of the language used
\
] . . . . L.
N depends as much on the setting as on the interlocutors® desires: it is much harder to be
y formal at a piente or at a football game than in an office or at a conference: it is much
- harder 1o he uninhibited and intimate in a subway car than at home. Still, the speaker
_: can mwanipulate to some extent the atmosphere of the conversation by selecting appropriate
e
at ropics and by emploving appropriate phrasing: consider, for example, the difference between
"
l' -
L] *‘
' ;:- (a) “May Tintroduce Maria. .. she is Pete’s girlfriend.
~ »
. “Pleased 1o meet vou! Is there any special reason yvou are here in Sydney?”
~ ; Lo . . . R
oN (1) =This is Pete’s girlfriend Maria,
) . . ~ Sy
R\, “Oh hi! S0 what brings yon to Svdney?
+ Wil
N
) . .
'y 05 In this catecory a venerator should have a pragmatic goal of the following form:
KT 12 goal: ke the tone formal mformal, or intimate
b AMouch waork by sociolomistss anthropologises. and psyeholingnists deseribes the charac-
-."-
™ teristios of varions settines and the appropriate language styles: for example, [Irvine 79) and
"
-
l,
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[Atkinson 82| describe formal events in various cultures: [Brown & Levinson 78] discuss the
l"'
- use of honorifics in formal situations; [Levinson 83] presents an overview of some relevant
e literature.
{-
'O 2.3 PAULINE’s Pragmatic Settings and Goals
[} o
' -
K
' - . . - » . - . .
L The above discussion is very vague. Each individual aspect mentioned, and its relation
" to the geuneration process, is a large and complex field of study; certainly nobody is in a
h position today to formulate the pragmatic aspects of language concretely enough to model
i
& in a computer program. Nonetheless, if we want to generate flexible and appropriate
= language by computer, we have to take into account pragmatic considerations in some
form or other. As a first approximation to characterizing the pragmatics of conversations,
- PAULINE was simply given a list of features that are similar to those discussed above. The
'.
- {pragmatic!) justification of these features is that they are the kinds of features necessary
to make a generator produce these types of text. No additional claims are made about the
o completeness or adequacy of this categorization.
3
) In the representation of pragmatics used here, each feature is given a fixed number
= of distinct values. Usually, the values lie on some intuitive scale; in a few cases, two or
more scales are conflated and the result is merely given as a set of distinct values; this can
- yg ;
0,
S eventually be refined. PAULINE's characterization of its conversation setting is (where
: default values are the middle settings):
ot
. . .
i e Conversational Atmosphere (setting):
v,
:- — time -- much, some, little
)
— tone  formal informal, festive
. — conditions  good, normal. nowsy
(L.
:: e Speaker:
)
h
)
¢
¥
i
*
X
K)
l'l
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‘gt — knowledge of the topic — ezpert, student, novice
i . . . .
1) — interest in the topic — high, normal, low
ix
'L‘:} — opinions of the topic — good, neutral, bad
PR TYH
— emotional state — happy, angry, calm
e
e e Hearer:
o
%y ¥ .
:::: —~ knowledge of the topic — ezpert, student, novice
0
~ interest in the topic — high, normal, low
“\ . 3 3
| .,I: — opinions of the topic — good, neutral, bad
.
o — language ability — high, normal, low
W
e — emotional state — happy, angry, calm
‘;:::' e Speaker-Hearer Relationship:
50
3
~ — depth of acquaintance — friends, acquaintances, strangers
) . . . .
A — relative social status — domtnant, equal, subordinate
O — emotion — like, neutral, dislike
INK)
1.0
o . , . o
it:;:k In addition, PAULINE has been given the following interpersonal goals:
)
A
:)_ e Hearer:
;".::l
El" 3 — affect his knowledge — teach, inform, confuse
()
) — affect his opinions of topic -- switch, no effect. reinforce
,‘_‘f;.'
B — involve him in the conversation — involve. no effect. repel
b . ,
-l'ti — affect his emotional state - anger, no effect. calm down
TN
n . A .
‘SN — affect his goals - activate, no effect, deactivate
o g
!'. )
: e Speaker-Hearer Relationship:
S . ‘ .
;‘:g:' — affect hearer’s emotion toward speaker - make respect. like, dislike
L)
3 . : 4
’: " — affect relative status  make feel dorminant, equal. subordinate
L] .‘
e — affect interpersonal distance make intimate, close, distant
LW
v:‘:
o
A '.:-
1)
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2.3.1 From Pragmatics to the Generation Process

Rhetorical Goals and Generator Decisions

Though the pragmatic aspects of the conversation help determine the speaker’s text, most
do not do so directly, since they are too general to be attuned to the requirements of
language production. As a result, attempts to write down rules that relate pragmatic
aspects to generator production decisions are doomed to failure; inevitably, such attempts
guickly become bogged down in minutiae and produce rules with little credibility. For
example, what is the effect on sentence length if the speaker is socially dominant over the
hearer” If the speaker is antagonistic toward the hearer, should he make active or passive
sentences? Is it right to say that if the speaker wants to impress the hearer he should always

select formal words and phrases?

Yet. of course, pragmatic aspects do influence text production. Therefore, rules must
exist that relate these aspects to the generation process. These rules must depend on the
pragmatic aspects and must interact with the generation process in order to produce text
that serves the speaker’s goals. Since the interpersonal goals are too far removed from the
svntactic concerns of language to provide such rules, there must erist a number of other

goals expressly designed for this purpose.

These goals will be called rhetorical goals. They act as intermediaries between. on the
one hand. the speaker’s interpersonal goals and other pragmatic aspects of the conversation,
and. on the other. the syntactic decisions a text producer bas to make. These entities are
called here goals rather than strategies specifically to emphasize their independence from
the system’s interpersonal goals. After all, any identifiably distinct collectic.a of information
that is activated to guide the behavior of the svstem toward a desired specific final state
can be called a goali in practice. we dignify those collections thiat we consider somehow
important or "natural” starting points by cailing them goals, and che rest we simply call
strategies or plans. In PAULINE. rhetorical strategies are only applied in decisions if the

thetorical goal controlling them has been activated.
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. The production of a sentence involves a large number of decisions (in the form of select-
\l

" ing from a set of alternatives); a typical sentence, such as this one, can require about 50
o decisions {pretend you are a generator and count the the number of ways you can say this!).
-‘. . . . v

Y Consider. for example, the following simple representation elemenis (ATRANS represents

oy the transfer of control over the OBJECT: this is part of Conceptual Dependency Theory, a
- system for representing semantic information, developed in [Schank 72, 75, 82] and [Schank
W & Abelson 77)):

<

;3 ATRANS ATRAYNS
B ACTOR John ACTOR Mary
- OBJECT book OBJECT money
3 TO Mary TO John
I FROM John FROM Mary
;" LOCATION store LOCATION store
2 TIME yesterday at T1 TIME yesterday at T1
A Any reasonably powerful generator must make at least the following six types of decision:
4
l*.
e e topic choice: collect aspects of topic and related aspects as sentence topics
JJ
_,.::f e topic organization: tind appropriate groupings and interpretations of candidate
::i: topics: find appropriate ways to juxtapose candidates in multi-predicate phrases: find
‘ o wavs of expressing relations among topics. For example, the two representation el-
ements can be related in varions ways: by shmple conjunction {using “and”. as in
'_ “John gave Mary the book and she gave him the money™); by merging them (using
] - =sell”, as in ~John sold Mary the book™): or by subordinating one clement to the
:f, other (nsing a relative clause. as tn “Mary got the book from John, to whom she gave
- the moneyv™)
f_'v
A f'_
"_:% e sentence inclusion: select appropriate aspects of cach sentence topic. In the exam-
:,: plec the inclusion of Johin, Mary. and the book. as well as of the time and location,
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must be determined. Some variations result in *John sold the book vesterday™, “Mary

bought the book in the store™, etc.

e sentence organization: select appropriate subject, pre-sentence adverbial clauses,
verb, predicate clauses, etc., and order them. For example, both John and Mary can
be selected as sentence subject; this decision will help determine the verb (*John sold
Mary the book”™ and “Mary bought the book from John™). In addition, the position
and order of the adverbial clauses can be “yesterday, John sold Mary the book in the

store™ or “John sold Mary the book in the store yesterday™, etc.

e clause/noun group inclusion and organization: determine which aspects of
each clause topic to include and determine their order. Different inclusion decisions
produce noun groups such as, for instance, “the big blue book™, “the book™, and

different ordering decisions “big blue book” and “blue big book™

e word choice: select appropriate words and phrases. For example, “tome” or “novel”

can be used instead of “book™; “boutique” or “shop™ for “store”
q )¢

The simplest existing gencrators, of course, perform these decisions by having only one
available option. However, as soon as the generator is given the ability to realize the
topic in more than one way, it has to be able to make its choice in a principled way.
Since different realizations convey different pragmatic effects, the pragmatic aspects of
conversations must help determine the choices. As the agents of these arpects, rhetorical
goals supply the criteria by which these decisions are made: if the final text communicates
any additional information at all. it s due to the control exercised over the generator by
the set of active rhetorical goals. This is the relationship between the rhetorical goals and

the text production system.

Pragmatics and Rhetorical Goals: The Case for Their Independent Existence

On the other hand, the relati- Lhip between the rhetorieal goals and the pragmatic aspects

of the couversation is not <o clear-cut.  Pravmatic-based langnage generation wounld be
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simple if each rhetorical goal reflected one and only one interpersonal goal or conversational
aspect. In this case, each rhetorical goal would simply be a repository for the generator-
specific knowledge required to express its pragmatic partner. But the pragmatic aspects of
conversations are not independent: they influence each other. This fact makes the rhetorical
goals more complex. To see why, note that a single rhetorical goal can express opposite
pragmatic aspects under different conditions. For example, if the speaker has the goal to
make the hearer feel close to him, he may activate the rhetorical goal to be humorous (say,
by choosing funny words and by selecting funny topics). Usually this will work well, but
it will backfire if the hearer has just heard of his (the hearer’s) mother’s death. In this
case, an appropriate rhetorical goal is the goal to he serious and slightly formal — which,
under normal circumstances, would tend to alienate him. Different rhetorical solutions can

achieve the same pragmatic goal under different circumstances.

As it 1s, a pragmatic effect is seldom the result of a single rhetorical goal; combinations
of rhetorical goals act in concert to produce pragmatic results. For example, low formality,
high force, and high partiality together have an effect on the text that is distinctly
pragmatic and can be characterized as no-nonsense. (Similarly, blather is the result of high
formality. low force. and low partiality...) Therefore, rhetorical goals cannot simply be
paired one-to-one with pragmatic aspects, unless a distinct goal is defined for each possible

combination of aspects. Rhetorical goals have to be independent goals in their own right.

A secoud reason for defining rhetorical goals as independent carriers of pragmatic in-
formation is more practical. At this time, the field of pragmatics contains a number of
very complex unsolved issues. In order to generate language with pragmatic effects today.
we can nse rhetorical goals as a starting point. Whatever form the eventnal pragmatic
sohicions take. they will be able to interface with a pragmatics-sensitive generator through
a set of rhetarical goals, These intermediate goals then are a reasonable level to which both
generator buibders and researchers in pragmatic issues can relate in order to find commeon

gronnd,

Farthermore. the notion of rhetorical goals as independent entities is useful from an

Al/programming /engineering point of view: they provide a nseful level of oreanization for
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certain types of criterial information. In practise, the generator builder sometimes finds that
N . .
K when a number of generator decisions vary together, the text has an unexpected pragmatic
..
*{; import. He can then assemble the relevant information and define a new rhetorical goal to
\.
s .
¢ take care of the issue. For example, consider the honesty of a generator that says “tap”
when its input representation is ACTION HIT with aspect DEGREE HARD. If the generator is
I . . . . . . .
¢ to slant its text in order to support the hitter, and its verb choice strategies prescribe the use
< of “tap™ -— is it lying or not? Must the generator stick to the ‘letter of the representation’?
Ll
hY
1% . . . »
Y, Furthermore, what should it do about the use of adjectives and adverbs: may it say “tap
. lightly™? And what about sentence topics as a whole: may it suppress topics that hinder its
NN
- goals? In some conversations, the generator must be scrupulously honest; in others, it may
P
e have more leeway. The generator designer can then group together the relevant decision
! . . o . .
> strategies and activation criteria and define a new rhetorical goal called honesty.
aicY
N The advantages of identifying and using a set of intermediate goals should be obvious.
k-~ « Not only do they seem intuitively plausible, but they furnish a place to make explicit, collect,
» and organize many generator decisions and design characteristics that most generators have
A left implicit or avoided altogether.
~:_;.
-~ Each rhetorical goal causes characteristic effects in the text. Different combinations of
y < rhetorical goals result in differences in textual content and form. Some rhetorical goals
I are achieved by slanting the text: others find their expression as the style of the language.
o Through slant and stvle. the speaker can communicate additional information that the
‘.lll‘ . . . . . -
[ hearer can interpret and respond to. The rhetorical goals of opinion are described in the
4 next section and discussed in chapters 3 and 4: following them. some rhetorical goals of
- stvle are listed. They are discussed in more detail in chapter 5.
N
J \':
b~
’)-:. . o e
" 2.4 Rhetorical Goals of Opinion
[ B
A
. A very common speaker goal is to alter the hearer’s opinion abont a topic. This is the goal,
A
"¢ - . N . . . .
_‘: for example, in all advertising, one of the primary goals in biased reporting. and one of
d
the woals in soliciting mouey or help. Usaallv, at least two opinions exist for the topic
gy
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(sympathetic to it) and against (antipathetic to) it. Often two parties are involved — “our
side™ and “the opponent”. Language users have a number of techniques for manipulating
the presentation of the topic in order to slant it one way or the other. Consider again the

slanted texts quoted in the previous chapter:

It is time, in the best Interests of all concerned, to settle the strike. It is
our understanding that the University administration, as well as the Union, has
received a document entitled ‘A Statement of Purpose by the Coalition to End
the Strike’. We appreciate the spirit of the document. Clearly. the community
earnestly desires and needs a settlement, so that Yale can get back to what it
is supposed to be. Our members earnestly want a settlement. You have said
that you do, too, and we are prepared to take you at your word. We are willing
to compromise significantly to achieve a settlement. Therefore, we propose the
immediate resumption of negotiations on a daily basis.

(From: open letter from Yale university’s clerical and technical workers’ labor

union negotiating committee, November 9, 1984)

I write with great disappointment following Local 34’s action in calling a
strike against the University. The University negotiating team has made con-
certed efforts, lately with the help of the Mediator, Eva Robins, to find common
ground and to bring about a fair and reasonable settlement of the outstanding
issues In a manner satisfactory to both parties. But the agreement has not been
achieved.

(From: open letter from Yale president Glamatti to the university commnumnity,

September 26, 1084)

Some slanting techiniques the speakers used cansed them to <av the followine:

e “in the best interests of wll concerned” they care about the nniversite’s voals

e the union “earuestly desires aned needs o sertlement” thev want to settle




|'-'?
:;.
~
.8 40
b
¥
. e they “are willing to compromise significantly”™ they want to settle
i
58 o they will ~take [Yale] at [its] word™ = they are trusting
B,
)
b e they “propose an immediate resumption of negotiations” they want to negotiate
b .. . . . . ; - . .
B e Giamatti writes “with great dlsapp()mtmont he is reasonable: the union isn't
4%
B
N e his team has “made concerted efforts” they tried to negotiate
A
joeN
e ~in a mannecr satisfactory to both parties™ he cares about the union’s goals
%
D - . - . .
AN e the agreement “has not been achieved the union won't settle
3
R
‘"
o,
g
N Oun April 4, concerned Yale students constructed a shantytown on Boesak
. I A
P -.“
. Plaza as a reminder to those in Woodbridge Hall (and all over campus and
-
= . . . SN . . .
o the community} that Yale is complicit (sic) with the system of apartheid that
iy ..
creates shantytowns where thousands of blacks are forced to live in squalor and
o fear. The shantytown, Winnie Mandela City, served as a focal point of education
B
[~ . . C .
\.j concerning South Africa and Yale's investments there. At 5:30 am on April 14
"\.‘
::.( the Yale Administration had the shantyvtown torn down and had 76 students
Ay . . .
':) and community members who were defending the shanties arrested. After a
i huge outcry, the Administration allowed the shanties to be rebuile, We will not
[ be silenced: we will continue to challenge the University on their moral failire.
2
” {From: protester literature: the protesters renamed the plaza after the South
African churchman Allan Boesak)
' L2
~,
] . .
> On April 40 a small cronp of stwdents took over Beecke Placa and bl
s some shantios: they wanted to force Yale ro sell irs <stocks o conpoanns wirh
branches Locared oo Soc v Africas The university asked the sowdent< o ve
BV
. . . - P . .
,'-j the shanties to another Loaroon, bue ol <sonddenrs vefused . Tlouniversies theg
L}
LY, . ;
,24 cranted them permission tooccoupy the ploccannl e cnd ot weck i
L)

o thev cald bothere oo b wovn b the g epsinn s trgsrces e Yl oy
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at their meeting. But even after the meeting, the students refused to leave the
.
R
. plaza, and police had to clear the shanties. Later, the university relented, and
e
A gave them permission to rebuild the shanties. It also announced that it would
5.4 . .. .
B send a fact-finding mission to South Africa.
" (Speaker: anti-divestment Yale student)
_..)
)
: Sj Some more slanting techniques the speakers used:
n.. ‘
¥y - . - ) :
A0 e “concerned Yale students™ — they care about others’ prosperity
*\.
35
' - . g L) .
oot e “constructed a shantytown...as a reminder to Yale™ — they are not aggressive
¢/
£
.2 e Yale ~“had 76 students. ..arrested” -— Yale is aggressive and nasty
¥,
M
"o .« “al *  they have much popular s
- a huge outcry™ — they have much popular support
’) Ad
3
AN e -a small group of students™ — they have little support
,\..' e “took over Beinecke Plaza™ - they overstep the bounds of propriety
5N
e, . : . . _
R e “theyv wanted to force Yale. .. they are aggressive, coercive
398
Kot | . . . ‘
) e “police had to clear the shanties™ the police were forced into action
m'.
“
- L}
::' The main slanting goal activates subgoals, the rhetorical goals of opinion, which are
-.
oy . . . . - -
o served by the slauting technigues, Technigues for making one party (“our side™) look good
)
)
can be classtfied as follows (they are deseribed in more detail in chapter 7):
"n
l.'ﬁ
>4
EAC . . o
b e Our goals: Show how onr side has good goals, by deseribing how (a) we help other
o
o propler (b we want a <olution to the conflict: and (¢ onr goals are good accordine
o toacoepred standands
o
i . N ) .
Y e Our actions: Fxplon how our spbe does voend orpons toachineve the soals ()
»
Lot . )
o Pl vt are e nnreascn cble o mastv s b thoy e vead wcor iy o cepted
L] «
-A:':~
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N
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LA
gt standards; and (c) they are performed in the open. In addition, describe (d) our side’s
LAY . _r
o\ response to the opponent: which negotiations that have taken place and how we have
i)
-
o moderated our demands
%
e Our claim: State outright that our side is good
o
e
'.":-.‘f: e Our reactions: Show our reasonable reaction to their actions, such as that we were
o (a) disappointed: (b) hurt; or (c) outraged; or else (d) satirize their actions
Ei“l‘
e Our support: Show how other people believe that we are good, by describing (a)
W . . . .
:;t' their active support and (b) their statements and recommendations to that effect
)
I 4
Pl ) v s . .. .
-:,.;: The inverse goal to show how bad the opponent’s side is can be similarly subclassified:
(AT )
>
f' . . . .
Ry e Their goals: Show how their side has bad goals, by describing how (a) they are only
PON in it for their own benefit; (b) they don’t really want a solution to the conflict; (c)
" ~ . . Kl .
598 their demands are beyond reasonable expectations; and (d) their goals are immoral
W,
and unfair according to accepted standards
1' N
¢
] . . 3 . . . . .
'.;: e Their actions: Explain how their side does bad actions to achieve their goals: (a)
<
" . . . .
.':'\.: they started the whole affair; (b) their actions are ugly. distasteful and overstep
. -- . . . . o .
) the bounds of propriety: (c¢) the actions are aggressive and inciting: (d) they coerce
AN other people into doing things for them: (e) they disseminate false or misleading
oA,
\.. * . . . . . . .
~;3'- information: and (f) they have a hidden agenda. In addition, describe their response
< . . . :
- to onr overtures: (g) they won't negotiate: and (h) they won't moderate their demands
L
= e Our claim: State outright that their side is bad
B
\ . . —~ . . .
s e Their reactions: Show their nnreasonable reactions by saving that they are (a)
Y.
': nasty and spitefuls (b) clecful at onr misfortune and satferine: and (¢) mtransigent
o'y .
and unconciliatory
WL
(WP ) )
ey e Their support: Show how nobody likes them (4) their events are not well-
~,
o>, 4 : . .
x] attencdeds (b people attack them pabhiclve and (cf they clim to hove niore sapport
1R
" than thev really hoave
o
ol
‘b
',
l.:‘
2
-
.
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The subgoals in both classifications suggest specific sentence topics under appropriate
circumstances. Clearly, not all these subgoals are appropriate in every conversation about
g which opinion differs! Thus each subgoal must be associated with conditions for its activa-
v tion: and therefore they can be thought of as inferences. The inference process by which
given topics are interpreted as other concepts is described in chapter 3. and the process by

i which additional topics are introduced is described in chapter 7.

2.5 Rhetorical Goals of Style

o, In addition to opinions. text can convey a lot of other information. Consider the following

example: When. in [Wodchouse 79, p 37]. the butler Jeeves says to his master Wooster

) The scheme I would suggest canuot fail of success, but it has what may seem

to you a drawback, sir. in that It requires a certain financial outlay.

and Wooster paraphrases this to a friend as

He means. . that he has got a pippin of an Idea, but it's going to cost a bit.

we nmderstand that the former is urbane. formal, and perhaps a little smug, while the
latter i< vouny and trendy. By varving the style by making Jeeves's text highfalutin and

N Wooster's slangy the author has commnuicated far more to us than the literal content

' "Q of the forty-six words,

» I order v prodhuce pragmatic-based, voal-directed Tinvunge, then, we have to nnder-
,,2 stawdstvles whar i isowlhoar cffect<varions stvles have on the hearers and what information
LA

VATDoS Sty ]es o [ PSR

- Chissibvines ol possihe stvles ot tent s o npeossible task. Sinve one can tnagine text
o charatersts ol e gl oy addpe tve Thor csovanples heated tests Shorts explosive

~enten o eso bl ot s b cbul D e greasy e v subtle poesentation, dis-

b et o o behne b e Danv st prinntives. sl cirenlar
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definitions are worthless). In order that generators be able to produce pragmatically varied
text, we require a theory of style that provides components that can be used 1w programs

and from which we can build various styles (even heated and greasy ones).

A study of some of the major handbooks of good writing (such as [Weathers & Winch-
ester 78], [Birk & Birk 65]. [Payne 69], [Hill 1892], {Loomis, Hull & Robinson 36]. [Baker
60]. [Cowan & McPherson 77]. [Strunk & White 59]. [Willis 69]) indicates that the anthor-
ities agree on a few such common broad-based features in their discussions of stvle. Tor

example, some of the more complete categorizations of various features of style are:

e formality, texture, emphasis (Weathers & Winchester)

e coherence, concreteness, economy, emphasis, formality, tone. unity, variety

(Birk & Birk)

e clearness, force, ease, unity (Hill)

These features they describe in terms of characteristics of complete paragraphs of text.
Unfortunately, this descriptive approach is of very little use in a theory of langnage pro-
duction, since it never makes clear why and how each style is fornred ont of words: nor does

it indicate any systematicity behind the classification of the stylistic features.

In contrast to such descriptions, a functional approach is to describe styles in terms
of the decisions a generator has to make. The decision-based approach enab e a more

concrete description of each style and its relation to other styles,

Just as the rhetorical goals of opinon determine the sbae of text by controiling vener:

ator decisions, the rhetorieal goals of style determine the stvle These vogls contrel such
traditional notions as formaliny. foreer snd respecrs Hovine bevn hscovered i the
construetion of PATLINE frather thoy thronoh absrroor reosonine o psv b st o
perimentation) . these vonds are motivated conporcsdly when o v the e ns v

ke At vener et s ccrtanc topes b b ot b b i s

Berent toxtoand sorder ropes whoen ey oy b oo ey e s e HE T
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coherent groupings conform to traditional stylistic concepts. The classification of stylistic
goals presented here is not the only possible one: many groupings are open to reorganization
and reformulation. It is not complete or completely consistent. The claims made here are
about: function of style  the expression of rhetorical goals in order to achieve pragmatic
goals in the text: and method of definttion of style  defined as constraints on the decisions

the generator has to make.

In this dissertation, all PAULINE's rhetorical goals will be prefixed by RG:. Thus, for
example, RG:formality refers to the collection of strategies that control the generation of
formal or mformal rext. PAULINE's rhetorical goals of style are contained in the following
list (names are somewhat whimsical; this 1s to suggest their function without identifying
them too closely with traditional styvlistic terms). This list does not contain all possible
rhetorical goals. since such a list is impossible to make: every speaker has an idiosyncratic
set of voals and techniques for manipulating language. However, this list contains of the
common rhetorical styles; most other rhetorical goals are refinements and extensions of
them. Anvbody is welcome to define his own particular heated and greasy text stvles in
this manner, either in terms of generator decisions or in terms of the styles described here.

The goals are:

RG:formality (hichfalutin, normal. colloquial): Highfalutin language is used for

speeches and toasts

e RG:simplicity (simple. normal. complex): Simple text has short sentences and easy

\\,'llrli\'
o RG:timidity (rimid. normal. reckless): Willineness 1o inehude opinions at all
e RG:partiality (impartial fmplicit. explicit): How explicitly opinions are stated

e RG:detail viloragis onhointerprecariops. ol Too many detatls oo e bonne 1

Liol-experts

o RG haste 'provrwnpdanned. oo oot g Lo pbvnedv Whiens thoon s il

tine, v speak tase
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e RG:force (forceful. normal, quiet): Forceful text is energetic and driving
e RG:floridity (dry, neutral, flowery): Flowery text contains unusual words
e RG:color (facts only, with color): Colorful text includes examples and idioms

e RG:personal reference (much, normal, none — two ranges, for speaker and hearer):

Amount of direct reference to the interlocutors

¢ RG:openmindedness {narrow-minded, openminded): Willingness to consider new

topics

e RG:respect (arrogant, respectful, neutral, cajoling): Techniques for communicating

relative status

Each of the rhetorical goals mentioned above is implemented in PAULINE. Each goal
Is activated by criteria that depend on the program’s initial set of pragmatic values and
goals: in turn, each goal activates a number of strategies that guide the generator during
the planning and realization of text. This guidance takes the form of suggestions at choice
points. whenever the generator encounters more than one topic-related, phrasal. or syn-
tactic option. The rhetorical goals RG:detail and RG:color aie discussed in chapter 3:
RG:partiality and RG:timidity appear in chapter 4; and RG:formality, RG:haste.

and RG:force are discussed in chapter 5.

2.6 Conclusion

I crder ro beein to study how pragmatios s used in generation, a number of rather crude
assuiprtons wnst bemade about plausible tvpes of goals of speakers and about the relevant
horacrenistios of hearers and of conversational settings. The speeific pragmatic features
Sl b PAULINE sre bt hiest steps They are the tyvpes of factors that play a role
tecnver~satt o as nes lonas are macde abiont ther hiteral veracity, Similarly, the strategies

PATLINE uses to bk ars povemnaty features to the aetual venerator decistons, bheing de-

[ I [ 1

cncbene e e as bl tevrares e copiadly primitive: again, no strong claims are
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made about their existence in people in exactly the form shown. However, in even such a
simple theory as this, certain constraints emerge, and these constraints, I believe, hold true
no matter how sophisticated the eventual theory is. The constraints pertain primarily to
the organization of pragmatic information in a generator: (a) the fact that pragmatic and
interpersonal information is too general to be of immediate use; (b) the resulting fact that
intermediate strategies, here called rhetorical strategies, are required to run a generator;
(c) the fact that, as described in chapter 7. in a model of generation that incorporates these
goals rhetorical planning and realization are interleaved processes, where the interleaving
takes place at the choice points (this view supports the standard top-down planning-to-
realization approach. as well as a bottom-up approach. in which partially realized syntactic
options present themselves as opportunities to the rhetorical criteria, at which point further
planning can occur). This design can be called a limited-commitment planner that satisfies

its pragmatic goals opportunistically.
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; Chapter 3

0 Interpretation

Abstract

- The computer maxim garbage in, garbage oul is especially true of generation. When a generator
Y slavishly follows its input topics it usually produces bad text. One remedy is to give the
: generator the ability to decide what topics to include and at what level of specificity —
-: that is, the ability to interpret its input as instances of other representation elements. Since
interpretation requires some inference, generators must be able to exercise some control over
the inference process. Some general strategies of control and some specific techniques, geared

toward achieving pragmatic goals, are described in this chapter.

-
A,

3.1 The Problem

()I

-
e

-
F A

Simply put. the generator’s task. for a given sentence topic, is to find a form of expression

either a syntactic mle or a phrase  that will enable it to select and to order aspects

.

of thie topie in order to build a sentence. The straightforward approach is to define a fixed

v

R AR

correspondence between topic representation types on the one hand and grammatical rules

RN

and lexical elements on the other. This approach has a flaw: the resnlts are invariably
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bad or boring. How bad, of course, depeads on the representation, but anything detailed
enough to be useful for other purposes, such as learning or diagnosing, simply does not
make great prose in practise. A good example is furnished by the JUDGE texts described
in chapter 1. In this example, the generator’s input consists of a list of topics, where each
topic describes some episcde in a fight between two people. Straightforward generation

(also done by PAULINE) produces:

(a) FIRST, JIM BUMPED MIKE ONCE, HURTING HIM. THEN MIKE HIT JIM,
HURTING HIM. THEN JIM HIT MIKE ONCE, KNOCKING HIM DOWN. THEN MIKE
HIT JIM SEVERAL TIMES, KNOCKING HIM DOWN. THEN JIM SLAPPED MIKE
SEVERAL TIMES, HURTING HIM. THEN MIKE STABBED JIM. AS A RESULT,
JIM DIED.

This example is an extreme case because it contains only two main representation types,
ACTION and STATE, which can relate in only one way, RESULT. When the generator
knows only one way to express this combination, what more can we hope for? Though the
problem is less apparent in stories that contain more representation types (and hence a

larger variety of sentence patterns), it still is a problem.

Correcting this inflexibility seems straightforward. Though there is nothing wrong with
the sentence form used above, namely
[ [SAY-TIME #TIME] [SAY-SENTENCE #ACTION] |, [SAY-PARTICIPLE #STATE] |
one can add to the grammar a few more sentence forms expressing actions and their resulting
states, as well as some more time words and verbs, and then make the generator cvele

through its options whenever it encounters a choice point:

(h) FIRST, JIM BUMPED MIKE ONCE AND HURT HIM. THEN MIKE SMACKED
JIM, HURTING HIM. NEXT, JIM HIT MIKE ONCE. THE RESULT WAS THAT HE
KNOCKED HIM DQOWN. AFTER THAT, MIKE SMACKED JIM SEVERAL TIMES AlD
KNOCKED HIM DOWH. JIM SLAPPED MIKE SEVERAL TIMES, HURTING HIM.
AFTER THAT, MIKE STABBED JIM. AS A RESULT, JIM DIED.

b

e
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Yet this produces no real improvement! Clearly, simply extending the number of phrase

patterns for cach representation tyvpe does not solve the problem. When we speak. we do a

FSET I

) lot more than simply cast input topics in various forms: of the tight, for example. a person

)

might sayv the following:

o (¢) JIM DIED IN A FIGHT WITH MIKE.

(d) AFTER JIM BUMPED MIKE ONCE, THEY FOUGHT, AND EVENTUALLY MIKE
i\ KILLED JIM.

o (¢) AFTER JIM BUMPED MIKE ONCE, THEY FOUGHT, AND EVENTUALLY HE WAS
Ty KNOCKED TO THE GROUND BY MIKE. HE SLAPPED MIKE A FEW TIMES. THEN
MIKE STABBED JIM, AND JIM DIED.

[lustrated this way, the problem seems rather simple. Obvionsly, the solution is to group
together similar enough topics. where the similarity criterion can be varied depending on
" external factors, and then to generate the groupings instead of the individual actions. Doing
thi<. PAULINE produced variants (). (d), and (e) by grouping together contiguous actions
h of similar force. (In the first variant. all actions were grouped together: in the second.
J all actiors more violent than bumping but less violent than killing: and in the third, the
-.J'{ grouping resulted from defining four levels of violence @ bumping, hitting and slapping.

knacking to the eround, and killing.)

How. then, do we gronp tozether input topies”? What are appropriate gronping criteria’
. Clearlyv. thongh 1t improves the JUDGE examples, the technique of grouping actions Iy
levels of foree is very specific and not very useful. However. when “group™ is used in a
K.~ wider seuse to mean “interpret” this technigue beecomes both difienlt and interestineg, and

provides a very powerfal wiy o inerease the expressive Hexibility and cext quality of o
hO ceperator. So the questions are: what interpretation/erouping criteria are ceneral and «till
nseful” When and how sthonld the cenerator tnterpret input topies? How shonld it find

L ApPProprinte cronpine criteriyd
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3.2 Interpretation in Generation

Consider again the example of the fictitious primary between Carter and Kennedy from
chapter 1. In straightforward generation of the outcome for each candidate, PAULINE

Says:

(f) IN THE PRIMARY ON 20 FEBRUARY, CARTER GOT 20515 VOTES. KENNEDY
GOT 21850.

However. since PAULINE can notice that the two outcomes relate to the same primary, it

can say either of the following instead:

(g) IN THE PRIMARY ON 20 FEBRUARY, KENNEDY BEAT CAR1ER BY 1335
VOTES.

(h) IN THE PRIMARY ON 20 FEBRUARY, CARTER LOST TO KENNEDY BY 1335
VOTES.

(or any of a number of similar sentences with ~beat™, *win™, and “lose™). But why stop
there? If PAULINE examines the inpnt further, it can no ice that Carter’s enrrent delegate
count is greater than Kennedy's, that this was also the case hefore the primary, and that
the primary is part of a series that culminates in another election, the nomination. In other

words<. PAULINE recognizes that what happened in this primary was that

(1) I% THE PRIMARY ON 20 FEBRUARY, KENNEDY NARROWED CARTER'S LEAD
BY GETTI!G 21850 VOTES TO HIS 20515.

Or if. hvpothetically, Carter’s current delesate connt were now smaller than Kennedy's, the

proceam shonld have inferred tliat
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() IN THE PRIMARY ON 20 FEBRUARY, KENNEDY OVERTOOK CARTER BY

GETTING 21850 VOTES TO HIS 20515.

COENCNCN
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instead. If we want good text from our generators, we have to give them the ability to recog-

nize that ~beat™ or “lose™ or “narrow lead™ can be nsed instead of just the straightforward

s

sentences of (f).

v
o
" i
‘0 This ability 1s more than simply grouping together the two outcomes. It is an act of
. generator-directed inference, of interpretation. forming out of the two topics a new topic.
b
B » . . . . “
K perhaps one that does not even exist in memory vet. And the new topic is not simply a
T
‘.,_" generator construct. but is a valid concept in memory. The acr of determining that “beat”
uy, is appropriate 1s the act of iuterpreting the input as an instance of the concept BEAT
L . - . - . . .

- denying this is to imply that “beat™ can logically be used where BEAT is not appropriate.
A ving ; gicall; !
7"‘ N . . . .

-5 which is a contradiction.

" A result of this view is the claim that lexical entities  words and phrases  can be
- accessed only via conceptual entities. (This may not be completely triue, since analvses
i — : . -
‘e of certain kinds of slips of the tongue indicate that lexical items can also be accessed
b
[} . . -

7 purely phonologically. However. phonological processes are not germaune here. since they

)

« . . . .
1A (presumably) occur only at a later stage in the generation of spoken language.)) It is
\" not clear how lexical entities would have to be organized to enabie non-conceptnal access.

)
o What other factors conld possibly facilitate such access? How would cne get =heat™ from
-~

:' the two concepts Carter's and Kennedy's amounts of delegates, if not via semantics? This
¥
Q) claim provides some comfort for lexicon builders. It implies that lexical entries need be
A associated only with their conceptual counterparts, in other words thar additional inter-
o

e entry linkages are unnecessary. To claim that people could nse the word =beat™ without
. A U A I
SR . . . L.
- really understanding that they are expressing the concept BEAT is ridiculons.
Al “A‘

. Thi~ point has further ramifications. One could hold that the task of inding “heat™ to
\-

sati~fv a4 svntactic or pragmatic coal is o legitimate cenerator fanetion, whereas the task
] N -

‘{' . . . - . . . . . . .
o, of lnstantiating 1t as o concept and incorporting it into memory s not. However, it i
A .
B clearly inethicient for the generator to interpret its iupmt, sav it, and then simply to forget
N
)
iﬁ
1
e
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oy Itoagain! espectitlly when there is no principled reason why the generator’s inferences
| :.a should be separated from other memory processes. Instead. after nterpretation, the newly-
L,
”:; botlt instance of the concept should be added to the system’s representation of the story,
™ where it can also be used by other processes or by the generator itself the next time it tells
-_ rhe storve Tnthis wav the content of memory can change as a result of generation. This
-,:: expluus oar inraition that vou often understand a topic better after vou have told someone
_‘ 3 abcar irs the ot of castinge concepts and their interrelationships into coherent sentences
* b cosed vow to ke explicit and remember some information yon didn’t have explicit
tag Pt e Inorther words, not only does thinking influence talking, bt also talking infnences
":' rhinkinye,
Lo
N Iinmediarely, this view poses the question: which process s responsible for making these
: inferencesc. The possible positions on this ssne reflect the amount of work one expects the
\'.j: sonerartor to doo Aceording to the strict minimalist position a position held by most, if
~7
. :;: uot alll cenerator buillers today | the generator’s responsibility is to produee text that
!

faithfnlly mirrors the input toples with minimal deviation: each tnput topic of sentence

Ivel produces a distinet ontput sentence {though perhaps conjoined with or subordinated

e g

to annother). This minimalist position derives from a {presumably) unconscious reliance

: E::'}: on hnoustic argnments made by grammanans two decades ago. The arguments assumed
’ )"' {-acitly or otherwise: see for example [Chomsky 65, pp 148-163!) a separation between the
:' " processes that perform syntactic and semantic task<. This separation i~ the antecedent
~;§ of the Lelief of roday’s wenerator builders that rasks such as inference toward appropriate
\-ﬁ‘ wrerpretations, being “semantic” , are not properly the concern of a venerator.

By ~eparating ont anv tasks that operate upon or alter the semantic content of the

‘)
-
3

2

N donvaan, these crammarians and venerator builders relevate the cenerator tooits traditional
-k - o |
e position: that of passive back end. a4 more or less standalone module that can be viven
y "'5 represeutation clements awd then forcorren. This view eripples ceneratorss Properly. o
Y aeperator should L fullv intearated du the iisdn processine svstem should love full aceess

\'{ to Thr- SVSTern - mt»-rt-ntl‘ul 1':![‘;1])11”\'. :|Ilw] \l\l»lllvl beoable to activate Processiye ‘.Zrml\‘ 111141
DA ) ’

‘ N

ol control the cxpansion of ploes where appropriare. With this arclntecrnres the abiove ques-
] tion deesy 't arisesin the main ssstem. the cenerator’ s inferential necds are indistingnishable
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, from those of any other subprocess,
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3.3 Controlling Inferences
.'5'

,‘:‘

) 3.3.1 Unfortunate Practical Realities
"

o
‘,‘_.

' ' . . . . . .

Thoungh hinguists” arguments for the separation of syntactic and semantic processes might be

;n' motivated within a rran~sformational approach t¢ langnage. the argnments are certainly not

+

3“.2 appropriate for determining the position of generator builders. The result of holding such

‘\- wfexible minimalist attitudes is that programs prodice text that resembles the JUDGE
Al - . . . .

examples (ab and (b). To cirenmvent this problem. in practice, most generator builders

4 employ 1 their programs a number of special-purpose techniques. such as sophisticated
)‘ . . . - . . . .

e} sentence specialists that are sensitive to the subsequent input topics. Of course, this is a
) tacit acknowledgement that the minimalist position is not tenable,

Y In practice, unfortunatelv, generator programs are always back ends for other systems.

o
:‘ The ideal condinons deseribied above are never fonnd. And. since generators can hardly
o expect these other systems to care about rhetorical and stylistic concerns, they have to
A . . . . . .

) perform interpretive inference under their own power. Thns. on renouncing the hard-line
L8 . - Lo . .
aly “no-inference” position. bt not having access to the resources of the parent syvstem. one is
ﬁ, forced o face the question how much ainference must the generator do?

4 !

w
i . . . . . . «
- [ doonor believe that o <simple answer can be given 1o this question. The issue here is
.,-: the same as that faced by planners o generals how mnch tine can be spent developing
)

3 alternative plans checking their trastworthiness, and derermning the likely costs and the
‘

e, . , : : .

‘T Hkely benetits? Tu geuerator terms o tradeoff exists between the tune and offort required to
» . . . . . . . . . . .

‘ nedke alternative forommlations ot the topne (whicl e ndes tincding cawhidate interpretations,
V! , . : . .
~ wiaking thenr, awed decilone cnone) oo the one loand s nd the importance of Howine, goaod

v

hd
N text on the other, Greater expense i tine aned offort prodaees hetter text. But, of conrse,

L]

L]

" A the expenditure of these resonrores s controlled by the speaker™s voals and other pragmatic
," I
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3.3.2 Bottom-Up Inference
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called prvot concepts For example, PAULINE can access the contivaration £0r NARROW
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3.3.3 Top-Down Inference

\Viother wodur s too i culy anferences thar are likely to produce nseful result<. Bur
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) ' 1% EARLY APRIL, A SMALL NUMBER OF STUDENTS [WERE INVOLVED
l:j A 1Cn, ., wITH YALE UNIVERSITY OVER YALE'S INVESTMENT
22: 1N COMPANIES DOING BUSINESS 1N SOUTH AFRICA. THE STUDENTS
- TOCE TVERD ., BEINECKE PLAZA AND CONSTRUCTED A SHANTYTOWN NAMED
" AT0NIE NANDELA CITY 1N CRDER TC FORCE] . THE UNIVERSITY TO
:Z DIVEST FROM THOSE COMPANIES  YALE REGQUESTED THAT THE STUDENTS
.}: ERECT [T FLSEaHERE, BUT THEY REFUSED TO LEAVE LATER, AT 5:30 AM

TUOATRTL t4, CFFICIALS HAD TC DISASSEMBLE THE SHANTYTOWN.
. FINALLY, YALE, [BEING CONCILIATCRY] ;. TCWARD THE STUDEXNTS, XNOT

v

.l .l L4

SRR T TN Ty T

TC RECOWSTRUCT IT, BUT ALSO ANNQUNCED THAT A
JOMMISSICN ACULD GT TC SCUTH AFRICA IN JULY TO

5

MINE THE SYSTEM TF APARTHEID

s, « R

- DAY SAD TT SAY THAT A FEW STUDENTS [TCCK OVER],., BEINECKE

\.‘-‘v‘-
Sl

PLAZA TN ORARIY APRIL OAND BUILT A SHANTYTOwWYN CALLED WINNIE MANDELA

s
a

TITY O OTHEY AT OYALE UNIVERSITY TO DIVEST FRCM COMPANIES DOING

. FUNINRSS TN BDUTH OAFRITA S COFFICIALS HAD TC TEAR T DU, BECAUSE

v YALE WALTED THINGS TUOBE CKDERLY  FINALLY, THE UNIVERSITY
.
- ToupR IR ANT ATIUAED THE STUDENTS TO PUT IT UP AGAD
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" 3.4 How PAULINE Does It
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or patterns of concept tvpes and relations among them. The interpretation mechanism
matches candidate configurations against its collected topies, and. if matched, creates a
new instance of the interpretation and adds it to memory. The program can then generate

text from the interpretation instead. Details of the process appear in chapter 7.

Configurations: In order to tind applicable interpretations, PAULINE uses patterns
called contigurations. A confignration is the description of the way in which a collecrion
of concepts must relate to each other to form a legitimate instance of 4 hich-level concept.
As deseribed in chapter 70 a pattern-matcher marches the candidate topies against likely

iterpretation confignrations.

Matching configurations: During the topic organization stage, PAULINE gathers
likely interpretation inferences (both top-down and bottom-up) and. using a simple pattern-
matcher, applies their configurations to the set of collected candidate topics and collects
all the matched occurrences. When it has a partial match partial in the sense that the
remaining concepts are not among the candidate topies the program can either accept
or reject the match, In the latter case, it can use the relationships in the conheuration
to search memory for the remaining concepts, though they may not ortginally have been
meant as topics, Ar present, PAULINE does not do this {it simiply rejects partial matches):
adiding this capability to the progran wonld be a simple extension. requiring in addition a
provmeatie-boase D becision that coulid be characterized aso<ave thoroughness. and perhaps
b

lmlrl"nwnh"] as . rhetorioal ‘.:'ml with the lm\\il-lc' vialues 1vr'<]:1mi<‘. neutral, lax.

Selecting configurations: When a nomber of contirararions Lave been it bied,
citber thr ccherepe b o Dor theoaeh botromenp et s the conerator st <elieot
whih st roo s Three pravmarye factors plov aoroler interest, affect (<linti gl

reminding.

(a) Imterest: Tlos oo~ o the wnmb or o0 cpts ot iy o L ation
Wl st e rest e r ettt is PP W ey s e bt ]

s thens octe s as e bege the o o H s the jroress bt e sl

Soerp Tttt b ke s e o as ne v oven ciaranteed roowea ks s s i s iy
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strategy the use of mterpretations ix not reliablel}) Appropriate strategies depend on the
-
Yy rhetorical woal RGidetail (which i~ disenssed helow):
w'
xS
.’\
o o ~elect the largest contivnration (e be most concise) when RG:detail is interpreta-
L Yl-w“~
‘e
‘\
N o ~av - confenrstien (Leoosavoall the detatls) when RG.detail is derailed
'y
A . : :
. o ~oloct an intermedinte conheuration otherwise
~‘
¥ {b) Affect: Thi~ roivres o the number of atfectively sensitive concepts in a configu-
I
: careens Witk respect ot atfect s interpretations provide a way of including topics into the
\ \
I., . . . .
’ sversatien wirhoot e tnadiv saving them expliontly, thereby satisfving both the speaker’s
. ) ) )
> wesboro sy them and o the hearer’s need not to hear them. For instance, 1 the Carter-
)
o I exmples Py ookt say
N
N
a . . 'y v '
tiv I THE PRIMARY ON 20 FEBRUARY, KENNEDY NARROWED CARTER'S LEAD
,
bt , . o . . . .
ot Troespearer wverds exp oo ly neentioning Carter’s defeat, These strategies are independent
p .
" ~ . . . - ERY
o~ Do othoese o anterests s Laee confiouration mav contain fewer or more sensitive
L s than s smadber slteruatives fsets of sapdl conhenrations seldom span the same
n ooyt~ s b nest o The srratevies depend o RGepartiality (which s disenssed in
-~
- HACEEE'
s
-,
&
-
o ~ ol nt e wwith oSt sensitive oot~ when RGrpartiality s porrial
.." . . . . .
~ o ~obr i cntenr et nowth fewest senstrive conoepts when RGrpartiality s impar-
-
-:’ !
o clirwise el coapturath wowith s anternne e mmber o s nsitve concepts
'.
* (¢) Remindings: Tl volates oo the prosenoe b other instane es Inonein oy ~inilar
.,
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Making interpretations: When a group of concepts matches the pattern of a con-
fiuration. this group can be interpreted as an instance of the configuration’s associated
concept. If an interpretation with the gronp’s concepts is not already present in memory,
a new hich-level interpretation can be created and indexed off the interpretation. following
the memory organization principles described in [Schank 82]. PAULINE creates a new in-
~tance of the interpretation tvpe and fills it with the concepts from the group that it found
bl matched the configuration. It then places it in memory and links the pivot concept(s)

to the confignration that marched.

For example, the first time PAULINE generates a Carter-Kennedy story, it creates the
uew interpretations BEAT and NARROW-LEAD and adds them to the story representa-
tion, The next time PAULINE generates the story, it finds the two new interpretations
hmtediatelv, using luks from one of the pivot concepts. thereby avoiding the search and
matching process. (Of course, at this point. the program tries to make further interpre-
tations off these, but finds no appropriate concepts in its limited memory.) Thus, as a
result of having said this onece, memory has heen extended. and PAULINE can be said to

“under<tand” the ropic better.

Generating interpretations: Finallv, the interpretation can be said. Since it is a
standard concept (not. sav. a generator-specific constriuet), generation proceeds normally.
Of conrse, the interpretation replaces the topies it subsumes: for exampleo after deciding to
<ov BEAT or NARROW.LEAD. the inpnut topies Curter’s and Kennedy's ontcomes become

re-bnn banr,

3.5 Determining the Appropriate Level of Detail

As oo T by e 20 i erent textnad aspects are comtrolled by itferent speaker gonds,
Loobas Doagrerswe oeve Deens diseussine the devel of topie details Atinal guestion remains:

1

potere b Cderail in amy civens cirowmstaae e Thit isOwhen does the

e e e Erean the berns rhe nop D W ds rhe etfeor af rellies im ondy hieh-level
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trust him to make the high-level interpretations himself, then all you need give him are the

details. To repeat the two relevant sentences from the Carter-Kennedy example:

(f) IN THE PRIMARY ON 20 FEBRUARY, CARTER GOT 20515 VOTES.
KENNEDY GOT 21850.

(1) IN THE FRIMARY ON 20 FEBRUARY, KENNEDY NARROWED CARTER'S
LEAD BY 1335 VOTES.

If the hearer is a political pundit and he is following the nomination race with interest, then

clearly (f) is better. since he can draw the conclusion without difficulty, and, in addition, he

has precise numerical information. If, in contrast, the hearer has only minimal knowledge

about or interest in the nomination procedure, then (i) is better, since it doesn’t burden
him with details and require him to do the interpretation himself. What must you say,.
however. if the hearer is interested and has a limited amount of knowledge — say, he is
a student of the political process —, or if he is knowledgable but unlikely to make the
right interpretation — say, he is a strong Kennedy supporter, whercas yvou are pro-Carter?
In both these cases you must ensure that the hearer understands how vou expect him to

interpret the facts. So you tell him details and the interpretations:

(m) KENNEDY NARROWED CARTER'S LEAD IN THE PRIMARY ON 20 FEBRUARY.
FE GOT 21850 VOTES AND CARTER GOT 20515.

These considerations can be stated as the following rules (using the terms defined in
cuapter 2 to characterize the pragmatic aspects of conversations aud g oals of speakers).
PATLINE uses these rules to activate the rhetorical coal RG:detail *hat controls the level

o eal ot rapies generated. The goal takes one of the values deta s, Interpretations, all

ool b inrerpretations):

..‘.‘_‘-';..“-._'..'_-.._‘.{'-." "-l.,'-{‘.(',‘h-.‘ -.¢ " ’..(‘-. \"A ) -‘ Pt "—‘M-:F-{ B T T
et T e K -"'" Y \. n.o'l‘!‘l‘nh.‘»'lp‘lll.n iy’ A y y

W X e § X M o N W)




.
¥
,
o
<.
o 65
:‘u
- e set RG:detail to details if the hearer is likely understand the details or if he wants to
:; hear the details. This rule bears on his background knowledge, and in PAULINE, it is
::: decided by referring to its information about the hearer: is the hearer’s knowledge
o level marked expert (does he know enough about the topic to be able to under-
g stand the details and their significance?); or is the hearer’s interest level marked
:-.f high (does he not care enough about the answer to want to hear anything but an
Ei interpretation?)
N
e otherwise, set RG:detail to all if he is likely to mmake the wrong interpretations of
'.:E the details. This rule depends on various factors: is the hearer’s knowledge level
’ ::f marked student or novice (does he have too little inferential knowledge to be able
b ; to make the interpretation?); or is the atmosphere (time) not marked little: and
“ finally, will different sympathies cause him to make a different interpretation? (check
f‘-{ the hearer's sympathies and antipathies for the central topic of the conversation)
v
-"'_‘ e otherwise, set RG:detail to interpretations
.r
‘_f" In addition to these considerations, the value of the goal can be affected by the desire not
2 h"' . .
T to upset the hearer’s sympathies:
i
.. o
) o then, set RG:detail to interpretations if it is better to avoid painful topics, to ensure
i‘ -'E that painful aspects (the details, the interpretation, or the inferences used to make
i:: it) can simply be left out. This rule translates as follows: is speaker-hearer depth
_::" of acquaintance marked strangers, or is speaker-hearer relative social status
marked subordinate. or is desired effect on hearer’s emotion toward speaker
::"_::: marked like, or is desired effect on interpersonal distance marked close, or is
>
:j, desired effect on hearer’s emotional state marked calm?”
o
Y- In summary, vou must he as specific as the hearer’s knowledge of the topic allows: if
".:-j: vou are too specific he won't understand, and if von are too general vou run the risk of
,2 seeming to hide things from him. or of being nncooperative, In the first case. vou violate

L~ o . .. . . .
Xa(s the default speaker goal to he intelligible, and in the second. von violate the poal to avoeid
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unacceptable implications. In either case, you violate Grice's maxim of quantity to say

neither more nor less than is required ([Grice 75]).

3.6 The Inclusion of Remindings

3.6.1 Remindings

In [Schank 82]. Schank describes how memory is organized so that specific instances are
indexed off general concepts to aid generalization and explanation. These specific instances
come up during processing as remindings. Since a generator’s interpretations are thems-
selves concepts, they can furnish remindings; these remindings can be used as examples in
argumentation. That is to say, if the generator has the zoal to <av a number of concepts,
and it finds a interpretation which neatly expresses the concepts and their relations, and
the interpretation can furnish a specific instance of itself, this instance will be relevant and

can be used to strengthen the argument.

In the Carter-Kennedy example, the concept NARROW-LEAD was provided with two
instances: the instance when Carter narrowed Udall’s lead in a primary in 1976, and the
time when Hart narrowed Mondale's lead in 1984. (In a fictitions world such as PAULINEs,
anachronistic remindings are no stranger than normal ones! The names Hart, M ndale, and
Udall were simply chosen because similar instances did in fact occur to them during their

bids for the nomination.) When biased. PAULINE uses an appropriate reminding:

(n) KENNEDY DIMINISHED CARTER'S LEAD BY GETTING ALL OF 21850
VOTES IN THE PRIMARY IN MICHIGAN. IN A SIMILAR CASE, CARTER
DECREASED UDALL’'S LEAD IN A PRIMARY IN 1976, AND HE TROUNCED
UDALL TO BE NOMINATED BY 2600 DELEGATES. I AM GLAD THAT KENNEDY
IS NOW CLOSER TO GETTING THE NOMINATION THAN HE WAS BEFORE.

(o) KENNEDY SLIGHTLY DIMINISHED CARTER'S LEAD IN THE PRIMARY IN
MICHIGAN. IN A SIMILAR CASE, HART DECREASED MONDALE'S LEAD IN
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1984, BUT MONDALE EASILY BEAT HART TO BE NOMINATED BY 1500
DELEGATES. CARTER STILL HAS MANY MORE DELEGATES THAN KENNEDY
DOES.

A reminding found off an interpretation concept obviously has the same structure as
the configuration of the relevant input topics. That is what makes it relevant. The details,
of course, are different. That is what makes it interesting. Sometimes a reminding may
contain parts that do not correspond to any input topic, requiring the generator to decide
whether these parts should be included. {There is, for example, no equivalent to Carter’s
beating Udall for the nomination, since the Carter-Kennedy nomination has not yet, in
the hypothetical example, taken place.) Sometimes a concept may furnish more than one
reminding. and the generator has to pick the one relevant to its goals. Just as it did when
selecting an interpretation, the generator must choose a reminding whose details serve its

goals.

In order to select a reminding, a mapping must be set up between the input topics and/or
interpretation and the reminding, so that the corresponding actors, objects, times, places,
ctc., are determined. Aspects of the reminding must be replaced with aspects of the input
to create the hypothetical case, which can then be used to determine affective suitability.
Thus. in the examples, PAULINE “translates” the Carter-Kennedy case into both the
Carter-Udall and the Hart-Mondale scenarios and finds that in the former, Kennedy would
win the nomination (since in 1972 front-runner Udall lost), and in the latter, Carter would
win (since in 1984 front-runner Mondale won). Depending on its sympathies, it selects
a suitable reminding. At this point, the generator can cither spawn the goal to say the
reminding immediately, or it can start doing further topic collection from the aspects of the
reminding. (In PAULINE. the decision is based on the the rhetorical goal RG:haste: the
less hasty, the more time to do further topic collection.) If said immediately, the reminding
1s woven into the text just after the concept that zave rise to it, using phrases such as “that

reminds me” or “in a similar case”™.
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e 3.6.2 Adding Color to the Text
:
s
) “,'\» Color means any reference to personal experience to illustrate general statements: specific
»
“ instances (as remindings). idioms and frozen phrases (as interpretations of the situation).
by and descriptions of occurrences of personal evaluation.
.
M- When and why should the speaker include examples and idioms? What conversational
x
» . . . - .
oy circumstances and speaker goals influence the relevant rhetorical goal? When used appro-
- priately. a well-chosen example makes abstract points clear and dull text alive. Nobody can
{4
L™ . . .
oy forget the agony of suffering through a textbook containing few or no examples. Though
B ]
3 the speaker seldom has to include instances and idioms, they certainly make the text more
v . .
ol understandable. Also. as shown in (1) and (m), the speaker can strengthen the force of his
ot argument by citing an appropriate example. In addition, since instances and statements of
L)
. personal evaluation are in some sense interjections, they are the perfect way cf repairing
~ . . .
s N oals that are in danger of being thwarted by the text or even simply goals that have been
o
s, : . .
Y ignored for too long. For example, why would the speaker refer to his French in
"
_\.: - . L :
o You don’t speak proper English -- it’s better than my French. but it’s still not
::5 good — b
N
\
3 thereby doubling the length of the sentence? Clearly, because the speaker had active both
‘:"_-. the goal to express his evaluation of the hearer’s English and the goal to have the hearer
]
oy . . . . . .
~ like him. The former goal gave rise to the first part of the sentence. After it was said. the
.‘.
! ;- goal tracking mechanism inferred that that part of the sentence could be taken as an insult,
‘o . i . . . . .
which conflicted with the latter goal: so it had to be repaired. This conflict gave rise to the
: goal to mitigate the effects of the sentence by using one of the following strategies:
e say something good about the hearer: = but ar least you write tolerably well™
7 e say something bad about the speaker: * but it's better than my French™
.’:
O .
::. e say how nobody else s any better: » though second languages are never perfect
-
£
e motivate or help the hearer to improve: * how about attending a writing class?™
'
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Usually, then. examples help to clarify the topie or help to serve other goals that require
\ some attention.  These are the rules PAULINE uses to establish a value (one of with

N examples, normal. no examples) for its rhetorical goal RG:color:

e <t RG:color to with examples if the following goals are present: desired effect
. on hearer’s knowledge is marked teach (since a paragraph explaining something

is usually more effective if it contains an example; or if desired effect on hearer’s

goals is marked activate (for example, if the speaker has the goal to suggest to the

Sy hearer possible future plans and actions, since concrete examples are more direct and
A-“.:, effective than simple injunctions; compare

.

&

SN . -
b ~If vou want to become rich. try the lottery
AR &
L ~If vou want to become rich, try the lottery. Last week a woman won 10 million
._f‘_ when she used her family’s birthdates™).

g . . . .

v Also. if desired effect on hearer’s emotion toward speaker is marked respect
a2

S . . . . .- .
0% or like and the speaker's and hearer’s affects for the topic differ (since explaining

i his reasoning or reactions can help to make the speaker be better understood); or if
F- '.

e topic collection goal is marked convince (that is, when the speaker wants to present
-"‘-'

o support for his interpretation or affect; for example, in the following sentences,

.

AN .
L™ =Stalin, a ruthless man, was a charmer”

- ~Stalin. a man who killed 15 thousand people. was a charmer”™

ﬁ"’"

D00

':.\. the latter underscores the speaker’s antipathy. Almost any concrete facts that are
N

NP . :

N mustered in support of an argnment lend it force).

o g

L) .. . » . .

R In addition. repair a goal that has been slighted (by saying appropriate examples

s using one of the four strategies meutioned ahove)

(% »
)

N e <t RG:color to no examples if the following goals are present (since an example can
-y I iR 1

y N" . . . - .

4 aid most goals. it is perhaps hest to note when they should nof be included): desired

- effect on interpersonal distance is marked distant: or if atmosphere (tone) is

(_-_-.f marked formal {especially. for example, if the topie itself is embarrassing or intimate

")"\} one does not deseribe vour dental problems in a speech. even if appropriate); or
N \

,_. if desired effect on hearer’s emotion toward speaker is marked dislike: or if

) Q
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desired effect on hearer’s knowledge ix marked confuse {(that is, when the speaker

Cad doesn’t want to be understood)

i The following strategies are assoclated with RG:color and serve to increase the color

) of text by selecting appropriate options at the following decisions points:
y )

. e topic selection and inclusion: include, as examples, other instances similar to the

topic, such ax those found off interpretations

e e topic inclusion: summarize an argument or a point by including an appropriate
2 iom rather than general statements, for example by adding =So don’t count vour
o chickens before they're hatched!™ to texts (n) or {o) (PAULINE cannot add such

phrases, though it clearly has some of the requisite information and goals)
. e topic inclusion: include sentences describing personal evaluations

DO e clause inclusion: make adjectival clauses of appropriate instances, for example the

. Stalin example above

e phrase/word selection: select metaphoric and idiomatic phrases and words, such

P as “crowned with the nomination™ rather than “got the nomination”

3.7 Conclusion

As generators become larger and more complex, and as they are increasingly used together
+ with other programs. they should use the capabilities of those programs to further their own
23 ends, and, especially. to produce better text. Therefore, we should study the kinds of tasks
1ty that generators share with other processes and the purposes generators require them to
q fultill. This chapter describes some of the kinds of demands a generator can be expected to
v place on a general-purpose inference engine. And even with the limited inferential capability
at deseribed here, PAULINE can greatly enhance the quality of its text and the efficiency of

its communication of non-literal pragmatie information.
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> Abstract
o
8
. This chapter discusses the communication of opinion. Natural languages contain a large num-
L »
! ber of linguistic techniques for slanting text — techniques that control both what to say and
) . . .
-, how to say it. All decisions made by these techniques are based upon one general rule, the
1!
N affect rule, which is derived from the goals all speakers must have in order to ensure their
. hearers® attention. In order to use the techniques, a generator must be given opinions and the
) . . . .
: ability to derive opinions for related topics.
¢
L™
s
: 4.1 Introduction
.
j .
-4 « . . - -
e Any speaker who is sensitive to the pragmatic aspects of conversation must be able to
- include his opinions in his text. People do this all the time: our hiases sneak into what we
N say so casily and <o often that producing genuinely unslanted text can be quite a problem!
*
“ And when we do manage it, the resulting text is often boring. For example, the following
.
- text in neutral newspaper style:
R
),
g
"
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{a) YALE UNIVERSITY PUNISHED A NUMBER OF STUDENTS FOR BUILDING
A SHANTYTOWN, WINNIE MANDELA CITY, ON BEINECKE PLAZA BY ARRESTING
76 STUDENTS AND TEARING IT DOWN ONE MORNING IN APRIL. THE
' STUDENTS WANTED YALE TO DIVEST FROM COMPANIES DOING BUSINESS IN
SOUTH AFRICA. FINALLY, THE UNIVERSITY COMPROMISED AND ALLOWED THE

e -J:¢ X

;f STUDENTS TO REBUILD IT.

>,

&

%! certainly makes less stirring reading than the slanted texts:

? (b) I AM ANGRY ABOUT YALE'S ACTIONS. THE UNIVERSITY HAD
'j OFFICIALS DESTROY A SHANTYTOWN CALLED WINNIE MANDELA CITY ON

'l

s BEINECKE PLAZA AT 5:30 AM ON APRIL 14. A LOT OF CONCERNED

1\ STUDENTS BUILT IT IN EARLY APRIL. NOT ONLY DID YALE HAVE

7)? OFFICIALS DESTROY IT, BUT THE POLICE ARRESTED 76 STUDENTS. AFTER
f-l: THE LOCAL COMMUNITY'S HUGE OUTCRY, THE UNIVERSITY ALLOWED THE

K <

-

STUDENTS TO PUT THE SHANTYTOWN UP THERE AGAIN.

(¢c) IT PISSES ME OFF THAT A FEW SHIFTLESS STUDENTS WERE OUT TO

..'fd.l.l.‘,;

. MAKE TROUBLE ON BEINECKE PLAZA ONE DAY --- THEY BUILT A
' SHANTYTOWYN, WINNIE MANDELA CITY, BECAUSE THEY WANTED YALE
;3 UNIVERSITY TC PULL THEIR MONEY OUT OF COMPANIES WITH BUSINESS IN
J SOUTH AFRICA. OFFICIALS HAD TO CLEAR IT FROM THERE. FINALLY, YALE
%é GAVE IN AND LET THE SHITHEADS PUT IT UP AGAIN, AND YALE SAID THAT
A COMMISSION WOULD GO TO SOUTH AFRICA TO CHECK OUT THE SYSTEM OF
v APARTHEID.
v
1 Clearly. in any real account of the episode, the protesters’ version is going to differ appre-
ciably from the university’s. The differences will be not be haphazard: each speaker will
2 make the decisions that <lant the text in his favor. What are these decisions?
e The previous chapter deseribes how one of the possible effects of interpreting input
{‘ topics is the slanting of text. But, as these examples show, that is by no means the only
o
;
Y
N
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L
s technigue to use. Note the adjectives “concerned™ and “shiftless (students)” and ~huge
't" (outcry) ™o the statements of explicit opinton. such as ~Lam angry™ and =it pisses me off 7
h\.i
.:: and the suppression of topies that are inappropriate to each point of view, such as the
~ investigation commission i (b) and the local commuuity s ontery in (o). Biases can be
i stated exphotly. using statements such as = think Xois good™, or can be mjected into the
:-";{ text at various points daring the realization process. The latter is often more effective,
o A o S S
\‘ siee 1t ncorporates opinion implicitly into both the content and the form of sentences.
)
- PAULINE uses these strategies to produce the following two versions of the representa-
K)
. ) tion of a fight (built Iy the JUDGE program, a case-based expert system that models the
St
s_,f_!' sentencing behavior of a judge, as described in chapter 10 see [Bain 86. 84}). If PAULINE s
P svinpathies are for Mike, the program savs:
a3
'_.': (d) FIRST, JIM BUMPED MIKE HARD AND HURT HIM.
.l
‘,.‘ MIKE JUST TAPPED JIM ONCE.
- AFTER THAT, JIM DID NOT EXPECT THAT MIKE WAS GOING TO HURT JIM
:::": ANY LONGER; ALSO, JIM COULD FORESEE THAT HE WOULD INJURE MIKE IF
0
"-.: HE PURPOSELY STRUCK HIM. HE REALLY SMASHED HIM. THE RESULT WAS
>
3 THAT HE INJURED HIM. THE ACTION WAS A SIMPLE RETALIATION.
1"' .
o, NEXT, MIKE HIT JIM, KNOCKING HIM DOWN.
‘f‘»
e,
::: NOT ONLY DID JIM EXPECT NOC THREAT FROM MIKE ANY LONGER, BUT HE
»’
LA COULD FORESEE THAT HE WOULD HURT HIM IF HE REALLY SLAPPED HIM. HE
M SLAPPED HIM REPEATEDLY AND HURT HIM.
e
.
:-;. MIKE REALIZED THAT JIM REALLY HURT MIKE, ALSO, MIKE EXPECTED
‘ -
". THAT JIM'S GOAL WAS TO HURT HIM. JIM WAS STABBED.
L]
';‘" AS A RESULT, JIM ONLY DIED.
s
S (... taking mitization to its (il)logical extreme!). From the same input. if PAULINE is
W4 defending Jun. it stresses Mike's actions and culpability and minimizes Jim's:
W
o)
)
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{e) JIM COULD NOT EXPECT THAT MIKE WOULD BE HURT IF JIM
ACCIDENTALLY BUMPED HIM; ALSO, A REASONABLE PERSCN CCOULD NOT
FORESEE THAT IF HE BUMPED HIM JIM WOULD HURT HIM. HE HAD KO
INTENTION TO BOTHER MIKE. MIKE ONLY WAS BUMPED BY JIM ONCE. THE
ACTION WAS AN ACCIDENT.

THEN MIKE REALIZED THAT JIM HURT HIM. IN ADDITICYH, MIKE DID
NOT EXPECT THAT JIM WAS GOING TO HURT HIM ANY LONGER. MIKE'S GOAL
WAS TO INJURE JIM. MIKE COULD FORESEE THAT HE WOULD INJURE HIM IF
HE PURPOSELY HIT HIM ONCE. HE HIT HIM. THE RESULT WAS THAT HE
INJURED HIM. HE REQUIRED JUSTIFICATION FOR CAUSING HIM TC BE
INJURED. THE ACTION WAS AN ESCALATED RETALIATION.

NEXT, JIM REALIZED THAT MIKE INJURED JIM. JIM JUST TAPPED MIKE
CNCE. THE ACTION WAS A SIMPLE RETALIATION.

MIKE DID NOT FCRESEE THAT JIM WAS GOING TO HURT HIM ANY
LONGER. MIKE WANTED JIM TO FALL. MIKE COULD EXPECT THAT JIM WOULD
BE KNOCKED TO THE GROUND BY MIKE IF MIKE HIT JIM HARD ONCE. HE
SMASHED HIM, KYNOCKING HIM DOWN. HE WAS NOT JUSTIFIED FOR KNGCKING
HIM TO THE GROUKD.

JIM REALIZED THAT HE FELL. NEXT, HE ONLY SLAPPED MIKE.

AFTER THAT, MIKE FORESAW THAT JIM WANTED TO HURT HIM. MIKE
WANTED TO KILL JIM TC PREVENT HIM FROM SLAPPING MIKE. HE COULD
EXPECT THAT IF HE STABBED JIM SEVERAL TIMES HE WOULD KILL HIM. HE
STABBED HIM. THE RESULT WAS THAT HE WOUYNDED HIM. MIKE'S CAUSING
JIM TO BE KILLED WAS NOT JUSTIFIED.

AS A RESULT, JIM DIED.

In this chiaprers rwo addditional sets of technigues for <lanting text are deseribed: content-
relateod <Eantiny technt pies involvine pudicious topie <election, and formerelated technigues,

mvolving the nse of enhaneers and miticators, the appropriate juxtaposition of topies in
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phrases, the ordering of sentence parts, and cholees of subject. chiise content. and words,

First, however, we mast disenss how to vive i program opinions,

4.2 Computing Affect

What, now, is the nieaning of ~slanting the text in Jim's favor™  Clearly. to present
sotneone favorably is to try to get the hearer to view hum sympathetically, In order to
do this. the speaker must be able to distinguish between what the hearer is likely to find
svinpathetic, what he is likely to dislike, and what he is likely not to care about much.
Therefore, three values of affect are required to model this decision: GOOD. BAD. and
NEUTRAL. Of conrse. hnman affect is not a simple value on a linear range. But affect is
not used here to mean all human feelings. It simply denotes something akin to “like”™. And
with this lmited denotation. three values are suflicient to give the program a great deal of
interesting behavior. In this regard it is similar to the work on narrative summarization
Jdone by Lehnert. which also uses a simple three-valued affect with very interesting results

(‘Lehnert 82]).

In general, affect derives from two sources: from the speaker’s opinions about some
contentions topic, and from the default intrinsic affects associated with concepts. To a
generator program. these sources are the user and the intrinsic affects defined for the rep-
resentation elements. For PAULINE, the first source is simply implemented by having a
sympathy and an antipathy list. Elements on these lists will be characterized as GOOD
and BAD respectively, In the JUDGE examples. when PAULINE defends Mike, the sym-
pathy list contains the concept “Mike™ and the antipathy list the concept =Jim™. Iu the
Carter-Kennedy examples, PAULINE is made a Carter supporter by marking the element
representing Clarter’s goal to win the nomination as GOOD and marking Kennedy's goal
as BAD. In the shantvtown examples, PAULINE ix viven one protagonist and his goals as

svmpathies and the other and his goals as antipathies,

The second <ource of affeet i< tied to the senerie representation elements. Each rep-

resentation tvpe that carries some intrinsic atfect in the example domain has this affeet
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defined. For exaumplel in neutral context in the JUDGE donuin. the concepts ~hit™ and

~die” are BAD. the concept ~unintentionally™ 1s GOOD. and all other concepts, such as
=Jim™ and ~Mike™, are NEUTRAL. (Similar information is used by the JUDGE program

to determine its mrerpretation of each action.)

In order to determine its opinion about any arbitrary picce of input representation. the
given affects must be combined with the concepts’ intrinsic affects and must be propagated

alony the relations hetween concepts. The basic rules are:

Rules of affect propagation:

e affect is preserved when combined with NEUTRAL
e like affects combine to GOOD
e unlike affects combine to BAD

e when the two affect-bearing concepts are related in certain ways the com-
bined affect inverts (for example, when one affect bearer is a BAD action
and the other is its conceptual patient). Rules of affect propagation must

be defined for each possible relationship between affect-bearing concepts

althongl their exact form obviously depends on the desiyn of the representation. This rule
i similar to the ~balance principle™ discussed in [Abelson & Rosenberg 58], A description

of how PAULINE compnures affect from input representations is given in chapter 7.

Which affect the hearer is likely to have for a representation element is compnted in
exartly the same wav, except that the initial svimpathies and antipathies are taken from

the hearer’s ssvmpathies and antipathies.

4.3 The Affect Rule and its Application

Inowine what atfecr the hearer has for each piece of the representation does not vet tell

the <peaker what to doo He requires strategies that indicate when and how to <av GOOD
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W
things and when and how to say BAD ones. With regard to affect, the strategies used in
v
N ! 5 . . .
o most conversations are all based upon one very general rule. which is called here the affect
W
Sl rule.
.
. \'_
All speakers have the low-level goal to ensure that the hearer will be receptive to the
e “mplications of the generated text. That is, the speaker must not say things that will offend
=" . . . . .. .
" the hearer and cause him to terminate the conversation. Differences of opinion — i.e.,
L n,
’_I' conflicting affective values for topics - is a common cause of offense. Since his svinpathies
I A
and antipathies reflect so accurately the speaker’s disposition toward the world, any opinion
) . : . . .
- with which the hearer disagrees signals distance between them, and perhaps even censure
() h~t
B on the part of the speaker. The speaker should avoid such opinions if he wants the hearer
=
o . . . . . .
Y to accept his conversation. Therefore, this goal requires that. whenever there is a conflict,
- or even a potential conflict. between the affective implications of the text and the hearer’s
A
N opinion. the speaker has to skirt sensitive issues and achieve effects indirectly. On the other
4ol .
*b.‘ . .
SRS hand. when the speaker and the hearer agree on the affect of a topic. this agreement can
)
'.' . .
. be stressed to emphasize their agreement.
. Fortunately, most languages have a large body of techniques for skirting or emphasizing
w issues. The application of these techniques (where enhancers are words or phrases that
e strengthen the affect of a coucept. and matigators are words or phrases with the opposite
J offeet) is controlled by the
o
~
<:I
“e
R ..‘
Affect Rule:
"y
) To convince the hearer that some topic is GOOD or BAD, combine
4 ‘. I} . . B 3 . .
- it with other GOOD or BAD topics using enhancers and mitivators
)
': e for a GOOD effect, say GOOD topics with ENHANCE R~
’. . -
il BAD topics with MITIGATORS
e for a BAD effect, say GOOD topic- with NI v

BAD topics with ENHANCERS
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This rule is the basis for all affect-related generation decisions. (It is, however, clearly
not applicable to all conversations. In an argument, the speaker may violate the affect
rule and still have the hearer listen to him. In this case, the hearer is receiving alternative
forms of “payment” — even if the only reason he continues the argument is his reluctance
to walk away and appear the loser. Another common violation is a comedy act in which
the comedian insults his audience. Here the alternative payment is entertainment; if the
comedian isn’t funny, he loses. All such cases can be described as exceptions to the general
rule, and their strategies as inversions of the normal strategies based on this rule. The

affect rule is the basis on which everything else rests.)

The techniques PAULINE uses to enhance and to mitigate topics are described next.
The use of these techniques is determined by strategies that are applied to the options
at decision points during the generation of sentences, in exactly the same way that the

strategies to achieve the rhetorical goals are applied.

4.4 Content: Topic Collection Techniques

Part of a generator’s task is to determine what to say. Though it is possible to claim that
the generator should say only what it is given, in other words that the task of finding and
filtering topics belongs to some other process, this constraint can hamper the production
of pragmatically sensitive text, of affect-laden text in particular. For assume the “other
process” decides it is important to say that that Jim was stabbed by Mike. Then if the
generator has the goal to support Mike, it should legitimately be able to decide not to say
that at all, or at least to mitigate the bald statement “Mike stabbed Jim” by, for example,
“...but Jim bumped Mike first™. If it is not able to suppress topics or to find mitigating

circumstances such as Jim’s starting the fight, it really cannot do much to help Mike.

i
.: By the affect rule, there is no problem when the speaker and hearer agree on the affect
' .
" of the topic. Such topics can simply be said directly. But when they disagree, the speaker
B
B has to be more careful.
- \
o
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4.4.1 Evasion

&
o N i o .
:“;: One strategy the speaker can try is evasion: dealing with the topic indirectly, through hints
’;!:::3 and implications, by referring to something that is in some way related, and trust that the
" hearer will perform the final bridging inference himself. Various evasive techniques exist.
:t: The simplest one is:

J e Wishful Suppression and Mitigation:
!
B — say GOOD topics
‘::“: — juxtapose NEUTRAL topics with GOOD ones in enhancer phrases
__-\ — leave out BAD topics altogether, unless they can be mitigated using
‘-;: mitigator phrases and words, or unless they are central to the story
i PAULINE uses this strategy in the JUDGE examples. The input from the JUDGE
;E:% program consists of a list of interpretations, wh«:~ each interpretation describes an action,
::i:; its justifiability, and the actor’s motivations and culpability, in the JUDGE’s opinion. To
;;}:: illustrate, a literal rendering (generated by the JUDGE program) of its interpretation for
J the first action of the fight is
:%2%' (f)  JIM KNEW THAT MIKE HAD NOT YET HURT HIM. HE COULD PERCEIVE
e NO THREAT AGAINST HIM FROM MIKE. A REASONABLE PERSON IN SIMILAR
ig; CIRCUMSTANCES WOULD HAVE PERCEIVED NO THREAT AGAINST HIM FROM
,x MIKE. JIM COULD NOT FORESEE THAT MIKE WOULD BE HURT IF JIM
égr ACCIDENTALLY BUMPED MIKE. A REASONABLE PERSON COULD NOT FORESEE

‘.A THAT IF HE BUMPED HIM JIM WOULD HURT HIM. HE HAD NO INTENTION TO
"52 BOTHER MIKE. JIM BUMPED MIKE. THE RESULT OF THIS ACTION WAS THAT

$~ MIKE FELL. JIM'S INTENTION TO BUMP MIKE WAS NOT JUSTIFIED. IT IS
SIMPLY UNCLEAR FROM THE INPUT AS TO WHY JIM ACTED AS HE DID.
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X
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Instead, when PAULINE is defending Jim, it computes its affect for each part of the inter-
pretation and, using the wishful suppression and mitigation strategy, decides whether
or not to include it. From Jim’s point of view, almost all the parts of the interpretation
are GOOD; after all, Jim didn’t intend to hurt Mike. The first three sentence topics are
NEUTRAL and are ignored. The fourth is GOOD; it is paired with the NEUTRAL fifth
using the also enhancer. The sixth is GOOD, and the seventh must be included, since, in
this domain, actions are defined to be the central elements of the story. The last sentence

is also GOOD. Thus in defense of Jim the result is

(g) JIM, A NICE FELLOW, COULD NOT EXPECT THAT THAT UNPLEASANT
MIKE WOULD BE HURT IF JIM ACCIDENTALLY BUMPED HIM; ALSO, A
REASONABLE PERSON COULD NOT FORESEE THAT IF HE BUMPED HIM JIM
WOULD HURT HIM. HE HAD NO INTENTION TO BOTHER MIKE. MIKE ONLY WAS
BUMPED BY JIM ONCE. THE ACTION WAS AN ACCIDENT.

On the other hand, when PAULINE is defending Mike, there is much less to say. From
Mike’s point of view, the only GOOD part of the input is Jim’s action and its result, and
PAULINE must make the most of it. Therefore, out of all this, PAULINE chooses to say

only:

(h) THAT NASTY FELLOW JIM BUMPED MY FRIEND MIKE HARD AND HURT HIM.

For the full effect of this strategy, compare the contents of texts (d) and (e) above.

Two other evasive techniques (neither of which PAULINE can do, but mentioned here
for completeness) use different bridging inferences: if the topic has been forbidden

because of some aspect that is sensitive to the hearer, then

e Analogy:

search for an analogue for the topic that contains an analogue of the sen-

sitive part, and make an analogy. The fact that an analogy is being made can




81

be expressed explicitly by using phrases such as “It’s just like...”. The analogue, its
parts, and its presentation, are, of course, also subject to the affect rule: there is no

point in blindly substituting one seasitive topic for another.

e Evidence:
search for evidence for the new value of the sensitive aspect and, if appli-
cable, evidence against the hearer’s particular value of it, and say that. In
this rule, evidence for a value means any fact, belief, or concept from which the hearer
can infer the value. The fact that further inference is expected can be indicated by
techniques such as ellipsis: “Your brother was involved in an accident and...”. As

before, the evidence itself and its presentation are subject to the affect rule.

4.4.2 Selectivity

A second topic inclusion strategy is selectivity. Sometimes, rather than evading unpleasant
facts, the speaker just has to mention them directly and violate his goal not to offend the
hearer. In such cases, though, he can be selective in his presentation: he can say appropriate
aspects of topics that imply that the unpleasantness need not be considered important, or
that the difference between what the hearer believes and what he is presenting is not too

large. Most persuasive discussion is of this type.

This approach requires much more of the generator. In particular, it requires that the
generator be able to search not only what it has been given to say, but also through the
rest of memory, in order to find aspects of the topic that help achieve its pragmatic goals.

The problem is how the generator must know where to search for such useful aspects.

Much work on topic collection for generation was done by McKeown (see, say, [McKeown
82, 83], [Paris & McKeown 87]). In her system, the program has goals to answer four
different types of descriptive query to a database. Each goal has a set of strategies, called
a schema, that contain instructions indicating which parts of the relevant database entry

the generator should pick as answer. These strategies are, in fact, ossified plans, since they

contain a fixed set of instructions in a fixed order. For example, one schema serves the goal
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to identify (i.e., give a definition for) an object. This goal is activated in response to, for
example, the request “what is a submarine?”. When asked about a whisky-submarine, the
tdentify schema directs the generator to say (produced by the TEXT generator, [McKeown
82]):

A whisky is an underwater submarine with a PROPULSION_TYPE

of DIESEL and a FLAG of RDOR. A submarine is classified as a
whisky if its CLASS is WHISKY. All whiskies in the ONR
database have REMARKS of O, FUEL_CAPACITY of 200, FUEL.TYPE

of DIESEL, IRCS of 0, MAXIMUM_OPERATING DEPTH of 700,
NORMAL_OPERATING DEPTH of 100 and MAXIMUM_SUBMERGED_SPEED of 15.

[McKeown 82, p 251]

In similar vein, PAULINE has three plans that indicate where in relation to the current
topic it should search for additional sentence topics: the DESCRIBE, RELATE, and CON-
VINCE plans. The DESCRIBE plan is used to describe objects (McKeown’s four schemas
are specializations of this plan) and the RELATE plan to relate events and state-changes.
The CONVINCE plan serves the goal of winning the hearer over to the speaker’s opinion
of the topic when they disagree.

In contrast to McKeown’s schemas, the strategies contained in PAULINE’s plans need
not be applied in a fixed order. That is why the CONVINCE plan is called a plan and
not a schema. When running the plan, PAULINE applies as many strategies as it has
time for (depending on its rhetorical goal RG:haste), collects their results, and to them,
in turn, applies an appropriate topic collection plan, until it runs out of time, or until no
new candidates are found. Following that, the program is free to rearrange the candidate
topics in order to achieve maximum effect. under guidance of other strategies based on the
affect rule. The advantage of using a free-order plan instead of a schema is the additional
flexibility it provides. PAULINE’s plans simply make suggestions about what to say. The
inclusion and rearrangement criteria are described in the next section; a more detailed

overall description appears in chapter 7.
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The CONVINCE plan serves the goal to support a specific affective opinion. In following
it, the generator produces an argument in favor of its views. Each strategy of the plan helps
to build up the argument by indicating where in relation to the current topic the program

can search for supporting evidence.

Work in understanding and representing the structure of arguments, from which topic
collection strategies an be derived, has been done by [Birnbaum, Flowers & McGuire 80],
[Birnbaum 85| and by [Sycara-Kyranski 85]. In [Birnbaum 85] Birnbaum presents a scheme
for representing arguments and for reasoning about the status (established, in jeopardy)
of each of the argument propositions. He describes three rules by which propositions can
support (or attack) other propositions in an argument: appeal to authority, responsibility
attribution, and justification. Clearly, when the proposition the generator wants to establish
is already represented in an argument graph of this type, with all the support and attack
links made explicit, finding supporting topics is no problem. But since different hearers
may find different lines of argument compelling, the generator must be able to assemble
an argument supporting its opinion from scratch, taking into account the hearer's affects.
What’s more, it must be able to do so without relying on a hearer to make counterarguments
that suggest new aspects as further topics. Thus PAULINE is conceived along the lines of

a speechwriter, not a party in an argument.

When saying the argument, the generator should make clear what type of support
or attack it is making; this is most easily achieved by beginning the sentence with an
appropriate phrase — for example, “Well, Einstein said...™, “Well, Pete’s to blame for...”,
and “Well, don’t you agree it’s good that...” for the three types appeal to authority,
responsibility attribution, and justification, respectively. The type of support or attack a
proposition forms is determined by the relation its topic bears with the central topic of the
argument: thus, for example, to find topics for responsibility attribution propositions, the
generator must inspect the actors of concepts. In order to assemble an argument, then. the
generator must test the speaker’s and the hearer’s affects for concepts with certain specific

relations to the central topic.

Based on these considerations. as well as on analysis of varions written argnments (taken
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from communist newspapers, pro- and anti-labor strike leaflets, etc.) the CONVINCE plan
contains the following strategies or suggestions for finding topics that support the speaker’s
version of a topic with a sensitive aspect (i.e., an aspect over which speaker and hearer

have opposite affects):

The CONVINCE plan:

e Consider worse examples of the topic with the sensitive aspect — from
the concept(s) immediately superior to the topic in the hierarchically or-
ganized memory network, compute the affects of other, similar instances,

and collect those with affect equally BAD or worse

e Consider good results of the topic with the sensitive aspect — examine
all the results and outcomes of the topic; if it is (part of) a goal, a plan, or
a MOP (a stereotypical sequence of scenes; see [Schank 82]), examine the

final outcomes too; collect those with GOOD affect

e Consider concepts with good relations to the topic with the sensitive
aspect — compute the affects for the intergoal relations that the topic is
part of (e.g., those goals the topic supports, opposes, is a side-effect of)

and collect the GOOD ones

e Consider good side-effects of the topic with the sensitive aspect — ex-
amine all the side-effects of the topic (if it is a goal or a plan) as far as

they are known in memory and collect the GOOD ones

e Appeal to authority — if any of the immediate aspects of the topic refer
to people or organizations who share in, have, or support the sensitive

aspect, and if the hearer's affect for these authorities is GOOD., collect

them

o e Simply enhance or mitigate the topic with the sensitive aspect —
collect the topic and allow subsequent realization decisions to slant it

appropriately
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If the speaker wants to convince the hearer, he should look for aspects that the hearer agrees
with and base his argument on that. However, when the hearer firmly holds the opposite
opinion, this plan may not find anything on which they agree. In this case the speaker can
simply follow his own sympathies, hoping that he will find something the hearer has not

yet thought of that will cause him to change his opinion.

4.5 Form: Generating with Affect

4.5.1 Topic Organization

After it has collected a number of candidate topics, and before it says any of them, the
generator must perform a number of rhetorical planning tasks to make its text elegant.
Not only should it test the candidate topics for suitability as sentence topics, but it should
examine the possibility of interpreting them, reordering them for maximum effect, and
casting them into conjunctive phrases to make clear their individual roles in the text and
their mutual relationships. Of course, the decisions made during rhetorical planning need
not be based on affect alone. Other generators use a number of criteria to make these
decisions; for example, focus in [McKeown 82]; hearer knowledge in [Cohen 78] and [Appelt
81]; choosers in [Mann 83a]; hearer’s opinion of speaker in [Jameson 87]. But affect plays
an important role as well, because much affect can be injected into the text during this

stage of generation. This section contains a description of affect as a decision criterion.

Phrases

After reading the following paragraph, complete Martha’s and Max’s responses:

Martha and Max are little Pete's parents. Max and Pete are baseball fanatics,
but Martha hates baseball. One day, Pete falls off his bicycle and is slightly

hurt. Martha forbids him to play his baseball game that afternoon or to go

L T e o L R L o e o L e S R R e
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W to the movies. Max, who wants his son to be tough, disagrees. Secretly, Pete
& . iy,

£ sneaks out of the house and plays a splendid game, hitting five home runs, and
' then goes to see a movie. When he gets home, there is a fight between angry

Martha and proud Max. The next day, Pete’s grandmother calls, and asks

2 both Martha and Max the same question: “So what has Pete done lately?”.

¢

E:' Max proudly says “He’s been great; not only did he play baseball, but...”; and

N Martha angrily says “He’s been bad; not only did he play baseball, but...”
K Two appropriate responses are:
¢
@
if' (a) “Not only did he play baseball, but he hit five home runs!l”

i

j (b) “Not only did he play baseball, but he went to the movies afterwards!”
L
b Max’s retort (a) implies that Pete’s playing baseball was good, courageous, and tough.
s Martha’s retort (b), in contrast, implies that it was bad and disobedient. Each parent
ve imputes an affect to Pete’s playing by juztaposing the sentence “he played baseball” with
o another sentence of suitable affect.
e
L)
::: Clearly, the “not only X but Y” sentence form is used to imply that X and Y carry
o the same affective value, and in fact that the value is to be strengthened due to their
~ juxtaposition. In contrast, the sentences
a;l
0N

!
;v'.: “Pete played the game and he hit five home runs”
g
-::: “When Pete played the game he hit five home runs”
" “Pete played the game. He hit five home runs”
&
" carry no such cumulative affective import.

L]
6
v The “not only X but Y™ form can be called an enhancer. More enhancing phrases:
o
: “Pete played the game; also, he hit five home runs”
b ; “Pete played the game; in addition, he hit five home runs®
v “Pete played the game; what’s more, he hit five home runs”
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When an enhancing phrase juxtaposes two affect-laden sentences, the affect is strengthened;
when it juxtaposes an affect-laden sentence with a neutral one, the affect is imputed to the
latter. Thus, in addition to stressing affective concepts, a speaker can strengthen his case
by imputing affect to neutral concepts too! This is, for example, what PAULINE does to

produce

(i) NOT ONLY DID JIM EXPECT NO THREAT FROM MIKE ANY LONGER, BUT HE
COULD FORESEE THAT HE WOULD HURT HIM IF HE REALLY SLAPPED HIM.

when defending Mike. Here Jim’s not perceiving a threat from Mike is simply NEUTRAL,
but his ability to foresee the BAD result of his action, coupled with the fact that he did it
anyway, is BAD for him. However, when juxtaposed in this way, both sentences seem BAD

for Jim — exactly what PAULINE wants.

Similarly, phrases with weakening effect are mitigators. When a mitigating phrase
juxtaposes two sentences carrying opposite affect, the resulting affect is that of the first
sentence, weakened; when it juxtaposes an affect-laden sentence with a neutral one. the
opposite affect is imputed to the latter. In the following sentences, if “John whipped the
dog” carries BAD affect, then, if we know nothing more, “he remembered the cat” becomes

GOOD:

“Although John remembered the cat, he whipped the dog”
“John remembered the cat. However, he whipped the dog”

“John remembered the cat. But still, he whipped the dog”

Note that the first part, taken by itself. is neutral; it could just as well have been made

BAD:

1

“Not only did John remember the cat, he whipped the dog™

.
o::'
o : ) . .
,o?; In a two-predicate mitigator, the sentence with the desired affect usually appears last. Two
W
\
i . ..
::I,:: one-predicate mitigators are:
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“Well, John whipped the dog, but...” (implying that other, as yet unknown,

mitigating circumstances may exist)

“Oh well, so John whipped the dog” (implying that the action is unimportant)

A number of constraints must be met before two topics can be juxtaposed in an enhancer

or mitigator phrase. Consider the following examples:

(c) “Not only did John feed the dog, but he saved the child’s life”
(d) “Not only did John whip the dog, but he saved the child’s life”
(e) “Not only did Pete play the game, but Sam hit five home runs”

Sentence (c) is fine: John’s actions are GOOD in both parts. Sentence (d), however, is

bizarre, because it is not clear which affect is to be strengthened. Therefore,

Constraint 1:
Two-predicate enhancer and mitigator phrases can only be used when

the parts carry consistent affects; that is,

e in enhancer phrases the two predicates must carry like affect
e in mitigator phrases the two predicates must carry unlike affect

e or else one predicate must be NEUTRAL

In sentence (e), we hasten to find some relationship between Pete and Sam; we only accept
the sentence if there is indeed some team-like conjunction of the two (and perhaps others)

to carry the affect. Therefore,

Constraint 2:
Two-predicate enhancer and mitigator phrases can only be used when

the topics in both parts have the same focus concept
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- Additional criteria for pairing topics in phrases are topic similarity and derivation.
(X3
::':: Using topic similarity, a BAD candidate is compared to the GOOD candidates and paired
-‘ with the one with which it shares the most features, under a simple match that compares
e} the representation types of corresponding aspects of the candidates. Thus, for example, (g)
oy is a better match than (f):
\" o
K
K
:’u.': (f) “Although John whipped the dog, he helped the old lady cross the road. He
r also fed the cat”
i (g) “Although John whipped the dog, he fed the cat. He also helped the old
L) 13
.ﬁ- lady cross the road”
-3
My,
% . : . o
Aar because “dog” and “cat” are both animals. Alternatively, using the strategy of derivation,
elh) 8y
ar the planner may only cast two candidates into a phrase if they are members of the same
‘lr' ]
l: 1 subtree of topic collection; that is, if they were both collected when the convince plan
¥
'\
.a-’ was applied to their common parent topic. This corresponds to “sticking to the train of
Wiy
) thought”. In the shantytown example, PAULINE as a protester finds two topics it can
v use to enhance the destruction of the shantytown: the police arrest and the community’s
1 3 critical response. Since the former is closer to the destruction than the latter (its actor l
Sy . C L . : ‘
{\& is also officials, its action is also a negation (albeit of someone’s freedom rather than of ‘
B |
ot something’s construction), its object also directly involves students), the program casts it {
into the enhancer phrase, getting (h) rather than (i):
W,
> |
<) (h) NOT ONLY DID YALE HAVE OFFICIALS DESTROY THE SHANTYTOWN, i
[ |
BUT THE POLICE ARRESTED 76 STUDENTS. THE COMMUNITY CRITICIZED {
N YALE'S ACTION.
J“‘
J_ (i) NOT ONLY DID YALE HAVE OFFICIALS DESTROY THE SHANTYTOWN, BUT
; )".’ THE COMMUNITY CRITICIZED YALE'S ACTION. THE POLICE ARRESTED 76
o, STUDENTS.
o
\‘_‘
o
.:' Although PAULINE can use either strategy, the former tends to produce better text. This
. can be stated as a further constraint:
v
2
*.
3
h

o
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Constraint 3:

The predicates in two-predicate enhancer and mitigator phrases
should match in as many aspects as possible, under a simple match

of representation filler types

Chapter 7 contains a description of how the generator pairs up GOOD and BAD or
GOOD and NEUTRAL topics, finds mitigating or enhancing phrases for each pair, and,
after building up the goal to say the pair using the found phrase, sends the goal off to the

generation routines to be said.

4.5.2 Sentence Inclusion

Adverbs

A number of adverbial stress words (such as “really”, “just”, and “only” for actions, and
“very”. “extremely”, “slightly”, and “moderately” for states and adverbs) specifically func-

tion as enhancers or mitigators:

“Max really smashed Sam” — “Max just tapped Sam”

“John was eztremely angry” — “John was only angry” (but not hysterical)

When these words are used to modify concepts that do not already carry affect, they seem

strange. forcing the hearer to postulate affect; consider

“Mary merely looked at the book”

To remedy this. the constraint can be stated as

Constraint 4:

Adverbial stress words can only be used to enhance or mitigate ex-

pressions that carry some affect already
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Thus affectively neutral words must not be modified by stress words (“really”, “just™), but

i only by affect-laden adverbs (“hard”, “narrowly”):

Y
¢
) “Max hit Sam hard™ — “Max really hit Sam”

‘ “Sue narrowly won the race” — *“Sue just won the race”

-

"

X ...
: ; In addition, sentences such as
9
A,g‘

’ “Mike only killed Jim”
Y “Sue was merely ecstatic”
:!.

::E give rise to
L)

R}
- Constraint 5:
;. Irreversible, extreme states and actions should not be mitigated
0..
't
3

" Verbs

B
: Verbs play a very important role in the affective manipulation of text. Often, the verb used
4 determines the content of the predicate, so that the selection of the verb is an important part
%

of the sentence inclusion decision. For example, compare the affective difference between

,f. (a) and (b) for a Carter supporter:
o

;, (a) KENNEDY WON THE PRIMARY IN MICHIGAN
- (b) KENNEDY BEAT CARTER IN THE PRIMARY IN MICHIGAN

¢ L]

< L
K Just as the mitigator phrase “X; however, Y" imputes to Y the opposite affect of X,
[} \
N the predicate forms of verbs can be viewed as having fields with characteristic affects. For
- example, for “beat”,
L’

) “A beat B [in C]”
le‘:
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A, B, and C will be called field fillers. In the form for “beat”, before anything is known
about the field fillers, A carries the affect GOOD, B BAD, and C GOOD. These field affects
can be used to impute affect, since the relative polarity of the fields remains unchanged:
B must carry opposite affect to A and C. Seen from the perspective of verb choice, if the
speaker likes Pete, he should not use “beat” (unless Bill and/or the race have previously
been established as BAD):

“[That blighter] Bill beat [my hero] Pete in the [crooked] race”
Similarly, he should not use “lose” either, since in

“A lost {to B [in C]”
field A carries BAD to fields B’s and C’s GOOD affects. However, he could use “win”,
which doesn’t require a direct object, or “get”, which avoids the losing altogether:

“Bill won the race”

“Carter got 20515 delegates™
and enables him to avoid placing his sympathy in a BAD field. This is what PAULINE
does to produce (a) rather than (b) when it supports Carter in the example above. The
incisive effect of this strategy (still supporting Carter) is even clearer when the sentence is

embedded in a phrase:

(c) ALTHOUGH KENNEDY WON THE PRIMARY, CARTER IS AHEAD
(d) ALTHOUGH KENNEDY BEAT CARTER IN THE PRIMARY, CARTER IS AHEAD

Of course, field affects derive their existence from the semantics underlying the words
such as “beat”, “lose”, and “win”. Field affects are not real affects. Field affects are simply
a concise way of representing the results of standard inferences the hearer is likely to make
about the speaker’s affects for the field fillers and of using them in generation. Winning is
only GOOD. in neutral context, because of an assumed pre-existing set of goals; these are
based on the concept WIN and not on the lexical item “win”. Before using the field affects,

the generator should check for the existence of such goals.

It is clear that. in order to select a verb with suitable affective predicate, the speaker

must be able to inspect the predicate associated with each candidate verb. This can be

Pk
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’ implemented in two ways: In one way, each verb furnishes its predicate(s) on demand,
N . . . .
"‘\ and the verb selection routines compare the field affect of each field in the predicate with
K X the affect of the field filler, and select a verb whose predicate doesn’t present a conflict.
f‘::g, In the other way, the discrimination net that indexes the various verbs under the current
. representational item contains discriminations that test the various field fillers’ affects and
el . .
" .‘ discriminate to an appropriate verb.
v
l.y
'::::i
1'.f1
4.5.3 Sentence Organization
o
i
'.!:. o Affect has an effect on the organization of the parts of a sentence; specifically, on the choice
BN of the subject and on the order of clauses.
(M )
e In a typical sentence, almost any aspect of the sentence topic can be selected to be
:’:il' the sentence subject. Since it is a prominent position in the sentence, the subject must be
3
B chosen with care; random selection produces unconnected text:
R
"} (a) Jane and Susan went to see the new Spielberg movie last night.
Ty . e e
_j The movie grossed $10 million in its first two weeks.
R They liked the movie a lot. — (al)
e The movie really enchanted them. — (a2)
Vot
g‘:‘: It had been filmed in Morocco and California.
6* W
;.,!; (b) Jane and Susan went to see the new Spielberg movie last night.
R
They were really looking forward to it.
i .
:.:( The movte really enchanted them. — (bl)
B\ ) .
At They liked the movie a lot. — (b2)
)
L . .
fi!ti Both Jane and Susan considered their money well spent.
I~
' .‘:-‘ In (a), the movie is established as the important topic; in (b), Jane and Susan are. Thus
4 J‘\( . .
o\ (a2) and (b2), with the movie and Jane and Susan respectively as sentence subjects, follow
=. 3
o
\ _:,!
7
..'
n‘.;:
]
l,‘.’
,_l‘ d
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more naturally than (al) and (bl). When selecting an aspect of the input topic as sentence

subject, the generator n ust be aware of these constraints.

Grosz [Grosz 77, Sidner [Sidner 79], and McKeown [McKeown 82|, among others, have
addressed this problem; the first two from the point of view of language analysis. Sidner
and McKeown describe rules for choosing subjects in order to produce flowing, natural text.
These rules are based on the notions current focus (the focus, usually, the subject, of the
current sentence); potential focus list (the elements of a sentence that are candidates for the
next sentence focus; in practise, most of its aspects); and focus stack (a most-recent-first

list of the past sentence foci). McKeown's subject choice rules are, in order of preference,

1. select the new focus from the previous sentence’s potential focus list
2. maintain the same focus as previous sentence
3. return to a topic of previous discussion from the focus stack

4. select the sentence topic with the most implicit links to the previous sentence’s po-

tential focus list

These rules are, of course, underspecific; McKeown’s algorithm simply picks the “default”
(a predefined entry for each predicate) when a number of focus candidates exist with the

same number of implicit links to the potential focus list.

Using affect as an additional criterion for subject choice — either at a low level, simply
to help winnow out candidates, or at a high level, to help slant the text very strongly — is
another way of injecting affect into text. When the generator has the goal to convince the
hearer or to make known its affects, it must use, in addition, the following rule to choose a

sentence subject:

o)

&) . . c

o~ 5. select the new focus from candidates with GOOD affect for sentences with GOOD
"
4 . . .

- affect and from candidates with BAD affect for sentences with BAD affect
LY
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4.5.4 Clause Content and Organization

Adverbs play a large role in communicating affect. Stress words were discussed above; in

addition, other types of enhancer and mitigator adverbs (from the JUDGE domain) are:

intentionality: “intentionally”, “purposely” — *“accidentally”
degree: “hard™ — “lightly” (hit)

number: “repeatedly” — “once” (stabbed)

During the realization of a sentence, the speaker must find the adverbs he can legitimately
say (one cannot, for example, misrepresent the contents of the topic to say “lightly” when
the aspect DEGREE is HARD), and choose some, usually at most two (when affective
adverbs are overused the effect is unnatural; PAULINE has been limited, arbitrarily, to two

per sentence):

(a) MIKE JUST HIT JIM ONCE.
(b) JIM COULD FORESEE THAT HE WOULD HURT MIKE IF HE REALLY
SLAPPED HIM. HE SLAPPED HIM REPEATEDLY AND HURT HIM.

Within a clause, the speaker has to decide which aspects of the topic to say and how
to order them. For example, when making a noun group, he must select the head noun
and then decide whether to describe it in full, only give unsaid information, or give an
abbreviated version. He then has to select and order the modifiers, both pre- and post-
nominal (and some modifiers can appear in both positions), before he can construct a form
from which the eventual noun group will be built. These decisions are determined by the
speaker’s rhetorical goals of style (as described in chapter 5, the level of formality plays a
role), and of opinion (affect plays a role too). For example, when the speaker has affect for
the object, his opinion may be expressed by the head noun (a), by an adjective (b), or by

a post-nominal modifier (c):

(a) THAT RAT, MIKE
(b) THAT WONDERFUL MIKE
(c) MIKE, THE GENTLEMAN

.......
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4.5.5 Word Choice

The specific words used contribute greatly to the affective content of the text.

Verbs

In addition to determining the form of the predicate, as discussed above, verbs themselves
often carry some affect. Often an action can be described by a number of verbs; for example,

some enhancing/mitigating verbs are:

“Jane slammed/tapped me on the head with a crowbar”

“Mike wolfed down/nibbled his supper”

A nice result of constraint 4 is that it helps to organize related words such as “hit”, “smash”,
and “tap” in the lexicon. The sensible way to use these three words is to access “hit”
from the representation HIT and then perform a (series of) affective discrimination(s) until
the appropriate word “smash™ or “tap” is found. (This idea was discussed in [Goldman
75], though his discriminations depend on features of the input concept rather than on
the generator’s affective goals: INGEST with a liquid OBJECT gives “drink”, with solid
OBJECT *“eat”, and with gaseous OBJECT “breathe™.) The problem is to determine which
words are affectively neutral and therefore good starting points for the discrimination: while
this may be immediately clear for “hit™ and its variants, it is less so for “punch™ or “slap”.
Chris Owens [personal communication 85] suggests that the adverbial stress words can
test speakers’ intuitions about the affective neutrality of a given word. Of the following

sentences, said without stressed intonation,

(a) “Pete really hit Joe™

(b) “Pete really hit Joe hard”
(c) “Pete hit Joe really hard”
(
(

d) “Pete really punched Joe™

e) “Pete just slapped Joc™
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3t . s
oM (a) feels awkward and therefore fails the test, so “hit” is neutral. Both (b) and (c) pass
*
-l‘ it ((c) better than (b), which indicates just where the affect lies). To me, (d) also feels
A awkward, but (e) seems fine; thus to me “punch” is affectively neutral but “slap” is not.
ey PAULINE’s lexicon is organized on these lines; for example, from the action HIT it accesses
)
oy *hit” and then discriminates to “tap” as a mitigator and “smash™ as an enhancer:
'\:
A (a) JIM JUST TAPPED THAT JERK MIKE ONCE
(b) JIM PURPOSELY SMASHED MIKE AND KNOCKED HIM DOWN
"s“t
L
&:a Of course, there is more to sentence affect than this. Sometimes a sentence as a whole
KN . 4. .
RN carries affect, though each individual word is neutral. In such cases, stress words can be
used too. For example,
.~ J
J . o . "
" “The big man hit his aged mother in the mouth
» . . . . .
R is certainly not neutral. The sentence creates a sense of incredulity. Applying the stress-
word test again, the sentence
i)
!‘:.
::, “The big man really hit his aged mother in tbe mouth™
" accents exactly this feeling, rather than the action *hit”. Much work remains to be done
in this regard.
I In the shantytown examples. PAULINE uses “tear down™ and “destroy™ as enhancers
¥
.':: and “remove” as a mitigator for the action of disassembling the shanties. For communica-
A g
" . . . - - "
! tion of a request, the lexicon contains “order™ and *command™ as enhancers and “request
,J and “ask™ as mitigators; the neutral word is “tell’. Compare the following extracts
_:-
~.

I

s o ¥

(c) YALE ORDERED THE STUDENTS TO BUILD THE SFANTYTOWN ELSEWHERE.
LATER, AT 5:30 AM ON APRIL 14, OFFICIALS DESTROYED THE

"T‘ SHANTYTOWN.
"
\
4!
3 ((l) YALE REQUESTED THAT THE STUDENTS BUILD THE SHANTYTOWHN
! ELSEWHERE, BUT THEY REFUSED TO LEAVE. THE SHANTYTOWN WAS REMOVED
“"
i
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FROM BEINECKE PLAZA BY OFFICIALS ONE MORNING.

In the Carter-Kennedy example, PAULINE uses “cream”, “trounce™, and “triumph” as
versions of “beat” (all these are enhancers; further discrimination depends on the desired
level of formality and floridity, as discussed in chapter 5). Variants for the concept “narrow

lead™ are “narrow™, “reduce”, “decrease”, or “diminish™ the lead, as well as “suffer setback”

and “lose ground”:

(¢) KENNEDY DIMINISHED CARTER'S LEAD BY GETTING ALL OF 21850 VOTES
IN THE PRIMARY IN MICHIGAN. IN A SIMILAR CASE, CARTER DECREASED
UDALL'S LEAD IN A PRIMARY IN 1976, AND HE EASILY TROUNCED UDALL
TO BE NOMINATED BY 2600 DELEGATES. I AM REAL GLAD THAT PRESENTLY
KENNEDY IS CLOSER TO GETTING THE NOMINATION THAN BEFCRE.

Adjectives

Of course, adjectives can also carry affect:

enhancer: “The wimpy boy rode home” (compared to “the small boy”)
mitigator: “The actress was convincing; she is adequate”

(compared to “she is fine”)

Depending on the desired level of partiality, formality, and floridity (as described below and
in chapter 5), PAULINE can express its opinion by including appropriate adjectives, such

as “concerned”. “wonderful™, “nice™, and “nasty”.

Nouns

Nonns can also express the speaker’s opinions. For example, saying “terrorist™ to an IRA
.;,:i:“‘ soldier may get vou shotsaviug “freedon ighter”™ certainly will not! PAULINE can express
.‘:. its opinion of an actor when bnilding a noun group by seleeting a mitigator or enhancer
. noun; for example. depending on atfect and on the desired level of partiality and formality,

It can say:

ol A
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(a) THAT JERK, JIM,

'

\ (b) THAT GENTLEMAN, JIM,

3

"

]

[}

_ 4.6 When and Where to be Partial

'

'

\J

! When the speaker’s sympathies differ from the hearer’s over the topic, the speaker faces a
¢

‘ potential problem. If he says the topic he may alienate the hearer, something he may not
« want to do. He can decide not to say the topic at all. If he does, however, he must decide
' how explicit to be: he can merely refer to sensitive aspects obliquely, he can mitigate them
| somehow, or he can say them straight out.

+ 4.6.1 Timidity: The Inclusion of Sensitive Topics

,

p There are at least three points in the generation process when the speaker can decide to
. ignore sensitive topics:

L

)

e collection of new candidate sentence topics: Whatever its origin — a topic
collection plan, input, a reminding — a sensitive topic or aspect of a topic can simply
) be excluded from further topic collection. As a result, none of its results, side-effects,

or any other aspects will appear in the subsequent text

e interpretation of candidate topics: a sensitive topic can be subsumed by a high-

level interpretation of it if one can be found. as described in chapter 3

e construction of phrases that contain topics: a sensitive topic can be juxtaposed

with others in a phrase that mitigates its affect, if an appropriate one can be found

The speaker’s willingness to inclide affectively sensitive topies depends not only on his and

.

the hearer’s sympathies, but also on aspects of the conversation setting, snch as the amount

of time available. The less time and the less stylistic flexibility, the less opportunity the
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speaker has to present the topics in a way that will achieve his goals. Under appropriate

circumstances, the speaker may simply decide not to include sensitive topics at all.

These considerations give rise to the following general rule: the speaker should only
inciude sensitive topics if he is not overly concerned with the hearer’s reaction — that is,
if he is socially dominant, if the hearer is a stranger, or if the hearer is distant from him
anyway. This rule can be made more precise by stating it in terms of the pragmatic features
given in chapter 2 — that is, by giving the rules PAULINE uses to activate the rhetorical
goal RG:timidity that controls the inclusion of sensitive topics. The goal takes a value

from the list timid, normal, reckless according to the following rules:

1. set RG:timidity to timid if speaker’s and hearer’s affects for the topic do not agree,
and if: desired effect on hearer’s emotion toward speaker is marked like; or if
speaker-hearer relative social status is marked subordinate, that is, the speaker

is socially subordinate to the hearer

2. set RG:timidity to reckless if: speaker’s interest level is marked high, and the
desired effect on interpersonal distance is marked distant, that is, that the
speaker is very interested the topic and doesn’t care much about the hearer’s opinion
of him; or if speaker-hearer relative social status is marked dominant, since
usually a dominant speaker expresses his opinions more freely than a subordinate
one; or if desire to involve hearer is marked involve, since by being more reckless

he may goad the hearer into argument or discussion

3. otherwise, set RG:timidity to normal

When activated with the value timid, this goal causes PAULINE not to incorporate sensitive
aspects encountered during topic collection, interpretation, and phrase construction. With
the value reckless, the opposite occurs; with the intermediate value, PAULINE includes

sensitive topics only if certain other rhetorical goals (such as RG:haste) permit.
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4.6.2 The Degree of Partiality

How does the degree of partiality in the text affect the hearer? Clearly, this depends on
the hearer’s own opinions. If the hearer is a protester himself, he will react very differently

to the following two sentences:

(a) AS A REMINDER TO YALE UNIVERSITY TO DIVEST FROM COMPANIES
WITH BUSINESS IN SOUTH AFRICA, A LARGE NUMBER OF CONCERNED
STUDENTS BUILT A SHANTYTOWN, WINNIE MANDELA CITY, ON BEINECKE
PLAZA ONE DAY.

{(b) A FEW SHIFTLESS STUDENTS TOOK OVER BEINECKE PLAZA ONE DAY
AND BUILT A SHANTYTOWN, WINNIE MANDELA CITY, BECAUSE THEY WANTED
TO FORCE YALE UNIVERSITY TO DIVEST FRCOM COMPANIES WITH BUSINESS
IN SOUTH AFRICA.

Obviously, to him, the latter is more contentious. Statements like (b) cause fights. In
order to know how explicitly partial to be, the speaker must know a lot about the hearer, the
topic, and the conversational circumstances. In general, if he wants to remain friendly with
the hearer, his conduct must be governed by the affect rule stated above; thus, when the
speaker’s opinion agrees with the hearer’s, expressing it will tend to make them closer; when
it disagrees, expressing it may cause fights. These considerations can be stated concisely
as the following rules (defined in terms of the pragmatic aspects given in chapter 2) which
PAULINE uses to assign its rhetorical goal RG:partiality a value from the list explicit,
implicit, impartial. This rhetorical goal controls how explicitly the generator states its

opinions, as described above:

1. set RG:partiality to explicit if the speaker’s and hearer’s affects for the topic
agree and: desired effect on hearer’s emotion toward speaker is marked like;

or if desired effect on interpersonal distance is marked close; or if desired effect

Bl S andinl, |
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' N
on hearer’s emotional state is marked calm, that is, the speaker doesn’t want to
*Q anger the hearer; or if speaker-hearer relative social status is marked equal or
" subordinate, that is, if the speaker does not want to imply social domination over the
gt N
3 hearer; or if atmosphere (tone) is marked informal, in order to relax the tone of
-y the conversation
4y
oYy
l.: 2. set RG:partiality to implicit if the speaker’s and hearer’s affects for the topic
A
3. agree and: desired effect on interpersonal distance is marked distant, since
being lukewarm about their agreement with the hearer separates them; or if speaker-
a4 “ - . . . - .
\$ hearer relative social status is marked dominant, for the same reason; or if desire
[}
:,, to involve hearer is marked leave, that is, if the speaker does not want get the
i
A hearer involved in the conversation; or if speaker’s desire to emphasize is marked
- mention, in contrast to emphasis
l' “
o 3. otherwise, set RG:partiality to impartial if their affects agree, or if their affects
o p Yy p
disagree and hearer’s knowledge level is marked expert and speaker’s knowl-
Kl . . . .
‘ edge level is marked student or novice, and desired effect on hearer’s emotion
g
A toward speaker is marked respect or like, since when the speaker cares about an
AL
"; expert hearer’s opinion of him, he will not want *o exhibit his partiality and lack of
fvb
2o knowledge
= ) . » 3 . . L] 5 .
o 4. set RG:partiality to explicit if the speaker’s and hearer's affects for the topic
l“
.‘ disagree and: desired effect on hearer’s emotional state is marked anger; or if
‘-{ desired effect on hearer’s emotion toward speaker is marked dislike
14
!
ag 5. otherwise, set RG:partiality to implicit if their affects disagree and: desire to
¢ involve hearer is marked involve; or if speaker-hearer relative social status is
o,
b " . . .
:'t' marked subordinate (that 1s, the hearer is subordinate)
oo
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4.7 Conclusion

This chapter describes some techniques a speaker can use to incorporate his opinions in his
text. To do so, he must be able to determine his opinion about any piece of the topic: this
can be achieved by following rules governing the combination and propagation of his affects
along the relationships among representation elements. The speaker can emphasize or evade
topics he likes or dislikes by being selective in his choice of topic, by juxtaposing topics
of appropriate affect within affect-imputing phrases, by selecting verbs with appropriate
predicate forms, by including appropriate stress words, adverbs, and adjectives, and by
choosing verbs and nouns with appropriate affect. All these decisions are based upon the

affect rule.

In summary, again, consider the derivation of a paragraph from the JUDGE example,

when PAULINE is defending Mike:

AFTER THAT, JIM DID NOT EXPECT TLO[’)iC: NEUTRAL

THAT [THAT JERK] MIKE WAS GOING enhancer BAD noun

TO HURT HIM ANY LONGEK;

[ALSO], JIM COULD FORESEE THAT enhancer phrase

HE WOULD INJURE MIKE IF HE topic: GOOD for Mike

[PURPOSELY] STRUCK HIM. enhancer intent

HE [REALLY] [SMASHED] HIM. enhancer stress, verb

THE RESULT WAS THAT HE INJURED HIM. | topic: GOOD for Mike
I

as well as when PAULINE supports Kennedy:
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IN THE PRIMARY IN MICHIGAN, topic: GOOD for Kennedy
KENNEDY [DIMINISHED] CARTER'S LEAD | enhancer verb

BY GETTING [ALL OF] 21850 VOTES. enhancer

IN A SIMILAR CASE, CARTER topic: GOOD reminding
DECREASED UDALL'S LEAD IN
A PRIMARY IN 1976, AND HE [EASILY] | enhancer stress word
(TROUNCED] UDALL TO BE NOMINATED enhancer verb

BY 2600 DELEGATES.
[I AM REAL GLAD THAT] PRESENTLY explicit opinion

KENNEDY IS CLOSER TO GETTING topic: GOOD for Kennedy
THE NOMINATION THAN BEFORE.

"
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Also compare two versions of the shantytown episode (both formal):
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FOR PROTESTERS

FOR UNIVERSITY

IN EARLY APRIL,

[AS A REMINDER TO] YALE
UNIVERSITY TO DIVEST FROM
COMPANIES DOING BUSINESS

IN SOUTH AFRICA, A

[LARGE NUMBER OF] [CONCERNED]

STUDENTS CONSTRUCTED A
SHANTYTOWN, WINNIE MANDELA
CITY, ON BEINECKE PLAZA.

THE LOCAL COMMUNITY EXPRESSED
SUPPORT FOR THE STUDENTS®
ACTION.

IN EARLY APRIL,

{A SMALL NUMBER OF] STUDENTS
[TOOK OVER] BEINECKE PLAZA
AND CONSTRUCTED A SHANTYTOWN,
WINNIE MANDELA CITY,

[IN ORDER TO FORCE] YALE
UNIVERSITY TO DIVEST FROM
COMPANIES DOING BUSINESS IN
SOUTH AFRICA.

YALE REQUESTED THAT THE
STUDENTS MOVE THE SHANTYTOWN,
BUT THEY REFUSED TO LEAVE.
THE UNIVERSITY INTENDED TO BE
REASONABLE. YALE GAVE IT
PERMISSION TO EXIST UNTIL
THE MEETING OF THE YALE
CORPORATION, BUT EVEN AFTER
THAT THE STUDENTS STILL
REFUSED TO MOVE.

mitigator

enhancer/mitigator

interpretation

interpretation

topic: support

topic: request

explicit opinion

topic: permission

topic: refusal
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PROTESTER, continued

UNIVERSITY, continued

LATER, AT 5:30 AM ON APRIL
14, THE SHANTYTOWN WAS
DISASSEMBLED BY OFFICIALS;
ALSQO, AT THAT TIME, THE POLICE
ARRESTED 76 STUDENTS.

THE STUDENTS REQUESTED THAT
YALE GIVE THEM PERMISSION TO
REASSEMBLE IT ON BEINECKE
PLAZA AND AT THE SAME TIME
SEVERAL LOCAL POLITICIANS AND
FACULTY MEMBERS EXPRESSED
CRITICISM OF YALE'S ACTIONS.

FINALLY, YALE

PERMITTED THEM TO RECONSTRUCT
THE SHANTYTOWN.

I

AT 65:30 AM ON APRIL 14,
OFFICIALS [HAD TO]
DISASSEMBLE THE SHANTYTOWN.

FINALLY, YALE

[BEING CONCILIATORY TOWARD
THE STUDENTS], [NOT ONLY]
PERMITTED THEM TO RECONSTRUCT
THE SHANTYTOWN, [BUT ALSO]
ANNOUNCED THAT A COMMISSION
WOULD GO TO SOUTH AFRICA IN
JULY TO EXAMINE THE SYSTEM OF
APARTHEID.

interpretation

topic: arrest

topic: request

topic: support

interpretation

enhancer

topic: commission
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Chapter 5

Creating Style

Abstract

This chapter addresses the question “how do we say the same thing in different vways in order
to communicate non-literal, pragmatic information?”. Clearly, the style of the realized text
— formal, hasty, forceful — plays a large role in its efficiency in achieving the speaker’s goals.
Any generator worth its salt must be able to produce text of different styles; in order to do so,
it requires rules that determine the types of options it must choose at decision points in the
topic organization and text realization processes. This chapter takes an algorithmic approach

to the creation of style in language.

5.1 The Nature of Style

Text style contains pragmatic information: it may be stuffyv, slangy. prissy. etc. In order to
produce pragmatic-based, goal-directed language, generators have to be able to manipulate
style: therefore, they require an understanding of what it is. what effects various styles have
on the hearer, and what information various styles convey. Since classifving all possible

styles of text is an impossible task, a number of basic styles can be identified from which
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more sophisticated and idiosyncratic styles can be built, as discussed in chapter 2. Tvpi-
cally, handbooks of good writing describe styles in terms of the characteristics of complete
paragraphs of text, which is not very useful for a practical. generator-oriented approa h.
Instead. a functional approach is to describe styles in terms of the decisions a generator has

to make: decisions such as sentence content, clause order and content. and word selection.

During the construction of PAULINE. the followirg fact was found empirically: when
vou vary the decisions vou make during generation, certain types of decisions group together
and form stylistically coherent text, and other types. when grouped, produce text that is
incoherent or odd. The coherent gronpings conform to traditional stylistic concepts. This
chapter illustrates a few such coherent groupings. and hence develops functional definitions

for the text styles formality, haste, and force.

5.2 Formality

The level of formality of text is probably the most obvious styvlistic aspect, since it is a
criterion that plays a role along the whole range of generator decisions  from the initial
topic selections and organization down to the final word selection. All language users have
riles for making their text more or less formal: some people. such as politicians, have a
large number of such rules and hence produce good examples of formal language. The best

way to illustrate these rules 1s to dissect a piece of text:

Yesterday, December 7. 1941 a date which will live in infamy the
United States of America was suddenly and deliberately attacked v naval and

air forces of the Empire of Japan.

The United States was at peace with that nation and. at the solicitation of

Japan, was still in conversation with irs Government and it~ Emperor looking

forward to the maintenance of peace in the Pacific,
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Indeed, one hour after Japanese air squadrons had commenced bombing
Oahu, the Japanese Ambassador to the United States and his colleague de-
livered to the Secretary of State a formal reply to a recent American nmessage.
While this reply stated that it seemed useless to continue the existing diplomatic

negotiations, it contained no threat or hint of war or armed attack.

It will be recorded that the distance of Hawalii from Japan makes it obvi-
ous that the attack was deliberately planned many days or even weeks ago.
During the intervening time, the Japanese Government has deliberately sought
to deceive the United States by false statements and expressions of hope for

continued peace.

[~We Will Gain the Inevitable Triumph — So Help Us God™, war address by
U.S. President F.D. Roosevelt to joint session of Congress of the United States,

December 8, 1941.]

What characteristics make this address formal? Certainly. one factor is the use of formal
verbs and nouns instead of more common ones, such as “solicitation”™ instead of “request”
Another factor is the use of full names and titles instead of their common abbreviations.
Replacing words and phrases in the address by less formal equivalents ((a) below). and

nsing the common names for entities (b), we get:

Yesterday, December 7. 1941 - a date which will live in infamy  the US )
was suddenly and deliberately attacked by naval and air forces of Japan ().

The US () was at peace with that nation and, at the request ) of Japan.
was still talking to(q) its Government and its Emperor looking forward to the
maintenance of peace in the Pacific.

Indeed. one hour after Japanese air squadrons had started () bombing Oahu,

the Japanese Ambassador here,y and his colleague gave,, the Secretary of

State a formal reply to a recent American message. While thisreplv said gy that
it seemed useless to continne the existing diplomatic negotiations, there was

no threat or hint of war or armed attack.

PG PR A ALY Rl
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v It will be recorded that the distance of Hawaii from Japan makes it obvious
R0
$ .
‘" that the attack was deliberately planned many days or even weeks ago. In 4 the
X in
oy . . ; , . .
,‘c:: intervening time, the Japanese Government has deliberately tried 4y to cheat (4)
i
‘g . ~ . .
* the United States by false statements and expressions of hope for continued
»‘l peace.
Yy
“5.' However, the result is definitely not informal. The sentences still seem long and involved.
oSy . . . . . .
) In order to simplify them, we (a) remove conjunctions and multi-predicate phrases. and (b)
remove adverbial clauses, or place them toward the ends of sentences (note the difference
™ : this change makes to the verv first sentence):
1
Y
Wy The US was suddenly and deliberately attacked by naval and air forces of
e ’
N Japan yesterday. December 7. 1941y, This date will live in infamy (4 4).
I,
It The US was at peace with that nation. [and. ,[ At the request of Japan,
S . -
- . . . . .
R the US was still talking to its Government and its Emperor looking forward to
-
¢ . . L
¢, the maintenance of peace i the Pacific.
Sl Indeed, one hour after Japanese air squadrons had started bombing Qahu,
W ‘
Ky the Japanese Ambassador here and his colleague gave the Secretary of State
o
} d . » . . .
:: s a formal reply to a recent American message. [While (| This reply said that
'y
) it seemed useless to continue the existing diplomatic negotiations. [, there ]
U
W There was no threat or hint of war or armed attack.
‘,\':;,
""-r‘ It will be recorded that the distance of Hawall from Japan makes it ob-
LY , i
¥ vious that the attack was deliberatelv planned many davs or even weeks
Y ago. The Japanese Government has deliberatelyv tried to cheat the United
! .,
=" - . .
o «_5 States by false statements and expressions of hope for continued peace
o . . . .
N in the intervening timey,.
T DT TAC R s T ey
X ci
A Thenwgh wot o formad address any Tonger. the text s not vet iformal; in fact, it seems odd.
-
s .5 . . . . - . .
. :. For example. phirases snch as “liokinge forward to the maintenance of peace™ and =it will
»
‘;;" b pecorded™ o not blend wirh }‘lll'?i.\!‘\ <uclas "<1«'liln«'r:|tr'l_\' tried to cheat™ . In order to
vl Bnprove thisowe () eliminate the use of passive volces and (B) refer to the involved parties

\}J'ikv'r. hearer, and orhiers direct]y:
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We y) were suddenly and deliberately attacked by naval and air forces of

Japan vesterday, December 7, 1941 This date will live in infamy.

We )y were at peace with that nation. At the request of Japan, we ), were
stll talking to their ) Government and its Emperor. We were g,y looking for-
ward to the maintenance of peace in the Pacific,

Indeed. one hour after Japanese air squadrons had started bombing Oalu,

their yy Ambassador and his colleagne gave our ) Secretary of State a formal

reply to a recent message. This reply said that they thought it was , 5y useless

to continue the existing diplomatic negotiations. But they made , 4 no threat

or hiut of war or armed attack.

Note, that the distance of Hawall from Japan makes it obvious that
20 g 4) I

they deliberately planned ) the attack manyv dayvs or even weeks ago. The

~

Japanese Government has deliberately tried to cheat us gy, by false statements
. X (b) P

and expressions of hope for continued peace in the intervening time.

Now some phrases sonnd fowery and out of place. To simplifv. some nominalized verbs are
converted back to verbs (a): noun groups are simplified by dropping redundant adjectives

and nouns (b): pronominalization is increased (c):

We were suddenly and deliberately attacked by naval and air forces of Japan

vesterday, December 7, 1941, This date will live in infamy.

We were at peace with them (). At Japan's request ) we were still talk-
ing to their Government and itsgy Emperor. We were looking forward to
maintaining .y peace in the Pacific.

Indeed. one honr after Japanese air squadrons had <tarted bombine Ouahi,
their Ambassador and his collvacue gave our Secretary of State a formal reply to
a recent message. This reply said that they ) thouche o was useless tocontinne
negotiating ,y. But thev i made no hint of armed attack .

Note that the distance of Hawadi from JTapan makes 10 obvious that they

'Il'li"l'rllr"l.\' [’1:’1““4"1 the attack many davs or even weeks o0 The .’,111;”‘4'~’f’




Government has deliberately tried to cheat us by false statements and yy ex-

pressions of hope for continued peace i the jutervening time.

Finallv. a few finishing touches: simpliied tenses (a): colloquial plirases (b): elision of

redundant words where grammatical (¢):

We were suddenly and deliberately attacked by naval and air forees of Japan

-

vesterday, December 7019410 We'lll never foraec this datey, .

We were at peace with them. At Japan's request, we were still talking to
their Government and Emperor. We were looking forward to having gy peace
in the Pacific.

[Indeed. (] one hour after Japanese air squadrons had () started bombing
Oahu. their Ambassador [and his colleague ] gave our Secretary of State 4

formal reply to a recent message. [This reply said that (] they thought it was

useless to continue negotiating. But they didn't ) hint at armed attack.

[Note that [ The distance of Hawaii from Japan makes it obvious that
they deliberately planned the attack a while . ago. The Japanese Government
has ;) deliberately tried to cheat us by false expressions of hope for continued )

peace in the intervening ) time.

Though not colloguial vet, more changes of the <ame kind (such as using slang and idioms,
and serting explicit opinions) can change the address even further. A< shown. the changes
have produced informal text. something Roosevelt might have said to his family but not to

Clongress:

We were suddenlv and deliberatelv attacked by paval and are foroes of Tapan

vesterdav, December 700040 Welll never foreer this date

Wo wore at peace with them At Japan's request we were stll ralking o

their Governmeent and Emypetor We swere Lok forward ro havine peae 1

the Dacitie




rvarvrraTarvey " e

g
sl

t,
By ;
v |
‘l'., ‘
: 113 ;
' i
, |
. One hour after Japanese air squadrons started bombing Oahu, their Am-
=
¢ ) o =
ek vassador gave our Secretary of State a formal reply to a recent message. They
'.b‘ . . .o RN .
: thought 1t was useless to continue negotiating. But theyv didn't hint at armed
WY
attack.
,,.: The distance of Hawail from Japan makes it obvious tiat they deliberately
'’
o . y . .
08 plauned the attack a while ago. The Japanese Government deliberately tried to
A
by cheat us by pretending to hope for peace in the mean time.
e";‘t
ﬁ As the sequence of transformations shows, the intermediate texts seem odd: thev contain
.0::. phrases and words thar do not blend together well. Thus. all the steps are necessary
‘o A
£y
t, . - . .
to create stylistically coherent text. The rules underlving the transformations operate
tovether, as a nmit, to mampulate the level of formality.
[.
'l
o, . . .
v The transformation rules were gathered from the analvsis of a number of texts, ranging
' d
n? from politicians” speeches and writings to discussions with friends. In order to make text
‘ more formal. a speaker or generator must examine the options at each of the following
ol
Pl Jecision pomts and apply the following strategies:
o~
‘;.
g .
- e topic inclusion: select options that contain causal. temporal. or other relations to
) other sentence tapies, so as to make long seutences,
]
o . T , . . A S
o e topic organization: sclect options make long, complex sentences, by subordinating
Lo . . S . . .
e them i relative clanses: by conjoining two or more sentence topics: by juxtaposing
them o relations and multi-predicate enhancer and mitigator phrases
"
"' . . . R
(N e sentence organization: niake sentence seemr weirhty by ancliding 4 unmber of
<
:, abvorbad s lansess by placny these dlanses toward the besinnings of <entences rather
thoan ot the el by boldinge paralle] clauses withim sentences: by usiuy passive Voloe:
-‘. - . . . .
¥ by ustuy mere “ooanpdex” tenses suchoas the perfeor tensess by avaiding ellipsis, even
> . .
& thench o moas be vrammatical o such sentences as “Joe vot more than Pete 'thl .
A W o : . -
o B Do 200w s oL T oot married for the st time
\Vl
L
WJ
e
N
&
L))
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1
T
e clause organization: make weighty, formal clauses, by including many adjectives
.' v »
! : and adjectival clauses in noun groups: by doubling nouns in noun groups (*Govern-
a
‘h -~ - N : M M -
i~ ment and Emperor™, “statements and expressions™); by including many adverbs and
N
4 stress words in predicates: by using long. formal phrases; by nominalizing verbs and
e’ adverbs as in “their flight circled the tree” instead of *they flew round the tree™; by
-
':.' pronominalizing where possible: by not referring directly to the interlocutors or the
v :
, setting
R,
e phrase/word choice: select formal phrases and words; avoid doubtful grammar.
W - . . .
AN popular 1dioms, slang, and contractions {for example, avoid slang by saying *man”
. rather than “guy™ and contractions with “cannot™ rather than “can’t™)
Y
l:.‘
(B}
»~
. In rontrast, the generator can make text less formal by
°.P:
» . s . L
" e topic organization: make simple sentences, by not conjoining two or more sentence
l-'o
' topics: by not juxtaposing them into relations or affect-imputing phrases; and by not
subordinating them 1n relative clanses
o
4..-
- e sentence organization: make simple sentences, by including at most one adverbial
‘o clause per sentence. placed toward the end of the predicate; by using active voice: by
J avolding the perfect and other “complex™ tenses: by eliding words and clauses where
e this may grammatically be done
L4
Pt
by e clause organization: make simple clauses, by selecting at most one adjective in noun
el vronps: by using short, simple phrases: by pronominalizing where possible: by using
Ty verhs and adverbs instead of their nominal forms: by referring to the interlocutors
<.
;.. and the setting directly
o
N e word choice: n~e informal phrases and words: by selecting only simple. common
— words: by using pupul,gr thoms, slang, and contractions wherever possible
l',
I-I
..I
: Wuowine heaw to be formal is not enouch. The venerator mnst also know when formal
o . . . . .
. Diernvre s apprepriate, Usiallyve interlocutors establish some Tevel of formality at the
c'E'
L}
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outset of their interaction: even the range of greetings “good morning”™, “hello™, and “hi"

-
)
i . . . . .
A helps to indicate a desired level. Once established, the level of formality doesn’t normall
P
#
» change very quickly. and since formality is not precisely measurable, it is most apparent
¢ only when the level is suddenly changed or is inappropriate. In order to see the pragmatic
R effects of using formal language, then. the important question is: what does the speaker
! . . .
achieve by altering the level of formality?
ol
t
o First. if you become less formal. vou signal a perceived or desired decrease in the
interpersonal distance between yourself and the hearer. In any relationship, the people
’ involved maintain a certain distance (say. on a range from intimate to aloof). Mirroring
)
L)
. this, in conversations, the speaker and the hearer usually adopt some level of formality
R that. to them, accurately reflects the distance. Which interpersonal distance corresponds
- to which level of formality depends, of course, on social convention and on the interlocutors
.. and their relationship; for example, colloquial or informal language is normally used to
N
;' discuss relatively intimate topics. (The odd feeling produced by exceptions — say, when
4 . . . . . . .
'y psvchiatrists and patients converse about intimate topics in formal language — confirms
this rule.) Usnally. a lower degree of formality permits the selection of more intimate
. : . . N 5
N topics and the use of more personal phrases and words (and, of course, more slang, more
»,
s fHexible interruption behavior (see [Sacks. Schegloff & Jefferson 74]). etc.). Conversely,
greater formality indicates that vou feel. or wish to feel, more distant than the conversation
o had been implying, perhaps after the hearer had offended you, or when you had become
¢ . . : .
v uncomfortable with the topic. See [Brown & Levinson 78] on the use of language in formal
'
situations. and [Kuno 73], [Harada 76]. [Gasser & Dyer 86] on Japanese deictic honorifics.
L)
secoud. if you alter the level of textual formality. you may perturb the tone or atmo-
A
sphere of the conversation. Since thie level of textual formality roughly parallels that of the B
& . . . .
! conversational atmosphere, a serious conversation such as a speech at a burial or a talk .
L)
¥
at a conference requires more formahity than an evervday conversation such as a report 4
*1
. too the family of the dav’s events. (This remains trne when a new topic calls for a change
{
g e tone, even i the hearers sid the setting do not chanee. To help stonal such a change,
4
M speakers often use “hmportant”™ volces, clear their throats or speak more softlv and <lowly.)

In such cases, an inappropriate level of formality can affect the hearer’s emotion toward

(‘! 'azzzﬁ‘va-: a :a l.'.:

L I )
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you: for example, if you are too informal, you may seem cheeky or irreverent; if you are too
distant, you may seem snooty or cold. As mentioned in chapter 2, a large amount of work
by sociologists, anthropologists, and psycholinguists describes the characteristics of various
settings and the appropriate levels of formality in various cultures (see, for example, [Irvine

79] and [Atkinson 82] on formal events; [Goody 78] and [R. Lakoff 77] on politeness).

Based on these consideration, speakers seem to use the following rules to determine
an appropriate level of formality (PAULINE’s rhetorical goal RG:formality takes a value

from the range highfalutin, normal. colloquial):

1. set RG:formality to

e colloquial when the depth of acquaintance is marked friends, or when the
relative social status is marked equals in an atmosphere (tone) marked

informal
e normal when the depth of acquaintance is marked acquaintances

e highfalutin when the depth of acquaintance is marked strangers

2. then, reset RG:formality one step toward colloquial if: desired effect on inter-
personal distance is marked close, that is. if the speaker wants the hearer to feel
closer to him: or if tone is marked informal, that is, if the conversation occurs in a

relaxed, friendly atmosphere

3. or reset RG:formality one step toward highfalutin if: desired effect on inter-
personal distance is marked distant, that is, if the speaker wants to increase the
emotional distance hetween himself and the hearer: or if tone is marked formal. that
is, if the speaker wants to establish a serious tone for the conversation, or if he is

making a speech at a formal occasion

4. and invert the value of RG:formality if: desired effect on hearer’s emotion

towz.d speaker is marked dislhike, since inappropriate formality is often taken as an

insult: or if desired effect on hearer’s emotional state is marked angry. (The
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contrapositive of these two rules provides the default rule: to make the hearer like

you, select an appropriate level of formality.)

5.3 Haste

Haste refers to the amount of time the speaker allows himself to generate language. The
less time available, the more pressure on the speaker, the less effort he can spend in making
his text appropriate and striking. In order to decrease the time he needs, the speaker can
minimize processing of non-essential tasks in the generation process or even ignore them
altogether. Thus the rhetorical goal of haste affects the decision points that occur where

the speaker can take short-cuts.

How can one determine where such short-cut points are? One way is to examine what

mistakes people make when they speak under pressure. Some typical excuses are:

o “I ran out of things to say — I said it all immediately, and then all I could do was
repeat myself” — no additional topic collection is performed before the main
topics are all realized. In this respect, haste controls the extent tc which additional
topics are gathered under guidance of topic collection plans such as the CONVINCE
plan described in chapter 4.

e [ talked about something I shouldn’t have” — unhappy topic choice, alias foot-
in-the-mouth disease. Since it is unlikely that the speaker will know beforehand the
hearer’s opinion on all aspects of the topic, he will have to determine the likely effect
of saying it by guessing the hearer’s relevant sympathies. This process may take
some time, especially if the topic is complex. Similarly, the stylistic appropriateness
of a sentence topic may sometimes be difficult to determine. Since under pressure
people perform this task badly, their sense of hazte must help determine the amount

of affective and stylistic checking and censorship performed.

o [ used the wrong word or phrase” inappropriate word and phrase choice

ts 2 common problem: well-planned text is characterized by apt and imaginative

v(‘.'-*:‘ (‘.‘E.ﬁhﬁd.‘g'@“ i"vr-' .r\'.." v 'E Qiﬁsm!
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expressions. As for topics, checking the affective implications of words and phrases

pa .
e, can take time.
-
n ) . . -
bt e I got all muddled in my sentence and couldn't say what I meant” — when the
("
‘ sentence topic is complex and related to other topics in a large number of ways,
i
e badly done or neglected sentence organization can cause uncompletable sentences,
- elucubration. unavoidable repetitions, etc. The goal to be hasty can be used to control
-
AN how much sentence planning is done.
o I just said whatever came into my head” — inadequate topic organization takes
\ many forms: as described in chapter 7, sentence topics must be ordered to form
™ ‘
-". coherent paragraphs; they must be linked by introductory and other phrases that
R)
A express the relationships between adjacent sentence topics; they can be juxtaposed
R into multi-predicate phrases (of affect, as described in chapter 4, or of spatial, tem-
-
TN . . . .
'_;-: poral, and other relations, as described in chapter 6); also, as argued in chapter 3.
-,
A generators should be able to activate inferences that make interpretations of topics
' and check the interpretations for suitability. Before performing any of these tasks,
Yo the generator should check whether it has the time to do so.
'
-'-h:
o
;_\
e Errors of these types are common in everyday speech. For example, consider the fol-
[ P
) lowing transcript of a conversation between three young women on the question the current
&It
e trend towards increased cmployment of women must ultimately conflict with the child care
. needs of society. Undoubtedly the three interlocutors experienced very high pressure to say
--. -
N something -- not only were they strangers to each other, but the conversation was being
-
Z being recorded as an experiment, and they had been instructed to arrive at some common
.. concliusion;
.:‘ R
p Lisa: »... T must be the only person who agreed [with the topic].
- . . . . ot . e
b, Colleen (interrupting Lisa): »Wha why did vou agree!
Ff_'.l
."Q.I . . . . N v Al
b, Lisa: “Because I'm a working woman. Because 've seen it. No. I'm not
oy
Ya” married but T work with all the women I'work with are married and theyv all
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. have children and n--one in particular is having so many problems right now with
el
. L] B .

Br e tryving to care for her children, and so yv’know that’s what I'm seeing evervwhere
o . . . . . C . .

;:: . with with working women Is the nnnn is that society just right now — in fact
B I was discussing this with with one of the men I work with ‘cause he's got the
. same problem with children - society right now is not set up in such a way that

0
N "~ . . " .

] um both of the partners in a marriage can work, ‘cause all vou can do is send
? 5 \4 . 0 -

*'-‘-..: the children to school nunnn babysitters; this guy’s a former schoolteacher, so
A n . . . . .

¥ we were talking about the inadequac-inadequacies of the school as far as being
Ry, a baby sitting system. y'know..."

\.

‘AN Janet: “Yeah but that's not what theyv're really there for. It's like like OK

~

W L oy s . e -

t:‘l there are problems with it, but still, like the men y'know it’s like OK for a
& A
£ period of time — why can't the man be home? OK it's like why should it be

o . .

RN — in my family my father’s the one who's home; he'’s the one who cooks, does

-,
4 }
.2 the laundry, and it’s just ma-my mother goes out to work and so it’s like why
&Y
can't it be that the man is the one who’s home for a few years? Let the wife
get her career started off and have her do it while the children are voung; the
Y ‘\'.-s-. . . .
AN father’s there part of the time and then maybe at some point then they switch
:'.- back, the man is working all the time during the day and the woman either has
“
o8 . . .
N, — then can have her job because the kids are old enough to be in school and
;._) have it so that they can come home”
]

o [Transcript of an experiment made at Cornell University, September 1978: some
S

o]
w) . . . .

=" interruptions and noises of agreement have been omitted.)

A
L
A With respect to topic organization, the connectedness and flow of seutence topics in
) "

L . . . . .
‘o Janet’s paragraph illustrate the point. A good author would not. as Janet did. begin to
l..’.-

- state a point of view, suddenly interrupt herself to present an example. and then return to
= the original topic:

‘N .why can’t the man be home OK it's like why should it he  in my family

%

b - . . “ [ .
, i my father’s the one who's home; he's the one who cooks. . so it's  like  why
b »

't can’t it be that the man is the one who's home for a fow vears...”
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Similarly, Lisa's sentence topics appear in haphazard order:
(a) WORKING WOMEN: she is a working woman and has seen it
b) COLLEAGUES: her female colleagues all have children
¢) COLLEAGUE: a female colleague has a problem caring for her children

d) WORKING WOMEN: this problem is quite common with working women

(
(
(
s (
(
(g

b
1
€) SOCIETY: at present, society is not properly set up

! f) COLLEAGUE: a male colleague has the same problem caring for his children
. ) SOCIETY: in current society, school is the only place for some children
b
‘ . . . .
: Under pressure, Lisa's sentence organization is poor, which explains her tortuous
'; answer to Colleen: For example, from the outset, she is fully aware of the four ideas children
i require care, currently, parents provide the oniy acceptable care, when parents work they can’t
. provide care, and many mothers work outside home. Her difficulty in answering arises from
. the inability to find phrases or words capable of expressing the multiple dependencies. So
»

she tackles each part separately, giving specific examples; only after that is she able to state
a the relation between society, work, and child care:
K
: ...society right now Is not set up in such a way that um both of the partners
¢ in a marriage can work, 'cause all you can do is send the children to school
& And this only after she had tried and failed to say it once before:
A
b
K .with working women is the nnnn is that society just right now —
. Given more time, Lisa could have examined the relationships among the four concepts more
$ . .
[ carefully and used some standard ways of expressing the devondency if not A then B (such
i as “since not A, B” and “A, which causes B”) in order to murshal the four topics as follows:
s
') Since schools are not babysitters, the only place where children are properly
": cared for in todayv’s society Is at home, which canses a problem if both parents
K work
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2‘-4 (It is much easier to produce polished text when you are writing at a terminal than when
g you are speaking into a microphone!) Alternatively, she might have found an interpreta-
" 5’. tion of these topics that would provide her with a ready-made phrase. For example, this
configuration of concepts is similar to, but not exactly the same as, the TOP (a high-level
"::'t' goal-plan configuration; see [Schank 82]) characterised by if you want something done right,
\t do 1t yourself. This TOP would have been appropriate if the parents entrusted their chil-
dren to a school and then at some later time were disappointed in the child care quality;
o however, Lisa's colleagues knew that schools did not provide good care from the outset.

s, Had she interpreted the four ideas as an instance of this TOP, she may instead have said:

] If yvou want your children brought up right, do it yourself; the schools are not
going to look after your children properly. And if you're a working couple,
2% there’s nowhere else you can take your children in current society, so you have

-.JQC a problem

In addition, note in Lisa’s and Janet’s text the many instances of elucubration (a). false
S starts (b), rephrased sentences (c), and sentences in which crucial information is appended

RO to the end (d):

a) No, I'm not married but I work with — all the women I work with. ..

b

)
)

It’s like like OK there are problems with it. ..

(
(
A (b) ... but still like the men y’know it’s like OK for a period of time —
(b) it's just ma-my mother goes out to work

(

¢) ...that’s what I'm seeing everywhere with with working women is the

o nnnn is that society just right now -

(¢) and the woman either has — then can have her job. ..

Y (d) we were talking about the inadequac inadequacies of the school

as far as being a baby sitting svstem, v’know. ..

ey When performing topic selection, Lisa and Janet both inclide examples. Lisa's two
bl

b examples are essentially identical - why does she mention the male eolleague after having
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told of the female colleague with the same problem” Obviously she didn’t check the second
example well enough to ensure that it contained some new information. Note that this
second example appears directly after her aborted attempt at making the general statement
about society. It seems safe to assume that when she ran into trouble with that sentence.
she needed some other topic to fall back on. and the extra reminding was the first thing at
hand. Had she had more time. Lisa might have realized that it added nothing new to her

point and decided not to say it.

The planning and realization tasks described here are not absolutely necessary for
achieving the central goal to say (in some fashion or other) the main topic. In other

words, the less pressure a speaker feels, the more time he has available to

e scarch memory for additional sentence topics under guidance of topic collection plans
such as the CONVINCE plan described in chapter 4 (the opposite of this corresponds

to blurting out whatever comes into your head).

e search for concepts (say, by running inferences, as described in chapter 3) that can

be interpretations of the topic, and test the interpretations for appropriateness.

e search memory for instances similar to the topic to use as ezamples and select appro-

priate ones.

o determine the likely affective effect of the topic on the hearer in order not to make

fauz pas.

e try to juxtapose topics in affect-imputing multi-predicate phrascs, as described in

chapter 4.
o tuke time to select appropriate phrases, sentence types. and words,
When does a speaker feel time pressure? In an ideal world, the speaker will always

have time to plan out his text completely, testing each topic. each phrase. each word for

pragmatic suitability. This wonld <atisfv the default speaker goals to present topics so that

the hearer finds them jutellizible aud aceepts their imphications. However. another default
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goal calls for the speaker to ensure that the hearer finds the conditions of the conversation
acceptable: specifically, the speaker should not waste the hearer’s time. Thus one factor
that determines haste is the amount of time the hearer is willing to wait. In this regard,
hearers have available a number of signals to speed up the tempo. such as saving “ves, ves™
frequently, completing the speaker’s sentences, or repairing his errors for him rather than
allowing self-repair (see [Schegloff, Jetferson & Sacks 77, p 380]). On receiving such signals.
the speaker should increase his desire to be quick. The opposite holds too: If the speaker

speaks too quickly or spends too little time on each topic he violates the first default goal

speaker should slow down.

mentioned above: in such cases the hearer’s signals are requests for clarification, and the ’
A number of other pragmatic factors influence the value of this rhetorical goal. The ‘

speaker must hurry when there is little time to complete the conversation. (for example, !

when he is making a long-distance telephone call). Relative social status plays a role too: ‘

when the speaker is subordinate to the hearer his level of haste must increase to help ensure

that he will be entertaining. Based on these considerations, PAULINE’s activation rules

are (where the program’s rhetorical goal RG:haste takes a value from the range pressured.

unplanned, somewhat planned, highly planned):

1. set RG:haste to pressured if: the time is marked little, the relative social status
is marked subordinate, and the depth of acquaintance is marked acquaintances or

strangers

2. or sct RG:haste to highly planned if: the time is marked little; or if relative
social status is marked subordinate and the depth of acquaintance is marked

acquaintances or strangers

3. or set RG:haste to unplanned if: the time is marked much and the speaker-hearer

depth of acquaintance is marked friends
4. otherwise, set RG:haste to somewhat planned

5. then. reset RG:haste one step toward pressured if: hearer’s knowledge level is

marked expert and the speaker’s knowledge level is marked expert or student
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The degree of haste is one of the factors that makes spoken text different from written
text. The prudent generator takes more time to plan when writing than when speaking,
because a writer knows that (a) his text must be more grammatical than a speaker’s,
since it cannot contain incomplete sentences, retractions, and other mistakes, and that (b)
it is much harder to recover from grammatical but uncompletable or foot-in-the-mouth
sentences when they have been written than when they have been spoken or are still being

planned.

5.4 Force

Forceful text is straightforward. direct, and has momentum. Generally, the effect is to
draw the hearer’s attention and to inspire him to action. Force is achieved by using a
number of strategies that can be treated independently, for they each have characteristic
effects that can be combined in other ways to produce different styles. (In the program,
in fact, these component strategies are implemented separately as the rhetorical goals of
stvle RG:incitement, RG:aggression, RG:speaker-reference, RG:hearer-reference.
and RG:warmth.) However, for the sake of brevity, only the amalgam RG:force will be

discussed here.

In order to determine the strategies of force used by speakers, a number of texts, taken
from newspapers, advertisements, style books, speeches, and academic papers, were ana-
lvzed. The results can be summarized as follows: Aggressive text is calculated to capture
and win the hearer’s attention and to manipulate him by making him feel threatened or
angry. It shares with inciting text the goal to exhort him to behave in a certain way,
but where incitement is the carrot, aggressive text functions as the stick. (Much TV and
radio advertising pretends to be inciting but is aggressive in this way.) In order to grip
the hearer’s attention, direct personal reference is common. hoth to the hearer and to the
speaker. References to the seiting are common too. as well as to circumstances and mem-
ories shared by the interloentors. The following paragraph. (a). almost caricatures forceful

styvle: compare it with the much quieter version (b):
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(a) ...another disgrace. The fact that America’s homes are as filthy and
messv as plgpens. Until now. [ blamed those yappy women's libbers for the
sorry conditions of our homes. Thev're the ones who encourage our gals to get
out of the house and find jobs... But now I realize that a lot of the blame for
crummy homes belongs to lazy housewives who watch soaps and The Price Is
Right. These slobs could take a lesson from my wife Thelma Jean the best
little homemaker in America... I'm proud to say that on the day of the terrible
space shuttle disaster, my little honeybun had no 1dea that anything special had
happened. It wasn't until I called her that she knew. Thelma Jean wasn't glued

to her TV set like so many of our lazy women.

[My America, column by Ed Anger in Weekly World News, March 4. 1980)

(b) ...another disgrace, namely, the fact that America’s homes are not clean
and neat. Although women’s libbers may be responsible for the conditions
of homes in this country, because they seem to be the ones who encourage
housewives to get out of the house and find jobs, perhaps a lot of the blame
for messy homes also belongs to less energetic housewives in whose homes TV
is a constant distraction. Perhaps these women could learn from Thelma Jean
Anger, an exemplary American homemaker, who never watches TV during the

day.

Based ou the analysis, the strategies that a speaker or program must use to make its

text forceful when it reaches decision points are:

e (a) topic inclusion and organization: cnhance the sensitive aspects of topics
by using appropriate phrases (such as the enhancer phrases described in chapter 4); |

inclnde direct references to the interlocutors !

e (b) sentence organization: make declarative and imperative sentences instead of

e, requests or questions (for example. say “He doesn’t know what he is talking abont”™

t rather than “It seerus he doesn’t know what he 1s talking about™)
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e (c) sentence organization: mike short. simple sentences: by choosing not to link
together sentences: by inclwding ot most one adverbial clanse. by selecting short

4 phrases where possible: by, during predicate construction, using the active voice

e (d) sentence inclusion and word choice: use enhancers  verbs, nonns, stress

) words to stress atfect-laden aspects of the tupi(

ot e (¢) word choice: rather than flowery or unusual options, select forceful or simple,

plain words and phrases

d
S :
YO In contrast. in order to make text calm, the speaker must:
\
W
Y
Y
o 7 e (a) topic inclusion and organization: mitigate the sensitive aspects of topics
o by using appropriate phrases (such as the atfect-imputing phrases) and euphemisms
[y . . . .
%, 0 (such as “Uncle John has a bit of a headache after last night's party and will not
N
B, . - N - .
*Mi come and play with von™); also avoid direct references to the interlocutors
;;n‘ ¥ e (b) sentence organization: make questions, requests, and signal opinions explicitly
{7
i\ . L. . - . . e
,o' s {using, for example, =1 think™, =it seems™, “don’t vou agree’”)
]
¥
t: \ .
Dy, e (c) sentence organization: make longer. more involved sentences. by including
. many adverbial clauses: by conjoining and subordinating topics: by including words
D X
,:-::? that can be elided: by, during predicate construction, nusing the passive voice
t.:'
he . . .
et e (d) sentence inclusion and word choice: sclect phrases that denote a calm at-
LASH
titude (such as “well, well™. =it wonld seem that™, =let’s see . 7)) mitigate sensitive
A
o aspects (using mitigators such as ~only™ and “just™)
~
N
-
N .
Xl'\ e (e) word choice: ~clect lone, Howery, less forceful words and phrases

As an ilhistration of the effeet of these males, note how these strategies are used in the

P

following newspaper editorial:
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Get the vote out to get Reagan out!

The time s at Land to end the presidency of Repald Reagan. We must

prevent four more vears of policies dictated by the ultra-riche,

Ifthe people turn out to vore in recopd numbers we will ave a new president
amd a new and better Congress, Every eligible voter must exercise his or her
right to cast their ballot, That's the only way to assure a defeat for Reagan and

Reacanist.

Evervone who has been affected by Reavanomics and Reaganism is needed
to help mobilize the voting population of the United States to produce a record
smashing, Reacanire smashing vore on November 6., The Reagan gang must
cease to govern.  Thev are union busters and wage cutters, Thev have cut

Medicare and Social Security. .

In the rematuing hours of this campaign, and on Election Dav, we urge our

readers to

o Saturate many shops with Iiterature. ..
[ E.\'[i;mfi doar-to-door cavassing. ..

o Arrange to take Election Day off from work. ..

Novsector of the eolectorate should be coneeded to the Reaganites. Every
viore st be foucht for and won, It is critical that all victims of Reaganism
not ouly voreo bar salso ger out the vote, Start now!

1

t[:'ln-v(i.ll\ Dady Waorld (o pro-connnunist pewspaper). November 1, 1984

Cloarbe, rhas s forocful stafts Sentences are shores simples and declarative the en-
tire e diteriad contains only o one oo dittonal sentence and nwo questions. Stress words
shearn b maltea” 0 vl T reversoneT D tevery T 0 Moy words and phirases wath paneh

iprear A raredT D meneroise Tas or beer rielnT 0 tared™ 0 fonehe forT 0 mennieal™ D e

tiras Afrer o bentitoie whin b boosiens vive rhis editornd s forcefal characrer,

e et b ornbs were el rle resaltine tent s properly iesipad:
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Forceful text Decision Insipid text
type

[The time s at hand] d [Now is a good time]
tu end the presidency of Ronald Reagan. to end the presidency of Ronald Reagan |
[We must] prevent four more years of ac [in order to] prevent four more years \‘
policies [dictated] by the [ultra-right]. 1 e of fright-wing policies]
If the people turn out to vote in record If the people turn out to vote in record ‘
numbers we will have a new president and numbers we will have a new president and i
a new and better Congress. Fvery eligible a new and better Cangress. Every eligible :
voter [must] [exercise his or her right] e voter [should] {
to cast their ballot. ¢ cast his or her ballot. [because] )
That's the [only] way to [assure] a d that's the way to
defeat for Reagan and Reaganism. defeat Reagan and Reaganism. |

| |
[Everyone] who has been affected by e [People] who have been affected by l
Reaganomics and Reaganism is [needed] to eb Reaganomics and Reaganism are [asked] to E
help mobilize the voting population of help mobilize the voting population of \,
the United States to produce a record the United States to produce a record r
[smashing], [Reaganite smashing] vote ed vote
on November 6. b on November 6. [Isn"t it time that]
The [Reagan gang| must cease to govern. ec Reagan [and his staff] cease to govern,
They are [union busters| and wage cutters. ec [since] they [oppose unions]. cut
They have cut Medicare and Social Security. | b wages, Medicare. and Social Security[?]
In the remaining hours of this campaign, In the remaining hours of this campaign,
and on Election Day. [we] e and on Flection Day. oar readers
[urge] our readers to. . ab [are requested] to

|

No sector of the electorate should be No sectar of the electorate should he ‘;
conceded to the Reaganites ¢ conceded to the Reaganites. [therefore] !
Every vate must be [fought] for and won e oevery vote [should] be fworked] for and won {
It s [eritieal] that all ‘I r { It s fimportant] that all
[Vietime of Reaganism| not anly vote, ; " E [who experience Reaganism] not anly vate, l
but also got out the vote cd w but alse thelp tol et cut the vore, !
[Start pew'] b Ison pleas el start [donng sed now
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."Ag
A
) When should a speaker make his text forceful? How does forcefui text affect the hearer?
A !
1 »
'..‘): Since it is short, direct, and has momentum, forceful text is appropriate when the speaker
LA
wants to inject energy into the hearer or the conversation —- thus, when he wants to incite
[Rg ]
.~': him to action. draw him into the conversation, capture his attention. sway his opinions.
- . . : . :
w.i- In contrast., quiet text is placating and calm, therefore appropriate in more solemn or
) -
AK anguished occasions. PAULINE's rhetorical goal RG:force takes a value from the range
forceful. neutral. quiet; it uses the following rules to find an appropriate value from its
b
)
’ # pragmatic setting:
i ':“‘
B "\'\-3
. "N' . . . .
0y 1. set RG:force to forceful if: desired effect on hearer’s goals is marked activate,
-3
v that is. the speaker wants to activate a goal or plan in the hearer so as to affect
M
SR . . . . . . . .
o his future behavior; or if desire to involve hearer is marked involve, that is, the
"
KN speaker wants to spur the hearer to take part in the conversation; or if desired effect
d on hearer’s emotional state is marked anger, for example if the speaker wants to
o goad the hearer: or if atmosphere (tone) is marked informal
o4
o, o . : .
,_;) 2. set RG:force to quiet if: desired effect on hearer’s goals is marked deactivate.
i)
oo that is, the speaker wants the hearer to forget about (deactivate) a goal or plan: or
:,) if desired effect on hearer’s emotional state is marked calm: or if atmosphere
\ (tone) ix marked formal. for example, if the speaker wants to make the tone of
'. ronversation less boisterous: or if desire to involve hearer in the conversation is
o
L
Rt} marked repel
o .
wf: 3. otherwise, <t RG:force to nentral
-.,::-
xi:
LA
<
1oy
2
1 '] |
\.,' i
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5.5 Summary

In summary. this section describes PAULINE's generation of a fictitious primary election
between Carter and Kennedy in 1979 (from chapter 1) under five pragmatically different
scenarios. The episode consists of a network of abont 50 representation elements. After the
five texts are listed. a short description follows of how the program acts in each phase of the
generation process. Different program behavior results from different activated rhetorical
soals; for purposes of illustration, the effects of only four rhetorical goals will be discussed:

RG:formality. RG:partiality. RG:detail. and RG:haste.

In case 1. PAULINE must inform an acquaintance of the outcome of the primary
and of the current status of both delegates. Neither interlocutor has opinions about the
topic: both have the usual knowledge of the electoral process. This is achieved by giving
PAULINE's characterizations of the speaker and the hearer their default values: normal
interest in the topic, no sympathies or antipathies, calm emotional state, informal setting,

normal conditions. In addition, PAULINE is given the following interpersonal goals:

e Hearer:

|

affect his knowledge -- inform

— affect his opinions of topic — no effect

- involve him in the conversation --- no effect
— affect his emotional state - no effect

- affect his goals no effect
o Speaker-Hearer Relationship:

- affect hearer’s emotion toward speaker make like

— affect relative status  make equal

- affect interpersonal distance make distant
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These values activate the following rhetorical goals:  RG:formality is colloquial,
RG:partiality is impartial, RG:detail is details, and RG:haste is somewhat planned.

In this case, the program sayvs

Case 1.

ON 20 FEBRUARY, CARTER AND KENNEDY WERE THE CANDIDATES IN A
PRIMARY IN MICHIGAN. CARTER LOST TO KENNEDY BY 1335 VOTES.
KENNEDY HAS A BETTER CHANCE OF GETTING THE NOMINATION THAN BEFORE
AT PRESENT. CARTER IS ALSO CLOSER TO GETTING THE NOMINATION THAN
BEFORE. BOTH CARTER AND KENNEDY WANT TO GET THE NOMINATION.

In case 2. PAULINE is sympathetic to Kennedy, while the hearer, the program’s knowl-
edgeable sibling, supports Carter. In this case the hearer is defined to have the knowledge
state expert, with depth of acquaintance intimate, relative social status equal. and emotion
like. The program has the goals to make close the interpersonal distance and to inform
the sibling. Both interlocutors have the same sympathy: Carter. These values activate
the rhetorical goals as follows: RG:formality is colloquial, RG:partiality is implicit.

RG:detail is details, and RG:haste is somewhat planned. In this case, PAULINE says

Case 2.
WELL, SO CARTER LOST THE PRIMARY TO KENNEDY BY 1335 VOTES.

Case 3 is similar to case 2, but the hearer is a friend and social equal (say. a colleague)
who is not as expert as the sibling (i.e., knowledge level is student). But now beth inter-
locutors have opinions: PAULINE's sympathy is for Kennedy and the hearer’s for Carter,
The conversational tone is still informal, which gives PAULINE the time to prepare its
text well. in order to try to convinee Bill that Kennedy is going to win. The rhetorical
goal RG:formality takes the value colloquial. RG:partiality i< implicit. RG:detail is all

{details aned interpretations). and RG:haste is planned. The program savs

Case 3.

KENNEDY DIMINISHED CARTER'S LEAD BY GETTING ALL OF 21850 VOTES IN
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ol
'y THE PRIMARY IN MICHIGAN. IN A SIMILAR CASE, CARTER DECREASED
0t
jq. UDALL'S LEAD IN A PRIMARY IN 1976, AND HE EASILY TROUNCED UDALL
%__ TO BE NOMINATED BY 2600 DELEGATES. I AM REAL GLAD THAT KENNEDY IS
..
B NOW CLOSER TO GETTING THE NOMINATION THAN BEFORE.
:;\.
n In case 4. PAULINE is a Carter supporter and is speaking formally — say, making
1.5
’ a speech at a debate -~ so that the conversation time is only some and the tone is for-
w
" . . .
it mal. The audience is presumed to support Kennedy, while the program supports Carter.
. Thus PAULINE has the goal to switch the hearers’ opinions of the topic, to make them
i}
:::” respect the speaker. and vet feel distant. These values activate the rhetorical goals as fol-
) lows: RG:formality is highfalutin, RG:partiality is explicit, RG:detail is details, and
Lal
\ 1
. RG:haste is somewhat planned. In this case, PAULINE says
b -,
g
e Case 4.
-{5 I AM PLEASED TO INFORM YOU THAT CARTER HAS IMPROVED HIS CHANCES
;‘ OF WINNING THE NOMINATION. AT THE PRESENT TIME, CARTER HAS MANY
gz MORE DELEGATES THAN HE HAD IN THE PAST; ALSO, CARTER HAS MANY
:’i' MORE THAN KENNEDY DOES.
R Finally. in case 5, PAULINE is a Carter supporter and is speaking to its boss, an
e irascible Kennedy man. They are making a long-distance telephone call. which gives the
&
o srogram little time and makes conversational conditions noisy. Furthermore, the program
> I ) v prog
. is distant from its boss. does not wish to anger him (desired emotional effect is calm
" down). and still wants to make him feel socially dominant. The four rhetorical goals get {
o the following values: RG:formality is colloquial, RG:partiality is implicit. RG:detail
_:": 1< interpretations. and RG:haste is pressured. To its boss. the program savs
I
o
'\
! Case 5. ...
". ..nothing!
'\::-:
e Note that PAULINE does not generate widely different versions of the central topie. To
vy L
A dosoowonld be easy: the program would simply have to diseriminate to one of 4 mmmber
',h-'
e
’
Ll
.‘.
o

MR R e e e el Ao
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of greatly different sentence forms (however they are represented) and then fill it in. But
this would prove nothing bevond the fact that PAULINE uses relevant pragmatic aspects
in its discrimination process. In this work. the question is more subtle: how 13 additional
tnformation tmplicitly encoded in text? — in other words, how can the same phrases and
words be selected, rearranged, and juxtaposed in order to convey different information?
When this question has been answered. the correct way of treating a number of greatly

different sentence forms will be easy to solve too.

5.5.1 Topic Collection

In all five cases, PAULINE is given a single input element that represents the primary
election between Carter and Kennedy as the central topic of conversation. (This is done for
purposes of comparison; any of the 50 representation elements required for the story could
have been given as input topic(s), but the resulting texts would, of course, be different.)
From the central topic, PAULINE can search for relevant additional sentence topics. As
described in chapters 2 and 4, the program has three topic collection plans: RELATE,
DESCRIBE. and CONVINCE.

Using the selection rules described, the RELATE plan is used in case 1 (speaking to
an acquaintance). since the interlocutors do not hold different affects for the topic, and
the CONVINCE plan is selected in the other four cases. The plan's steps are applied to
the representation in order to suggest candidate topics. In case 5, speaking to the boss
under pressured RG:haste. PAULINE has to say cach candidate topic as soon as it is
found; in the other cases, it can apply all the plan steps and collect a number of candidate
topics before proceeding with further planning. In cases 2 and 3, the candidates are the
topies that support a pro-Kennedy argument. namely Kennedy's and Carter’s outcomes
and Kennedy's current delegate count. In cases 4 and 5. the collected topics are Carter’s
delegate countincluding the facts that it is larger than it was before and still is larger than

Kennedy's,
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5.5.2 Topic Organization

After it has collected candidate topics and before it says them, PAULINE performs a num-
ber of topic organization tasks (described in more detail in chapter 7): it orders the topics
(as described in chapter 7); checks whether the topics can be appropriately interpreted (as
described in chapter 3); it checks whether sentences of explicit opinion (such as *I am angry
about that”) should be included (as described in chapter 2); it tries to juxtapose topics in

multi-predicate phrases (as described in chapter 4).

When PAULINE speaks to its boss (case 5), the candidates it collects all oppose his
sympathies. Since RG:partiality is implicit, the program is required to mitigate such
sensitive topics (say, by using appropriate multi-predicate phrases or using an interpreta-
tion that subsumes them). However, these are time-consuming tasks. and the program’s
rhetorical goal RG:haste, with value pressured, does not permit PAULINE to do more
than test the candidates for affective suitability; hence, in this case, PAULINE cannot say

anything! (The first time PAULINE did this, I thought it was a bug in the program.)

In case 3, however, PAULINE has more time to perform the planning tasks. In partic-
ular, the collected facts (Carter was and still is ahead though Kennedy won the primary)
match the pattern defining the interpretation narrow lead. Indexed under the interpreta-
tion, as described in chapter 3, the program finds two remindings: Hart narrowing Mon-
dale’s lead in 1984 (but still losing the nomination), and Carter narrowing Udall’s lead in
1972 (and eventunally winning). Since RG:detail is not set to detatls, the program is al-
lowed say the interpretation: also. the value planned for RG:haste allows time to select the
appropriate reminding (by mapping the equivalent role fillers and checking affects) and to
cast all this i suitable phrases. (In addition, the newly created interpretation i added to
memory: when PAULINE tells the example again the interpretation is immediately found

and can be said directly)

In case 2, PAULINE's coal RG:detail calls for low-level details, and thns it doesn’t
scarch for interpretations but simply savs the two outcomes.  Similarly, in case 1. the

program organizes its details impartially by alternating topies with opposing affects, And
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in case 4, since it doesn’t find interpretations off the collected Carter-supporting topics, the

program simply orders them and casts them into multi-predicate phrases.

5.5.3 Sentence Organization

When realizing a sentence, PAULINE must select the subject. select which adverbial clauses
to say before the subject, select a verb that doesn’t require pragmatically sensitive aspects
(such as “win”, with no direct object rather than “beat™), and order the predicate clauses.
Furthermore, it must select appropriate aspects to say as adverbs and adjectives, build

noun groups. and select appropriate words.

In cases 2, 3. and 4, the strategies for partial text (as described in chapter 4) cause
PAULINE to include the clauses *I am glad that™, “I am pleased to inform you". and
the affective adjectives and stress words “many™, “all of”, and “easily”. In case 4, when
PAULINE formally addresses the hostile audience. the strategies for formal text outlined
above cause it to use formal wording in “I am pleased to informn you™ and “at the present
time”, to place the latter before the sentence subject instead of after it, as well as to
include the extra verb *does™. To produce explicit and implicit partial text. the program
selects nouns and verbs that carry affect; formal words and phrases help achieve the goal

of RG:formality in case 4.

5.5.4 Analysis

In summary, the following tables illustrate the effects of the rhetorical goals on the examples:
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; Case 1 (to an acquaintance): colloquial, impartial, details, somewhat planned
v
.l'

8
A
..l'

‘::’ text decision rhet. goal value

1 Topic: central topic RELATE plan

_\ [ ] CARTER AND KENNEDY WERE no clauses before colloquial

0' THE CANDIDATES IN A PRIMARY

¢

I {IN MICHIGAN] [ON 20 FEBRUARY]. clauses after subject colloquial, planned
Topic: result RELATE plan

1 CARTER [LOST] neutral verb impartial

it TO KENNEDY BY [1335] VOTES. neutral details impartial, details

"

":r Topic: outcome with good affect for Kennedy RELATE plan impartial

5y

Wt AT PRESENT, KENNEDY

‘;‘ HAS A BETTER CHANCE

¢

Y OF [GETTING] THE NOMINATION informal word colloquial
N
kS, THAN [ ] BEFORE. elide he had colloquial
:l. Topic: outcome with good affect for Carter RELATE plan impartial
!

‘ CARTER IS ALSO CLOSER separate sentence colloquial
:l: TO [GETTING] THE informal word colloquial
l:‘ NOMINATION THAN [ ] BEFORE. elide he was colloquial
Topic: actors’ goals (twice) RELATE plan
b BOTH CARTER AND KENNEDY [WANT] informal verb colloquial
_ TO [GET] THE NOMINATION. informal verb colloquial
e
)

o]
b
.
)

" Case 2 (to an expert sibling): colloquial, implicit, details, somewhat planned
n
¥

;

: Topic: results with good affect for Kennedy CONVINCE plan implicit, planned
Y [WELL, SO] CARTER LOST THE PRIMARY informal, to sibling colloquijal

. TO KENNEDY BY [1335] VOTES. details details
.

) Topics: outcomes with good affect for Kennedy CONVINCE plan details
:c, i I
LYy suppressed due to hearer knowledge
o
\:

.
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Case 3 (to a friend): colloquial, implicit, all (details and interpretations), planned
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Topic: results with good affect for Kennedy
{ ] KENNEDY
[DIMINISHED] CARTER'S [LEAD]
BY [GETTING]
[ALL OF]
[21860] VOTES
[IN THE PRIMARY] [IN MICHIGAN].
Topic: reminding
IN A SIMILAR CASE, CARTER DECREASED
UDALL’S LEAD IN A PRIMARY
IN 1976, AND HE [EASILY]
[TROUNCED] UDALL TO BE NOMINATED
BY [2600] DELEGATES.
Topic: outcome with good affect for Kennedy

[I AM REAL GLAD THAT]

CONVINCE plan

no clauses before
interpretation
informal verb

stress word

details

clauses after subject
indexed off interp

reminding

stress word
stress verb
details
CONVINCE plan

informal opinion

implicit
colloquial
all, planned
colloquial
implicit

all
colloquial

planned

implicit, planned

implicit
implicit
all

implicit

colloquial, explicit

KENNEDY IS [NOW] CLOSER TO clause after, informal colloquial
[GETTING] THE NOMINATION THAN informal verb colloquial
[ ] BEFORE. elide he was colloquial
Case 4 (making a speech): highfalutin, explicit, details, somewhat planned
Topic: results with good affect for Carter CONVINCE plan explicit

Topic: outcome with good affect for Carter
[I AM PLEASED TO INFORM YOU] THAT
CARTER HAS [IMPROVED HIS CHANCES]
OF WINNING THE NOMINATION.

Topie: outcome with good affect for Carter

f' I’ L] L4
e SHERG

none
CONVINCE plan
formal opinion

formal phrase

CONVINCE plan

explicit
highfalutin, explicit

highfalutin

explicit

\
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[AT THE PRESENT TIME], CARTER HAS clause before, formal highfalutin
) {MANY] MORE DELEGATES THAN stress explicit
LK [HE HAD] IN THE PAST; no elision highfalutin
"h [ALSO], CARTER HAS long sentence highfalutin, planned
. [MANY] MORE THAN stress explicit
i KENNEDY [DOES] . no elision highfalutin

Case 5 (to the boss): colloquial, implicit, interpretations, pressured

g Topic: results and outcomes for Carter CONVINCE plan implicit

no time for mitigation pressured

5.6 Conclusion

o In chapter 1. we asked the question “*why and how is it that we say the same thing in different
.. ways to different people, or even to the same person in different circumstances?”, and
LJ suggested that the answer to the “why™ part of the question relates to the communication
A of non-literal information, especially pragmatic information, in the text. This chapter
N deseribed some of the answer to the *how” part. In doing so, it followed an algorithmic
;’; approach to the creation of style in language. Thongh many of the program’s rules for
- achieving rhetorical goals of style may need refining. the underlying claim — that style

Pt ; . . . .. .
3 is the resnlt of following a coherent policy when making decisions during the process of

ceneration is undeniable.
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Chapter 6

Grammar and a Phrasal Lexicon

Abstract

The question addressed in this chapter is: how should language be represented in a generator?
In particular, how do the concepts the generator must express, the grammar it is to use, and
the words and phrases with which it must express them, relate? The argument put forth here
is that all the structural aspects of language — rules of grammar, phrases, word patterns —
should be represented together in the lexicon in the form of phrases and features of words,

and that the lexicon should be closely bound to the system’s conceptual network.

6.1 The Three Tasks of a Generator

As input, language generation programs are given sets of representation elements. (Assume
that the generator’s input consists of structures built using a representation scheme that
is not based on the syntax of any language. One example of such a scheme is Conceptual
Dependency Theory, [Schank 72, 75, extended in [Schank & Abelson 77} and [Schank
82): a similar scheme is developed in [Jackendoff 85]. Assume also that the representation

structures are defined within a property inheritance network such as those in common se,
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. as described, for example, in [Stefik & Bobrow 85]. [Charniak. Riesbeck, & McDermott 80).
‘ |
: or [Bobrow & Winograd 77].) If an element can be said directly, in one word or frozen w
Rl S . |
A phrase, the generator’s task is easy; otherwise, the generator has to break up the element ‘
ey into parts and concentrate on each part, recursively. The order in which it examines the |
o parts will be reflected in the order of the words of the text: hence, the generator must nse
o
Wi . . Sy .
- the ordering conventions of the language to guide its traversal of the input.
-S9
>
"- .
fgi:ﬂ. During its traversal, the generator must consider progressively “smaller™ pieces of the
input element, or it must consider pieces from a progressively “narrower” point of view.
ne o . . . .
;5 so that it will eventually produce text and not just blindly continue traversing the whole
o, network in which the elements are defined. That is to say. if the generator starts out with
':t}.' the goal of making a sentence about some input X, then its next goal could be to make a
o ’ sentence subject of some part X1 of X, and its next goal to make a noun phrase of some
o
L - - - . . “
O part X2 of X1, and so forth. This sequence of goals must eventually end in the “narrowest
- goal. namely the goal to output one or more words from the lexicon without spawning
"
. . . . .
W) any further goals. Though this sequence need not monotonically decrease in scope (since.
for example, whole sentences can be relativized and subordinated to other sentences), it
A
;__-3 must always terminate. (Of course, the pieces of the input do not really become “smaller”.
" . . e . . . .
T however size is measured; it is simply convenient to think of them doing so. in the sense
e
5 that the agent of an event is somehow contained within the event and that the agent’s age is
" in turn contained within the agent, which means that more words of the sentence describe
“"ﬁ .
::{ the event than the agent, and in turn more words the agent than the age.)
e
"{i Therefore. from the piece of the input under consideration. the generator must select
o the following: which section(s) it is going to work on next: in what order it is going to do so:
At L. . . . . ..
_'.»z and what work it is going to do on cach section; - in such a fashion that it is guaranteed
Ly A
.;‘3, eventual termination. Thus the generator must perform three tasks:
'S .Y
A
'
L e inclusion: select which portions of the input to consider further (which portions will
Py .
W eventnally appear i the text)
L \
.'.: ,
y::‘... e ordering: <elect the order in which to consider them (in which order they will appear
i
oot .
' m the text)
o
o
‘M
o
N,
dov
«(‘
__w.j e -
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e casting: select a syntactic class or environment in which to say each portion (in

dency notation ([Schank 72, 75]), where MTRANS means “transfer of information™:

1.
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which form they will eventually appear in the text)

Consider the following example, using a representation similar to Conceptual Depen-

#{ACTION = MTRANS-6
(ACT : MTRANS]
[ACTOR : JIM]
[OBJECT : #{STATE-CHANGE = DEATH-10
[TYPE : HEALTH]
[ACTOR : JANET)
[FROM : ALIVE]
(TO : DEAD]}]
[FROM : JIM)]
{10 : SUE] F
[MANNER : QUIET]}

n this representation, a generator should be able to produce at least the following
ences:
Jim told Sue that Janet died
Jim told Sue of Janet’s death
. He told her of Janet’s dving
. - i
Jim told Sue i
. He whispered to Lier that Janet died :
{
Jim quictly told Sue of it i
1
i
1
\
i
i
i
i
\
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:’:
7. Quietly, Jim let Sue know that Janet died
1y W :
)
v 8. Jim whispered
o~
N
¢ -~ . .
L, 9. Sue was told by Jim that Janet died
.
e 10. Sue heard of Janet's death
N
\ = . . . .
e 11. She heard of Janet’s dving from him
L}
R X |
12. Sue was quictly informed of Janet's death
4 '
b 24
't.i 13. Janet’s death was what Jim quietly informed Sue of
»
o .
N 14. That was what Sue heard from Jim
“*
(N -
'; These sentences are produced in the following way: Initially, of course. the generator simply
o
iad has the goal to make a sentence from MTRANS-6. Its first decision is: which aspects should
S
. . . .
bl be included? JIM and SUE and DEATH-10? Only JIM and SUE? Only DEATH-10? Then,
o if more than one are selected, it has to choose a sentence subject (in sentences (1) through
2
[l " . . . . .
o (8). JIM is the subject, and in (9) through (12), SUE is). It also has to decide whether
o s
'.l - . .
::(«' to include the adverb QUIET and how to order it with respect to the rest of the sentence
Y
JRG ) , . . .
3' (compare (5). (6), and (7)). When it starts building the subject, the generator must make
) a casting decision -- actions and state-changes must be cast as nominals or pronominalized
X Y (DEATH-10 in (13) and (14)): objects can be named, described or pronominalized ((1) and
' . . . . . . .
? (3)). Later. when it builds the predicate, inclusion decisions pertain to adverbs ((5) and
he . . .. . .
. (6)) and to other parts of the topic ((10) and (11)): casting decisions include verb choice
{.f ({1). (5). (10)) and predicate form (see (1), (2). and (3)).
S
[L > )"
"‘- X The form of caclh generated sentenee is determined by the <sequence of inclusion. ordering.
A A 1
and casting decisions made in the realization process. At anv point in the process, the
sy cenerator needs mformation on which linenistic options exist which decision tasks it
)
y hy st /may perform on the carrent fnpur. The question of interest in this chapter s how
¥
'.:' ) and where wn the generator should this information resude
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6.2 Formative Information

Most work on the representation of the structure of language makes a distinction between
the grammar and the lezicon. The former 15 a body of the rules that govern how words can
be put together: the latter is the collection of words and their idiosyncratic features. See,

for example, [Chomsky 65. p 84] (his italics):

The grammar will contain no rules...that introduce the formatives belonging
to lexical categories. Instead. the base of the grammar will contain a lezicon,

which is simply an unordered list of all lexical formatives.

In this spirit. most generator programs contain as distinct entities: a set of grammar rules,
a lexicon. and a mechanism that produces text (by accepting an input representation,
building a syntactic tree structure on applyving the rules of grammar to the input. inserting
into the tree lexical entries that are accessed from the input representation. and finally

saving the words).

6.2.1 Rules of Grammar

The rules of English grammar are concerned with what can be called syntactic environ-
ments. Based on their function, these rules can be divided into two groups. Rules from one
group specify the order of environments within encompassing environments - for example,
within the environment NOUN GROUP. the order

{ ARTICLE ADJECTIVES HEAD-NOUN  POST-NOMINAL MODIFIERS }
or. within a PREDICATE environment. the order of various nonn groups:

[ NG (subject) VERB NG (object) NG (location. direction, ete.) ]
Yules from the other eroup <pecify how different environments and thar relationships are

sagnalled  for example, the case information provided by ='s™ in “John's book™ or by the

preposition in “to the store™: or the nnmber agreement between subject and verb,

\'-‘

T rv"v’n"'v-vw
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Some attempts at writing rules of the first kind — the ordering or format-ve rules
— don’t take any actual words into account at all. Words are simply inserted during
the generation process (see. for example, [Simmons & Slocum 72}). But divorcing the
formative rules from the l~xical entities can cause problems. For example, generators built
along these lines run the risk of building a syntax tree into which they cannot grammatically

insert words, as in (b):

(a) John beat Pete in the race

(b) * Pete lost John in the race (meaning: Pete lost the race to John)

To ensure that this doesn’t happen, you must either make the rules of grammar smart
enough to distinguish between such cases as subjects that win and subjects that lose, or
you must associate the various sentence structures with the words that control them (such
as “beat”™ and *lose™), and make the rules examine the words in order to build appropriate
trees. Obviously, the first alternative amounts to building rules that depend on words in any
case, so in most systems much information about how words can combine with other words
is associated with the words themselves. Thus some words in the lexicon carry features
that constrain their combination with other words and syntactic environments. However,
these features do not provide complete formative (ordering) information. For example, in

"

the lexicon in [Stockwell. Schachter & Partee 72]. the word “let™ includes the features

“let™:
+ V
ADJ
+ TO-DEL
+ [ .- +NEUT +DAT LOC INS +AGT]

+ DAT — OBl

{thar 1=, =let™ is a verh but not an adjective (whicl some hnenists consider a type of verhb):

0" s deleted (otherwise, ~John et Pete to win the race™ ) the predicate may not contain

' _‘-.’
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the cases INSTRUMENTIVE or LOCATIVE .} Still, these constraints are not sufficient to
) - - -
ol prohibit sentences such as “John let win the race Pete™ or “win the race let John Pete™.
A,
Ny
e Assoclating this grammatical information with individual words subverts part of the
function of formative grammar rules into the lexicon. The subversion takes place to vary-
5.\' ing degrees. In the transformationalist approach (see, say, [Chomsky 57. 65] or [Stockwell.
o . .
o Schachter & Partee 72, p 719]), the generator accesses the lexicon twice: once (after ap-
A
P, ¥ . . .
NN plving the phrase structure rules that build the basic sentence pattern, but before the
AN
transformation rules that reorganize it) for the words. such as verbs. with information
1 used by the formative grammar rules, and once again (at the end, just before realization
L2
N into speech or writing) for the words without this information. such as prepositions and
l‘)l
Syl pronouns.
e
.
At . . .. .
- In other approaches. the subversion is stronger: the definitions of words also include
< . . . . .o . . . ..
N ordering information explicitly. This is the case in the systemic/functional tradition. as
. embodied by systemic grammar [Halliday 76] and [Mann 82]. functional grammar [Kay 79].
nuification grammar {Kay 84]. lexical functional grammar [Kaplan & Bresnan 83). and the
.- grammar developed by [Gross 84] and [Danlos 85]. For example, the verh “beat™ contains
=, .
- the formative pattern:
.:',
L) ".
) “heat™:
.|
N [ VERB [OBJECT loser (mandatory)] [PREPGROUP instance in]
.4§ IDIFFERENCE by] |
N { . . P
- . . . . “
o “She [beat] fhim] [in the election] [by 3 votes)
1 . . . . . .
Here loser and anstance indicate which aspects of the input element to <av in the environ-
<
- ments, In comparison, the verh “win™ contains:
_‘1‘
4
e .
“win”:
3 CIVERB JOBIECT instanuce! DIFFERENCE by
¥ . .. . .
e “She ‘won the election! by 3 voredd”
ff
’ and lose™ contais
~
~ .
-
L
I
<,
., T T RO S N A R SR PO
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“lose”:
[ VERB [OBJECT instance] [PREPGROUP winner to] [DIFFERENCE by] |

“He [lost] [the election] [to her] [by 3 votes]”

This method works well for cases where words --- typically, verbs and nouns —- require
Lliosvneratic combinations of words.  Whenever the generator encounters a word with
formative information. it uses that information to help build its sentence. But what of
the general formative rules that are not tied to specific words? For example, in unification

arammar. the functional description for NOUN PHRASE is

CAT = NP
PATTERN = (... N ...)

either: [ ADJ = NOXNE]

or: [ PATTERN = (ADJ...) |
[ADJ = [CAT = ADJ] |
[ [LEX = ANY] ]

either: [P = NONE |

or: [ PATTERN = (... PP) ]
[PP = [PATTERN = (PREP NP ) | ]
[ [ AT = pp ]
{ [ PREP = [ CAT = PREP]| | |
: [ [LEX = aNy | | |

[ NP = [cAT = NP ] ]

{Reawding from the top, this means: a NOUN PHRASE must have a NOUN. It need not
boave adjectives, bt af it Jdoes they are ANY words of CATegory ADJ and precede the noun.
The noun phrase need not have any preposition phrases either. bt if it does, they are of
cATesory PP oand follow the poun. Herel PP< consist of a PREP. where the preposition is ANY

word of caTerory PREP, and au NP This erianmar is used i the generators of MeRKeown
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[McKeown 82] and Jacobs [Jacobs 85], and the latter mentions some implementational

" . . . .

0N difficulties and proposes solutions to them.) Rules such as these have but one function: to
s provide the types and the order of the constituents of syntactic environments. But this is
X . : , , .
MO exactly the function of the formative patterns associated with verbs and nouns, as described !
- above! From a functional perspective, there is no reason why general formative rules of
L3

"
3,

|
grammar should be viewed as being different from the formative patterns contained in the i

.

B
rr

lexicon. They serve the same purpose. Therefore, they should be defined and used in the

w2
A"P
P x%x

same way as the verb patterns are. Then, though not associated with specific verbs and

DA
Calal

|
nouns, all the standard phrase structure entities (S, VP, etc.) can be incorporated into ‘
the lexicon and accessed in a unifiecd manner. }

.
.
o’ ala

.
e

6.2.2 Lexical Entries

»

&l - = =
r"u 4 Oy

kA

With respect to the lexicon, linguists have held the following positions:

ot

o

s
-
)
o>

The transformationalist hypothesis [Chomsky 65]: lexical entries cont.n features. func-
tional primitives that are interpreted by grammatical rules to determine how they fit into
the syntactic environments of sentences. (Sentences are built up by rules that transform the
basic sentence pattern, step by step, into questions, complex sentences. etc.) As described
above, the lexicon is accessed twice. The features of words already included in the tree mayv

be modified by some transformation rules to create derived words. such as “proposal™ from

“propose”.

:

A The lexicalist hypothesis [Stockwell. Schachter & Partee 72]: similar to the above. but

&
] the lexicon contains parallel but distinet entries for words such as “propose”™. “proposal”.
K3

-_‘,
o The deep case hypothesis [Fillmore 68]: the syntactic environments of sentences are
Pt . . C . .

N determined by functional primitives called cases. These cases are attached to certain lexical
Wy
. entries, which also contain features that determine their hehavior in syntactic environments,
s Transformation rules do not exist,

.:::h‘

" In [Fillmore 71]. Fillmore stares that the lexicon of a generative grammar must make
‘ \.‘.. . . . .
B available to its nsers, for each lexical item, at least

e e E SR PR
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1. the nature of the deep-structure syvntactic environments into which the item may be

inserted;
2. the properties of the item to which the rules of grammar are sensitive;

3. the presuppositions or ‘happiness conditions” for the use of the item. the conditions

which mnst be satisfied in order for the item to be used “aptly™
4. its meaning; and

5. the phonological or orthographic shapes which the item assumes under given gram-

matical conditions.

The argument for incorporating the formative rules of grammar into the lexicon. as dis-

cussed above, would add to these requirements the following

6. the order of the syntactic environments required by the item

6.2.3 Becker’s Phrasal Lexicon

There is a lot more to language than grammar and words. Though not discussed as much
by linguists, frozen and partially frozen phrases must also appear in the lexicon; generators
must be able to use them to create sentences in the same way it uses gra umar rules and

words. This view is engagingly described by Becker in [Becker 75) (from the abstract):

.. [Ujtterances are composed by the recitation. modification. concatenation,
awdl interdigitation of previously-known phrases consisting of more than one
word. [ suspeet that we speak mostly by stitching together swatches of text
that we have hieard before.. . A high proportion of utrerances are produced in
stereotvped soctal situations, where the phatic and ritnalistic functions of lan-
gnage demand not novelty, but rather an appropriate combination of formmnlas,

clichés. allusions, slogans, and <o forth.
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Becker estimates that we know about as many stock phrases as we know single words
(about 25.000), and about as many lexical similes (such as “pleased as punch” or “white as
a sheet™) as there are strong verbs in English (some 100). Thus any study of language that
limits itself only to words and ignores phrases is hopelessly incomplete. His categorization

of the tvpes of phrases is (p 6):

1. Polywords: multi-word fixed phrases that are interchangable with single words, such

ax: for good: two bits: the fucts of life

(8%

. Phrasal Constraints: <hort patterns {part of a sentence) that express an idea and

allow some variability, such as: by [pure. sheer| coincidence; [kick, kicked| the bucket

3. Meta-Messages: phrases that link to previous conversation to indicate the train of

thought, such as: for that matter: guess what?; it’s simply not the case that

4. Sentence Builders: patterns for sentences expressing a stereotypical scenes, such

as: X gave Y a song and dance about Z: sell X short; X on a wild goose chase

5. Situational Utterances: complete utterances matching specific circumstances, such

as: how can I ever repay you?: no way!: that’s a good question

6. Verbatim Texts: memorized texts, such as: the Pledge of Allegiance: not by the

hair of my chinny-chin-chin!: advertisements

The verb- and noun-based formative patterns discussed above exist in the lexicon in addition

to these phrases. As Becker savs (p 32):

..most of the lexical phrases that we actually use are too uimble and uninter-
esting that thev would never appear an a list devoted to picturesgie expressions
like Davey Jones's Locker. Yot these humble expressions do most of the work

of laneuace production for us
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In this view of language. then, the rules of grammar that deal with the ordering of words
and svntactic environments are contained in the lexicon as frozen. semi-frozen. and very
general phrases. The lexicon is the sole repository of the patterns that make up langnage
- some very specific, some very general. With respect to formative function. no principled
difference exists between general patterns such as [ SUBJECT  VERB OBJECT | and specific
ones such as | the facts of life |, since intermediate patterns exist along the whole range of
generality — jatterns such as [ [ VERB bury | the hatchet | (giving “buried the hatchet”
and “will bury the hatchet™, but not ~bury the hatchets™ or “bury the red hatchet™). Thus
multi-predicate phrases (such as the enhancer phrase

[ not only [SENTENCE (verb relocated, with “de™)] . but [SENTENCE] ]
described in chapter 4) exists in the lexicon side by side with the verbs “beat™, “win™,
and “lose™, discussed earlier. (The use of such phrases in langnage analysis is described in
[Wilensky 81] and [Riesbeck & Martin 85]. and some research on how they may be learned

is reported in [Zernik & Dyer 85).)

Just as for verbs and nouns. phrases in the lexicon are linked to the concepts in memory
that they desceribe. If an idiosynceratic phrase exists for the expression of a memory concept,
the generator must have the option of using it instead of general all-purpose sentence-
formation rules. Though there is no reason to associate the rule [ SUBJECT VERB OBJECT
| or even the verbs ~huff™ and “puff™. specifically with the story of the three pigs, the fixed
phrase ~he huffed and he puffed™ belongs just there. Similarly, “kick the bucket™ is tied
to the state change DIE: “the big apple”™ is tied to New York City. And nothing prohihuts
specific phrases from being ungrammatical. This fact makes it impossible i principle to
capture all the forms of language in a few general riles; thus, the lingnistic endeavor of
trving to create a formal, complete, consistent set of rules to describe all of langnage tries

to deseribe structnre where there s none. and is therefore destined to fail.

Thus, in snmmary, verb<. nouns. and other words in the lexicon are associated with the
representation elements they deseribe. When tdiosvneratic forms of expression exist. the
formative patterns are associated with the lexieal enrriex. Similarlye ixed and semi-fixed
phrases deseribe representation clements: they are associated with representation elements

in the same way: and they have similar formative patterns. Formative patterns are huilt

Ny

3




[y |
"
L L
N
o
S
a4 151
B>,
[
y
"
out of other patterns and lexicon entries. Although the general formative rules of grammar
i . . - . . .
K, ‘- are not associated with any specific representational element, their formative patterns are
N ,'. - L . . .
N defined similarly. This homogeniety enables the generator builder to add new forms of
W )
K
e . .
R expression —— words, phrases, or rules of grammar  with ease.
..
oy
i < 1
" 6.3 Syntax Specialists
AT
n
] |
!
|
|
" 6.3.1 PAULINE |
'_,\‘ i
d': ‘
' . . .
.,.: Many generators rely on some central process to examine the iuput representation. to
§
bt check its features, and to perform the inclusion, ordering. and casting of its aspects. This
a s
ey approach is most practical when the three decision types are relatively straightforward.
1A
~ .. . . . . . .
O This is the case in most functional/systemic generators to date: typically. the inclusion
o«
Wt decisions simply are of the form =does aspect X appear in the functional description (the
‘ formative pattern)?”: ordering is given by the pattern: and casting is given by the pattern
o and by the feature constraints of the parts of the input. However, generators that are able
» »
~.:: to realize the same Imput 1 various wayvs (say. by taking into account pragmatic issnes, as
~
"$ PAULINE does) have to make more complex decisions. In addition to svatactic constraints,
K\ .
J their inclision decistons depend on the pragmatic import of the pieces of the input; their
Y
-'_:j ordering decisions, where alternatives exist, may carry pragmatic weight: and pragmatic
A, . N )
3 - oo . - . v H B 3 . “ . - . - 3 . . N . - . . . oy .y
yAY issues can affect how pieces are cast as welll Andl just as it makes sense to assoclate
oy - : . : . : :
Lo information abont idiosyneratic svantactic phenomena with the words that control them. it
o makes sense to associate the pragmatic decisions with words {and other lexicon elements)
.. -
ol as well, It 1 sensible to encode all the relevant decisions an the functional deseriptions of
-~
e the lexicon entries themselves: that s, fo cpread the functionality of the central process into
e the lericon.
g - . B R « . . .
Y In PAULINE. the extended funetional deseriptions are called syntar specralists cach
N
e svutactic yoal is achieved by a procedures the spectalists thint aceepts o piece of inpar,
o
.l performs the three tasks, and produces an ordered Tist of words and Zor othier syntactio poals,
oo
[’
o,
vy
e
b
nT:
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each associating another specialist with a piece of the mput. Thus syntax specialists are

M J - . . . . . . .
4 the repositories of information about the linguistic options. They control the performance
]

' of the three types of decision. Sometimes the specialists are very simple  so simple that
3

1" they contain no procedural information — and then they are implemented as patterns.
W Alternatively they may be quite complex directing much processing and altering the )

\ :

‘J state of the generator - and then they are implemented as procedures,

« T : ar <7l
"W The specialists correspond to the clause templates of [Danlos 85, 87| or to the realization

classes of McDonald's generator MUMBLE (for example. (MeDonald & Pustejovsky 85]):
g [ J A

W) . . . . . .
W they can be viewed as implementations of the systerns in the svstemic zrammar of [Halliday
§ 76] (for a clear exposition. see [Patten & Ritchic 8711 and <o resemble the systems in
o
’ Nigel. the systemic grammar implemented by Mann %2, 32 =3 However, PAULINE'S

A .
- specialist functions differ from systems i a number of wiv et mportantly, they are

1 not activated whenever their input conditions are fultilled. bt rather are activated in a
L
b seqiuence determined by their predecessors (described at the el of the paper). This is a !

L]

o . o g . . R . . . .. N .
simplification of the systemic scheme. PAULINE'S specialists differ from Nigel's systems in
particular in that they can index phrases as well as words o the lexicon: they can index to

b more than one word via discrimination nets, as is deseribed below: anl their decisions refer

Cd

'S
-' to pragmatic criteria as well as to grammatical eriteria (althoneh Nigel makes provision for
[} . . . . . . .

(unimplemented) pragmatic criterion functions called choosers INann 83a1).

o) Each syntax specialist must achieve the goal to create its syntactic environment with

" the input it receives, Thus the generator’s NOUN GROUE and RELATIVE CLAUSE specialists

Y make different decisions wlien given the same input element. Starting with the representa-
tion of “John shot Mary with a gun”™. when the generator’s goal is to make a SENTENCE,

. !

1t can say that sentencer if its voal is to make a noun group. the NOUN GROUP specialist

can return “John's shooting of Mary with a gun™: and the REEATIVE CLAUSE specialist

9

‘¢ may produce “that John used to shoot Mary™ or “who shot Mary with aounn™. Each spe-

_ cialist st know of the ditferent Wivs it goal can be achievedand must be able 1o <eleer

L] 1
WAy an appropriate alternative. For examples an alternative nonn group formnlation for the
o abiove exauple 15 “Johin™s use of acenn to <hoot Mary™ s aned an adternative relative clase
: . - . : o {
I~ “whe was shot with aogun by o™, The eriternia by which these decisions ave magde can

N
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be grouped into three classes: syntactic, semantic, and pragmatic. Syntactic criteria are
binding: if they are ignored. ungrammatical sentences result. (For example, when saying
a verb. choices concern singular or plural endings. appropriate tenses. and aspect.) Se-
mantic criteria depend on the nature of the input and its relations to other concepts and
the constraints of use of words. (For example. for the representation elements INGEST,
the verb must match features of the OBJECT: a liquid gives *drink”, a solid “eat™, and a
gas “breathe™. This idea was first described in [Goldman 75].) Clearly. some input repre-
sentations may be handled by a number of such syntax specialists. Picking one can be a
problem. In this regard, pragmatic criteria can help make the decision!. Pragmatic criteria
relate to the affective values of words and their interactions with the speaker’s goals, and
are determined by strategies such as those described in chapters 3 to 5. The responsibility
for accessing the relevant syntactic, semantic, and pragmatic information resides within

each spc -ialist.

6.3.2 Specialists and Phrase Structure Symbols

It is quite natural to identify certain syntax specialists with their equivalent phrase structure
entities: to claim that when a linguist says “there exists a gramimatical concept called noun
group” he means that speakers have a collection of neurons that act in the brain in the way

the nonn group syntax specialist acts in a generator,

This identification can help answer some linguistic questions. For example, at issne for a

number of vears has been the question whether certain SVO languages are configurational

"In INMeCawley 78] MeCawley notes that additional information is conversationally iy licated, under the
Gricean cooperative principle. when the speaker chooses a less direct way of saying something than the most
straizhtforward one. if such exists. For anstance, he uses Househaolder's example l[Hnuwhnlflvr 73]. povo)
that “pale ted™ is not “pink™. whereas “pale blue™, “pale yellow ™. “pale green™, ete Call correspond to fealor
+ whitelin the color wheel Simularly, in contrast to “let men™. “let me come ™ implies that the speaker
Joesn’t want to partake i the activites insides This poant indicates that the generator’s casting decisions
-t take into account the conversational smpheature (pracmatic effect) that cach specialist would have,
of weed This dlea of unpheature s useful 1o the pheasal lesicon bnlder ot provides him o with a eriterion

of orranmization the prendo-syntactie class (e the syntax specidist) that exprosses the input waithont

v atare st be the one prost closely associated wathoat i the network
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(1.e., whether they have a verb phrase or not). Rather than follow the traditional lines

::-.: of argument by constructing test sentences for cach language, one can go and build a
J‘.‘- Tl

o generator and note whether a number of decisions have to be made before the verb can
e

N . . . . .
b be uttered. once the subject has been said. Certainly, for example, this is the case in
gt English: both the seutences “she seeks the ball™ and =she searchies for the ball™ derive

1}

- ~ . - B . - . .
,"{; from the same semantic source, yvet “search™ requires a preposition for the object. If a VP
e
NS specialist exists, it will do the work of accessing the verb, inding the required preposition.

\".
[, v . . . . .
N and associating the preposition with the goal to create the object environment: after that,
) the verb specialist can proceed with conjugation, ete. On the other hand. if no verb phrase
LN
:‘:ﬁ specialist exists, then the verh specialist will have to post the object’s preposition so that,
S
ke - | | R
'-;:_1 after its completion, the object specialist cau find it
1 Y
N
“k Now from a lingiistic point of view. there is nothing wrong with this transferral of infor-
- ‘
mation across specialists; however, programming experience with large svstems with many
"y A \
interacting modules has tanght that it is to be avoided?. This principle of encapsulation
S
e of information is very useful to the generator builder. since it helps delimit the extent of

svutax specialists. The prineiple. for example, allows us to conclnde that English has a

)
T

g verb phirase. Whether or not other languages shonld have one is a purely practical matter:
wr
A certainly this will depend on the types of decisions required to produce predicates. And.,

with respect to conflunrationality, the notion that there crists a distinct entity called verb

C 32

- phrase, an entiby that we the same ain all languages with verb phrases, s certainly false, It is
Mo
) . . - ..
i qtte concerviable that two lanenaves each have “verh phrase”™ decisions that must be made
{ 1--..
K x . . . . . . . .
ON Aacross the whole predicate, thongh the decisions are not atv all similar, resulting in different
-
»
. o
o Spebalists,
S _ o .
e Heawes e not adl endes of oo deal with information that can be neatly encapsulated
I
iy inparts of sentencess Somne rles aperate geross specialists. These are the non-formative
ot
-, f - . R
W riles o b i the rales tht dealwirh rense. nomber avreement . declension. ete.
vov e el o the socpine and interrebtions of svntactic environments. For exionple,
P '
| :.,' Sl s ot bead it e sl v b free varvable ar o specral vargable. TS bad sty le toouse special
N
- , , :
Yy sl s Becaree ittt o e derstand o preerramo ol varvables appear ot whose values and cmeaniny
ASA
\r..ﬂ b e n el ere T TC ks 8N Dot <5 T therr atalies
AL A
Y
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number agreement (in, sayv, English) is scoped within sentences, and adjectival declension
(in, say. German} is scoped within preposition/noun gronps. That iso information about
head-noun number that is determined by the subject speciahist is nsed for congngation by
the verb specialist in English and German, and. o German, gender information that s
determined by the head-noun spectalist is used with article information determined by the
noun group specialist to determine the appropnate endines for adjectives. This information
is scoped over (has to be kept available for the duration of ) the governing svutactic envi-
romment. These rules do not require separate syutax spectalist<: Rathers theyv are nmplicitly
contained within the spectalists. Thus theyv can apply anvwhere the general and the specite

formative phrases are used.

Thus, where functionally justified. syutax specialists exist,and mayv correspond to the
traditional phrase striuctare entities, where cach specialist creares o specitie svntactio envi-
ronment and. in doing so. mayv spawn goals to ereate other environments, But PAULINE'S
svntax spectalist< are not limited to the staudard plhirase stracture svmbols, The approach
to cersanizing lanmnage presented here recogmzes many more svinbols than standard hugons-
tic systens dos i fact, any pronping of the information and decisions thar are applicable
*more than o single instauce may be constdered o specialist, For example, Euelish has o
number of hizhly plicmatie wavs of referring to monev, This knowledve mnst appear <ome-
where o o venerator’s Iexicon, and 1t seems sensible to vroup the mdices to the relevant
patterns as well as the eriteria for decidinye amouy them tovethier o a specialist. Thonely
ot phirase structure entity, o phrase, or a word! this specialist exasts i the bxeon gl
performs s function stmibardve PAULIND baso o ies phivasal Iexicons oo speaiabist thin
Ko~ Bow ooy (e s that creates o T it actle T envirenine it S propriate to e ressiie |
siants o ey s ancther spoecndist for savine the e e br coloas oo nieasurennent s,

et These speciadists e desonbe D e deraal Torer s hosypere

6.3.3 Relations among Elements of the Lexicon
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describes? Hf they exist side by side o the lexicon, which ones are accessed by the generator
under which circumstances” How do specific patterns differ from more general ones of the

<ame form”’

In the main, some generalities hold across the formative patterns. Very general rules,
such as [ SUBJECT  VERB OBJECT i, seem to apply at all times, even to very specific
ones that express specific concepts, Sometimes, however. patterns can be ungrammatical:

L or [SUBJECT ain’t done nothing |. This

" you pays your money and you takes your chance
= consistent with the general theory of memory organization described in [Schank 82]. in
which special casesCexceptions, and idiosvoeracies remain associated with specitic episodes

i wmemory while less specitic cases are veneralized to the point of maximum applicability.

Orther patterns appear to be instances of general rules without in fact being so. For
exsanples to announee Pete’s demises vou can say “Pete died”™ or *Pete kicked the bucket™.
wlhere the former nses the idiosvneratic phrase accessed direetly from the state change DIE:

I SUBIECT NERS kiek! the bucket
tned the Latter nses the general ;‘rh(‘:x.\t’

D0USUBIECT PREDICATE |
Phrase Lisoof conrsesa partially frozen expression with only one meaning. In a phrasally
crvansed lesycons this phivse will be indexed only wder the concept DIE and nowhere else:
s Lt rast, ]vhr.nv 21~ part of the veneral sentence-building knowledee able to prwlll(‘t'
ooy weere Clifferent sentences than phrase 1iso But that does not imply that the twao
Phrases are ditferenr o nature. Both consist of an ordered list of elements, where some
cletee s are weor s el athers determine the svntactic envivonments into which words will
cventuath Pepleed Howonew sare phvases 1 and 2 polate 7 Afrer replacing PREDICATE
imphrase 2 by s dehination,

2o SURIBCT NEEB ORI CT PREPOSTTION-PHEASES
9

phacas Dosevs e benspeandi e phirose 20 This s lowevers the cases the bcket

ophre L et ot b oo T oenvironmient s st thas phirase cneet Becomee tthe

el bkt T el oo ks s the ket s pont ot e VP RB crvironnent . making
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" “kick™ an intransitive verb here. This explains the unacceptability of (b):
ibN'
K, (a) He tied the noose around his neck. kicked the chair from under himself, and
el -
ey kicked the bucket
() * He tied the noose aronnd his neck, kicked the chair from under himself,
l, W
\
) and the bucket
S
o | o
Q) Therefore, obviousty, no explicit relationship exists between phrase patterns 1 and 2.
L
In general. when svntactic generalities do exist between phrases and words, these gen-
»
ot eralities should be exploited. This idea was noted by Jacobs ([Jacobs 85]. p 42):
o L
i | | i | |
o ~ooa osvstem which deals only with “core™ grammatical and productive con-
1] - A
{2 structs will handle but a small portion of the language... On the other hand.
failing to take advantage of linguistic generalizations can introduce redundancy
- .- and possibly inethciency into the knowledge base. Robust and ethicient language
7 4.‘-
O processing therefore demands a balance between specialized and generalized
knowledge.
S
oy . . ‘
) As described above, this approach argues for the creation of a large number of pseudo-
e
py
::.rj syntactic classes to capture the generalities. For example. Jacobs deseribes a concept called
7

transfer-cvent. of which one view uses *take”™ and another nses =give™ This transfer-event

g I~ not semantic (in PAULINE, it wonld be implemented as a svotax spectalist) It produces
-.--.
f_:p th‘ seltences
A5
"
U () Frazier cave Al a panch
aey thy Al reck a punch from Fraszier
. (o1 J . hn cave M TV the bhook
‘. b Marv reoak rthe boek from Jolin
LI
G
Iroarres <t b ottt o hoas the foor ot panc b et b ook are the
"
RO% Pooro Db v D Praster the fietapborioady soireesene - Uaaner el ot b oo o the
5
~ rertesent oty o bocvnare RODINK desobedd e Walensky st 0 Lo bs s that transfor
T coont s ase b st the e sy vt e e mberateen o copenate e ol it
~ntens s sl as
a)
~




e} Johu cave Mary a bug
- -

(f) John gave Mary a massage

and aircues for additional restrictions to prevent

() Mary toox a hug from John

(k) Muary took a massage from John

It ~hould be clear that formative grammar rules, phrasal patterns, and syntax specialists
are bt Slighely different ineammations of the same type of information: inclusi . casting,
wd erdering requirements. The ditferences are caused by ease of use in a svstem: what is
A specialist function inone system with one notation may easily be a pattern in a more

powerful svstem. Inoa phrasally organized svstem. no a priori distinction should be made

boetween the contents of the lexicon and the contents of the grammar.

Wiy does one care about the relationship between the rules of srammar and the lexi-
S Oue cares becanseaf all the formative grammar rules can be incorporated into the
et anbf the elements of the lexicon are inextricably tied to the svystem’s network of
cowcept representations. then the right way to build a set of representations is to pay a
lot of artention to the ways in which the representation elements are expressed in language
not only the words existing for entities, but also the phrases and sentences. If the ele-
nrs o ler constderation o uot casihv support such wornds and phirases they are suspect.
Howoosroperanny from oo representation s an excellent wav of discovering its shorteomings

whi bt o paraphrase of N Goitre's manim: whon the generating gots tough. check that

representation,

6.1 A Phrasal Grammar

PATTLINIE . rvvar neiers b 0 wr ot phrases Soane phaases presonbe o) ons the

roeth e 1 EAT SR ,‘;;\v




The phrases can be arranged in a rough hierarchy depending on how much effect they

have on the final text. At the level of largest effect. the phrases control the formation of
multi-predicate sentences, such as enhancer and mitigator plirases and relations between
topics. At the next level. the phrases determine sentence content and organization to
form various tvpes of sentences (questions, imperatives). At lower levels. the content and
organization of predicates. adverbial clauses, and noun groups are determined. Finally.
words are chosen. The hierarchy does not reflect the order in which phrases actually do
their work during the generation of sentences: halfway though the generation of a sentence,
worids will already have been chosen for some pieces of the input while other pieces are still
completely uninterpreted. Furthermore, the hicrarchy is not strict: for example, the choice
of verb has an effect on the sentence wider than simply one word. for it often determines

the presence and order of preposition groups.

The phrases that constitute PAULINE’s grammar are listed in Appendix B. They can

be categorized as follows:

e Multi-predicate phrase patterns: When appropriate, depending on the relation-
ships between the sentence topies and on the desired slant. the topic organization
phiase juxtaposes topics into these patterns. Multi-predicate patterns are used to
express the following:

- Slanting phrases such as “Not only X, but Y7 and "X, however, Y~
- Reminding phrases ~uch ax "X, which reminds me of Y™
- Goal-relationship phrases such as = X in order to Y7 and "X so that Y7

Result-relationship phrases <uch ax "X, A< a resulte Y7 and »Y because X7

Other relationship phrases <uch ax "X is larger than Y7 and “After X0 YT

e Standard phrase structure concepts <ach as predicate. noun group. pronown.

et NLost Y rhiese e the venerator to perform inelusion, ordering, and casting
destnss oed e thins nopleneented s svntax specialist funetionss the others (such
i~ ooy fort)oare patterns
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e Other standard patterns and idiomatic phrases: Additional patterns of lan-
guage such as the frozen wayvs of referring to monev, age, titles, places of residence,

reetings, expressing likes and dislikes, etc.
o p O

6.5 A Small Example of Realization

At this point, a short description of how PAULINE's svntax specialists realize a sentence
will make clear the interaction of grammatical and lexical information required to produce

text. The example is taken from the beginning of this chapter.

The central generator data structure is a stream - - a list of units. Of it, only the
first unit (the stream head) is evaluated. Each unit is one of three things: a word. a
topic goal, or a svntax goal. If it 1s a word, the unit is output and removed from the
stream: if a topi~ goal, the topic is examined by the topic collector and the planner (as
described in chapters 4 and 7) and the resulting list of syntax goals is replaced at the front
of the stream. A syntax goal represents the generator’s instruction to create a syntactic
environment (say, a sentence, or a noun group) from the input representation element.
Initial syntax goals are spawned by the planner; after that, each svntax goal produces
a list of other syntax goals and/or words (this process was described as a “cascade™ in
[McDonald 81}), until all the words have been said. Each svnrax goal contains a pointer to
the specialist that produces the required syntactic environment (henceforth called the say-
function): the representation element (henceforth called the topic): and other additional
information relevant to the creation of the environment (pragmatic information such as
desired slant, syntactic information such as gender. ete., where appropriate). Generation
proceeds by applving th. sayv-function to the topic and replacing whatever the sayv-function
produces back on the front of the stream. This 1s a straichtforward way to implement
the Left-to-right generation of Iangnage. The generator can thus be viewed as performing

Foprlitiest traversal of the syntax tree of cach sentence. where each node in the tree
coponeds toa specialist funetion (thoueh the tree need never be built oslicitlv: in

VOUINT bty The centeal expansion funcetion simply loops until the st cam is empty
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During expansion. the generator must maintain certain information for certain periods
of time. This information helps satisfy the non-formative requirements of the grammar. For
example, for the duration of a noun group, the generator must have available information
about case (and in languages with more explicit declension such as German and French.
about number and gender): for the duration of a sentence (a “verb group™), it requires
mformation on number and mode (for subject-verb agreement), tense (for verb-time clause
agreement), etc. The requisite information for noun groups and sentences is maintained
in contert records on two stacks: when a noun group is started. a new context is created
on the noun group context stack and given values (case. etc.) by the relevant specialist
functions: when the noun group is finished, the dummy say-function POP-NOUN-GROUP
pops the context. For pronominalization. the generator also creates a list of the topics it

has already said. together with appropriate syntactic information such as gender and case.

6.5.1 Input Topic

We begin with one syntax goal on the stream:

#{SYNTAX-GOAL
[SAY-FUNCTION : SAY-SENT-TOP
[TOPIC : MTRANS-6]}

where MTRANS-6 is the following (JIM. JANET. QUIET. HEALTH. ete., are all either

atomic symbols or defined in the system’s representation network):
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#{ACTION = MTRANS-6
[ACT : MTRANS]
[ACTOR : JIM]
(OBJECT : #{STATE-CHANGE = DEATH-10
[TYPE : HEALTH]
[ACTOR : JANET]
[FROM : ALIVE]
(TO : DEAD]}]
[FROM : JIM]
[TO : #{PERSON = SUE
[AGE : #{MEASURE = AGE-23
[UNIT : YEAR]
[NUMBER : 23]}]
[NAME : SUE]
(RESIDENCE : NEW HAVEN]
[SEX : FEMALE]
[SIZE : SMALL]}]
[MANNER : QUIET]}

6.5.2 Sentence Content and Organization

The generator’s expansion loop always expands the stream head. It starts by applying SAY-

SENT-TOP to MTRANS-6. This specialist function must determine what type of sentence

to make: since MTRANS is an event. it returns the following syntax goal to be placed on

the stream:

# |SYNTAX-GOAL

[SAY-FUNCTION
MTRANS-6]}

[TOPIC

SAY-EVENT-SENT

-----
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Since this goal is the head entity on the stream, it is expanded next. Its specialist SAY-
EVENT-SENT is applied to MTRANS-6. First, it checks whether the rhetorical strategies

call for nominalization of the input topic; if so, it returns

# {SYNTAX-GOAL
[SAY-FUNCTION : SAY-PRONOUN|
[ToPIC : MTRANS-6]}

which would eventually expand to *that”, as in “That was what happened”. Otherwise,
the specialist performs the following tasks: it selects a subject, selects pre-subject adverbial
aspects, and sets the sentence context information for tense (from the TIME aspect. if
any) and mode (PASSIVE when the subject is the OBJECT (or. in an MTRANS. the TO)
aspect: ACTIVE otherwise). The criteria for subject selection are both syntactic (using
rules of topic coherence such as those discussed in chapter 4) and pragmatic (such as the
rules described under RG:formality in chapter 5). The criteria for including pre-subject
clauses and selecting from the available candidates are also pragmatic. In the example,
only one adverb, MANNER, has been given: other possibilities are TIME, LOCATION,
and INSTRUMENT. If the pragmatic criteria call for its inclusion. and decide to make JIM

the subject, this specialist returns:

#{SYNTAX-GODAL
[SAY-FUNCTION : SAY-PRE-SENT]
[ToPIC : MTRANS-¢)
[ASPECTS : (MANNER)]}
#SYNTAX-GDAL
[SAY-FUNCTION : SAY-SUBJECT]
[TOPIC : JIM]}
#1{SYNTAX-GOAL
[SAY-FUNCTION : SAY-PREDICATE]
[TOPIC : MTRANS-6]}

This sequence of syntax goals will eventually expand into sentences such as =Quietly, Jim

told Sue...”. Alternatively, under appropriate pragmatic cirenmstances, the rhetorical

P P W
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criteria prescribe the selection of DEATH-10 as the sentence subject, which would eventually
produce “Janet’s death was what Jim told Sue of”. Or, if the criteria suppress all pre-subject

adverbials and select SUE as the subject, the result is:

#{SYNTAX-GOAL
[SAY-FUNCTION : SAY-SUBJECT)]
[ToPIC : SUE]}

#{SYNTAX-GOAL
[SAY-FUNCTION : SAY-PREDICATE]
[TOPIC : MTRANS-6]}

6.5.3 Clause Organization

The specialist SAY-SUBJECT creates a new noun group context in the nominative case and
pushes it on the noun group context stack. It checks whether the topic is a single entity or
whether it should build a list of entities (as in “Thomas, Richard, and Harold went..."),

and returns one or more goals:

#{SYNTAX-GOAL
[SAY-FUNCTION : SAY-NOUN-GROUP]
[TOPIC : SUE]

#/{SYNTAX-GOAL
[SAY-FUNCTION : POP-NOUN-GROUPJ}

SAY-NOUN-GROUP then queries the rhetorical strategies to select a head noun from the
aspects PAULINE's grammar can handle (namely. TYPE. OCCUPATION. TITLE, NA-
TION. RESIDENCE, AGE, NUMBER, GENDER. LOCATION, and SIZE, in that order.

all other things being equal). as well as from the generator’s own opinions (if any), using

Bl 2t

o syntactic and pragmatic criteria. as described in chapters 4 and 5. This specialist also
£, .
e determines pre- and post-nominal modifiers. In this regard, some possibilities are ruled
b
il 7, . . - -

¥, out by svntactic text flow rules {one doesn’t say “the New Haven female 23-vear-old Sue
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e
Res
. Brown. a comptroller™); other decisions are made by strategies that query the activated
+
D
o~ rhetorical goals and the affective values of the aspects. These strategies determine the af-
F.-
WA fective and knowledge-related suitability for each of the candidate modifiers, as described
)
i immediately below, and return the permissible candidates in order of preference. Then
oy SAY-NOUN-GROUP selects some number of these candidates, depending on its syntactic ad-
.
" . . - . . .
o jective combination rules and the value of the rhetorical goals RG:detail and RG:haste
("]
x.‘ . . . .
ST (for example, when the latter goal is pressured, no aspects are included, as described in
Y
LI . . . - . - .
2 chapter 5). Finally, the specialist associates each selected candidate with an appropriate
s sav-function specialist (maintaining the preferred order), syntactic ordering constraints are
’
N
,i* checked, and the resulting list of syntax goals is returned.
»
‘o
o
1y The pragmatic topic inclusion strategy determines the knowledge-related and affective
r
» suitability of a given input element as follows: First, if the element is directly inferable
S
(.7 from the current topic. then saving it is not very important. This decision is, of course,
e
g .
b very complex: for relevant work see [Appelt 82, 87] and [Cohen 78]. PAULINE simply
,'.\‘ . . . - . o .
checks whether the element is directly related to the topic; if so, it checks whether it is
5 knowledge that the hearer is known to have. and whether conversational conditions are
>, 4 . . . .
ods not bad (noisy) enough to warrant saying the element nonetheless. Second, if the input
B q,'. . . . N R .
) 3’ element inherits an affect from the interlocutors’ sympathies. then the rhetorical goal
"
. RG:partiality is checked. If the program’s own affect for the «lement is not the same as
.,. its intrinsic affect (as defined in chapter 4), the importance of its being said depends on
sl g
> T . .
L whether RG:timidity is reckless or whether RG:respect is arrogant. If the hearer has the
A . .
X sanie affect for the input element as the speaker does, the strategy checks RG:aggression
E and gives the element high importance if this goal requires friendship (i.e.. if it has the
-:.:- value placating).
<
NS
o Different types of topic require different noun group forms: locations ("X was

where, .7 )0 states (CPeter’s feeling il .. 7): possessives (“the man’s large car...™). This
speeialist also has pragmatic strategies select and order pre- and post-nominal modifiers.

For example, SAY-NOUN-GROUP could produce:
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#{SYNTAX-GOAL
[SAY-FUNCTION : SAY-ARTICLE]
[TOPIC : SUE|}
#{SYNTAX-GOAL
[SAY-FUNCTION : SAY-PRE-NOUN-MODS]
[TOPIC : SUE]
[ASPECTS : (SIZE)]}
#{SYNTAX-GOAL
[SAY-FUNCTION : SAY-HEAD-NOUN
[TOPIC : SUE]
[ASPECT : AGE]}
# | SYNTAX-GOAL
[SAY-FUNCTION : SAY-POST-NOUN-MODS]
[TOPIC : SUE]
[ASPECTS : (RESIDENCE NAME)]}

6.5.4 Word Choice

At this point. then. the expansion stream contains:

#{SYNTAX-GOAL
[SAY-FUNCTION : SAY-ARTICLE
[TOPIC : SUE]}
# [ SYNTAX-GOAL
[SAY-FUNCTION : SAY-PRE-NOUN-MODS]
[TOPIC : SUE]
[ASPECTS : (SIZE)]}
# | SYNTAX-GOAL

[SAY-FUNCTION : SAY-HEAD-NOUN
[TOPIC : SUEL]
[ASPECT : AGE]}

-
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# {SYNTAX-GOAL
[SAY-FUNCTION : SAY-POST-NOUN-MODS]
[TOPIC : SUE]
[ASPECTS : (RESIDENCE NAME)]}
# {SYNTAX-GOAL
[SAY-FUNCTION : POP-NOUN-GROUP|}
#{SYNTAX-GOAL
[SAY-FUNCTION : SAY-PREDICATE]
[TOPIC : MTRANS-6]}

The definite article is used for nouns such as “police™, for topics that already have been said.
for topies that have enough specifying information (such as specific time or place). or for
phrases such as “the most™. The article is suppressed when the topic is commonly known
or is a proper noun (such as “Mexico™). “That™ is used with an explicitly opinionated noun

{“that jerk™). Otherwise, as in the example, the specialist SAY-ARTICLE returns the word
====> THE

This word 1s popped off the stream and said. The next specialist, SAY-PRE-NOUN-MODS,

casts the aspect into an appropriate say-function:

# |SYNTAX-GOAL
[SAY-FUNCTION : SAY-SIZE]
[TOPIC : SMALL]
[NG-POSITION : PRE]}

which produces
&
====> SMALL
[l The SAY-HEAD-NOUN specialist finds an appropriate word or phrase from the representa-
»
v, tion element (perhaps using pragmatic factors in its discrimination), and then pliralizes if
>
A .. ! . - . . . . .
3 '5. necessary, Sometimes, as i this example, it requires another specialist:
'.& ‘
-
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# {SYNTAX-GOAL
[SAY-FUNCTION : SAY-AGE]
[TOPIC : AGE-23]
[NG-POSITION : HEAD]}

====> 23-YEAR-OLD
SAY-POST-NOUN-MODS casts adjectival aspects using appropriate specialists:

# {SYNTAX-GOAL
[SAY-FUNCTION : SAY-RESIDENCE]
[TOPIC : NEW HAVEN]
[NG-POSITION : POST]}
#{SYNTAX-GOAL
[SAY-FUNCTION : SAY-NAME]
[TOPIC : SUE]
(NG-POSITION : POST]}

which produce

FROM NEW HAVEN
*CMA= SUE =*=CMA=x

Now the dummy specialist POP-NOUN-GROUP is encountered and the noun group context

stack Is cleared.

The next task is to build the predicate. The most important task here is to select a verb;
as described before, all the formative information can then be found —- either from it, or
from the representation element. or by using the defanlt form. To find verbs in the lexicon,
PAULINE uses discrimination nets attached to its representation primitives. Its searches
the concept definition network ‘near’ the topic, starting with the type of the topic and

proceeding up the property inheritance hicrarchy until a filled WORD aspect is found: this

will point to a verb or to a (diserimination) procedure that will eventually point to a word.
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<o
. Near the top of the hierarchy all elements are organized as some Conceptual Dependency
N L
YA primitive.
-:*'-::
e PAULINE s lexicon contains more than 20 words to express MTRANS: amongst others.
“tell”. ~inform™. “whisper™, “shout™, aud “broadcast™. Since the mode in this example is
::-’ passive, some verbs (such as *say™) are nuot available and others (such as “hear™). normally
_-:..‘:; unavailable. are. The discrimination criteria are semantic and pragmatic, as described
) : : -
v earlier and in chapters 4 and 5. If the verb “hear™ is selected. the generator must use the
) <entence form
[ P"n
S
Ny [ VERB [PREPGROUP (aspect OBJECT) of|
y -‘
a7 [PREPGROUP (aspect ACTOR) from] SAY-POST-SENT |
Ly
Ly whereas the verb =tell” specifies the form
.-4'\.1'
-'_I::Z [ SAY-VERB [SAY-OBJECT (aspect TO)] SAY-ADVERB SAY-POST-SENT
N
e that [SAY-COMPL (aspect OBJECT)] |
. Choosing the latter, and inverting for the passive mode, this specialist returns
w, e,
";.'.n
'F-....
(1.
D
-:.:: #1SYNTAX-GOAL
) [SAY-FUNCTION : SAY-VERB]
K. {TOPIC : MTRANS-]
o WORD : tell]
e [MODE : PASSIVE]}
-~ # SYNTAX-GOAL
SRS
SH [SAY-FUNCTION : sSAY-PREPGROUP
AN : '
e ‘ .
s 'TOPIC : JIM]
S 'PREPOSITION : hy)!
. that
v # |SYNTAX-GOAL
AN ,
s [SAY-FUNCTION : SAY-COMPL
ol 'TOPIC : DEATH-10}}
..;i'.
ot
e
)
'l‘q,}-
g
(L]
'\-.*
“‘-"r.t.-r._-’_tr.r.v-4--.-~§,<v~4..~(‘q € o Wi Mg ™ ™™y ™™ . e [ ;
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I'Q'
X
it
oo The specialist SAY-VERB conjusates the verb, producing
o ====> WAS TOLD
- and SAY-PREPGROUP expands via SAY-NOUN-GROUP directly into SAY-HEAD-NOUN;
3 BY JIM
p 3 === > A
‘bﬂ
) . . - S .
ey The next element on the stream is the literal “that™, which is just saud:
‘\‘
e ====> THAT
Y
\
-"\:
5 6.5.5 The Process Repeats
-\.:}t
? Only one syntax woal remains: the clause expressing DEATH-10. Its syntax specialist, say-
" COMPL. ereates a sentence without initial adverbial clauses, linking words. and opinions. by
v ’
Activating SAY-SENT-TOP with appropriate switches (which are simply listed here as part
Ol of the svatax goal):
s
b , )
o # SYNTAX-GDAL
) SAY-FUNCTION : SAY-SENT-TOP]
o ‘TOPIC : DEATH-10;
.-.-'.. . . ~ Py . ~ - -
W SUPPRESS : (PRE-ADVERBIALS LINK-WORDS OPINIONS]}
0y
OAS As betore, SAY-SENT-TOP must determine what kind of sentenee to make, A state-chanee
N \. s neele Byonsins SO -EVENT-SENT. which expands o
v-'::-'
e ’
o # | STNTAX-GOAL
" (SAY-FUNCTION @ ~AY-SURJECT]
: ‘TOPIC : JANET)]
g # | STUTAX-GOAL
o 'SAY-FUNCTICH : ~AY-PREDICATE]
‘TOPIC @ DEATH-10'!
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Procecding as before. SAY-SUBJECT and SAY-PREDICATE expand into

== JANET

H

=>
===> DIED

Alternatively. since the frozen phrase “Kick the bucket™ is associated with the state-change
DEATH. the generator can select this optinn instead (under appropriate pragmatic condi-

tions such as. say. colloquial RG:formality):

#{SYNTAX-GOAL

'SAY-FUNCTION : SAY-VERB]

ITOPIC : DEATH-10)
WORD : kick]
IMODE : ACTIVE]
the
bucket

thereby expressing its irreverence.

6.6 Conclusion

In this chaprer. we ask: How should langnage be represented in a gencrator program? In
particular. how do the concepts the generator must express, the grammar it is to use. and
the words and phrases with which it must express them, relate? The answer presented here
i~ that all inrmstie knowledee all langnave  shiould be contained in the lexicon. The
areanvent is the following: The sencrator mnst perform three tvpes of task to produce text.
[t vetsorhie iuformation it reguires to do these tasks from three sonrees: from the grammar.

from partially frozen phrases Gneloding multi-predicate phrasal patterus). and from certain

wrrds,

Verbs, nonns, awd other words m the lexicon are associated with the r(‘])rv\u]]t;ltiuxl

elements they deseribe, When phiosvoeratic forms of expression exist. the formative patterns
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are assocteed with the lexical entries. Similarly, frozen and semi-frozen phrases deseriloe
representation elements, are associated with representation elements in the same wav, and
have snmilar formative patterns. Formative patterns are built out ot other patterns and
lextcon entries. Although the general formative rules of srammar are ot associated with
any specific representational element, their formative patterns are defined <imilarly, From
the generator’s perspective, there is no difference between these sources: for example. there
i~ no real reason for the grammar of the langnage to be coutained in a separate “svntax bhox™.
Thus rules of grammar, multi-predicate phrases. and phrasal and verb predicate patterns
can all be viewed as phrases. frozen to a greater or lesser degree. and should all be part
of the lexicon. Some such “phrases™ cau be quite complex. prescribing a <eries of actions
and tests: these can be thought of as specialist procedures. Otlers can be very simple:
templates. These specialist elements contain the information that enables PAULINE to
perform the three tasks of in-lusion, ordering. and casting, in order to expand the input
into a string of words. The elements that constitute PAULINE's lexicon, and the way they

are are used, are described.
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Chapter 7

Planning and Realization

Abstract

Traditional (blocks-world) hierarchical expansion planning is not suitable for all planning tasks
in language generation. A more appropriate method. limited-commitment planning, consists
of both prescriptive (blocks-world) planninyg and of restrictive planning (selecting from options
with reference to the status of active goals): it is interleaved with the realization process. At
present, existing text planners use prescriptive plans exclusively. However, a large class of
planner tasks, especially those concerned with the pragmatic content of texuy such as style and
slant, is most easily performed under restrictive planning. The kinds of tasks suited to each

planning style, and the way PAULINE performs limited-commitment planning, are described.

7.1 The Trouble with Traditicnal Planning

In the traditional planning paralicu:. one {or more) initial goal(s) ix transformed. e
a hierarchical goal-plan expansics evelel juto a series of steps that are execute ] b o

agent (see, say. Sacerdoti 77]). Tn the goaerarion process this approach s i
v .

bnilding np and assoclating cenerator instructions with ereasinuly derailo b
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input topics until, eventually, enough instructions have been assembled to realize each part
of the input as one or more words. A number of planners base their decisions mainly on the
state of the hearer’s knowledge: [Appelt 81], [Woolf & McDonald 84|, [McCoy 87]. Some
planners are concerned with the selection and coherent presentation of specific information:
(McKeown 82|, Paris & McKeown 87], [Rosner 87], [Mann 84]. A few planners seek to

achieve various other pragmatic effects: [Cohen 78], [Jameson 87|, [Bienkowski 86).

Of course, planning all the way down to the actual details of word choice requires that
the planner have access to as much syntactic knowledge as the realization component itself.
This obviates the need for a realization component. For example, suppose the generator
wants to create in the hearer sympathy for a 65-year old beggar. In the sentence “the
[SAY-AGE #AGE-1] woman is homeless, the specialist SAY-AGE should return “old” or
even “ancient” rather than “65-year old”. For the planner to precompute this decision,
it will have to compute all the decisions (via SAY-SENTENCE and SAY-SUBJECT, etc.),
such as selecting a subject, a head noun, and adjectives, before it will be in a position
first to realize that #AGE-1 is to be said as an adjective, and second to determine what
the options are in this case. In order to do this computation, the planner will have to
have access to information which one would like to claim is properly the exclusive concern
of expansion, such as syntactic and lexical knowledge. (For instance, Appelt’s planner
contains grammatical knowledge spread throughout. Appelt alludes to the problems that
this causes in [Appelt 81, p 113].) If the planner is going to do all this work, down to the
level of individual words. it may as well do the generation simultaneously. This model is

unwieldy: it mixes planning and realization information.

Furthermore, this model is unrealistic: When we speak, we do not try to satisfy only one
or two goals, and we operate (often, and with success) under conflicting goals for which no
resolution exists. We usually begin to speak before we have planned out the full utterance,
and then proceed while performing certain planning tasks in bottom-up fashion. That is,

when we start speaking, we have usually made some decisions and have postponed others

R

L ?

2\ — we have some vague notion about what topics we want to cover, and maybe even of the
'

' desired slant and a particular phrase we want to nse; we leave the details — especially the
P ¥

syntactic details — for later, real-tiine, consideration.
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A better solution is to perform planning only when necessitated by the expansion.

‘E: This approach is characterized by a two-way communication at decision points. In other
;':':: words, this suggests that the planner assemble only a partial set of generator instructions
A — enough for the realization component to start working on — and then continue planning
i when the realization component requires further guidance. Thus, as argued in [Hovy 85]
‘,::.l; and in [McDonald & Pustejovsky 85], the solution is to interleave planning and realization.
?::':' In addition, a number of psycholinguistic experiments that investigate the components of
AR human generation processes also conclude that the model of strictly sequential separate
;:‘._;e components (planning, realization) is incorrect; see, say, [Rosenberg 77| and [Danks 77).
?:?.1 This is a fine solution; however, there still is a problem. It is impossible to formulate
'}::: workable plans for certain types of goals that speakers frequently have. This is true es-
;‘ﬂ pecially for pragmatic goals. A speaker may, for example, have the goals to impress the
,'.:0" hearer, to make the hearer feel socially subordinate, and yet to be relatively informal. These
E:E:ﬁ goals play as large a role in generation as the speaker’s goal to inform the hearer about
°:7: the topic. However, they cannot be achieved by coistructing and following a plan — what
e would the plan’s steps prescribe? Certainly, making explicit sentences such as “I want to
:".; impress you, but still make you feel subordinate” would be counterproductive. Pragmatic
u.‘E effects are best achieved by making subtle, small decisions during the generation process:
’:“'\f' an extra adjective here, a slanted verb there. But how can a generator control this?
J

};E;E The problem stems from the fact that planning is usually prescriptive: it determines
:E:": multiple actions over a long range of time (or text). However, when a system is busy
:f'? executing a partially formed plan, and the only decisions left to be made are very limited in
“;\; range, the nature of the task changes: the system is faced with a series of unrelated choices
31 from sets of options. This task is usually called “selection™ rather than “planning”™. As
*‘3 such, it may not seem very important, as long as the planner has assembled detailed enough
:'=.. instructions for each selection to be made. For example, in the blocks world, the actual

T realization of a low-level goal such as [MOVE HAND TO BLOCK A] may not matter (that
is, the hand may equally well move along any reasonable path). However, in generation,
& low-level realization decisions can have significant pragmatic effects; for example, compare

saying “terrorist” to “guerrilla” or “freedom fighter”. Hence the problem: the planner
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e
v cannot assemble detailed enough instructions for each pragmatic choice, because it cannot
.‘e:: know beforehand which choices it will face — remember, it doesn’t have access to syntactic
E?:::' information — and thus which pragmatic goals are likely to be affected by each selection.
RO Also, it cannot simply plan for all the goals together, because the order of satisfaction of
"i?' goals may be important. Unlike hierarchical plan steps, adjacent selection decisions need
:&.::{ not work toward the same goal (or indeed have any relation with each other); the planner
"srz has no way to guess even remotely what the next selection or satisfiable goal might be. Thus
: hierarchical plan expansion is not appropriate for this selection-type “planning”. What is
:'::;' required is something quite different: strategies that guide selection decisions, based on the
3:%;:' state of satisfaction of pending goals.
e
7.2 Limited-Commitment Planning
s
P
‘.“. Generation, then, requires two types of planning. Certain tasks are most easily performed
- in top-down fashion (that is, under guidance of a hierarchical planner, or of a fixed-plan
{i:: .' (schema or script) applier), and other tasks are most naturally performed in a bottom-up,
:: selective, fashion. That is, some tasks are prescriptive — they act over and give shape
he to long ranges of text — and some are restrictive — they act over short ranges of text,
1‘.’:" usually as a selection from some number of alternatives. Qur generators’ planners should
1 not be solely prescriptive; they should also handle restrictive information, in the sense of
;::. considering information about options that is not contained in any explicit plan but that
‘_g' is brought up by the (state of the) realization process.
AN The difference between prescriptive and restrictive planning is captured neatly in the
'x: 5 location, organization, and use of the information required to guide the generation process
“:‘ from its initial goal (to say the topic) to a final state (the said ntterance). When the
oy information is contained in a set of plan steps (ordered or unordered). and when activated
;S':' this information directs which specific actions are dane, then the plan is prescriptive. On
::::: the other hand. when the information is contained clsewhere (in. say. the lexicon). and
.'::: the planner uses this information to query its goals for gnidance, then this information
R
o
.:":,
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(together with the strategies used for resolving goal conflicts, etc.), constitutes restrictive
plans. Prescriptive information is formative: it controls the construction and placement
of parts in the paragraph and the sentence. Under guidance of its prescriptive plans, the
generator makes some commitment to the final form of the text (such as, for example,
the inclusion and order of specific sentence topics). However, it leaves open a number of
decisions (such as, for example, the possibility of including additional topics under certain
conditions, or the specific content of each sentence), until actual realization takes place.
These unrealized decisions are handled by restrictive plans, which are selective: they decide

among alternatives to build the actual text.

This planning paradigm can be called limited-commitment planning.  Limited-
commitment planning applies not only to generation; it is ubiquitous in daily life. We

very seldom do pure hierarchical expansion planning. For example, the limitations of pure

top-down planning in argumentation are described in [Birnbaum 86, p 176]:

An exclusively top-down approach to planning can work in situations which are
more or less under the control of the planner... But conversations do not, in
general, meet those requirement. .. Thus, unless a speaker can predict, rather
specifically, how his adversary will respond, his utterances cannot be completely

planned in advance.

McDermott describes a general problem solver/planner that uses a theorem prover to re-
trieve plan schemata for attacking problems. When it finds more than one schema, it
retrieves choice rules to help select one. Here “task reductions™ correspond to prescriptive

plans and “choice rules™ to restrictive plans [McDermott 78, p 76]:

. sometimes the nser will want to be able to express rules for synthesizing a
brand new alternative task reduction *on the Hy" when two task reductions have
been suggested. .. The solution is to face up to the necessity for treating *choice

between alternatives” as a basic situation for problem solving.
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7.3 Performing Restrictive Planning: Monitoring

Due to its bottom-up, run-time nature, restrictive planning differs from traditional plan-
ning in the type of information it requires and in the way it uses that information. For
example, limited-commitment planners sometimes have to face up to and compromise on
goal conflicts, rather than employ procedures called critics (in NOAH, [Sacerdoti 77]) to
notice when conflicts occur and to plan around them. For example, a conflict can arise
when the speaker instructs someone who is socially dominant: since he is instructing, he
has stylistic permission to change the topic whenever he thinks it appropriate; but since
he is subordinate to the hearer, the hearer should control topic change. For traditional
planners such as NOAH this conflict poses a serious problem. However, this is what gives
generation its spice! People can speak while holding conflicting goals; generators must be

able to merge conflicting plans into sensible generator instructions.

Thus, an important difference between the two types of planning is that a restrictive
planner is unable to guarantee that all its goals will necessarily be achieved; it can, by
making appropriate decisions, merely ensure that no goal gets too seriously thwarted. That
is, it cannot simply plan for, it is constrained to plan with: the options it has to select from
are presented to it by some other component (in generation, the realizer). It cannot even
use current options to control future decisions, since the options only have relatively local
effect, and since in addition the information that controls the sequence of decision types
and hence of the options (in generation, grammar), is not available for planner inspection.
Thus a restrictive planner deals with a number of goals whose satisfaction statuses are

constantly changing in ways it cannot predict. What information. then, does it require?

Obviously, after cach decision, the statuses of the affected goals must be altered. This
task is called execution monitoring in a real-time planning system with an agent (see,
say, [Fikes, Hart & Nilsson 72}, {Sacerdoti 77]. [Miller 85]. [Doyle. Atkinson & Doshi 86)):
we will use the term monatoring here. appropriate for a system that does not take into
account the world's actual reaction (in generation, the hearer’s actual response), but that

trusts, perhaps naively, that the world will react in the way it experts. Monttoring can be
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performed by the restrictive planner, since it deals with the options’ effects on the goals.

' This task requires checking, updating, and recording

< e 1. the current satisfaction status of each goal

. Furthermore, to perform both planning and monitoring, the restrictive planner must

RH know (or be able to compute), for each option,

e 2. -which goal(s) it will help satisfy, to what extent, and in what ways

Y e 3. which goal(s) it will thwart, to what extent, and in what ways
2 }
-'- o
0 — that is, it must be able to judge the effect of each option as far as permitted by restrictive ‘
planning. In practice, of course, this cannot be too far, because if the planner tries to
increase the extent by replacing the information it is given with more detailed information,
™ from whatever source, it will be performing top-down (i.e., prescriptive) planning. (Thus, in :

generation, the way additional information is used is the principal line of demarcation; other
than this, there is no fixed point, no natural division in the generation process before which

a prescriptive planner should run and after which a realizer (and with that, a restrictive

3 planner) should take over). Hence the restrictive planner must be provided not only with :
IS
g options, but also with some indication of which goal(s) each option will affect and in what '

. way it will do so. Obviously, this information should reside in the subsystems or specialist \
: . . t
:' functions that present the options to the planner.
oy
“ Finally, in order to perform restrictive planning, the planner must be able to resolve

) conflicts when various options satisfy various goals; it therefore requires
. e 4. the relative priority of each goal
L)
¥ : . .
iz As a partial solution, [Durfee & Lesser 86] present three heuristics to help a planner

that is uncertain about which long-term goals to persue and which sequence of actions to
, ,
1 . . . .
" select. These heuristics are: prefer common intermediate goals; prefer cheaper goals: and
X prefer discriminative intermediate goals (goals that most effectively indicate the long-term
)
" . . - . . ..
it promise of the avenue heing explored). In addition. two simple strategies for Jetermining
§
'6
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priority are least-satisfied and least-recently satisfied. A better alternative is the
combination of these two strategies, in which a goal receives higher priority the longer
it waits and the fewer times it has been satisfied. The introduction of explicit priorities
permits the formulation of additional high-level prescriptive plans to control the planner’s
overall approach. (In generation, this is expressed as the tenor of longer texts; for example,
in a speech, the speaker may start off distant and forceful, and then gradually become
more friendly and relaxed. Appropriate plans, when worked out, may be implemented in

the style of the meta-plans described in [Woolf & McDonald 84].)

Restrictive planning is implemented in PAULINE in the following way: None of the
program’s pragmatic goals are ever fully achieved and flushed; they require decisions to be
made in their favor throughout the text. (That is to say, you cannot at some point simply
flush the goal to be appropriately formal, but you can give it a lower priority for a while.) An
option can affect a goal in one way only — by adding one “point™ to its satisfaction status
-- so that the satisfaction level of each goal is simply the number of times some option that
helps achieve it has been selected. Of course, a single option may help satisfy a number of
goals concurrently. When making decisions, the program compares the effect of each option
— the total of all increased satisfaction statuses — and chooses the option corresponding
to the goals with the lowest total. In order to do this, it must know which goals each option
will help satisfy. As discussed above, responsibility for providing this information lies
with whatever produces the option: either the lexicon or the language specialist functions
in the realizer (such as a predicate or clause constructor). Thus PAULINE uses least-
satizfied as a conflict resolution strategy. This implementation rests on the assumptions
that all the program’s rhetorical goals are equally important and that every option helps
satisfy its goals by the same fixed amount. After every decision, the program increases the
satisfaction status of each affected rhetorical goal. These simplifications produce a quite
reasonable approximation of the stylistic behavior of speakers: that is, analvsis of spoken

texts indicates that people often alternate the strategies when pursuing conflicting goals.

By its bottom-up nature, restrictive planning provides the generator with a kind of

opportunism (a very limited version of the kind described as slips of the tongue in [Freud

350 and disenssed i [Birnbanm 861, Whenever the restrictive planner selects options
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that help satisfy a number of goals and that, in addition, uncover new possibilities (such
as for additional topic inclusion), it can be said to be acting opportunistically. For true
opportunism, a system has to check incoming possibilities and their effects against all its
goals; as Birnbaum points out, a potentially expensive operation. However, when each

option is explicitly marked with the goals it can help satisfy, the resulting limited form of

opportunism becomes tractable.

7.4 Planning in PAULINE

The rest of this chapter describes the architecture and implementation of PAULINE’s plan-
ning and realization processes. Each of the planning phases — additional topic collection,
interpretation, etc. — is discussed, with specific reference to the prescriptive or restrictive

character of the plans used. An annotated trace of a session with PAULINE appears in
appendix A.

7.4.1 Program Architecture

The program consists of over 12,000 lines of T, a Scheme-like LISP developed at Yale. As
input, before each run, PAULINE is set up with descriptions of the situation and of the

hearer, as well as with appropriate pragmatic goals. It is also given the principal topics of

conversation. Its structure is:
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7.4.2 Computing Affect

As described in chapter 4, opinions are modelled in PAULINE using three affects: GOOD,
NEUTRAL, and BAD. The program gets its affects from two sources. The first source is
the user: to give PAULINE opinions, the user must list one or more representation clements
as sympathies or as antipathies. The second source is the default intrinsic affects associated

with concepts; affects must be defined for certain representation elements. In the JUDGE
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examples, when PAULINE defends Mike, the sympathy list contains the concept “Mike”
and the antipathy list the concept “Jim”. In the Carter-Kennedy examples, PAULINE is
made a Carter supporter by marking the element representing Carter’s goal to win the
nomination as GOOD and marking Kennedy’s goal as BAD. In the shantytown examples,
PAULINE is given one protagonist and his goals as sympathies and the other and his goals

as antipathies.

In order to determine its opinion about any arbitrary piece of input representation, the
given affects must be combined with the concepts’ intrinsic affects and must be propagated

along the relations between concepts. PAULINE’s rules are:

e affect is preserved when combined with NEUTRAL
e like affects combine to GOOD
e unlike affects combine to BAD

o when the two affect-bearing concepts are related in certain ways the combined affect
inverts (for example, when one affect bearer is a BAD action and the other is its con-
ceptual patient). Rules of affect propagation are defined for each possible relationship

between affect-bearing concepts

This works as follows: assume the current topic is the action

#{ACTION-UNIT = ACT-6

[ACT : HIT]

[ACTOR : MIKE]

[OBJECT : BODY-PART]

[T0 : JIM]

(FORESEEABILITY :

#{STATE = STATE-10
[TYPE : PHYSICAL-INTEGRITY-VIOLATION]
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[ACTOR : JIM]
[DEGREE : SERIQUS-TEMPORARY]}]
[NUMBER : SINGLE]
[DEGREE : HARD]
[INTENTIONALITY : PRESENT]
[RESULT : #{STATE = STATE-11
[TYPE : PHYSICAL-INTEGRITY-VIOLATION]
(ACTOR : JIM]
[DEGREE : KNOCK-DOWN]}]}

(this is a slightly modified and pruned version of the actual JUDGE representation). Stated
neutrally, ACT-6 reads

(a) MIKE INTENTIONALLY HIT JIM HARD ONCE AND KNOCKED HIM DOWN

In order to slant this, PAULINE has to determine the affect for Mike’s role in ACT-6 from
its sympathies. If it likes Mike, the program has to combine the intrinsic affect for the type
of ACT-6, HIT, (BAD) with its affect for Mike (GOOD) (noting that, since Mike is the
ACTOR, the affect doesn’t invert), to get the affect BAD. That is to say, in ACT-6, Mike
looks bad and by the affect rule (discussed immediately below) the action should be omitted
(not possible in this example, since there is only one action) or should be mitigated. One

of the ways PAULINE could say this is:

(b) MIKE JUST TAPPED JIM ONCE

If, on the other hand, PAULINE’s sympathies are for Jim, then it combines the af-
fect for HIT (BAD) with its affect for Jim (GOOD), giving BAD. Since Jim fills the role
TO (the conceptual role patient), this result must be inverted, and so the final affect is

GOOD. That is to say, in ACT-6, Jim looks good (ACT-6 is GOOD for the case against

Mike). In this case the affect rule suggests that PAULINE enhance the topic. Furthermore,
the RESULTant state, STATE-11. carries the same affect. because Jim (GOOD) suffers a
PHYSICAL-INTEGRITY-VIOLATION (intrinsically BAD). This result was intentionally
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(INTENTIONALITY PRESENT) caused by Mike (BAD). The three affects GOOD, BAD,

::Esgj and BAD combine to produce GOOD for Jim in STATE-11, causing it to be enhanced too.
EEEEE Thus, when defending Jim, PAULINE produces the sentence

R

- (c) MIKE PURPOSELY SMASHED JIM AND KNOCKED HIM DOWN
34

: ) Affect propagation works similarly in the shantytown and Carter-Kennedy domains.
B Oy For example, the following represents the disassembly of the shantytown:
i

B #{CONSTRUCT = CONSTRUCT-2

12:.::: [ACTOR : OFFICIALS]

e [OBJECT : SHANTYTOWN-1]

ol [MODE : DISASSEMBLE]

i'é" 5 [LOC : BEINECKE-PLAZA-1]

%;: [TIME : TIME-5]

[RELATIONS :

v (REL-SUBGOAL-TO :

X #{HAVE-GOAL = GOAL-2

 \ [ACTOR : YALE]

) [DESIRE : STATE-ORDERLINESS]

s [TIME : PAST]

z [RELATIONS : ... 1}

e REL-WHILE :

" #{M-ALTER-FREEDOM = ARREST-1

- [ACTOR : POLICE]

o [OBJECT : STUDENTS-2)

?’ [MODE : ARREST]

A [TIME : TIME-5]

:;ii (RELATIONS : ... ]}

Eae REL-RESULT :

e #{SUPPORT-2 ... }
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REL-RESULT :

#{MTRANS-7 ... }1)}

When PAULINE speaks as a protester, its sympathy list contains STUDENTS-1 (the
protesters) and GOAL-1 (the protesters’ goal that Yale divest), and its antipathy list con-
tains YALE and Yale's goal GOAL-2 (Yale’s goal that the university remain in an orderly
state). To work out its affect for CONSTRUCT-2, the program first negates the intrinsic
affect of a CONSTRUCT (which is GOOD) because the action is a disassembly, and then
combines this BAD affect with its affect for the actor, which is NEUTRAL. Finally, it
combines the result, BAD, with the affect of the goal that the action serves, which is BAD,
to get the result GOOD — that is to say, CONSTRUCT-2 should be included, and even
stressed, in the text. In contrast, when PAULINE speaks as a Yale official, the resulting
affect for CONSTRUCT-2 is BAD. So is ARREST-1, the arrest of the 76 students, after

similar derivation. Both topics should be mitigated or avoided altogether, if possible.

7.4.3 Rhetorical Goals of Opinion

PAULINE’s rhetorical goals of opinion are listed in chapter 2; these goals determine the
use of strategies to make one side look good by, for example, describing how they help
other people; how their side does good actions to achieve their goals; how they react to the
opponents’ actions in a reasonable way; and how other people support them. In contrast,
strategies to make the opponents look bad are to show how their side has unacceptable
goals; to explain how their side does bad actions to achieve their goals; to show their

unreasonable reactions to overtures for a settiement; and to show how nobody likes them.

In more detail, some of these subgoals are defined as follows (the terms in capitals are
elements of the representation language, which is based on Conceptual Dependency Theory
(see [Schank 72] and [Schank & Abelson 77]): MTRANS denotes the act of transferring
information; PTRANS the act of transferring physical objects, and ATRANS the act of

transferring control over something):
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The opponents are unreasonable because

e Coercion: they force their will on others (corresponding to the university speaker’s

“wanted to force™):

IF the current topic is an ACTION,
AND it is an antipathy,
AND the action serves one of the opponents’' goals
AND the goal is to have some other party do some act
AND the other party is a sympathy
THEN imply that the opponents force their will on them (using

verbs and phrases such as ‘‘force’', ‘‘make them do'’)

e Limited support: they claim to have more support than they have (corresponding to

the university speaker’s adjective “a small group”):

IF the current topic claims support (an MTRANS of a SUPPORT),
AND the ACTOR is an antipathy,
AND the SUPPORT contains a number of people,

THEN minimize that number by using minimizing adjectives

such as ‘’a small number’'’, ‘‘a few'’

o Appropriation: they use distasteful/ugly tactics, misuse their rights, or overstep the
bounds of propriety (which causes the university speaker to say “force™ and “take

over”):

IF the current topic is an ACTION,
AND it is an antipathy,
AND the ACTOR is an antipathy,
THEN imply that the action is ugly, by
IF an ATRANS or PTRANS of props for other actions:
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say that they take control of what they need by force
(use appropriate nouns, verbs, and phrases such as

‘‘take over'', ‘‘grab’’, ‘‘commandeer'’)

L e
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IF an MTRANS of demands: say that they try to coerce others v’

(use verbs such as ‘‘force’’, ‘‘pressure’')

In contrast, we are reasonable because

e Good goals: we are looking after everyone’s interests, not just our own; we provide a

service for the community; our goals are good

IF the current topic is an ACTION or has a desired STATE
AND the ACTION or desired STATE serves a GOAL
AND the beneficiary of this goal is some other group
THEN say the topic, the goal, and the beneficiaries

e Support: we have a lot of support; most people agree with us

also,

IF the current topic is an MTRANS

AND we are the recipients (it is TO us)

AND the message (its OBJECT) expresses support
THEN state the support, mentioning the senders

IF some event or action served one of our goals
AND some number of people participated as ACTORS

THEN mention the event, maximizing the number of participants
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e Sadness: the opponent’s action saddened us

IF the opponents are the ACTORS of the current topic '
AND the topic serves some GOAL ‘
AND this goal opposes some GOAL we have
AND we did not retaliate immediately .

THEN say outright that the action cdisappointed us ;

These goals affect the generation process in a wide variety of ways. Correspondingly,
they are best implemented in various ways. Some goals are more naturally implemented
top-down: for example, the goals that prescribe the inclusion of sentence topics that are
not necessarily part of the input topics at all, such as the sentences “we deplore the whole

affair” and “they started it”. These sentences are added purely for slanting effect; it is

T . -

doubtful that any non-generator process (other than an argument builder) would routinely

include such topics in its output. Other goals function best in bottom-up fashion: They
respond to syntactic opportunities to include aspects; for example, the goals that suggest
the inclusion of appropriate stress words and the selection of appropriate adjectives, nouns,
and verbs (as described in chapter 4) cause the production of such phrases as “a few shiftless

students”.

7.4.4 ‘Topic Collection '

r~=

The task of collecting appropriate additional sentence topics is pre-eminently prescriptive.

The best examples of plans for this task are the schemas developed by McKeown ([McKeown

ar e

=y

82|, [Paris & McKeown 87]) that instruct the planner where in the representation network
to search for additional sentence topics, given an initial topic and such goals as to describe
it, to compare and contrast it, etc. In similar fashion (as described in chapters 2 and 4).

o
- PAULINE has three plans -~ the DESCRIBE plan to find descriptive aspects of objects,
3
:: the RELATE plan to relate events and state-changes, and the CONVINCE plan to help
{
El

slant the text in order to convince the hearer of some opinion. Whenever it performs topic
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R collection, PAULINE appties the preseriptive steps of the appropriate collection plan to each :
s candidate topic, and then in turn to the newly-found candidate topies, for as long as its '
o N .
o pragmatic criteria {amongst others, the values of RG:haste and RG:openmindedness) \
v
4 ]
. allow. :
v ,
"' Clearly, the details of these plans depend very much on the representation scheme used. ‘
f
:: For more detatl, constder the good results strategy, one of the steps of the CONVINCE
..
¢ plan:
" :
" COLLECT, from the topic, 4
;':; - all its direct RESULTS
'. §
K - if it is a MOP, its 'INAL RESULTS '
- - if it is part of a plan or otherwise serves a goal, the
A.Q, U
4 DESIRED STATE of the goal ¢
N g ;
Y '
S FOR each of these results, .
.Y
d IF it carries the affect GOOD for the speaker
RY, THEN retain it as a candidate topic
o
[N
K For example, PAULINE uses the CONVINCE plan in generating the shantytown ex- |
fin . . . :
amples as follows: When speaking as a protester, the instances of support by the local
& commuuity and faculty members are obviously GOOD and are included, whereas the fact ]
¢ A . .
N that Yale was at first lenient and allowed the shantyvtown to remain in place until the
\ meeting of the Yale Corporation is BAD and is ignored. Also, the arrest of 76 students is ]
) . . . . . . . . . . .
GOOD for this point of view and is included, but the commission of investigation is not.
\.' The contrary is true when PAULINE 1< 0 Yale othelal
1,
8N
»
Y 7.4.5 Topic Interpretation
-F
:_' As deseribed in chapter 3. PAULINE has the ability to perform limited inference in order
5 ta interpret its input topics in wavs that help achieve its pragmatic goals. These inference
‘0 . . . .
“ strategies are defined as preseriptive plans. Activated rhetorical goals of opinion (such as the
..
X
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goal to interpret the opponent’s actions as confrontational) cause interpretation inferences

to be applied to the collected candidate topics during topic organization.

In order to interpret the input topics as instances of some concept, the interpretation
process must recognize when the topics (or some of them) conform to the definition (or
part of the definition) of the concept. Thus, either concepts must be defined in such a way
as to allow a general process to read their definitions, or inferences must exist that fire
when a definition is matched — in other words, whose left-hand sides are the definitions
and whose right-hand sides assert the existence of the concept. PAULINE is implemented
with the second approach. Bottom-up interpretation inferences reside in memory and the
lexicon as part of the definitions of concept types; top-down interpretation inferences are

contained in plans that serve the pragmatic goals.

Interpretation inferences are defined as configurations of concept types and relations
among them. A configuration is the description of the way in which a collection of concepts
must relate to each other to form a legitimate instance of another concept. The inter-
pretation mechanism matches candidate configurations against its collected topics, and, if
matched, creates a new instance of the interpretation and adds it to memory. The program

can then generate text from the interpretation instead.

Each configuration is a pattern, in the form of a list of triplets (type ?var pattern),

where:

e type is either the type (in the property inheritance memory network) of the concept

currently to be matched. or a variable ¢var which must have been encountered before

e Zvar is either (). or a variable 2var by which the current concept will be identified
later in the mateh. or a mumber of such variables that must be bound to different

concepts for a match

o pattern is a list of (aspect config) pars, where the ller of each aspect must recursively

match the config. which i~ again a pattern
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Configuration patterns obviously depend on the exact representations used. For example,

the configuration for the concept BEAT is:

{VOTE-OUTCOME ?X
(instance (ELECTION ?Y))
(relations (REL-GREATER ()
(conc1 (?X))
(conc2 (VOTE-OUTCOME ()

. ?X is a VOTE-OUTCOME
; in some primary ?Y,
; and it is greater

. than

; another VOTE-OUTCOME

(instance (?Y))))))) ; in primary ?Y

which means: some concept is of type VOTE-OUTCOME; its aspect RELATIONS contains

a GREATER relation, of which the greater part is that same concept and the smaller part

is another VOTE-OUTCOME in the same primary. Thus, since Kennedy's outcome is the

outcome of a primary and it is greater than Carter’s outcome, the two form an instance

of BEATing. Most configurations are considerably more complex: consider, for example,

CONCILIATION:

; 7X's action serves one of his own goals

(1ist T () '
(1ist ‘'actor ;
(1ist AGENT '?X)) :
(1ist ‘relations :
(1ist REL-SUBGOAL-TO () :
(1list 'conc2

(list HAVE-GOAL ()
(1ist ‘actor :
(list "?X)))))N)

. and also serves 7P's (someone else’

(list 'relations ;
(1list REL-SUBGOAL-TO ()

(list ’'conc?2

The input is any concept (say,
the permission to reconstruct)
and its actor is ?X (Yale).
This concept

serves a goal

held by ?X (the goal that

; the students be orderly).

8) goal
Also,

. this concept serves a goal
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(l1ist HAVE-GOAL ()
(list 'actor
(1ist AGENT ‘7P . held by ?P (the students)

(list ‘opposites: . who is not the same
(1ist *?P *'7?X)))) . person as ?X.
; which opposes another goal that ?X has
(list ‘'relations :
(1ist REL-OPPOSING () ; Furthermore, this goal opposes
(list 'conc2
(1ist HAVE-GOAL () ; another goal held by 7?X
(list ‘actor ; (the removal of the shanties).
(list AGENT °?X)))))))))))))

7.4.6 Additional Topic Inclusion

During the course of topic organization, the generator may find additional candidate topics.
Whether or not to include these instances can only be decided when such topics are found;
the relevant strategies are therefore restrictive. For example, after interpreting input topics
as an instance of some new concept, the new concept may (in a memory organized after
the <tyle described in {Schank 82]) furnish other instances. which could be included using

phrases such as ~that remimds me. 7

Under certain circumstances, explicit statements of opinion can be included in the text,
Rather than give the generator the preseriptive goal to create such cireumstances, which
mav be very dithealt restrictive plans enable their incnsion to he considered whenever the
crenmstances arise, These restrictive plans also serve thetorical soals of opiuion, as de-
~cribed above and in chapter 20 For example, ander appropriate cironmstances, PAVLINE
bas the (restruotve) option toancide exphicit statements of opinon before sentences snch)

as TIt pisses e oft™ - by T aed N wanted to be reasonablde”
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7.4.7 Topic Juxtaposition

As described in chapter 4, whenever two topics are being generated, the generator can
search for suitable multi-predicate phrases (such as *not only X, but Y") in which to
frame them in order to achieve desired opinion-related and stylistic effects. The task of
topic juxtaposition is best implemented restrictively by presenting the candidate topics as
options to strategies that check the restrictions on the use of phrases and select suitable
ones. (The equivalent prescriptive implementation amounts to giving the program goals
such as [FIND IN MEMORY TWO TOPICS THAT FIT INTO A not only but PHRASE|, a much

less tractable task.)

When PAULINE has the goal to convince the hearer of its affect, and when the rhetorical
goals RG:formality and RG:simplicity do not prohibit long and complex sentences, the
program plans phrasal ‘uxtaposition in the following way: First, it determines the hearer’s
affect for each of the current candidate concepts. By the affect rule, GOOD topics can
be said; NEUTRAL ones should be enhanced to look GOOD; and BAD ones should be

avoilded or mitigated:

1. determine the hearer’s affect for the current candidate topics

2. cast BAD topics in mitigator phrases with GOOD topics: cast NEUTRAL topics in

enhancer phrases with GOOD topics

3. say additional GOOD and NEUTRAL topics: suppress nnmatched BAD ones

When there are too few GOOD topies to mateh all the BAD ones, some of the latter must
be matigated by orher means ar not <aid at all. This decision depends on the rhetorical
roal RG:timidity: a reckless approach permits unmatehed BAD ropies to he said ! hopiog

that other cererator decisions canomitivate theme as deseribed below. A tinid approach

sippresses nnmatched BAD topaes




7.4.8 Topic Ordering

The ordering of topics in the paragraph is best achieved prescriptively. Different circum-
stances call for different orderings; newspaper articles, for instance, often contain an intro-
ductory summarizing sentence, as in example 1, chapter 1. In contrast to the schemata
used by McKeown, steps in PAULINE’s topic collection plans are not ordered; additional
plans must be run to ensure coherent text flow. PAULINE uses one of two topic-ordering
plans that determine the position in the paragraph of an introductory sentence, descriptive

and supporting sentences, etc.

7.4.9 Syntax

The goal to produce grammatical text underlies the design of all generators (except perhaps
[Clippinger 74]), and causes the (prescriptive) use of grammatical rules and phrases. The
syntax-level realization decisions are described in chapter 6. Since, however, syntax and
semantics are underspecific — one can express the same semantic information in many ways
—— pragmatic considerations provide additional criteria for making selections. As argued in

chapter 2, pragmatic information is communicated through appropriate slant and style.

(a) Sentence Slant: In addition to the slanting techniques mentioned above (appropri-
ate interpretation, opinion inclusion, and topic juxtaposition), a number of other techniques
exist to help slant text. As described in chapter 4, these techniques include the use of stress
words, adjectives, adverbs, verbs that require idiosyncratic predicate contents, nouns, etc.
As with style. due to the local (i.e., non-formative) nature of most of these techniques. they

are best implemented restrictively.

As described in chapter 4, a number of rules exist for choosing sentence subjects in order
to produce flowing. natural text. PAULINE does not use the notion of focus. but it does
use affect as a eriterion for subject choice: its two rules are {the second is the equivalent of

MceKeown's defanlt rule. [McKeown 82]):
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1. select the subject from candidates with GOOD affect for sentences with GOOD affect
and from candidates with BAD affect for sentences with BAD affect

2. otherwise, select as subject the sentence topic’s AGENT, if it exists

For example, when PAULINE is defending Jim, it says:

(a) MIKE ONLY WAS BUMPED ONCE BY JIM

In order to build appropriate sentences, the generator must inspect the formative infor-
mation it uses — whether phrases, idiosyncratic predicate forms for verbs, or noun groups
— for the default implications of its parts. Just as the mitigator phrase “X; however, Y
imputes to Y the opposite affect of X, the predicate forms of verbs can be viewed as having

fields with characteristic affects. For example, in the form for “beat”,

“A beat B [in C]

before anything is known about the field fillers, A carries the default affect GOOD, B BAD,
and C GOOD. These field affects can be used to impute affect, since the relative polarity
of the fields remains unchanged: B must carry opposite affect to A and C. Seen from the
perspective of verb choice, if the speaker likes Pete, he should not use “beat” (unless Bill
and/or the race have previously been established as BAD):

“(That blighter] Bill beat [my hero] Pete in the [crooked] race”
Similarly, he should not use “lose™ either, since in

*A lost [to B] [in C|
ficld A carries BAD to fields B's and C's GOOD affects. However, he could use “win”.
which doesn’t require a direct object, or “get™, which avoids the losing altogether:

“Bill won the race”

“Carter got 20515 delegates™
and enables him to avoid placing his sympathy in a BAD field. This is what PAULINE
does to prodnce (a) rather than (b} when it supports Carter in the example above. The
incisive effect of this strategy (still supporting Carter) is even clearer when the sentence is

smbedded in a phrase:
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(b) ALTHOUGH KENNEDY WON THE PRIMARY, CARTER IS AHEAD
(c) ALTHOUGH KENNEDY BEAT CARTER IN THE PRIMARY, CARTER IS AHEAD

(b) Sentence Style: In addition to being slanted, text can be hasty, formal, force-
ful. etc., as described in chapter 5. Control of style is pre-eminently a restrictive task,
since the relevant selections typically occur at relatively advanced points in the generation
process and hence have relatively local effect: points such as deciding on conjunction and
relativization (i.e., length of sentences); determining the presence and position of adver-
bial clauses, adverbs, and adjectives; selecting specific words (especially verbs and nouns).
When the realizer reaches a decision point between options that are equivalen. with respect
to semantics and opinion (slant), restrictive plans that achieve stylistic effects come into

play.

7.4.10 The Planning Process, Step by Step

In summary, then. PAULINE's topic organization (planning) phase proceeds in the following

way:

1. the user gives PAULINE one or more topics, which are part in the representation
of the episode, embedded in the concept representation network. For example, in
the shantytown examples, PAULINE is given three representation elements: the con-
struction of the shantytown, its removal, and the subsequent permission to have it

rebuilt

2. next, the user inputs the characteristics of the speaker, the hearer, and the conversa-
tional setting. This includes the interlocutors’ sympathies and antipathies, and values
chosen from the options listed under PAULINE’s characterization of the pragmatic

aspects of the conversation, chapter 2.3

3. finally, PAULINE is given interpersonal goals with respect to the hearer’s opinions,
knowledge, relationship to the speaker. ete. These values are also chosen from the

options listed in chapter 2.3
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PAULINE activates the rhetorical goals with appropriate values, using the activation

rules given in chapters 3.6, 3.7.2, 4.6.1, 4.6.2, 5.2, 5.3, and 5.4

. if permitted by RG:haste and RG:openmindedness, a topic collection plan (such

as the CONVINCE plan) is activated and its steps applied to the next topic

. when enough collection has occurred, the program starts topic organization

. when RG:simplicity and RG:haste permit, a topic ordering plan is run and the

topics appropriate for the next stage of the paragraph are gathered as the current

candidate topics, as described in chapter 4.4.2

. if RG:detail and RG:haste permit, top-down interpretation occurs: from the in-

terpretation inferences associated with the activated rhetorical goals of opinion, the
planner collects all the configurations that match candidate topics. as described in

chapter 3 and above

also, if those goals permit, bottom-up interpretation occurs: using each candidate
(and sometimes related ones) as a pivot, the planner scarches for back-pointers to

configurations and collects those that match the candidates
a suitable configuration is selected, as described in chapter 3.4

if not yet in memory, the planner builds a new interpretation of the matched candi-

dates and indexes in memory it off the interpretation concept

if the newly-found interpretations contains specific instances, these are the remindings;

a suitable reminding is selected, subject to RG:color (chapter 3.4)

the reminding probably matches the candidates only in some aspects — the aspects
that match the configuration — and probably has other aspects — say, information
about events whose equivalents have not yet occurred ~ which may be of interest to
further generation. The rhetorical strategies construct, from the input, hypothetical

equivalents of the reminding and examine them to see whether to say the reminding
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the matched candidates and the reminding are packaged into a syntax goal (the goal
to say them)
the interpretation process is repeated, subject to RG:haste and RG:detail
next, topic organization proceeds, again subject to RG:haste and RG:simplicity

depending on RG:timidity and RG:partiality, the planner tries to embed one or
more of its topics (each in a syntax goal) into multi-predicate erhancer or mitigator

phrases

depending on RG:simplicity, RG:formality. and RG:haste, the planner tries to
embed one or more of its topics (each in a syntax goal) into phrases that express goal.

spatial, temporal, etc., relations
this topic organization process is repeated, depending on RG:haste

the rhetorical planner finds an appropriate syntax specialist for each goal’s topic and

adds it to the syntax goal

the goals are dispatched to be generated

An annotated trace of a PAULINE session appears in appendix A.

7.5 Conclusion

The selections distributed throughout the generation process are not just a set of unrelated

ad hoc decisions: they are related in ways that permit the creation of style and slant.

Therefore, they require control. Since, however, traditional top-down prescriptive planning

ix uniable to provide this control. a different kind of planning that is bottom-up is required.

With this approach. we can identify the tasks that require such planning as restrictive

and build plans and strategies to control them in a uniform fashion. This enables us to

interleave realization with the most appropriate stvle of planning. either prescriptive or
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restrictive, and the result, limited-commitment planning, greatly enhances our ability to

build generators that produce good, pragmatically appropriate text.

Restrictive planning raises a number of interesting issues dealing with conflict resolution
among goals that constantly compete for resources. Two such issues are goal status mon-
itoring and the determination and variation of relative goal priority. These issues require

further investigation, in both the generation and the planning research.
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e Chapter 8

A Review of Generation

Literature

8.1 The Three Questions of Generation

e
-~
-

Rt
-
-

The study of natural language generation by computer has traditionally been divided into

Snp e el
oy

two questions: what shall I say? and how shall I say it?. Philosophers of language have done

-

much work on the former question; the latter has been attacked mostly by linguists. Since

-
<

linguists tend to produce more easily encodable results than philosophers, early generation

3

work in Al concentrated on the latter question, with the result that today, using available

‘\r‘h
%

i knowledge, one can quite easily build a useful (though limited) sentence generator program,

2 but one cannot so easily build a program that selects topics and performs the planning

i

4 . . .

X required to organize them into coherent text.

iy 1 g

R

D The early programs, as well as many existing ones, do not address the what question

e -~ the issues of topic selection and organization. For these generators the task is simply:

jx someone (or some program) feeds them a chunk of representation, and they find a way

>y . . .

f‘-'~: of saying it - the whole chunk and nothing else. Their answer to the what question is
! . .

B simply say it all!. On the other hand, the few programs that do attempt topic selection and

1
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~ L]
‘I‘b d
- organization tend to skimp when it comes to the how question; in fact, some do not even
N,
;'_.\\ pretend to make sentences, and most of the others use “canned” language — templates. In
Y ... . . . .
(L addition, a number of generator tasks, such as interpretation and multi-predicate sentence
Y
RN construction, have never really been attempted by any program, because they lie between
) p Yy any prog Y
o the two questions, and are not properly addressed by either of them alone.
;\ |}
9 Putting the two sets of tasks together is difficult for a number of reasons — the inter-
:;&. action between them is not understood, and neither is their relative timing. In addition,

combining them intensifies the sheer difficulty of guiding the generator through the large
number of topic-related and syntactic opportunities that exist in language, because when
implemented separately, each task usually assumes that the other does a lot of the hard

work. That is, topic collection programs typically expect that their (assumed) syntactic

components will be able to make good, coherent, flowing text with whatever is handed

-
!

*, .‘&. . .
_.:z to them, and language producer programs assume that their (assumed) topic collection
5: components will perform a large amount of difficult but necessary structuring on the input
s topics.
A L)
o When you address this problem of guidance a third question arises: why should I say
e
) N" 1t?. The thesis of this dissertation is that the answer to this question is, to a large extent,
W . . . : . .
e pragmatics. The generator’s goals, both informative and pragmatic, help to differentiate
') among its options and help indicate which selections should be made and which should be
\V..l
;‘ avoided. But since the why question is very complex, more difficult to answer than either
1,
Ko the what or the how questions, it has largely been avoided to date. But we cannot avoid
) . . .
oy it for ever. If we want programs to produce natural, high-quality text, we have to take
Y, pragmatics into account.
e
[} «".
;’-’ The first part of this chapter contains a brief overview of Al work in language generation,
> and indicates how PAULINE fits in. The second part discusses what lessons can be learned
‘ from this attempt at incorporating pragmatics into generation. and what should be done
tﬂ': next.
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)
" 8.1.1 How shall I say it?
>
4 Transformational Grammar:
When given the task to build a generator, transformational grammars seem at first glance
. to be eminently suitable for answering the how question. However, thev are not: in fact.
¥
e:. TG was originally meant to be purely descriptive, not functional:
)
)
:‘l
5:.
...1t seems absurd to suppose that the speaker first forms a generalized Phrase-
[R
‘0:‘ marker by base rules and then tests it for well-formedness by applying trans-
) formational rules to see if it gives, finally, a well-formed sentence. But this
K,
.':: absurdity is simply a corrollary to the deeper absurdity of regarding the system
- of generative rules as a point-by-point model for the actual construction of a
0
"' sentence by a speaker.
b
P [Chomsky 65, p 139]
Y
)
R If neither the psychological validity of the generator nor its efficiency are important issues.
" - . . -
3 then transformational grammar can be a basis for building a generator.
¥
" Template Generators:
. For small, practical domains, probably the easiest and most-used generators are template
] : . . . :
9 generators. A template is associated with each representation element type, in such a way
4 . . .
o that the templates can nest in the way representation elements nest. Generation then
£
's becomes a matter of filling in the blanks. Template-based generators can produce very
¢ impressive text, but, of course, are hardly flexible. For a typical example. see [Swartout
> .. . . . -
=, 81]. More sophisticated template generation is performed by [Rosner 87} and [McDonald
p I g P
2 & Woolf 85].
- Augmented Transition Networks:
)
. In generation work of a fifteen years ago no text planning phase ever appeared. Typically,
an ATN was defined to embody some subpart of the grammar of the target language. It
D
" was given representation elements defined in a semantic-type network. Under guidance of
r
0
)
1)
)
a.=
4 l
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the input, the ATN network was traversed until some path was found that ended in an
end state of the ATN and that exhausted the input; the traversal route then provided tho
sentence. In this way the linearization of the input can be achieved in simple and highly
unhumanlike ways. ATNs, for example, cannot make mistakes. But the technology is clean.
easy to write and extend, and works. For an excellent description of an ATN generator,

see [Simmons & Slocum 72].

Another example of an ATN generator is Goldman's BABEL ({Goldman 75]). Oune of
the nice aspects of BABEL was that it could express paraphrases of a sentence to varying
levels of precision: “John strangled Mary” could be said as “John put his hands around
Mary's neck and choked her” or as “John put his hands around Mary's neck and squeezed
her windpipe shut and caused her not to be able to breathe which caused her to die™.
However. BABEL had no idea when each paraphrase was appropriate! The answer, clearly,

is based npon a why question.

ATNs arce well suited for storing grammatical information: they are not. however. suited
for storing all the other information a generator requires. For example. when more than one
word exists for a picce of the input, other processing is needed. BABEL used discrimination
nets with semantic tests in order to find words for its input elements. For example, when
confronted with the Conceptual Dependency element INGEST (see [Schank 75. 78]). the
program inspected the nature of the OBJECT role filler; if it was a liguid. the word chosen

was “drink”, if a solid, “eat”, and if a gas, “breathe”.

Other Ways of Constructing Syntactic Representations:
A number of more recent generators use rules to construct explicit syntactic representations
of sentences; in a second pass, they substitute words and produce the text. For example,
Tree Adjoining Grammars (see [Joshi 87]. [Kroch & Joshi 86}) contain rules for constructing
and embedding syntax trees in wavs that produce valid sentences, Wony deseribes amore

limited generator in [Wong 751

The most advanced generator of this tvpe i MUMBLE ((McDonald R0, S M-

Donald & Pustejovsky 85]). Entities called realization classes {corresponding roughly to
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PAULINE 'S svnran speonshists conmunicate using an elabiorate protacol to construct com-
lex svutax trees that are then attered after aosecond pass lexical substitiution phase. Me-
Doad b rakes serionsh the position of antonomouns syotax: this position has the advantage
that the boundanies of the generator are well-detined and that, e time, 4 program can he

str ted that cmbodies most of for all 7 the syntax of English. But this position also has
vohsadbvant e cne that cutwenchs the advantage being autonomous means not relving
booatsibe cutuences meaniny that once the venerator starts working on its iput it runs
te i Sabe cleatn prwiaric and semantiec assues ttuence the generation of text, this
po~teen e pares thiat these ssies” offects be somehow already incorporated e the input to
Lo venerat o Therefore the tnpt muast be prestrns tured to an extent that really makes
eevenetat g s b s uninteresting f the decist o~ are not allowed to carry semantic or
pravinate gugeerts what then are they allowed to dor Pragmatic issues cannot be divoreed

trom boweieve b eneratsons thas issertation has hopetully demonstrated this o 1f nothing

Work on the Lexicon:
A untiber ot people have ipvestivated wavs of representing svatactic information i the
fevt ons I Dandos <5037 0 Danlos develops i phrasal grammar (sinnlar to but richer than
thet desonboed e chapter 6 and appendin B) by companng hngmstic issues in French and
Euslish she pasnibes each svoras speaahist anbidennihes svotactie and semantic conditions
swder whiv b speciahists e appropriate. In :.J.n ohs X5, ‘7:. Jacobs developa a representa-
teen lanvaeee for o phrssal Texioon that caprtures svntactic and senantic commonalities i
Linnages eabling quast-metaphorical expressions such as *Frazier gave Al g punch™ and
ALtk a panch trenn Froceer™ 0 De Stedr & Kempen ST are mvestivatiny ins temental
veneratvon with o provoan e which conoeptualbimpur can beedded ro the partndly realived
tree of linwnistic knowledie This work draews on the psvebichoenistio w ok f Kepen 76

el Wempen & Hoenkamgp 7Y

Systemic Grammar:

B don e plos P H O e ‘~"'.~|"..H\:)1i\'\ ThoTs ant Fawooer (RIS IVRETE SRR
ten MAMSE SRR !‘}IN'“"' TR A~ wrl \’]4\*,“.\"'[.’:}‘ ittt AR ETER R YR R RIS
Pl rannoat o en bl gl v mtw RN suster vranunoar s o sante ety b s
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crimination nets called systems, where cach system {one or more discriminations) computes
the vidue(s) of oue or more grammatical aspects such as number and mood. Collections
of svstems thus perform the functions of the svatax specialists. Howevero unlike phrase
structure vramniars {which iclude all the abovementioned implementations), systemies or
collections of systems do not have to be activated sequentially they “an become active
aned perform their tasks as soon as their inpat conditions are satistied. This fact makes

sv~temic nuplementarions potenriadly far more powerful than phrase structare yrammars.

Insofar as syntax (and pragmatios: see 'Fawceett 30" can be represented as collections
of aspects whose values can be computed via diseriminations, systemie grammar offers i
clean and powerful formalism with which to build a generator. Whether all the information
respuired for veneration canoin faet he represented modiserimination uetworks is an open
question. Patten & Rirchie 87 aive o fornal detinition of systemic grammar: the generator
i Davey 790 deseribes tiestac-toe sames. Penman, the world's Lirgest automated svstemi

generator, is deseribed in Mann 82, 83a, 83b).

8.1.2 What shall I say?

The second puestion of Laneuace veneration, what shall T say . has received fess attention,
Intrinsicadv o s e b loaeder gpestion to answer. becaise it depends on factors abon
whvch the speader can never have complete knowledie D snch as the hearer’s knowledee and

beliefs Trois e b e adwonvs tomake cramaticallv cortect sentences than .11\\'.1}'\ to

Loorhie sy bose e Pl ~ostors the phanners ke oy vers faeho ool decisoons
b tarrher et noa b process O eamiple s Cohien s poocram o Cobien
s e bt b e sk s dedve st e der o eon e o spproprate

N T TP L N R FE L AN T nip nen!

Scriptal Planning:

Ao o taskoan e et oo b e aphs the oot and et ot
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sentence topies. o [McKeown 82)0 McKeown made the (with hidsight. rather obvious)
breakthrough: she detined fonr so-called schemas which ares in essencel peneration senipts
that direct the topie collection provess and (together with rules of topic ow) cantrol the
ordening of sentence topies Thas, for example. the IDENTIFICATION schema presoribes
first saving the ohject's name and tvpes then wiving (some ot ) ats attnbutes, then 1t uses,
spectalizations aranstanees, etos Her other schemata are ATTRIBUTIVE . CONSTITUENTS,
and COMPARE & cONTRAST. Her yenerator produced ourpt for o database QA system

that contained information about war e hines

Bete sonpt-hike, these schemas are tailored to specthe Giroumstances For hearers wath
Jifferent levels of knowledge, schenas must prr'\t'rif't' .apprnpri.uu detauds of the topi This
problem s Beme vestigated by Pans (see (Paris 85 aud Pans & MoReown =710 For
hearers with Bitferent mterestss ditferent aspects of the central topsn are pelevant, MeCoy
CMCoy 5087 uses different schenias to correct different hearer nusconceptions in dif-
ferent Wavs. she desoribes US4 saliener value for Aspects of topes and 1 schemas to
help decrle what additional sentence topies the schemas shionld collect I her svstem,
the saltencoe values reflect Chiaracrenstios of the hearer and are deternnned by the hearer’s

"[llf'\f[\ s

A vanets of other special-purpose senerators that nse strategies o sorgpt-hike way
exist for example. Kokich X3 desonibies the ceneration of stock market reports: Novak 85
ST odevelops strategies for desonbane relative motons o obpecrs Reithineer 40877 gener
ates febet iy exXprossions anhd answers monteractinge sustems g Woolf 84 and Woolf &
M Do s W Desenibes s proeram thiet tar s sta fenrs s By plannony whin b schema
tooselect el when oo o o based e et ot b ke e e s o

Centnoans

Hierarchical Expansion Planning:
Iysvstems warhong e et e plans ol v oo sk st e b vt e e s tion
s b stareo b N s Bt oo st cue T e N st N 0 TR s o N3
LRI TN S PR N L TN T S RNE SN B VLR VIS BE N SVRN TS NN AN SN et !

patacraph oot b b arrameents Thas theery s snlerane st ted s Appelt s
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planner KAMP ([Appelt X1.%2.%57) 18 the most general and powerful text planning program
vet developed. being an unplementation ot part of the general-purpose planner NOAH
{[Sacerdoti 771 KAMP starss with a nnmber of goals to inform the hearer of a number of
facts, reasons about the hearer’'s knowle {ge state, and coustructs ntterances that contain an
appropriate amount of fortmanion i an appropriate order In [Appelt 81 the impression
s given that the programantr Jduces grammatical constraints midway 1 the plan expansion
process and hnally works exclisively with syntactn coustructs to produce the text. This
turus out to e dithoule v 4o o T30 Appelt expresses dissatisfaction wath this way
of mtegrating vrammatioal and other phannny o onstrants on the yrounds that 14y the
drammar cantot easty be evalnared wathont rannme the program and i) the grammar
annot eastlv be altersd Tn prootises however KAMP amtially used simple templates for
the actual text forms and Larer ased o functional nmtcation crammar back end CAppelr,
personal comnmmeation, 198G 0 T subsequent work, Appelt has split off the svatacne

component and uses KAMP sunply for the “normal™ planning activities

General Problems with Planning:
In almost all existing text planners o mformation Hows cne-wan, from the planuer to the
realizer UMcDonald. personal commmuication, 1984 0 McDonald R0 0 MeDonald & Puste.
Jovsky 85 Appelt X1y T these svstems, two approaches are possibles either Wl reguisite
wformation s pre-planned before realization starts. o plannie and realizztion are in-
terleaved and the }nl.mnv'r continnes whenever the realization phase completes a4 subtask.
Appelr followed the forner cpriens Mo Donald the Latrer . Pre-planmne the requisite e
formation s comparatinels casy ot e onter for these decsions are based onorelatively
noiform vronnds ofor exampdes ssnt o te rraandds ooy e fodine weotions suchoas sentenooe

foous and stress) s thes e e s bl sinp e b iy nnp inate e panseen at

siall ot er of poants s s s et b et banse ptent oy Thas s e teason
winn Appelt's proaran hAMP db o perate s g g b ot v ant ol the
Bearer s knowhedee stare oo b p o bt s e e e e s vader ns
tont

Wihonoleas btic e s e it s ke R N AL

Platiny all the hkelv oo~ s v oot 1 es e o s s enw b Dy sk tho
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planner must effectively span the space of possible locutions which 1s not a practicable
-
o solution to the problem. In later work. McDonald argues together with the psycholinguists
;_‘-: Leveit ([Levelt & Schriefers 871 and Bock ([Bock 82. 87]) that the two stages, planning
"f .. . . . . aqe . . .
b amd realization, iuterface at the so-called message level, This facilitates limited-commitment
v planning and two-wav comumunication between the modules, as argued in {Hovy 85] and in
R,
L]
N chupter 70 tvpreally, requests for guidance together with the available options pass from
X ) )
LS ) . . o
o the realization component to the planner, and the planner’s selections and decisions are
' hanled bk v the realizer This s the way PAULINE v implemented,
_;:.\ Other Planning-Related Work:
.\_ Much work bas been done o the planning and generation specitically of mnlti-sentential
v,
! Suits of teat s has conversations, iGrosz 77,0800 and [Siduer 79) discuss rules of focus
=
- shaft, copie How oand anaphoric e Later work they collaborate and are currently developing
phy a theory of Conversations using notions such as speaker intention and attention ([Grosz 85],
O Gross & Sidner »67) Retchman 81 constructs a grammar for the structure of discourse.
:".
- 8.1.3 Why should I say it?
7
e
o Toodate sl a4 bandfal of programs construct, in answer to this question. explicitly repre-
sented speaker soals toomotivate the decisions they make. Jameson [Jameson 87) is building
ot . .
l' A svstem that constoacts s text by selecting utterances from seripts of templates, based
o cnothe besieed proscsaty amport of the final rext. Clippinger ({Clippinger 74, 75]) built
.
I voanple ated sostens ERMA rhat modelled one paragraph of text produced by a person
"
oot pevohitre o sessie ERNA Gnsisred of hive modnles: CALVIN (topic collection and
v A o
; N CLs o NMACHIANELTE e v amization, phrasing. etel)  CICERO (realization), FREUD
1 R
'y teonit tiny the onins of e aror tasks i and LEIBNITZ (concept definition network).
0
W Ditferent s s e oo bed o reristic effects an the textand the hope was that
, RN <o d b o some of the false srarts] hiesitations, suppressions, ete., that
’
L)
e co e when they speak S e ERMA was balt to model the paragraph of text it
'\' !
::V b e e v bt prera s interesting and fonr of the five pares believ-
B &
v ‘ . ,
X e gt~ owarthomeere enanp s thes tuneteon of FREUD would be elearer). the overall
V
L4
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..";
. theoretical contribution of ERMA is not clear. Certainly we are a long way from being able
..'? to assess all the claims made about the work.
b
o, This brings us to PAULINE (which has been called “a parameterization of ERMA™ [Mc-
) Donald, personal communication, 86]). PAULINE was inspired by the work of McGuire
:: ' (see [McGuire 75]). who first worked on what eventually became the Carter-Kennedy ex-
." ample. PAULINE was built to illustrate the utility of pragmatic information in making
_’n'. planning and realization decisions that are otherwise not decidable.
ls“';
R, 8.2 Conclusion: Doing it Better Next Time
el
v
i : One of the strong points of PAULINE is the use of a phrasal lexicon, in which, as described
;. in chapter 6, words, phrases. and formative syntactic information associated with phrase
‘ _-.::: structure symbols are contained in homogeneous form. The lexicon should, however, contain
‘\-‘ even more information. It is a serious handicap to the planner that lexicon elements do
) not. for the most part, contain explicitly represented rhetorical information. That is to say,
L =
,,':, for example. that the phrasal pattern “not only X but Y™ does not explicitly provide the
E%- planner the facts that it is moderately formal. quite complez (containing two predicates,
"v and inverting word order). and an affect-enhancer in which the first filler, X. must hold
.- some affect for the speaker. Currently, much of this type of information is procedurally
,;;:' encoded into discrimination nets, something that makes both planning and the addition of
:.\ :. new lexicon elements difficult.
e
Adding all such information to the lexicon explicitly requires, first, the formulation of a
"':E set of terins. based on the program’s rhetorical goals aud strategies, which the planner can
J'E-: manipulate to construct plans, and second, the reformulation of the planner and monitor
'7':(’ {described in chapter 7). As it ix. the planner is extremely straightforward: it simply tries
E to achieve each activated rhetorical goal, preferning. in conflicts, the goals least satisfied
:;‘ so far. It has no record of the number of times 4 thetorical poal was actually thwarted or
:: blocked. and 1s thus unable to recognize the need to repair mistakes. Including rhetorical
“": information explicitly in the lexicon  both about goals achieved and about goals thwarted
18
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— will enable the planner to know when to perform repairs. Of course, the planner must

a“. . . . - .
;' then also have repair strategies and be able to decide what strategies are required. This
o problem is now being attacked in the general planning and execution monitoring literature
“‘ ! 0 . . . . ’
) in Al see, for example, [Doyle, Atkinson & Doshi 86]). The issue of limited-commitment
" planning under multiple goals is a very interesting research topic.

!
D
‘4 The most obvious shortcoming of the theory presented here is the lack of sophistication
“tal

::! of the pragmatic features used in PAULINE. Each feature — hearer knowledge, opinion,

emotional interpersonal relation, relative social status — is a field of study in itself. How-

N ever, this is not the most serious shortcoming, because the rhetorical goals posited here i
o ! provide a satisfactory level of organization of information, midway between the airy world
e of pragmatics and the concrete requirements of generators. That is to say, any generator
o
" that can realize a given input in different ways requires reasons for choosing one way over
L) . . o . .. .
.:" another, and these reasons will always pertain to the stylistic and opinion-based consid-

~
e erations — the rhetorical goals and strategies — discussed in this work. On the other .
‘s . . . . . 3
2t hand, any system that manipulates information of pragmatic nature and wishes to use

“ this information to guide a generator will always do so using intermediate strategies that
'. ‘
25 correspond to the rhetorical goals. The clumsiness of the rhetorical strategies and of the

s & g
:" goals' activation conditions, as described here, is due to the unsophisticated-nature of the
" . . . . . . . . .

! terms used to characterize pragmatic information and generator decisions; increasing the
::!i level of sophistication, and experimenting with combinations of strategies to form different
¥ . .
"y rhetorical goals, should be the focus of continued research.
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Appendix A

A Short Annotated Example

In order to illustrate the interleaving of prescriptive and restrictive planning and text re-
alization, this appendix contains an annotated trace of PAULINE’s generation of a shan-
tytown text. In the example, PAULINE is a protester trying to convince its audience at a

meeting: though it is somewhat formal, it is not pressed for time:

AS A REMINDER TO YALE UNIVERSITY TO DIVEST FROM COMPANIES
DOING BUSINESS IN SOUTH AFRICA, A LARGE NUMBER DF STUDENTS
CONSTRUCTED A SHANTYTOWN --- NAMED WINNIE MANDELA CITY --- ON
BEINECKE PLAZA IN EARLY APRIL. AT 5:30 AM ON APRIL 14, YALE HAD
OFFICIALS DESTROY IT; ALSO, AT THAT TIME, THE POLICE ARRESTED 76
STUDENTS. A LARGE NUMBER OF LOCAL POLITICIANS AND FACULTY MEMBERS
EXPRESSED CRITICISM OF YALE'S ACTION. FINALLY, THE UNIVERSITY
GAVE THE STUDENTS PERMISSION TO REASSEMBLE IT.

Initially the conversation conditions are set up. The input topics are the building of
the shantytown (CONSTRUCT-1). the demolishing (CONSTRUCT-2). and Yale’s permission
for its reconstruction (MTRANS-8). As sympathies. PAULINE is given the protesters' goal
to have Yale divest from companies with business in South Africa (GOAL-1). The hearer,
a predesined pro-Yale person. has as svmpathies Yale's goals to keep the university orderly

(GOAL-2) and to be reasonable in the face of argument (GOAL-3):

212
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“. , SPEAKER'S INTERPERSONAL GOALS:

‘

,){{ Speaker's conversation with UNIV

:: about (CONSTRUCT-1 CONSTRUCT-2 MTRANS-8)
. CONVERSATION SETTING:

:‘.7 Setting:

‘ - Available time: MUCH

*::“5 - Tone: FORMAL

- Conditions (noise, etc.): GOOD

y Speaker:

:' - Sympathies: (GOAL-1)

\ - Antipathies: (GOAL-2 GOAL-3)
?1 - Knowledge level: EXPERT

“ - Interest level: STRONG
f - Emotional state: NORMAL

"\“l Hearer:

o - Sympathies: (GOAL-2 GOAL-3)

L - Antipathies: (GOAL-1)

- Knowledge level: STUDENT
:E - Interest level: SOME
g

¥
L)

- Emotional state: CALM
- Language ability: NORMAL

) Relationship:
f" - Extent of acquaintance: STRANGER
K : - Hearer's social status relative to Speaker: EQUAL
:; - Emotion between interlocutors: LIKE
l'

| SPEAKER'S GOALS:

.: - Topic collection plan: *CONVINCE-PLAN«
:‘_‘»1: - Conversation time: MUCH
:;. Desired effect on Hearer's Knowledge and Beliefs:
po - Hearer knowledge level: TEACH-TALK
ﬁ‘ - Hearer opiniona: SWITCH
4,: Desired effect on Hearer's Goals and Emotions:
3 :' - Alter Hearer's goals: SWITCH
?:. , - Hearer's emotional state: NORMAL
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Desired effect on Hearer’s Relationship to Speaker:
- Distance between interlocutors: NORMAL
- Hearer emotion toward Speaker: LIKE

- Relative status between interlocutors: EQUAL

Next, of course, the rhetorical goals are activated:

Setting up rhetorical goals from interpersonal goals...

SPEAKER: PROTESTER

HEARER: YALIE

SPEAKER'S RHETORICAL GOUALS:
AFFECT GOAL -- *CONVINCE-GOAL* KNOWLEDGE GOAL -- ()
TOPIC SLANT PLAN -- +OPINION-PLAN* TOPIC COLLECTION PLAN -- *CONVINCE-PLAN*
FORMALITY -- HI DETAIL -- MED

b it
h ‘ix :F;J.Jh.".u

AL

v

s

FORCE -- MED
TIMIDITY -- LO
SPEAKER-REF -- HI
COLOR -- HI
RESPECT -- MED-HI
WARMTH -- HI
AGGRESSION -- MED

HASTE -- MED-LO
PARTIALITY -- MED
HEARER-REF -- MED
FLORIDITY -- MED
SIMPLICITY -- MED
VERBOSITY -- MED
INCITEMENT -- MED

Lo ePhit

!

»

In order to elaborate on the input and produce better text, the program can search for
additional topics. Of course, such topics will be related to the input in some way; thus to

35 N

know where to find likely candidates, PAULINE follows the prescriptive instructions of one
of its topic-collection plans. As described in chapter 4, since its sympathies differ from those
of the hearer, the program selects the CONVINCE plan. (First, however, it must check

whether (a) it has time to do topic collection, and (b} whether the hearer’s opinions about

some aspect of the topic disagree with its own, otherwise there is nothing to dispute!):

Topic collector considering new topic: CONSTRUCT-1
PRAGS: level of HASTE for extent of topic collection
-->checking rhet goal: RG:HASTE
Searching for a topic-expansion plan for goal CONVINCE-GOAL
Deciding whether to convince about CONSTRUCT-1‘s affect

-- checking whether I agree with hearer on all its aspects
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m Working out *SELF+'s affect for SHANTYTOWN-1 ...none

hY Working out *UNIV+'s affect for SHANTYTOWN-1 .. .none :

"'v:: Working out *SELF*'s affect for STUDENTS-i1 .. .none !

;' Working out *UNIV+'s affect for STUDENTS-1 ...none 3
Working out *SELF+*°'s affect for SBG:CONS1-G1 ...GOOD .

" Working out *UNIV+'s affect for SBG:CONS1-G1 .. .BAD ¥

e . no: we differ about its RELATIONS (SBG:CONS1-G1)

Aol Checking amount to be said ... there is enough to say

?: CONVINCE-PLAN is appropriate ;

& ‘

i:: Now applying *CONVINCE-PLAN+*'s steps to CONSTRUCT-1

;E: - trying plan step to find worse example

o - trying plan step to find good (or not bad) result

;‘ - trying plan step to find good goal

ﬁ(i found the following: -> GOAL-1 ie the SUBGOAL-TO of CONSTRUCT-1 %

: - trying plan step to find good {or not bad) relations to concepts !

::l found the following:

i -> GOAL-1 is a SUBGOAL-TO relation of CONSTRUCT-i
-> SUPPORT-1 is a RESULT relation of CONSTRUCT-1%

"
,-'_J'; - trying plan step to find good side-effect v
13 ¥
- trying plan step to find appeal to authority (]
- trying plan step to find suitably slanted affect z
) found the following: ~> CONSTRUCT-1 can be said with suitable slant ‘
0' CONSTRUCT-1 spawned the following topics: (SUPPORT-1 GOAL-1 CONSTRUCT-1) ;
Loy ’
4 Since the speaker and hearer have different opinions about GOAL-1 (the protesters’ goal h
“ 3 . . . . .
= to have Yale divest), the CONVINCE plan can be applied to the input topic; this directed
search produces two additional topics: GOAL-1 and SUPPORT-1 (the support given the .
-~ . N
3 protesters by the local community). (
."“ ’ ’ ¥
K .f . . . .
" At this point. CONSTRUCT-1 has been examined and can be said directly -~ that is,
" the realization phase can begin. Indeed, if the rhetorical goal RG:haste had the value
" pressured, this s what wonld happen. although this would mean that the program could not /
N perform further topic organization tasks (such as interpretation and phrasal juxtaposition)
". since it would have no additional topies. This is the first point at which interleaving
| . L . . 1
s between planning and realization could occur. However, since the pre-ram is not hasty,
; 4’
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it can continue the search for additional topics in order to facilitate such planning. Thus,

P . . . . .
‘t ) after checking RG:haste, PAULINE examines SUPPORT-1 next; it finds the CONVINCE
. '\{: plan appropriate but collects no new sentence topics. Throughout, the states of satisfaction
::\: of certain rhetorical goals are updated, in order to enable appropriate restrictive planuning.
Ty
0¥ PRAGS: start topic organization yet? (checking haste and topic derivation)
KN P g g
o
,:::, -->checking rhet goal: RG:HASTE
W
A .m0
!!.c’ ____________________________________________________
Bl 000 s
Topic collector considering new topic: SUPPORT-1
" Deciding whether to convince about SUPPORT-1's affect
.r‘: CONVINCE-PLAN is appropriate
Y e e
“‘
by Now applying *CONVINCE-PLAN*'s steps to SUPPORT-1
. J P
\3‘. SUPPORT-1 spawned the following topics: (GOAL-1 SUPPORT-1)
83
\'g
W& Similarly, GOAL-1 provides no new topics either. Now all the topics off CONSTRUCT- ]
] . - 3 3 . -
have been examined, and, rather than continue collecting topics off the other inputs (which
RS occurs under conditions that call for extremely well planned, complex, unpressured text),
£33 . . .
:;3 the program can start the topic organization phase. Three syntax goals are created, one
Ay for each candidate sentence topic:
h
~'_) Topic collector sending to planner:
’t'::f <Goal to express CONSTRUCT-1
":" Nomination: Goal CONVINCE-GOAL; Derivation: original topic>
o
:(s! <Goal to express SUPPORT-1
LN
fod Nomination: Goal CONVINCE-GOAL; Derivation: ":rent CONSTRUCT-1; Role: RESULT>
X3 <Goal to express GOAL-1
>
:} Nomination: Goal CONVINCE-GOUAL, Derivation: Parent CONSTRUCT-1, Role: SUBGOAL-TO>
s
W
" »
[y
The topic organization phase includes the following tasks (some of which can be ignored
z., under certain conditions): topic reordering, insertion of explicit opinions. interpretation,
-C: phrasal juxtaposition, new topic inclusion. The first task, reordering, is achieved under
';j guidance of a (prescriptive) paragraph construction plan (of which PAULINE has two). In
Ry order to open a paragraph, this plan prescribes using the initial topic and the goal it serves:
\ .
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Starting to organize topics into phrases...
Reordering input topics
PRAGS: is there time to do REORDERING-INPUT? ...yes
Final order is: (CONSTRUCT-1 SUPPORT-1 GOAL-1)
Proceeding to next stage of paragraph...
Grouping together topics suitable for introducing initial topic
Using topics (CONSTRUCT-1 GOAL-1)
PRAGS: is there time to do SLANTING with (CONSTRUCT-1 GOAL-1)? ...yes
Getting affect of CONSTRUCT-1 (slanting strategy is ENHANCE)
Getting affect of GOAL-1 (slanting strategy is NONE)
Starting to build phrases with CONSTRUCT-1

Next, the planner checks whether the rhetorical goals of opinion call for the inclusion
of a sentence of explicit opinion (such as “I am angry about Yale's actions™). and if so
whether conditions allow the insertion of such a sentence. This is a restrictive task. Since,
however, conditions are not favorable (amongst others, no text has been produced yet, and
the rhetorical goal RG:timidity prevails during monitor conflict resolution), no sentence
is included. ..

Checking active opinion strategies (COMMENT) on CONSTRUCT-1
Rhet goal conflict resolution...
~=->checking rhet goal: RG:FORCE RG:VERBOSITY RG:TIMIDITY RG:PARTIALITY
Chosen to satisfy RG:TIMIDITY
No applicable strategy found

Following this, the program checks whether the rhetorical goals have activated any
interpretation inferences. As explained in chapter 3, this task is executed both bottom-up
and top-down. Three possible interpretations are found bottom-up, but none of them are
affectively suitable (remember. the program is speaking as a protester!):

Checking active opinion strategies (INTERPRETATION) on CONSTRUCT-1

Found possible interpretations:
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[<CONFIG-TAKE-CONTROL> on CONSTRUCT-1
(ACTOR : STUDENTS-1 (= ?X)]
[INSTR : INTO-PLAZA-1)
[TO : STUDENTS-1 (= ?X)]]
Working out +«SELF+‘s affect for INTERP-TAKE-CONTROL 434: no applicable strategy

(<CONFIG-CONFRONTATION> on CONSTRUCT-{
[ACTOR : STUDENTS-1 (= ?X))
(RELATIONS : SBG:CONS1-G1]
{CONC2 : GOAL-1 (= ?Y)]
(RELATIONS : OPP0:G1-G2)
[CONC2 : GOAL-2 (= ?7Z)]
[ACTOR : YALE (= ?W)]
[OPPOSITES: : () (= ?W) (= 7X)]
[RELATIONS : OPP0:G1-G2]
[coNCi : GOAL-1 (= 7Y)]]
Working out *SELF+'s affect for STUDENTS-1
Working out *SELF+'s affect for INTERP-CONFRONT-CONCEPT.436: no applicable strat

[<CONFIG-PUNISH> on CONSTRUCT-1
[ISA : CONSTRUCT (= T) (= ?P)]
[ACTOR : STUDENTS-1 (= 7X)]
(RELATIONS : SBG:CONS1-G1]
[coNC2 : GOAL-1 (= ?Y)]
[RELATIONS : OPP0:G1-G2]
[cONC2 : GOAL-2 (= 72)]
{ACTOR : YALE (= 7w)]
(OPPOSITES: : () (= ?W) (= ?X)]
[RELATIONS : OPP0:G1-G?]
[CONC1 : GOAL-1 (= ?Y)]
[RELATIONS : SBG:CONS2-G2]
(coNc2 : GOAL-2 (= 72)]
[cOKC1 : CONSTRUCT-2 (= T)]
(ISA : CONSTRUCT (= ?7P)]]
Working out *SELF+«’s affect for INTERP-PUNISH-CONCEPT.438: no applicable strateg

otk

PAULINE checks whether memory contains another instance of a CONSTRUCT to be

-

used as a reminding, and then tries to use a multi-predicate enhancer or mitigator phrase.
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‘ Since, however, the hearer doesn’t share the program’s opinion of GOAL-1, such a phrase

may not have the intended effect; thus the program decides not to slant CONSTRUCT-1 in

this way.
)
' Starting to work on remindings similar to CONSTRUCT-1
M PRAGS: include a reminding? . yes
; Checking if CONSTRUCT-1 is very similar to other topics in memory ... not really
b Starting to build affect phrase around CONSTRUCT-1
PRAGS: should use a phrase to ENHANCE the topic?
p -->checking rhet goal: RG:PARTIALITY RG: SIMPLICITY
: ..yes
: PRAGS: slant topics on own bias only?
¢ Rhet goal conflict resolution. ..
- -->checking rhet goal: RG:PARTIALITY RG:SIMFLICITY RG:AGGRESSION RG:TIMIDITY
. Chosen to satisfy RG:SIMPLICITY
N ..mo
Found no suitable other topic

. Finally, though, a strategy does work: the program finds that the relation between its
“. two topics — SUBGOAL-TO — can be expressed as an enhancer by using the linking phrase
’: “as a reminder to”. (Since this phrase requires the use of the desired state, not of the goal
4 itseif, PAULINE changes the topic to DIVESTED-1).
¢ Starting to cast topic CONSTRUCT-1 into relational phrase
Bk Searching for another topic from
X - Goals: (GOAL-1)
f PRAGS: is CONSTRUCT-1 simple enough to be conjoined? ...yes
] Will use GOAL-1 (a SUBGOAL-TO relation of CONSTRUCT-1) to build a phrase
,;s
f Checking active opinion strategies (LINK-PHRASE-GDAL) on CONSTRUCT-1
o (slanting strategy on CONSTRUCT-1 is ENHANCE)
? Running strategy to use phrase <PHRASE %AS-A-REMINDER>
. (altering topic from GOAL-1 to DIVESTED-1)
- Strategy successful

The program has now assembled the composite syutax goal to build the first sentence.

starting with the protesters’ goal, and then stating their action:
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_ Finished organizing topic CONSTRUCT-1. built up syntax goals:

‘- (<Goal to express DIVESTED-}

b ! Nomination: Goal CONVINCE-GOAL activated plan; role is SUBGOAL-TO

'-: Derivation: Parent CONSTRUCT-1 via relations (GOOD-GOALS *CONVINCE-PLAN+)
. Affect: Desired affect is GOOD; Goals call for () strategy

:33 With preceding words (+DOT+ AS A REMINDER TO)

:::: Followed by

::::' (<Goal to express CONSTRUCT-1

=2b Nomination: Goal CONVINCE-GOAL activated plan; role is INITIAL-TOPIC

Derivation: original topic
.‘:. Affect: Desired affect is GOOD; Goals call for ENHANCE strategy
:«"‘ With preceding words (*CMA*)>)>)

The phase of topic organization is now complete: each syntax goal has enough informa-

) tion associated with each sentence topic to enable realization to begin. The other two input
:C topics, CONSTRUCT-2 and MTRANS-8, are still waiting for topic collection and subsequent
b
X ~ organization, and consequently have almost no information associated with them yet. At
WY,

this point, realization interleaves with planning: the program continues planning to satisfy
W .
:I‘ . its rhetorical goals while realizing the syntax goal it has assembled.
‘i )
:::a The program starts by deciding what type of sentence — a description, an event, or a
., relation — to build. Complex sentences such as relations and sentences containing nom-
) inalized actions satisfy goals of low simplicity and high formality; here, their satisfaction
' .. . .
X 7, state (restrictively) selects a normal event sentence. The linking phrase is first:
o
:u"' Generator starting to produce text...
[ N

y Sentence top: setting up DIVESTED-1 with modifiers (GOOD-GOALS COMPL INFINIT)
a PRAGS: rominalize DIVESTED-1? ...po

!
'l:'A PRAGS: include pre-sentence adverbial clauses?
v Rhet goal conflict resolution...
L) -->checking rhet goal: RG:FORMALITY RG:SIMPLICITY
o,
| ﬂ: Not satisfying any of these goals
! oy . building a normal event sentence
0 e
e
L
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Setting up wvords or phrases linking new sentence to previous one

.
N me==> +DOT» .
‘ =ams> AS ;
¥ cam=> A

. ===s> REMINDER ¢
o ¢
K ;

X Next, the program must select an appropriate sentence subject. Of the two candidates, :
’ the one most interesting (central in the story). YALE. is selected. Then the rhetorical goals !

of opinion are checked to see if opinions should be added, and the noun group is built: -

W \-
l,: Y
k‘ Searching for a subject for sentence about DIVESTED-1 4{
h‘ PRAGS: which slot to select from (ACTOR OBJECT) as SUBJECT? $
- Rhet goal conflict resolution... _
K -->checking rhet goal: RG:HASTE RG:SIMPLICITY RG:FORMALITY 1

‘f Ordering (ACTOR OBJECT) of DIVESTED-1 ...order is (ACTOR OBJECT) ;
*o] Found sentence gsubject: YALE ;
" ___________________________________________________________________

Building noun group of YALE

+ Checkiag active opinion strategies on YALE ;
3t mmts et 3
3 Checking whether to include a personal opinion about YALE ;
4 PRAGS: should say ng stress on YALE in NG-OPINION? f
N Rhet goal conflict resolution... ;
:. -->checking rhet goal: RG:PARTIALITY RG:AGGRESSION "
K>, Working out *UNIV+'s affect for YALE ,z
!’i ..no Z:
= Searching for head noun of YALE
‘\- Checking active opinion strategies (HEAD-NOUN) on YALE
;fi No applicable strategy found
;f{ Checking whether to include hearer’'s opinion about YALE §
N PRAGS: mention YALE's role for hearer in NG-ROLE? J

i Rhet goal conflict resolution. .. "
.i ~-->checking rhet goal: RG:HEARER-REF RG:AGGRESSION
,4 Chosen to satisfy RG:AGGRESSION !
W h
F%H Building up noun group of form (ROLE ART PRE HEAD POST) g
.;;‘ .1

‘. :
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(3]

az=a> TO
mxmu) YALE
s=s=> UNIVERSITY

At this powmt. a verh must be selected, becanse verbs determine the nature of the
predicate. As described i chapter 6. the memory network is searched for o pragmatically
~uitable verb: also. aspects of the topie that mav be inclnded in the predicate are tested

against the rhetorical goals.

Searching for a verd to express DIVESTED-1
Searching concept hierarchy (against AFFECT) DIVESTED-{ DIVESTED
Found verb DIVEST
Filtering aspects of DIVESTED-1 to build sentance predicate
(using (VERB (0BJ RECIP FROM) (POST-SENT () (RECIP))))
PRAGS: can COMPANIES-SA, (the RECIP of DIVESTED-1), be said?
PRAGS: does affect rule allow COMPANIES-SA?
(relating affect of COMPANIES-SA to current AFFECT GOAL)
Working out *SELF+'s affect for COMPANIES-SA
..yes
PRAGS: does interest rule allow COMPANIES-SA?
Examining hearer KNOWLEDGE
-->checking rhet goal: RG: HASTE
-->checking hearer interest level
-->checking own interest level
.yes
Now planning to say:
(<Goal to expand DIVEST using #{Procedure 63 SAY-VERB}
and instrs (GOOD-GOALS GOOD-RELATIONS COMPL INFINIT)>
<Goal to expand COMPANIES-SA using #{Procedure 64 SAY-OBJECT)
and instrs (GOOD-GOALS GOOD-RELATIONS COMPL INFINIT)>
<Goal to expand DIVESTED-1 using #{Procedure 656 SAY-SENT-END}
and instrs (GOOD-GOALS GOOD-RELATIONS COMPL INFINIT)>)

The syntax goals that realize into the predicate are treated jnoorder




AU W W, - W -va AP N a T AT w a T A LS

L4
A
W )
; t
h‘ [
o ]
A:. ¥
i t
223 )
{ '
Computing appropriate stress for DIVESTED-1 itself \
N .
?‘ Checking active opinion strategies (MITIGATING-HAVE-AUX-VERB) on DIVESTED-1 :
. Ko applicable stratesy found :
N
mmmm) T0
- s===> DIVEST \
N '}
2 )
b )
X Building noun group of COMPANIES-SA \]
¢
ﬁ Checking active opinion strategies on COMPANIES-SA K
................................................................... -
Checking whether to include a personal opinion about COMPANIES-SA *
[ ’
4‘ PRAGS should say ng stress on COMPANIES-SA in NG-OPINION? ;
R Working out *UNIV+'s affect for COMPANIES-SA "
Q no
Searching for head noun of COMPANIES-SA .;

Checking active opinion strategies (HEAD-NOUN) on COMPANIES-SA
No applicable strategy found

Checking whether to include hearer’s opinion about COMPANIES-SA
PRAGS mention COMPANIES-5A's role for hearer in NG-ROLE?

K Rhet goal conflict resolution 4,

5 -->checking rhet goal RG HEARER-REF RG AGGRESSION k
" Chosen to satisfy RG AGGRESSION

' no ‘;

Building up noun group of form (ROLE ART PRE HEAD POST) fk

(!

)

‘ ====> FROM iy

:: PRAGS how many of COMPANIES-SA‘'s 1 aspects to say t

as PRE-NOUN-MODS? .%

y -->checking rhet goal RG HASTE RG SIMPLICITY RG FORMALITY it

;: vill say 1 aspects 3

:- Computing appropriate stress for COMPANIES-SA's filler of NUMBER At

: Checking active opinion strategies (ADJECTIVE-NUMBER) on COMPANIES-SA o

X No applicable strategy found y

= =umm> COMPANIES
A ====> DOING

==a=> PBUSINESS

mmm=> N

!
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=m=x> SOQUTH .
R B
W ==u=> AFRICA n
A X t
Y Nexrt, the run-on sentence is started. As hefore, PAULINE must check what type of 2
sentence the active rhetorical goals eall for. ..
D" g
A .y
3 Sentence top setting up CONSTRUCT-1 with modifiers (INITIAL-TOPIC ENHANCE COMPL) :
. ".‘
» PRAGS: nominalize CONSTRUCT-17?
[] )
' PRAGS include pre-sentence adverbial clauses?
. Rhet goal conflict reaolution. .
: -->checking rhet goal: RG:FORMALITY RG SIMPLICITY
% Not satisfying any of these goals
f
:= -->checking rhet goal: RG FLORIDITY .
Fa
. building a normal event sentence ¥
. ittt ettt ledede ettt ittt ittt R
N Setting up words or phrases linking new sentence to previous one ;
. 24
* m=m=m) *CMA* y
v
Building noun group of STUDENTS-1 iy

Checking active opinion strategies on STUDENTS-1

B Searching for a subject for sentence about CONSTRUCT-1
Found sentence subject: STUDENTS-1

i
A T alata e

Checking whether to include a personal opinion of STUDENTS-1
Searching for head noun of STUDENTS-1

o Checking active opinion strategies (HEAD-NOUN) on STUDENTS-1 :‘
No applicable strategy found .
Building up noun group of form (ROLE ART PRE HEAD POST) .?
. Checking whether to include hearer‘s opinion about STUDENTS-1 A
. PRAGS: mention STUDENTS-1's role for hearer in NG-ROLE?
: PRAGS: can PLUR, (the NUMBER of STUDENTS-1), be said?
...will say 1 aspects
4 While building the noun group. a (restrictive) strategy of opinion the strategy to
»

maximize the number of people performing GOOD actions  fires:
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Checking active opinion strategies (ADJECTIVE-NUMBER) on STUDENTS-1
Running strategy to slant claimed support
Found MAXIMIZE
===m> A
====> LARGE
====> NUMBER
====> (F

====> STUDENTS

Searching for a verb to express CONSTRUCT-1

Searching concept hierarchy (against AFFECT): CONSTRUCT-1 CONSTRUCT

Found verb CONSTRUCT

Filtering aspects of CONSTRUCT-1 to build sentence predicate

Now planning to say:

(<Goal to expand CONSTRUCT using #{Procedure 63 SAY-VERB}
and instrs (INITIAL-TOPIC ENHANCE COMPL)>

<Goal to expand SHANTYTOWN-1 using #{Procedure 64 SAY-OBJECT}
and inatrs (INITIAL-TOPIC ENHANCE COMPL)> (

<Goal to expand INTO-PLAZA-1 using #{Procedure 66 SAY-INSTR}
and inatrs (INITIAL-TOPIC ENHANCE COMPL)>

<Goal to expand BEINECKE-PLAZA-1 using #{Procedure 66 SAY-LOC}
and instrs (INITIAL-TOPIC ENHANCE COMPL)>

<Goal to expand TIME-1 using #{Procedure 68 SAY-TIME}
and inatrs (INITIAL-TOPIC ENHANCE COMPL)>

<Goal to expand CONSTRUCT-1 using #{Procedure 65 SAY-SENT-END}
and inatrs (INITIAL-TOPIC ENHANCE COMPL)>))

Before saying the verb, the program checks whether any restrictive strategies are appli-
cable; though the strategy to mitigate the verb using “have™ could apply. it is not found to
he appropriate:

Checking active opinion strategies (MITIGATING-HAVE-AUX-VERB) on CONSTRUCT-1
No applicable strategy found

===u> CONSTRUCTED
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(X Building noun group of SHANTYTOWN-1

O Checking active opinion strategies on SHANTYTOWN-1

Checking whether to include a personal opinion about SHANTYTOWN-1

And so the first sentence ends. At this stage, PAULINE has satisfied, to varying degree,
its rhetorical goals: now it gets the opportunity to do so using plans of a more prescriptive
nature. More topics must be found. PAULINE still has the two input topics CONSTRUCT-2
and MTRANS-8. As with CONSTRUCT- 1, the program finds that the CONVINCE plan is
appropriate; when applied to CONSTRUCT-2, it finds the topics GOAL-2, SUPPORT-2 (the
local commmunity’s outrage at Yale's action), and ARREST-1 (the arrest of the students).

For example:

AT s S L 0 MR TR 0 0 A 0 0

"
*:', PRAGS: should say ng stress on SHANTYTOWN-1 in NG-OPINION? .. .no
’)‘\.: Checking active opinion strategies (HEAD-NOUN) on SHANTYTOWN-1
LS
:.! - No applicable strategy found
B Checking whether to include hearer’s opinion about SHANTYTOWN-1
. Building up noun group of form (ROLE ART PRE HEAD POST)
t g group
Qb
S
4'.:'. . mmmnd> A
KO ====> SHANTYTOWN
:"! Alt
N PRAGS: say (WINNIE MANDELA CITY), (the NAME of SHANTYTOWN-1)? .. yes
N ~, =zxzmD> -
.r::.z- wmmm> NAMED
P AP
oy a=m=> WINNIE
I:)‘
L ==a=> MANDELA
====> CITY
" ®EEE) -
L)
s
I::?. =um=d> (ON
3wk
,_c '~ ====> BEINECKE
:t ' =mu=d> PLAZA
max=> N
====> EARLY
====> APRIL
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Topic collector considering new topic: ARREST-1 y
CONVINCE-~PLAN is appropriate i
Now applying *CONVINCE-PLAN+*'s eteps to ARREST-1

Topic ARREST-! spawned the following topics: (GOAL-2 SUPPORT-2 ARREST-1)

Eventually, when nothing more is found, the topic organization phase is begun. After 4
supervising the reordering of the topics, the paragraph construction plan groups together =
the topics suited to state and expound a subsequent topic. Then, as before, the presence ‘.:
of rhetorical goals of opinion that suggest the inclusion of sentences with explicit opinions ‘::
is checked: :zi

)
Starting to organize topics into phrases... 5
v\

Reordering input topics 0:

Final order is: (CONSTRUCT-2 ARREST-1 SUPPORT-2 GOAL-1 GOAL-2) F}

Proceeding to next stage of paragraph... :.

Grouping together topics suitable for stating and expounding a subsequent topic Q
-->checking rhet goal: RG:VERBOSITY #
Using topics (CONSTRUCT-2 ARREST-1 SUPPORT-2) b,
------------------------------------------------------------------- %
PRAGS: is there time to do TOPIC-ORG with CONSTRUCT-27? .. .yes :".
Starting to build phrases with CONSTRUCT-2 ;
Checking active opinion strategies (COMMENT) on CONSTRUCT-2 (."
No applicable strategy found

Following this. PAULINE succeeds in interpreting CONSTRUCT-2 as an instance of
someone (Yale) making somebody else (the officials) do their dirty work (the demolsh-
ing). This new interpretation is added into memory, and it replaces the original candidate

sentence topic:

Checking active opinion strategies (INTERPRET) on CONSTRUCT-2

Found interpretations:
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[<CONFIG-CAUSE-CONCEPT> on CONSTRUCT-2

[ACTOR : OFFICIALS (= 7X)]

(RELATIONS : SBG:CONS2-G2]
[CONC2 : GOAL-2]

[ACTOR : YALE (= ?Y)]]

Working out *SELF*'s a!'fect for OFFICIALS
Working out *SELF*‘s affect for INTERP-CAUSE-CONCLEPT.685
Running strategy to interpret as CAUSE-CONCEPT

Strategy succeasful

Found that CAUSE-CONCEPT is a new interpretation of CONSTRUCT-2
and related concepts

...dbuilding new concept INTERP-CAUSE-CONCEPT.585 about it

Indexing INTERP-CAUSE-CONCEPT . 585 under high-level concept CAUSE

Adding back-links from CONSTRUCT-2 to <CONFIG-CAUSE-CONCEPT>

Starting to work on remindings similar to CONSTRUCT-2
Found no remindings from ()
Checking if CONSTRUCT-2 is very similar to other topics ...not really
Starting to build affect phrase around CONSTRUCT-2
Found no suitable other topic
Starting to cast topic CONSTRUCT-2 into relational phrase
Searching for another topic from
- Goals: (GODAL-2)
- Similar topics: (GOAL-2 ARREST-1 SUPPORT-2)
Will use ARREST-1 (a SIBLING relation of CONSTRUCT-2) to build a phrase
-->checking rhet goal: RG:FORMALITY with phrase <PHRASE %AND1>
Checking active opinion strategies (COMMENT) on CONSTRUCT-2
No applicable strategy found

Finished organizing topic CONSTRUCT-2; built up syntax goals:
(<Goal to express INTERP-CAUSE-CONCEPT.473
Nomination: Goal CONVINCE-GOAL activated plan; role is INITIAL-TOPIC
Derivation: original topic

Affect: Desired affect is BAD,; Goals call for ENHANCE atrategy

228
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Expression: Phrase/verb HAVE i

; ¥ Followed by &
K : (<Goal to express ARREST-1 &
: Nomination: Goal CONVINCE-GOAL activated plan; role is RESULT !
N Derivation: Parent INTERP-CAUSE-CONCEPT.473 via relations ‘
" (GOOD-RELATIONS +CONVINCE-PLAN*)
T‘. A! "ect: Desired affect is BAD; Goals call for ENHANCE strategy F
Y With preceding worda (+SEM* ALSO *CMA* AT THAT TIME *CMA+*)>)>)

~%
-

Though, under certain circumstances, realization of this goal could begin immediately,

A Y
& the program proceeds with organizing the next candidate topics. .. ::
"

: \
M Y
v :

% PRAGS: start realization? (checking haste and topic derivation) ¢
: -->checking rhet goal: RG:HASTE ~
by ..no i
o -
o Considering SUPPORT-2
'] Checking active opinion strategies (COMMENT) on SUPPORT-2 h
. No applicable strategy found "
. A
> Checking active opinion strategies (INTERPRET) on SUPPORT-2 ::
" \
N as INTERP-CONFRONT-CONCEPT.476: no applicable strategy found :
-

3 Checking active opinion strategies (COMMENT) on SUPPORT-2 4

! t
! No applicable strategy found -
g ":

- Finished organizing topic SUPPORT-2; built up syntax goals: 2
A \
‘a, (<Goal to express SUPPORT-2 v
L7 .' .
'\ Nomination: Goal CONVINCE-GOAL activated plan; role is RESULT ]
[}

N Derivation: Parent INTERP-CAUSE-CONCEPT.473 via relations ‘

.’ (GOOD-RELATIONS +CONVINCE-PLAN*) bt
by .
x‘ Affect . Desired affect ia GOOD; Goals call for () strategy>) ;
~ ¥
5 g
)

2 At this point. the two syntax goals that derived from CONSTRUCT-2 have been com- )
pleted, and are sent to the realizer. Still waiting to be handled is the goal to generate 1

% . . .

"' MTRANS-8 together with whatever topies can be snitably collected. \
i) ]
N h
N )
'7 Generator starting to produce text.. . X
N ;
(:‘ \
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Sentence top: setting up INTERP~CAUSE-CONCEPT.473 with modifiers (ENHANCE)

L
o,
™

. building a normal event sentence

o

3 Setting up words or phrasea linking new sentence to previous one

===x> *«DOT* 1)

Searching for pre-subject clauses for INTERP-CAUSE-CONCEPT.473

=x=xd> AT 4 ‘

==x=> §:30

3 ==xx> AM

) ==x=> (N '_(-

=mBE)

== 14 LA

mmxEa) *CMA*
Searching for a subject for sentence about INTERP-CAUSE-CONCEPT.473

==x=> YALE
Searching for a verb to express INTERP-CAUSE-CONCEPT.473
Using preselected verb HAVE »}'

Building a sentence predicate with HAVE -
Filtering aspects of INTERP-CAUSE-CONCEPT.473 to build predicate :':
k. -->checking hearer’s language ability j‘?
! -->checking conversational conditiona $‘

=z==> HAD

Sentence top: setting up CONSTRUCT-2 with modifiers (COMPL REPORTED ROOT ENHANCE)

. building a normal event sentence

-

s,

Setting up words or phrases linking new aentence to previous one

~

Searching for a subject for sentence about CONSTRUCT-2
s Searching for head noun of OFFICIALS

.
¢ v e n .
"l“,ll'l.'

Checking active opinion atrategies (HEAD~NOUN) on CONSTRUCT-2

"
12

Checking active opinion strategies (ADJECTIVE-NUMBER) on CONSTRUCT-2

Lo,
G

====> (OFFICIALS

-
3

Searching for a verdb to express CONSTRUCT-2 ::

"A

; Building a sentence predicate with DESTROY o
\ e
====> DESTROY N

-

SR
.
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’y Searching for head noun of SHANTYTOWN-1
' =x=x> IT

s
;.ﬁ Sentence top: setting up ARREST-1 with modifiers (GOOD-RELATIONS ENHANCE COMPL)
0y

; . building a normal event sentence

‘“ ___________________________________________________________________
X Setting up words or phrases linking new sentence to previous one
“ 1] =mm=d> *xSEMx

??.l =ux=)> ALSC

w=mmd> *CMA*

o ammm> AT
s ====> THAT

X
¢ " =azm=> TIME
\‘."
"'l. mxmm) *CMA*

—
- Searching for a subject for sentence about ARREST-1
:i: Found sentence subject: POLICE
“-::' =zm=> THE

L .-
;{{ ====> POLICE

¥ Searching for a verb to express ARREST-1
Ay Building a sentence predicate with ARREST
:-: ==m=> ARRESTED
t:f Searching for head noun of STUDENTS-2
:; a==x=x> T8
) ====> STUDENTS
BT e e et m e e e mm e e e m e mcmmmmm—mm——— o ———
i)

Dag Sentence top: setting up SUPPORT-2

3 . building a normal event sentence
D
i!l ---------------------------------------------------------------

Setting up words or phrases linking new sentence to previous one

I, ====> +DQOT+
T
] Searching for pre-subject clauses for SUPPORT-2

’k- Searching for a subject for sentence about SUPPORT-2

' Checking active opinion strategies (ADJECTIVE-NUMBER) on COMMUNITY-2
o Running strategy to slant claimed support
7. Found MAXIMIZE
D"-'

J'" xzxm==> A

v ====> LARGE
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i
b"‘it
==m=> NUMBER
g
’: Y mxmm) oF
-:, ==xw> LOCAL
:“::‘» ====> POLITICIANS
Y ve
s =a==> AND
e =s==> FACULTY
Wi
“}:‘* ==x=> MEMBERS
¥
;‘ ) Searching for a verdb to express SUPPORT-2
f:’. Searching for a suitable MTRANS verb
Building a sentence predicate with EXPRESS
LN ====x> EXPRESSED
L]
:c':: ] Searching for head noun of CRITICISM
l:.:., ===e> CRITICISM
54
\;.'“. ==m=> OF
S ==x=> YALE'S
gt
) =a==> ACTION
Yy
e
-'.o,’ Finally, the program gets to the last topic, MTRANS-8. No new additional topics are
WY . . . .. T .
o found, and hence no interpretations or phrasal juxtapositions occur. Realization is straight-
X forward.
gty
g 6]
-l(a 2
e Topic collector considering new topic: GOAL-1
+ N Topic GOAL-1 spawned the following topics: (GOAL-2 GOAL-1)
.) Ctarting to organize topics into phrases. ..
)
S Finished organizing topic MTRANS-8; built up goals:
,,' (<Goal to express MTRANS-8
A~
. 5,‘ Nomination: Goal CONVINCE-GOAL activated plan; role is INITIAL-TOPIC
o0
= Derivation: original topic
) Affect: Desired affect is GOOD; Goals call for () strategy>)
e
.-h"
-r;» Sentence top: setting up MTRANS-8
¢.

. building a norm»' event sentence

e

£

o Setting up words or phrases linking nev sentence to previous one
¥
b' J mmxx) +DOT
L]
e . > FINALLY
.‘ A RXEX
"u". mmz=> +CMAt
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\
G
i ===a=> THE
)
BT ====> UNIVERSITY
DX
0:. Searching for a verb to express MTRANS-8
g"; Searching for a verb to express ALLOW-3
R Building a sentence predicate with GIVE
‘.33" ====n> GAVE
:E ===x> THE
:.,. ===x> STUDENTS
3
;ftg', ====> PERMISSION
Searching for a verb to express CONSTRUCT-3
‘l‘ am==> TO
" ====> REASSEMBLE
o
.' smm=> IT
e
&
- Whole story:
>
7 N
\ -
.\",'
W AS A REMINDER TO YALE UNIVERSITY TO DIVEST FROM COMPANIES DOING
. BUSINESS IN SOUTH AFRICA, A LARGE NUMBER OF STUDENTS CONSTRUCTED
5,‘(::" A SHANTYTOWN --- NAMED WINNIE MANDELA CITY ~-- ON BEINECKE PLAZA
Lk
lﬁ'\ ON EARLY APRIL. AT 5:30 AM ON APRIL 14, YALE HAD OFFICIALS DESTROY
O IT; ALSO, AT THAT TIME, THE POLICE ARRESTED 76 STUDENTS. A LARGE
AL NUMBER OF LOCAL POLITICIANS AND FACULTY MEMBERS EXPRESSED CRITICISM
;‘). < OF YALE'S ACTION. FINALLY, THE UNIVERSITY GAVE THE STUDENTS PERMISSION
)
Y TO REASSEMBLE IT.
-
\
o",‘
l‘.‘
.'.t,.
L v . . . . .
« At the end, PAULINE displays the final satisfaction statuses of the rhetorical goals.
I Note the relatively large number of times the most important goals in this setting —
& » . . . ’ . . . ~ )
“" partiality. timidity, formality, and aggressioy are satisfied:
.;" Satisfaction of current rhetorical goals:
LA
:'0'.
e
A FORMALITY 29 DETAIL. 8
1t
Y FORCE: 10 HASTE 34
(%"
":
et




TIMIDITY: 62
! SPEAKER-REF: 3
! COLOR: 4
D RESPECT: 0
WARMTH: 2
AGGRESSION: 20
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PARTIALITY:
HEARER-REF:

FLORIDITY:

SIMPLICITY:

VERBOSITY:

INCITEMENT:

36
14

13
19
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Appendix B

A Phrasal Grammar

As described in chapter 6, PAULINE’s grammar consists of a set of phrases. They are

listed in this appendix.

The phrases can be arranged in a rough hierarchy depending on how much effect they
have on the final text. At the level of largest effect, the phrases control the formation of
multi-predicate sentences, such as enhancer and mitigator phrases and relations between
topics. At the next level, the phrases determine sentence content and organization to
form various types of sentences (questions, imperatives). At lower levels, the content and

organization of predicates, adverbial clauses, and noun groups are determined.

e PAULINE's phrasal lexicon contains a large number of multi-predicate patterns.
When appropriate, depending on the relationships between the sentence topics, the
program’s planner casts the topics into these patterns. Multi-predicate patterns are
used to express the following:

- Slanting phrases such as *Not ouly X. but Y™ and “X. however, Y~

— Reminding phrases such as *X, which reminds me of Y&

- Goal-relationship phrases such as * X in order to Y™ and *X so that Y7

— Result-relationship phrases such as “X. As a result. Y7 and =Y because X7

— Other relationship phrases such as “X is larger than Y™ and “After X, Y™

235
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e SAY-SENT-TOP - This specialist determines which type of sentence to make and

builds the appropriate svntax goal. The decision 1s based on the uput: objects
and states are described by SAY-ATTRIB-SENT, relations between concepts by SAY -
RELATION-SENT, and events and state rhanges by SAY-EVENT-SENT. If implemented

in PAULINE. SAY-IMPERATIVE and SAY-QUESTION would be included here.

SAY-RELATION-SENT - Builds a sentence to express the relation between two con-
cepts. The input is the concept representing the relation. which contains a primary
{earlier/antecedent /closer) part and a secondary part. This specialist builds one of
the sentence patterns

- [ SAY-PRE-SENT  SAY-COMPL  SAY-LINK  SAY-PRE-SENT  SAY-COMPL }

[ SAY-LINK  SAY-COMPL | SAY-COMPL ]

where each COMPL specialist is associated with one part of the relation. From the re-
lation concept, the SAY-LINK specialist can find a sunitable relation word. PAULINE's

memory contains the following relations between entities:

1. Causal: CAUSE or PRECONDITION {expressed by “because™ “sinee”™): RE-
SULT or ENABLE (expressed by “because™. “enable™)

2. Temporal: AFTER (expressed by -after”™. “later™. =then™): BEFORE (-be-
fore™. “prior to™); DURING (*while™, *during”)

3. Spatial: ABOVE (“ahbove™. “on top of"); BELOW (“under™. “helow™, “he-
neath™): PROX (next to™, “heside™, “adjoining™)

4. Comparative: GREATER (numerical); SMALLER:
MUTUALLY-EXCLUSIVE

5. Intergoal: SUBGOAL-TO (an act or a goal serves a goal); SUBSUMING [the

iverse relation): OPPOSING (goals with opposite desires)

& SAY-ATTRIB-SENT This specialist expands into the st of specialises

CPRE-SENT  SAY-SUBJECT  SAY-VERB SAY-ADVERB SAY-ATTRIB
SAY-POST-SENT |

aftrr selecting from the input and the rhetorical goals which aspect of the tuput to
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l(""
. describe. If the input is an object. the attribute is an adjective: if an action, an
Aty N
RO . . .
" 2 adverb: if a state, a degree: if a state-change. an adverb or a degree. The attribute
: " can be said in various ways:
]
— “the bag is red”
¥
oy — =the color is red”
3
1 \n‘ . . -
b3 — ~the bag’s color is red
My S
— =the color of the bag is red
o — *red is the color of the bag™
o
T — “the bag has a color”
-
W — “the bag has a red color™
L e SAY-EVENT-SENT — This specialist expands into the sequence
.
3 - [ SAY-PRE-SENT SAY-SUBJECT SAY-PREDICATE ]
o after finding which aspect of the input to make the sentence subject.
- To choose the subject. the specialist queries the activated rhetorical goal strategies
k- to find the pragmatically most interesting aspect of the input. If. for example, the
[\ e
:’_::E goal RG:haste has the value pressured. no time is wasted on evaluating the affects
¥

of various candidates; the ACTOR (or, failing that, the INSTR) aspect is selected

T directly. Otherwise. the candidates for sentence subject are ordered by affect (sympa-
N \ ) A A
R ‘.i
A thetic to the hearer. when not being aggressive or inciting): by their relation to the
§ Ll
"> . . . .
oy central topic: and by the amount of information represented for each one. Strategies
N
of focus. such as described in [MeRKeown 827 and disenssed in chapter 6. have not been

o implemented in PAULINE.

:’

- . . .

Ly The choice of the subject is also related to the verb. Some generators alwavs select
'l . . . .
g the verb first, at this stage of the realization process (see. for example. [Danlos 84]).
e otherwise. the generator may sometimes produce bad text: for eximple. some pre-
L}
4, oy .
‘\' sentence clyises mayv be prohibited by the verh (srill to be chiosen) or may get from
. . . !
Ay it a4 non-~tandard preposition. Thus, verh choice st be able tomspect the exact
L) 1 . L . . .
Ay words thar precede 1t Inoaddition, of courses verbs Love no wav of indicating which
~.
j\.:
A
e
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.. aspect of the input thev prefer as subject. PAULINE usually chooses the verb only

»" when it builds the predicate, because this corresponds to the wayv people usnally
: speak: we often onlv choose a verb at “verb time’, after the subject has been said,
£ ~
T and any idiosyncratic constraints a verb may have either disqualifies the verb or
wod causes a re-start of the sentence. (Why else does the longest intrasentential pause

:'.: occur just before the verb? Why else do we so often start the sentence again. using

.
. \: a different subject. at that point?) But, of course, we are able to choose the verb
Y before. (Sometimes we have to. For example, in French, the only way to say “Pete
;“ misses Mary™ is “Mary manque a Pete”™: this selection of a non-ACTOR as subject
{_j is required by “manquer”. However, PAULINE can choose a verb before starting
*;.: realization (it does so after the interpretation of topics, as described in chapter 3. for
;' example): in such cases, the only action taken is a check of the the features of the verb
; in crder to ensure a valid subject has been chosen (otherwise. for example. if the verb
-I':'::' “beat”™ has been chosen, and the ACTOR is Kennedy. then the simplistic strategy
oL
-1'{; of choosing the actor would produce *Kennedy beat Kennedy™). These and similar

' arguments against straightforward loft-to-right generation are made in [Danlos 86).
o | | -

T e SAY-COMPL -- Builds a sentence without the SAY-PRE-SENT specialist, for nse in
".. cases such as “(He said that) they went to New York™: i.e.. expands into

Ly - [ SAY-SUBJECT SAY-PREDICATE |

' - . .

-;: ® SAY-REL-CLAUSE - Builds a relative clause. The input marks which aspect is shared
‘:§ by the surrounding syntactic environment; this aspect is associated with the SAY-REL-
:';.., PRONOUN specialist. and the rest is treated like a sentence
}, e SAY-PREDICATE  This specialist builds a sentence predicate from its input. Unless
:::. a verb has already been chosen by rhetorical planning, it selects a verh. To get a
::": predicate pattern. it checks the verboif no idiosyueratic pattern is found. the standard
o
o pattern is used:

": [ SAY-VERB  SAY-OBJECT  SAY-ADVERB  SAY-POST-SENT |
4'\:,

:;" In the lexicon. the formative pattern associated with o verb is a list of units. Each
-"»'. unit gives the position of its corresponding entity in the predicate. The absence of
S
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an aspect in the pattern means that the aspect cannot be said: a required aspect is
marked mandatory. This information is used for the tnclusion decisions. The ordering
is given in the pattern; when various orders are possible. the pattern itself is written as
a specialist function that queries the rhetorical strategies for assistance (for example.
the typical adverbial clauses of time. instrument. and location are handled by SAY-
POST-SENT). The casting tunction is done by associating specialists and aspects of
the input, as prescribed by each unit in the pattern. A unit can consist of singles.

pairs, or triplets:

— A single element (or the first one of a pair or triplet) is a keyword that indicates
which specialist i1s to provide the syntactic environment of that entry. If the
element is not the name of a specialist functicn. it is taken to be a literal — part

of a frozen phrase — which must be said.

— The second element of a pair or triplet indicates which aspect of the input is
to be used by the activated specialist function. For example, the pair (SAY-
OBJECT object) indicates that the filler of the OBJECT aspect of the input is

to be generated as an accusative case noun phrase.

— The third element of a triplet is the preposition to be used in a preposition
group. For example, (SAY-LOC to to) indicates that the specialist SAY-LOC is to

use the TO aspect filler with the preposition “to™.

— The keyword SAY-POST-SENT indicates all the adverbial clauses that can nor-
mally be said in an English predicate. each of which has a specialist (SAY-INSTR.

SAY-TIME., SAY-LOC, SAY-TO. S\ -FROM, ete)).

— The presence of a literal in the predicate pattern indicates that it must he said,
A specialist function kevword mdicates its position if it can be inchided (se-
manticallv if its aspect appear<in the input. and pracmaticallv, if the rhetorical
goals allow ) Some predicate patterns reguire the presence cf o svntactic environ-
teents this s indieated by fourth cnrey o the nor fothersises undder pravmatic
antdance the venerator oy produce sentences such oas CRengedy bear g the

election™ ) Sametinees poatterns conrain part= that may ol be sandat they Gifs
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fer from the subject, these parts are also appropriately marked (otherwise, the ;

generator may produce “Pete gave the book to John from Pete”). “
For example. to express the Conceptual Dependency representation primitive l

MTRANS, PAULINE has more than 20 words. (MTRANS stands for transfer of in- e

. formation; the aspect OBJECT contains the message and the aspect TO the hearer; t
. see [Schank 72, 75]). Some of these words are “tell” (two versions) and “say”: 5
- “tell”: e

[ SAY-VERB [SAY-OBJECT (aspect TO)] SAY-ADVERB SAY-POST-SENT

[~ that [SAY-COMPL (aspect OBJECT)] | &)
E “He told her quietly yesterday that [she should see the film]” §

- “tell-17:

[ SAY-VERB [SAY-OBJECT (aspect TO)] SAY-ADVERB SAY-POST-SENT f‘
= [SAY-PRED (aspect OBJECT) infinitive] | :_'
.{. “He told her quietly yesterday [to see the film]” '

— “gay”:
[ SAY-VERB [SAY-OBIJECT (aspect TO) to] SAY-POST-SENT that
[SAY-COMPL (aspect OBJECT)] |
“He said to her yesterday that [she shonld see the film]" it

"': As discussed before, the verb is chosen when SAY-PREDICATE builds the predicate. .'
b Linking into the lexicon from the type of the input concept, PAULINE searches the ;:
7 memory hierarchy until it finds a WORD aspect. which either directly indexes words ;

or provides a discrimination net which indexes other concepts or words. At the top -
of the hierarchy. elaborate discrimination nets are associated with thie conceptual _

- dependency and other primitives to ensure that some verb will always be found. 9
> .

® SAY-LINK-WORD This specialist controls the use of words said at the beginning .
o of a sentence to link it to the previous sentence, for example =and™, “but™, “as a iy
:«:.i result™, =so0”. The question of when to include SAY-LINK-WORD in the expansion ‘
;: stream ilstrates the general problem of where to plan how much of the text. :
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~l.
:. One argument calls for including SAY-LINK-WORD at a relatively high level — say,
"o before SAY-SENT-TOP. The rationale is that these functions, on or just below the
K -_‘\EE level of the planner, are the only ones with the requisite breadth of view to decide on
':, X proper link words, and are therefore in the positicn to plan for them. For example, in
W JUDGE example, if the top-level say-function decides to say the final result after the
: ')'N fight itself, it can plan on saying “FINAL-ACTION and finally FINAL-RESULT".
: .:S There is a problem with this: sometimes FINAL-ACTION and FINAL-RESULT are
g too different to compare comfortably with “and™, for example in “Sam hit Jim. His
': action was justified, and finally Jim died.” The top-level function would have to
&;Q pre-plan all the way down to the justification to handle this.
:-:‘: The other alternative is to make SAY-LINK-WORD much more intelligent. It must
i} be able to compare the previous and current sentences and decide what link words
::f: are appropriate. The simplest version would just say *and” for everything — much
:’, as small children do — and a more sophisticated one may still produce sentences
h " such as “She liked the lawn and gardening”. This sentence is an example of faulty
parallel construction, a topic that receives much attention in stylistic handbooks (this
E:EE:,' example is from [Baker 66, p 106]). The fact that people require explicit training in
'3 this matter suggests that the decision to make SAY-LINK-WORD do the work is the
-'.'-i] right one.
:’i’ PAULINE’s construction of an argument and its indication of the relations among
b ':"~ parts leaves much to be desired. It does not construct some type of argument graph,
":-’_‘: as discussed in chapter 6 and in (Birnbaum 85], from which this specialist can choose
B linking words with which to preface each sentence. In fact, by the time that SAY-
ey LINK-WORD is expanded, most records of the derivation of the situation have vanished
:% and the specialist has to discriminate among its options by whatever residues are
-4,.; left. PAULINE adds some topic collection information (typically, what relation the
sentence toplc bears to its ancestor in the collection process. as used in the topic
.J:l collection plans described in chapter 6) to the syntax goal, to enahle SAY-LINK-
“ :’E: WORD to use phrases such as “one result 157 and “a good example 15", The work on
‘::::' rhetorical structure theory ([Mann & Thompson 85]) can be extended and used by
w
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o,
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this specialist.

SAY-PRE-SENT-CLAUSES - Returns the specialists of all the pre-subject clauses.
Check pragmatic strategies to see how many aspects to include, and how many to in-
clude before the subject. (As described in chapter 5, the values complex for the rhetor-
ical goal RG:simplicity and highfalutin for RG:formality require many clanses in

this position)
SAY-PREPGROUP - - Returns [preposition SAY-NOUN-GROUP]

SAY-SUBJECT, SAY-OBJECT. SAY-POSSESSIVE — Set the case of the syntax goal to
nominative. accusative, and genitive, respectively, and returns

SAY-NOUN-GROUP

SAY-ACT-AS-OBJECT -~ Builds a noun group of an event or state change (for example,
“Sam’s shot” if the input has been said before; “John’s being shot by Sam”, passive

for pro-victim affects: *Sam’s shooting John™ otherwise)

SAY-NOUN-GROUP — Decides whether to pronominalize or not: if not. selects a head
noun and returns

[ SAY-ART SAY-PRE-NOUN-MODS SAY-HEAD-NOUN SAY-POST-NOUN-AMODS ]
Sets up the context for the noun group: number, case. gender (the latter are used in

languages with case and gender declension), etc.

To find a suitable head noun for the input, PAULINE executes a series of tests. If
it has just been speaking about the input topic then it can simply say its name or
word. It checks the rhetorical goals whether an opinion should be chosen as the head
noun (producing ~that jerk, Kennedy™). If not, from all the aspects of the input.
it exclndes those not suitable for the head noun. those that have no defined word.
and those that have been said. and then orders them by the rhetorical strategies and
ses the preferred aspecr. If pragmatics produce no preferences, it uses a predefined

default ordering.
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”». '
. PAULINE has four pronominalization strategies:
o
o . : :
g 1. A simple most-recent rule, based on the fact that, in English, pronouns carry
-
b~ . . . .
B number and gender information: when PAULINE says a representation element,
’ it stores a triplet —— the input, its number, its gender -— on a list. The next time
S lab
) S PAULINE references an element, it checks whether the most recent entry on the
B
) . . . . .
y :: reference list with the same number and gender is the same input element: if so,
(o
b it pronominalizes. This simple-minded strategy is often described in grammar
€
books. Of course. it doesn’t always work: *Pete and John went to the shop. He
"‘
! " ) o
t’ﬁ came back first™ — where he is John: or, better: “P:te saw Mike in the store.
»
S‘w He...” The -he". according to this strategy, refers to Mike. But in “Pete saw
N
e Mike in the store. He told him about Mary™, people quite naturally assume
}-’ subject-subject and object-object correspondence.
MO
) . . .
- 2. The obvious case-correspondence strategy: if the current sentence subject (ob-
3¢ . . . . . I
e ject) is the same as the previous sentence subject (object). pronominalize. Then
i in “Pete saw Mike in the store. He...” “he” refers to Pete. For this strategy,
>, PAULINE obviously also stores case information on the reference list.
e
o 3. The conjunction of the above two strategies. This is stricter than either of them:
R : Iv . oYt . : e . .
I it only allows pronominalization when the input entity corresponds to the most
2J recent match of number. gender, and case.
n .
? » 4. The disjunction of the above two strategies. This is less strict than either of
‘)
P ! This strategy gives the ) ] text. since it denies S !
N ::_ them. 11s strategy gives the most natural text, since 1t dentes pronouns onily
Ay N In cases such as “Pete saw Mike in the store. He told Pete about Maryv™, where
N the subject and objecr swop and they have the <ame number and gender.
o
7 The most recent strategy is clearly inadequate, and the corresponding-case is better
koY
L] . . . .
3. but not vet satisfactory. A better strategy wounld take into account sonmething like the
notion of foens of attention discussed in cliapter 6. as worked ont by Grosz [Grosz 77].
TR .
~ . - . . . . C
».\-5 Sidner (Siduer 79 and MeKeown [Meleown 82).0 which allows von to pronominalize
% the tnput if it s the current foous of attention and has been said. However. to do
N o |
aht proper pronominalization. von require unlimited use of the whole inference capabil-
37.'
o
N
‘-:"
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ity of the system. And that is a big engine to run every time yon want to decide
whether to say a pronoun or not (see [Appelt 86] for a serious attempt at doing
this). Though people obviously sometimes do it. we probably often nse some shortcut
strategy instead. The disjunction strategy is one such shorteut. Since people usnally
pronominalize as much as possible in normal cirenmstances, this strategy produces

the most natural text.

The following build parts of noun groups: SAY-ART. SAY-HEAD-NOUN, SAY-PRE-
NOUN-MODS. SAY-POST-NOUN-MODS, SAY-PRONOUN, SAY-REL-PRONOUN. Pre- and
post-nominal modifiers are selected by the rhetorical strategies from the aspects of
the input. and ordered by their affective preference. If none exists, a default order
is used. Some modifiers can only appear before or after the head noun: of the rest,
PAULINE places equally many in each position, nnless required to do otherwise by

the strategies described in chapters 3 to 5

SAY-VERB —- Selects the appropriate tense form and auxiliary verbs and conjugates

the selected verb

SAY-PRE-VERB-MODs — Modify the verb by saying either of [ INTENT  ALSO |,
as in ~Mike also hit Jim™; if the action has been represented as intentional. say so:

otherwise, STREsSS can be said

SAY-ADVERB - Modify the verb by saying any or all of
I PREP-MODIFYING-VERB STRESS ADVERB REPEATER H.\('l\’/:\(i\]\

as in “Jim knocked Mike down very hard again™: for example:

INTENT: “purposely™ . “intentionally™. “wilfully™, ~on purpose™, /
“accidentally™ . ~unintentionadly™ . “by accident”

— ALSO: “also”

— STREsSS: “really™ 0 measilv™ cbadle™ /0 monlv™ D miastT D tiiere T tnarrowly”

— PREPOSITION: anuy prepeosition assocbted witl the verh
) ]

— REPEATER: “repeatedVT 0 =opee”

.f.f.-rJ-zf.r.-f. K
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— BACK/AGAIN: “back™ / *“again”
— ADVERB: any adverb

The prepositions “down™ and “into” in the sentences
- =Jim knocked Mike down again™
=Jim bumped into Mike again™

derive from different sources: *down” modifies the verb “knock™ — Jim could cer-
tainly have knocked Mike over, or to the floor, or under the table. However, *bump
into” is a frozen phrase — you cannot change the preposition to “bump to” or *bump
over” and retain the meaning. This difference is reflected in the generator’s represen-
tation for the two cases. In the former, the specialist SAY-ADVERB finds the semantic
equivalent of *down™ in the input representation and says *down™: it could just as
easily have found “up”™ or *ove1™. In the latter, the “into™ is part of the sentence form

for the verb “bump into”. and the OBJECT must be said with the preposition.

Most of the specialists listed above correspond to traditional phrase structure symbols
such as NOUN GROUP and PREDICATE. But, just as specialists may be used to build multi-
predicate sentences, they may be used for other purposes. For example, people talk about
mouney in various highly idiomatic ways. All PAULINE's phrasal knowledge relating to
money is grouped together in a single specialist. The phrasal lexicon contains the following

specialists:

® SAY-MONEY — Realize the phrases “the measly $157 (as head noun): “the 85¢ book™
(as pre-nominal modifier): and ~a green truck worth 300 bucks™ (as post-nominal
modifier). As with all the other variations, options are selected by referring to the

relevant pragmatic criteria: for example, “bucks™ is not selected when pragmaties call

for being very formal,
o Thespecialists SAY- AMOUNT and SAY-DIFFERENCE express other numerical amounts.,

The former builds the patterns

“a isizel mimber/amonnt (of lunit])”
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" ~lamount] [unit]"
::-.': - ~the most/fewest/X number of [unit]”
N
ey N . . \ wriral A betw vy <
NG the latter expresses the numerical difference between two amounts.
g%
L)
e The following are adverbial clause specialists: SAY-SOURCE, SAY-RECIPIENT, SAY-
"
::' : TO. SAY-FROM, SAY-TIME, SAY-LOC, SAY-INSTRUMENT, SAY-PRE-INSTR, SAY-
W) C e . .
,.", MEASURE. Each specialist is able to produce various English forms. For example,
f:::, depending on the nature of the input it receives, SAY-TIME can produce:
“now / today / tomorrow / yesterduy”: input is a predefined day concept
ow
o - “at 5 o'clock today / yesterday™: input is a MEASURE concept
IS8
Sl - *in the future / past”™: input is the concept FUTURE or PAST
R
T - *15 hours from now™: input is a MEASURE, WHEN aspect is FUTURE or PAST
;'.f -~ =at 3 o'clock™: input is an INSTANCE
o !
'
Y, o The following specialists are all used to build noun groups: SAY-NAME, SAY-AGE,
L
S . . : . , !
N SAY-GENDER, sAY-NUMBER, SAY-TITLE, SAY-NATION, SAY-RESID, SAY-WEARING,
LU
SAY-OCCUP, SAY-DESCRIP, SAY-SIZE, SAY-COLOR, SAY-OWNER, SAY-OPINION, SAY-
_:-::'_' ROLE, SAY-MONEY. Each specialist must be able to produce various forms, depending
‘.:':: on 1ts position. For example, SAY-AGE can produce the following forms:
’..'-
o predicate: “. .. ts 28 years old™
J head-noun: ~the fat but pretty £8-year-old from Irkutsk™
.
:: ’ pre-head-noun: “the 23-year-old fat woman, Marta™
*4
o
Y post-head-noun: “Marta, a 29-year-old, ...~
':::.,. and SAY-GENDER the following:
] predicate: ~. .18 fernale”
;‘.r": head-noun: “the green man from Mars™
D)
*"‘;}.j pre-head-noun: “the large male dinosaur”
Loty post-hrad-noun: “the student who 12 male. .7
. The inclusion and ordering decisions of topie aspects are all made by the rhetorical
o strategies, as described in chaprers 3. 4, and 5.
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