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Understanding charts and graphs -I-

Abstract

Many charts and graphs do not convey information effectively. This paper

develops a way of analyzing the information in charts and graphs that reveals

the design flaws in the display. The analytic scheme requires isolating four

types of constituents in a display, and specifying their structure and

interrelations at a syntactic, semantic, and pragmatic level of analysis. As

the description is constructed, one checks for violations of "acceptability

principles," which are derived from facts about human visual information

processing and from an analysis of the nature of symbols. Violations of these

principles reveal the source of potential difficulties in using a display.

I1
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Understanding charts and graphs -2-

UNDERSTANDING CHARTS AND GRAPHS

Most people have had the experience of opening a well-known national

news magazine and puzzling over a chart or graph, trying to figure out what it

is about and what it is supposed to be telling the reader. Often one can point

to some aspect of the offending bit of graphics and say that those lines

are too close together or that mislabeled axis is the root of the problem.

But often one is not sure exactly what is wrong, and would be unable to tell

the artist how to improve his or her work. In this paper I develop a

systematic way of characterizing what is right, and wrong, about any given

chart or graph.

The present system hinges on describing a display at multiple levels of

analysis. Because of the way the scheme was designed, it should be easily used

to describe any unambiguous chart or graph in a straightforward way. When the

system cannot be easily applied, this indicates that something is wrong. A set

of principles are described that should be adhered to if a chart or graph is to

be effective, and one of these principles has been violated when the analytic

system cannot be easily applied to a display. Similarly, if one uses the

system as one is constructing a display, the result will be unambiguous and

evsoly apprehended.

Types of visual displays

There are numerous and varied ways in which people illustrate ideas or

concepts. Cartoons, for example, can illustrate the artist's inpressions by

subtle variations of the thickness of a line (e.g., making a politician appear

to have a heavy, caveman-like brow). Similarly, M.C. Escher's bizarre visions

can force the viewer to see things in a new light. But these artistic uses of

V
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Understanding charts and graphs -3-

visual media are not the topic of this paper. We are concerned with how

quantitative information and relations among discrete entities are communicated

graphically. These displays necessarily use symbols, which are marks that are

interpreted in accordance with convention. There are four common types of

'symbolic" displays which differ in terms of what information is communicated

and how information is communicated. These types can be combined to form

hybrids (e.g., a map with pie charts over the states), but the hybrids will not

have emergent properties; they can be understood as simple amalgams of the

types delineated here.

Graphs are the most constrained form, with at least two scales

always being required and values being associated via a "paired with" relation

that is always symmetrical. Graphs represent greater quantities of the

measured substance by greater area, longer lines, or more of some other visual

dimension; more along a visual continuum represents more of the symbolized

entity. Thus, a pie chart is actually a graph.

Charts specify discrete relations among discrete entities. Charts

have an internal structure in which entities must be visibly related to other

entities by lines or relative positions that serve as links. These links can

be labeled or unlabeled, directed or undirected, and need not simply pair

entities; a very wide variety of types of relations are possible (not simply

the paired-with relation illustrated in graphs).

Maps are unlike charts and graphs in that they are not entirely

conventional: a part of a map corresponds nonarbitrarily to a part of the

pictured territory. The internal relations among parts of a map are determined
K

by the spatial relations of what is pictured. However, maps usually include a

symbolic component (e.g., different colors representing different population),
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and labels are paired with locations.

Finally, diaorams are schematic pictures of objects or entities.

These can be picturable objects, such as parts of a machine, or abstract

concepts, such as forces acting on the parts. A diagram is symbolic in that

special symbols (e.g., cross-hatching to illustrate curvature) are used, which

are interpreted (at least in part) by convention; a photograph is not symbolic

because no conventional means of representation are exploited. Unlike charts

and graphs, the parts of a diagram correspond to parts of some actual object or

entity; and unlike maps, parts of diagrams do not represent locations of a

territory.

In this paper we concentrate on a detailed treatment of charts and

graphs. In many ways graphs are the most interesting because they are the most

varied form while, at the same time, are very constrained. That is, there are

numerous different types of graphs -- line, bar, surface, divided bar,

pictograph -- and yet the way they function to communicate information is

well-structured. Although some types of displays, such as maps, are more

constrained (the shapes must resemble those of regions being represented), they

are also less varied. The insight gained from understanding the way charts and

graphs convey information applies to all of types of displays; we can simply

apply the various strictures as appropriate when making a map or diagram.

Thus, our approach will be first to understand the most structured and

demanding cases, where graphs are used to communicate detailed information

clearly and concisely. We then will be in a position to consider special

cases, where only some subset of the complete information need be conveyed.

This paper has three major parts. The first begins by outlining the

key elements of the analytic scheme. Following this, the bases of the
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evaluative procedure are introduced. Finally, the "acceptability principles'

are developed and are used to diagnose problems with displays. A relatively

simple example is used to illustrate these ideas, and a very complex example is

presented in the Appendix.

ELEMENTS OF THE ANALYTIC SYSTEM

The analytic system allows one to diagnose problems with a display.

The system can only be applied easily to a perfect display; when there is any

difficulty in using the system, this alerts one to a problem. The particular

problem is revealed by where the descriptive procedure breaks down, and the way

in which it breaks down, as will be described shortly.

A chart or graph is described in terms of a set of components and

relations among them. This description is generated at three levels of

analysis, as is developed below.

'Basic Level" graphic constituents

Displays are described as sets of components.with specific relations

among them. The components can be most usefully described at a 'basic level."

The notion of "basic level" used here is directly analogous to Rosch, Mervis,

Gray, Johnson, and Boyes-Braem's (1976) conception of a 'basic level" in

categorization hierarchies. In categorization, the basic level is the one that

is as general as possible while still having as many similar members as

possible. For example, 'apple," and not 'fruit' or 'Delicious apple," is the

basic level because that category captures the most exemplars that are still

very similar; going down the hierarchy results in fewer exemplars in the

category, say Delicious apples, whereas going up the hierarchy, to fruit,

results in the exemplars not being very similar to each other (Rosch et al.

I
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provide additional criteria, but this is adequate for present purposes).

Similarly, the basic-level graphic constituents posited here seem to be

the most general way of classifying the components of a chart or graph that

still have a high degree of similarity among the different instances of the

class. However, in the present case the similarity is not in appearance, but

in function, in the role a constituent plays in how information is represented

in a display. The four constituents used here are called the background.

the framework. the specifier. and the labels. These constituents

are defined at the level of semantics (described below), in terms of the

information directly conveyed. Figure I serves to illustrate these basic-level

constituents for a typical chart and graph.

Insert Figure I Here

Background

The background is a pattern over which the other components of the

display are presented. The background serves no essential role in

communicating the particular information conveyed by a chart or graph; if the

background were removed, the chart or graph would still convey the same

information. Although a given background is not a necessary part of a chart or

graph (often the background is blank), occasionally a patterned background,

such as a photograph, can serve to reinforce the information in a chart or

graph (e.g., dead soldiers in a graph about the horrors of war); a patterned

background can also interfere witn one's ability to read a display, as will be

discussed shortly.

Framework U
*51' f ~00
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The framework represents the kinds of entities being related (e.g.,

year and oil production), but does not specify the particular information about

them conveyed by the display (e.g., the amount of oil per year). The framework

often has two parts: The outer framework extends to the edges of the

display and serves the role just described; the inner framework is nested

within the outer one and often intersects elements of the "specifier' that

indicates specific values of the outer framework (e.g., the function in a line

graph). The inner framework (often a grid or regular pattern of lines) usually

serves to map points on the outer framework to points on the specifier. In

most cases, the framework also serves to organize the display into a meaningful

whole. In some charts, however, this is not true (e.g., see Figure I),

although the framework still functions as described above.

Specifier

The specifier conveys the particular information about the entities

represented by the framework. The specifier serves to map parts of the

framework (actually present or inferred by the reader) to other parts of the

framework. In graphs, the specifier is often a line or bars which pair values

on the X and Y axes delineated by the framework. In charts, the

specifier material often consists of directed arrows connecting boxes or nodes.

Labels

The labels are composed of letters, words, numbers, or depictions

(pictures) and provide an interpretation of another line or region (which is a

component of either the framework or the specifier).

In addition to identifying these basic-level constituents, we describe

them in terms of their subcomponents. The individual elements are described in

terms of simple "Gestalt wholes' (such as line segmnents). [Footnote 1] We
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also note the organization of the elements. For example, the framework of the

graph illustrated in Figure I is easily described as a horizontal line and a

vertical line (the elements) that abut at the bottom tip of the vertical line

and left tip of the horizontal line (the organization). We examine not only

the relations among elements belonging to the same basic-level constituent, but

also the interrelations among elements belonging to different constituents.

This procedure helps us to discover whether the basic-level constituents are

easily identified and interpreted, and also leads us to evaluate the overall

organization of the display.

Levels of analysis: Syntax, semantics, and Pragmatics

The basic-level constituents and their interrelations are described at

three levels of analysis. Although we identify the constituerts by observing

their function, we begin the description proper with a detailed syntactic

analysis. This analysis focuses on properties of the lines and regions

themselves; here the lines and regions are not interpreted in terms of what

they represent but are treated as entities in their own right. We describe the

individual elements and their organization. As will be discussed in detail

shortly, this analysis examines questions such as the detectability of

variations in lines, the ways in which they perceptually group into units, and

so on.

The semantic analysis focuses on the meanings of the configurations

of lines, what they depict or signify (e.g., axes, labels, etc.). The semantic

analysis is the literal reading of each of the components of a chart or graph

and the literal meaning that arises from the relations among these components.

Finally, the pragmatic analysis focuses on the ways in which

meaningful symbols convey information above and beyond the direct semantic

x S U . N 4. , % . S... ..* . ' . .
T
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interpretation of the symbols. At the level of pragmatics in language, for

example, the question "Can you open the door?' is not comprehended as a

question; rather, it is a request to open the door. The conveyed meaning in

this case is quite different from the literal semantic interpretation. In

addition, pragmatic considerations govern the relationship between the

information in a display and the reader's needs. For example, pragmatic

considerations dictate that one not provide more or less information than is

needed by the purpose of the display; too much information is as bad as too

little information.

FOUNDATIONS OF THE EVALUATIVE PROCEDURE

The analytic scheme hinges on specifying the basic-level constituents

and their relations at the three levels of analysis. In so doing, one

evaluates whether the display violates "acceptabilit/ principles." These

principles have two roots. The first is the literature on how humans process

visual information, and the second is the "theory of symbols" developed by

Goodman (1968).

Visual information processing

A wide range of activities is interposed between that instant when one

first fixates one's gaze upon a visual display and the point at which one has

successfully extracted relevant information from it. The explosion of interest

in cognitive psychology over the past three decades has given us a general

framework for conceptualizing these activities and has given us a rich body of

literature concerning their operation. This information is useful for

understanding some kinds of problems that beset visual displays, namely

problems that arise when a display requires use of mental operations we do not
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have at our disposal. Thus, it will behoove us to consider briefly now (but in

more detail shortly) the basic underpinnings of visual information processing,

and then to consider how to use this information to diagnose bad displays and

guide in the construction of good ones.

Insert Figure 2 About Here

Figure 2 illustrates the "standard" overview of visual information

processing (see Marr, 1982; Spoehr and Lehmkuhle, 1982). The boxes in the

chart correspond to three types of visual processing. The left-most box

represents the ouput from a host of perceptual processes, which organize the

input into lines and regions. This representation stores the most basic

sensory aspects of the input, but does so only as long as one is gazing at the

display. The middle box corresponds to "short-term memory." As one gazes

around a display, some of the material must be held in mind while other

material is apprehended. The information stored in short-term memory is

usually accompanied by a conscious experience (such as of seeing a word). The

capacity of short-term memory is notoriously limited: information can be held

in short-term memory for only a few seconds once one has shifted one's gaze

from the stimulus, and only a small amount of information (about 4 groups of

items) can be held in this store at the same time (see Ericsson, Chase, and

Faloon, 1980; Norman, 1978; Posner 1978). In addition to registering input

from the eyes, short-term memory also receives input from long-term memory;

this input consists of previously-learned relevant information, which confers

Wmeaningn to a stimulus. Short-term memory is also important because it is the

locus at which conscious reorganization and reinterpretation takes place, and
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its limitations severely affect what kinds of reorganization and

reinterpretation can occur (as will be discussed shortly). Finally, the

right-most box of Figure 2 represents 'long-term memory." This memory stores a

huge amount of information for an indefinite amount of time; one's childhood

memories, telephone number, and the name of a favorite book are all stored

here, as well as one's knowledge of arithmetic and how various types of graphs

(e.g., line vs bar) serve to communicate information.

In Figure 2 are schematized a number of properties of our visual

information processing systems that affect reading charts and graphs (along

with all other visual stimuli). Four of these properties pertain to how

information is transferred from the perceptual input to short-term memory (and

hence into awareness). These properties affect our ability to perceive

syntactic properties of displays, in the following ways: First, if the stimulus

is too small or does not contrast enough with a background, one will simply

fail to see it. The discriminability limits of the system must be

respected if any further processing is going to take place. Second, there are

well-known systematic distortions in perceiving size and other properties

of objects. For example, if one estimates the relative areas of two circles,

one is very likely to underestimate the size difference. These distortions are

reasonably well understood and can be avoided or compensated for in a display

(e.g., see Stevens, 1974). Third, some aspects of a stimulus are given

priority over others; we pay attention first to abrupt changes of any sort

(e.g., heavier marks, brighter colors). Fourth, stimuli are organized into

coherent groups and units by the time we become aware of them. Much of this

organization is "automatic," not under voluntary control, and is determined by

reasonably well-understood properties of stimuli (e.g., proximity of elements).

"~~~~~~~ % -N~..
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The grouping imposed by these automatic processes must be respected if a chart

or graph is to be seen the way a designer intends.

Given that information is represented in short-term memory, the next

constraint we must consider is the capacity limit of short-term memory.

This constraint affects both our abiTity to integrate syntactic information and

to hold semantic infomation in mind. That is, if too much information must be

held in mind at once, a person will be unable to perform a task. Thus, the

complexity of a display will be a major factor in determining its

comprehensibility. Once information in a display is in short-term memory, it

can be encoded into long-term memory. That is, it can be compaired against

previously stored information and categorized. Once categorized, one knows

more about the stimulus than is apparent in the input itself. Factors that

affect this process affect our ability to extract meaning from the display.

Finally, in long-term memory the major constraint is a person's

knowledge. The way a display will be interpreted, both at the level of

semantics and pragmatics, depends on which stored information is most closely

associated with the way the stimulus properties of a display are categorized.

If a person does not know the meaning of a word, or of a pattern of lines

forming the framework of a display, he or she will have trouble associating the

display with the correct stored information. In addition, if a line is

categorized as "steep" it will be taken to represent a "sharp rise" in prices

or whatever; if it is categorized as "shallow" it will be taken to represent a

*slow rise" (even if it is the same information, just graphed on

different-shaped axes). Furthermore, knowledge of the task at hand can have

important consequences: if the initial organization of the display does not

help one to interpret the display, knowledge of the task can lead one to
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consciously reorganize the pattern, using information in long-term memory

to reconstrue the stimulus -- which in turn leads to a new attempt to interpret

the pattern against other stored information. For example, if one sees a Star

of David, one will probably organize it as two overlapping triangles. If asked

whether there is a hexagon in the pattern, one will have to reorganize the

pattern before seeing the hexagon in the middle.

All of these activities are relevant whenever one is trying to

interpret what one sees. The details of the representations and processes have

yet to be specified, but the outlines of these basic forms of processing now

seem clear. We certainly know enough about each type of operation to apply

this knowledge to the design of visual displays. The basic message for display

design is straightforward: any display must be easily encoded and comprehended

by the visual information processing system. The analytic scheme to be

introduced shortly is in part a systematic way of discovering whether a given

display has violated this constraint. And if so, the scheme is designed to

reveal how a display offends our processing abilities and which abilities have

been compromised.

Symbol systems

The second foundation of the 'acceptability principles" is Goodman's

(1968) theory of symbols. Some aspects of charts and graphs have little to do

with the operation of the information-processing system. They have to do with

the very nature of how marks serve as meaningful symbols. In the ideal case, a

chart or graph will be absolutely unambiguous, with its intended interpretation

being transparent. One way to think about this sort of unambiguity is in terms

of mappings between symbols and concepts. If the display is treated as a

complex symbol, then we want a unique mapping between it and one's
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interpretation of it. Goodman (1968) has characterized systems that have the

property of unique bidirectional mapping between a symbol and concept as

being "notational.* English, then, is obviously not a notational system

because ambiguous words or sentences are possible, whereas musical notion is

notational. Notational systems are stronger than we need here. In them there

is not only a single way of interpreting a given symbol, but there is onl' one

symbol that can be used to specify any given piece of information. Our

requirement here is less stringent: given a symbol, there should be only one

way to interpret it. Thus, for present purposes, there are two important uses

of the basic ideas underlying notational systems.

First, we are concerned with the within-level mappings, which

specify how marks in a chart or graph are paired with other marks, composing a

complex symbol; this is especially important when indicating how labels should

be paired with different lines. Second, we are concerned with between-

level mapping between the marks on a page and the interpretation of their

meaning. It is important that the lines on the page be read as intended and

have the intended effect on the reader.

In Goodman's scheme, the first distinction of importance for present

purposes is between a "mark" (also called an 'inscription'), a 'character

class," and a "compliance class.' A mark is a configuration of lines, such as

'A.' A character class defines which groups of marks will be classed as

equivalent, such as "A" and "a." A compliance class is the referent, the

semantic interpretation, of the character class, such as "first letter of the

alphabet."

The other useful (for present purposes) ideas from Goodman stem from

his formal requirements for a notational system. Goodman specifies five

'.



Understanding charts and graphs -15-

requirements for a notational system. Two of 'hese requirements are syntactic,

concerning only the properties of marks and characters, and the other three are

semantic, pertaining to the interpretation of marks. For present purposes,

four of the five requirements are most useful.

The two syntactic requirements are simply put. First, a given mark

should map into only one character class. Goodman calls this property

"syntactic disjointness." Second, one should be able to decide into which

character class a given mark falls. Goodman calls this property 'syntactic

finite differentiation.0 It is important for present purposes to note that

this second requirement can t iolated. Consider an example where

lines of different lengths are used as marks and where any difference

length, no matter how tiny, affects the character class into which the mark

is mapped. Now, in this case between any two marks an infinite number of other

marks exist, and so too with any two characters. Given that no physical

measuring instrument is infinitely precise, this kind of situation violates the

requirement of "syntactic finite differentiation;' one cannot decide precisely

which character class a given mark signifies. In this case, the

representational system would be called "syntactically dense." An example of a

syntactically differentiated system is a digital clock, where every reading on

the clock (i.e., every mark) is distinctly identifiable. Provided that A.M.

and P.M. are distinguished, each mark maps into only one character class, and

hence the system is also syntactically disjoint; if A.M. and P.M. are not

distinguished, the system is syntactically differentiated but not syntactically

disjoint. An example of a syntactically disjoint but syntactically dense

system is a dial clock with no tick marks. Now every position of a hand is a

different mark, which signifies a different -- although not uniquely decidable



Understanding charts and graphs -16-

-- character (time).

The semantic properties of a perfect 'notational system" are concerned

with the way in which one interprets the meaning of marks; in Goodman's terms,

they are concerned with the way in which character classes are mapped into

compliance classes. The two semantic properties of interest parallel the

syntactic ones: First, each character class should map into one and only one

compliance class. A notional system has the property of *semantic

disjointness.' The compliance classes in such a system do not overlap; they do

not share characters. Second, one should be able to identify the compliance

class into which a given mark should be placed. That is, a notational system

has "semantic finite differentiation." If one cannot decide which

interpretation a mark should be given, the system is *semantically dense.' So,

for example, a digital clock with A.M./P.M. indicated is semantically disjoint

and semantically differentiated because each reading has only one

interpretation and the interpretation is identifiable, respectively. In

contrast, an axis representing interval amounts without any tick marks is

semantically dense because one cannot assign a precise meaning to any given

reading (because between every two readings are an infinite number of other

ones, precluding precise assessment of an individual reading).

In summary, marks intended to signify different symbols should be

distinguishable, every mark should have an interpretation, and the

interpretations should be distinct. We are interested in identifying cases in

which there is a failure to have an unambiguous mapping between marks and

meanings in a chart or graph. One reason for such a failure is ambiguity about

the composition of multipart marks, which involve part-to-part correspondences

('within-level mappings'). But even when the syntactic structure of a mark is
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clear, it can still fail to map into a single concept. In all cases, when such

a problem has been identified it can be ameliorated by adding to or changing

the marks used in the display; even when a label is ambiguous, a new word or

two can be substituted.

DIAGNOSING VIOLATIONS OF "ACCEPTABILITY" PRINCIPLES:

I. THE SYNTACTIC ANALYSIS

In each of the levels of analysis, we ask a number of questions that

should be easily answered if the graph is unambiguous. These questions are

designed to reveal violations of "acceptability principles.* Because the

system is set up to reveal violations of these principles, we begin the

discussion of each level of analysis with a brief overview of the relevant

principles themselves. Following this, we will consider the actual mechanics

of generating a description of a chart or graph.

Acceptability principles

The syntactic principles describe constraints on how lines and regions

are detected and organized; these principles grow out of discoveries about

human visual information processing. A syntactic problem is not tied to the

lines' having a specific meaning, but hinges on problems with extracting any

meaning from lines. If these principles are violated, one either will not be

able to extract some information from a chart or graph (without, perhaps, the

aid of a magnifying glass), will systematically distort information when

reading it, will tend to have difficulty organizing it correctly, or will find

it difficult to hold the number of relevant lines in mind at once.

We posit three broad classes of acceptability principles at the

syntactic level that cannot be violated if a chart or graph is to be completely

*. ~~ ~' %.'VVV%.'.'V%'~VV w~ ~ "~ ~~ .I
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effective. Each of these classes contains a number of specific principles

which themselves have specific aspects.

Perceptual apprehension

The visual system imposes numerous constraints on how marks can be used

to convey information in charts and graphs. The first set of principles bears

on how lines, colors, and regions are accurately discriminated -- which is a

necessary prerequisite for further processing. We posit two principles that

bear on the process of discriminating marks:

Adeguate discriminability. Variations in marks must be great enough

to be easily noticed. This principle has two aspects: Relative

discriminability: Two or more marks must differ by a minimal proportion to

be discriminated. The laws governing the size of this difference have been

worked out for many types of marks and these laws comprise this principle (see

Stevens, 1974). Absolute discriminability: A minimal magnitude of a mark

is necessary for it to be detected. This "absolute threshold" has been

computed for many types of marks (e.g., see Smith, 1979).

Perceptual distortion. In addition to producing illusions (see

Dodwell, 1975; Frisby, 1980), the visual system often systematically distorts

the magnitude of marks along various dimensions (such as area and intensity).

This distortion is described by the value of an exponent in a power law, as

developed by S.S. Stevens and his colleagues (e.g., Stevens 1974). For some

purposes (e.g., conveying the general impression), it may be appropriate to

alter marks intentionally to compensate for the distorting properties of the

visual system (which, for example, make increases in area seem smaller than

they are; see Cleveland, 1985; Teghtsoonian, 1965).

Principles of perceptual organization

.' ; 'a"
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Marks are rarely seen as isolated dots on a page. A set of principles

describes the main factors that determine which marks will be grouped together

into a single perceptual unit. If these principles operate to group together

elements of a display inappropriately, the display must be changed. In

addition, good displays should make use of easily seen patterns, exploiting our

ability to apprehend changes in slope, groupings and the like.

The Gestalt psychologists, who had their heyday during the 1920's,

discovered almost 120 distinct laws that dictated how forms were organized (see

Hochberg, 1964; Kaufman, 1974). The more important laws (for present purposes)

can be summarized by four general principles:

Good continuity. Marks that suggest a continuous line will tend to

be grouped together. So, a series of marks such as ------- are seen as

formi.ng a single line, not as a series of isolated dashes.

Proximity. Marks near each other will tend to be grouped together.

So, "xxx xxx" is seen as two units whereas *xx xx xx' is seen as three.

Similarity, Similar marks will tend to be grouped together. So,

"!::ooo* is seen as two units.

Good form. Regular enclosed shapes will be seen as single units.

So, "W is seen as a unit wheras 4C /0 is not.

Dimensional structure. For some types of visual dimensions, values

on one dimension are grouped with values on another. That is, marks vary along

a number of dimensions, such as hue, size, height, and some of these dimensions

cannot be processed independently of others. For example, it is impossible to

see the hue of a mark (i.e., its shade of color, roughly.) without seeing its

saturation (i.e., the deepness of the color, roughly). Thus, some sets of

dimensions are organized into single units (including height and width of a
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rectangle) whereas others (such as hue and height) are not. Thus, the width of

a bar will influence one's assessment of its size, even when only the height is

relevant. The dimensions that are 'stuck together" in processing are called

inteoral dimensions, and the ones that are processed independently are

called separable dimensions (see Garner, 1974).

Principles of processinQ priorities and limitations

The visual processing system has quantitative and qualitative

limitations. Partly because only a limited amount of information can be held

in short-term memory at once, some marks will be given priority over others.

The information conveyed by these marks should be central to the display's

message. Further, some kinds of comparisons are difficult for the visual system

to perform, and hence a display should not require use of them (cf. Cleveland,

1985). These facts are the basis for two kinds of principles:

Processino priorities. Some colors, weights of line, and sizes are

noticed before others. For the most part we do not have formal rules for

determining which these are, but instead rely primarily on a general principle:

the visual system is "a difference detector'. Any sharp contrast will draw

attention. In addition, some stimulus properties have been determined

empirically to be 'salient' (e.g., all other things being equal, a

yellowish-orange is noticed before a deep blue; see Frisby, 1984). Physical

dimensions of marks should be used to emphasize the message, not to distract

from it (e.g., by making the background too prominent).

Processing limitations. These principles fall into two categories.

Finite capacity: At the most, only about 7 perceptual groups can be seen at

a single glance, and only about 4 can be held in mind at once (e.g., Ericcson,

Chase and Falon, 1980). Displays should contain no more than 4-7 perceptual
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groups. Unit binding: It is more difficult to see and compare parts of

a single perceptual unit than it is to see and compare entire units (see

Clement, 1978). For example, a triangle is easy to see in a Star of David,

whereas a parallelogram is not (Reed, 1974). Displays should not require

readers to decompose perceptual units in order to extract specific information,

as occurs if single points along a line must be interpreted.

The within-level mappino principle. Much of the meaning of a

display arises from how the mark are organized into a complex symbol. Portions

of the chart or graph that are meant to correspond to other portions of the

chart or graph should do so unambiguously. The key, for example, should

clearly indicate how labels are paired with different components of the

specifier. This principle is distinguished from the principles of perceptual

organization in the following way: When a principle of perceptual organization

has been violated, the violation can be corrected by rearranging marks already

in the display (by repositioning lines and the like). In contrast, when the

within-level mapping principle has been violated, new marks must be added

(e.g., lines or arrows connecting parts); a necessary ingredient is missing

when this mapping principle is violated.

Apolyina the analytic scheme

The analytic scheme is designed to reveal violations of the principles

that impair the effectiveness of the chart or graph. In order to do so,

however, one must generate a description of exactly what is out there, exactly

how a chart or graph is composed. Thus the scheme requires one to engage in

two distinct activities. First, one actually describes the chart or graph.

This is especially the case at the syntactic level. Second, one asks questions

about the description, checking to ensure that it is unambiguous and
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transparent. If not, one or more of the principles has been violated. When a

difficulty has been encountered, one simply checks the various principles,

considering whether each has been violated. The level of detail of the

description proper is motivated by the kind of information one will need later

on to assign a semantic interpretation, and then a pragmatic evaluation, of the

chart or graph -- again with an eye toward discovering violations of the

respective types of acceptability principles.

At the outset, we ask whether the chart or graph is composed of a

number of subcharts and graphs. That is, we ask whether there is more than one

chart or graph present and whether there are systematic relations among the

information in each. If so, the scheme is applied to each one separately and

then to the set of charts and graphs together. The following is a description

of how the scheme is applied to a single-panel chart or graph. In order to

make this description more concrete, we will work through a simple example; the

Appendix presents a complex multi-panel example. The example considered here

is illustrated in Figure 3, which was taken from a Department of Transportation

manual. In each section of the following discussion, we first will consider

the descriptive procedure and then will turn to the results of applying it to

Figure 3. We begin by isolating the four basic-level graphic constituents.

Insert Figure 3 Here

-eginning the analysis, it is important to point out the -e

distinction between a "violation" of a principle and a "flaw" in a display. I
Not all violations will necessarily impair reading the chart or graph at the

level of detail intended by the designer. Violations reveal difficulties in

4
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extracting all of the information potentially available in a display, but

this may be far in excess of that required to use the display as intended. We

cannot distinguish between a violation and a flaw on the basis of the display

alone; the distinction depends on knowing the purpose and context of the

display (pragmatic considerations).

Backaround

We first ask whether there is a background and, if so, we describe it.

A background extends beyond the framework and does not actually help to convey

the information in the display; removing the background would not impair how

the chart or graph functions to represent information. We ask whether the

background consists of patterns that make it difficult to detect the lines and

regions delineated the other constituents (and hence, violate the principle of

adequate discriminability).

Example

The background in Figure 3 is blank white.

Framework

We ask whether there is an outer and inner framework, and ask the

following questions (as appropriate).

Outer framework

We define the outer framework as the set of lines that serve to define

the general entities that are addressed in the display. We ask: What are the

elements? Are they lines? Are they regions? What is their shape, weight, and

color? Are they clearly discernable? If lines function as axes, are they dense

or differentiated? We note whether the framework and its individual component

parts are easily identified.

We next ask, how are the elements organized? Are the relations among
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the different parts clear? Does the juxtaposition and composition of the

elements result in an inappropriate perceptual organization? How many elements

must be held in mind at once in order to organize them into the entire

framework?

r
Inner framework

We next apply the same questions to the inner framework, if one is

present. In addition, we ask whether the inner framework masks or distracts

attention from the elements of other constituents of the display.

Organization of inner and outer frameworks

Next, we consider the organization of the two frameworks, if both types

are present. In particular, we ask how the similarity, proximity, and

continuity of framework elements imply organization.

Following this, we ask a number of general questions about the entire

framework: Does the framework represent 2D or 3D space? Are quantities

distorted because of an ambiguity here? Is color employed in the framework; if

so, what is emphasized? If line weights are varied, what is emphasized? (This

will be important later in our pragmatic analysis). Which axis is longer?.

Ex amp I e

Outer framework

Elements. The outer framework is composed of

two vertical straight lines, which are

syntactically dense, and two horizontal straight

lines, which are syntactically dense. The lines are

blacg, medium weight.

Organization. The elements of the outer framework are

connected to form a rectangle, with the vertical axis

&0~
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being longer.

Inner framework

Elements. The elements are 7 straight vertical lines,

which are syntactically dense and light black.

Oraanization. The lines are spaced evenly.

Organization of inner and outer frameworks

The parallel lines of the inner framework are connected

to the top and bottom horizontal lines of the outer

framework, terminating at those lines.

Overall

The display is in 2D, with no apparent distortions;

no part of the framework is emphasized. The vertical

axis is longer.

Specifier

We begin by isolating the class of visual continua used to represent

information. We then describe how shape, size variations, color and texture

are used. We go on to ask: What are the elements used to compose the

specifier? Is it clear whether parts are overlapping or contiguous? Are

there too many elements to keep in mind at once? Are variations used to convey

information clearly distinguishable? Do all attention-drawing variations

convey information?

We then ask, how are the elements organized? Is the organization

clear? If the specifier does not clearly imply a 2D shape, does an ambiguity

in the dimensionality preclude easy reading of the information?

Example

Elements

V - **, F F ,, .,- -.'%- ' - , . . - '. -,*,g .- ', . . .. . .? '- - -'- . -
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There are 5 rectangles, divided into black and white

portions by a vertical line, with the left side being

black; or. the elements are 5 black rectangles and 5

white rectangles. It is not clear whether parts are

overlapping or contiguous. This is our first violation

of an acceptability principle; violations will be

indicated as follows:

VIOLATION. Principles of perceptual organization.

It is not clear whether there are bars divided into two

segments, or separate white and black bars juxtaposed.

That is, it is not clear whether the white rectangled are

to be viewed as representing just their own width, or

their width plus the width of the black rectangles.

Oroanization

The bars are spaced one above the other with

the leftmost ends aligned. Each bar is divided into a

black part and a white part. Alternatively, each white

rectangle abuts the rightmost end of a black one; these

pairs of rectangles are spaced vertically, with the

leftmost ends of the black rectangles being aligned.

Labels

We next consider three kinds of labels independently, and then turn to

an analysis of the relations among them. The following questions are asked

about all labels, including those in the title and key.

Alpha labels

Are letters or words used as labels? If so: Are they clearly readable?
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How many are present? What is the size, color, and weight of the typeface used

for each of the labels? If color variation is used, are variations clearly

discriminable? How do labels group together? Is the perceptual grouping

congruent with the intended interpretation?

Numeric labels

Are digits used as labels? If so, ask of them the same questions asked

of the alpha labels.

Depictive labels

Are pictures used as labels? If so, are they clearly identifiable? How

many are present? Are they all the same size? How do these labels group

together? Is the perceptual grouping congruent with the intended

interpretation?

Title

We pay special attention to the title, asking first whether there is

one. If so, we ask: Is the title clearly discriminable as a title? What is

the relation of the title to other elements of the chart or graph? Does it

perceptually group incorrectly, so that it appears to label only a local part

of the chart or graph?

Key or legend

Next, we consider whether there is a remote legend or key. If so, we

ask: Is the information clearly readable? Does the legend clearly separate

itself from other elements of the chart or graph? Is there too much material to

be easily held in memory?

Orqanization of the different types of labels

We next ask about the organization of the labels, examining the

relations among each type of label. We ask: Do perceptual organization
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principles result in an incorrect organization of the labels? In particular,

does dissimilar typeface cause the reader to separate labels that should be

grouped together? Does proximity of labels cause one to group them improperly?

Are labels ordered in such a way that one groups them improperly?

Example

Alpha labels

The words are readable. Three sizes of typefonts are

used, they will be referred to as "large," "medium,"

or "small." The font used to label the horizontal axis

is smaller than that used for the title, vertical

axis, or key.

VIOLATION. The principle of processing priorities.

The size of the letters labeling the two scales ('Feet"

and 'Miles Per Hour') is varied arbitrarily, making one

more salient for no reason.

Numeric labels

There are 5 numbers in a vertical column at the left;

5 in vertical column at the right; and 6 in a

horizontal row at the bottom. The font used for the row

at the bottom is smaller than the font used elsewhere.

VIOLATION. Principle of processing priorites. The

numbers at the bottom are small, leading one to notice

them only after the other numbers.

Depictive labels

Pictures are not used, but the key is depictive, consisting o4

a black rectangle and a white rectangle. The two rectangles in
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the key are adjacent to each other.

Title

A very large font is used. The title is above and centered.

Its large size makes it distinct from the other labels and

provides it with sufficient scope to encompass the entire

display.

Key or legend

It is clearly separated, and it can easily be held in

short-term memory.

Organization of the different types of labels

Alpha and numeric. At the left is the label "Miles Per

Hour,' above the column of numbers. At the right is the label

"Total Distance," above the column of numbers. At the bottom

is the label 'Feet," to left of row of numbers.

VIOLATION. Principle of perceptual organization.

The size of the marks used as labels on the vertical

axis and the size of the marks used as numbers are

different, with the larger font used for the numbers

making it difficult to see them as grouped with the

label.

Numeric and depictive. No cases.

Alpha and depictive. The labels are to the right of white

and black bars in the key.

Oroanization of the framework. specifier and labels

We now turn to the overall organization of the display. A badly

organized display can be unreadable because the mappings between

% %%
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information-bearing components are opaque.

Oraanization of framework and specifier
P.

What is the relation of the framework to the specifier? Is the

specifier completely contained within the framework? Do lines of the inner

framework violate boundaries of the specifier? Do perceptual organizational

principles cause the reader to group the framework and specifier incorrectly?

If the dimensionality of the space is not 2D, is it consistent between the

framework and specifier? These questions are asked separately for the outer

and inner frameworks (if appropriate).

Oroanization of framework and labels

The organization of the framework and each type of label is considered

separately, with the following questions being considered (as appropriate): How e

are the labels associated with the framework and parts thereof? Are value

markings indicated along the framework? If so, do the labels clearly indicate

the correct values corresponding to the associated portion of the framework'.

Do any perceptual organization principles result in an incorrect organization

of the framework and labels?

Organization amonQ labels and specifier

How are the labels and specifier associated? Is all specifier material

labeled? If the label is remote, in a key, is the mapping from elements in the

key to the specifier clear? Do any perceptual organization principles result

in an incorrect organization of the labels and specifier?

Organization amona labels. framework. and specifier

Is too much material present to apprehend all at once ? Is so much

material in a small area that it is difficult to discriminate the relations

among the elements of the different constituents7 Do perceptual organizational I.



Understanding charts and graphs -31-

principles impair discerning the correct relations among the constituents?

Exanmle

Oroanization of framework and specifier

Outer framework and specifier. The bars abut the left

vertical line, extending to right; the bars are

enclosed in the frame.

Inner framework and specifier. The bars are superimposed

over the inner grid. The vertical internal lines of

the inner framework do not violate the boundaries of

the rectangles, nor do they group improperly with the

specifier.

Organization of framework and labels

Alpha. The title is at the absolute top of the display;

the labels in the key are directly above the highest

horizontal line of the outer framework. The left

vertical and bottom line of the outer framework are

labeled. There is a label at the top le4

the display, ..no another label at - a bottom, with the

first letter directly under extreme left end of the

bottom horizontal line.

VIOLATION. Principles of perceptual

organization. The 'Miles Per Hour" label is not

immediately associated with the vertical scale,

being equally close to the horizontal line at

the top.

The "Total Distance" label is at the upper right,
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above the top horizontal line; it is centered within

the segment defined by the righmost vertical line of

the outer framework and first line of the inner

framework to its left.

VIOLATION, Principles of perceptual

organization. The "Total Distance" label is

closer to the top horizontal line than the

pm
column of numbers, and is not immediately

grouped with the proper elements of the display. .

NumerJc. There is a column on the left, regularly spaced

outside and to left of leftmost vertical line of the outer

framework. There is a row on the bottom, under the

horizontal lower line of the outer framework; a number

appears under each line of the inner framework, but .4

there is no number under the last internal line on the

right. There is a column on the right, evenl;, spaced,

centered between the rightmost outer line and the

first internal line to its left.

Deoictive. The depictions in the key are above the ,

horizontal line defining the top of the framework. *1

Oroanization among labels and specifier

Alpha, No cases.

Numeric. There is a 1:1 alignment between numbers in the

column at the left and the bars; the grouping here is

clear. In contrast, the 1:1 association between

numbers in the column at the right and bars is not
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clear.

VIOLTION Principles of perceptual

organization. Numbers are not clearly grouped

perceptually with the appropriate bars.

Deoictive. There are black and white key labels in same

order as black and white portions of bars.

VIOLATION. The within-levels mapping principle.

It is not clear whether the white rectangle in

the key corresponds to only the white part of the

pictorial material (bars) or to the entire bar.

Organization among labels, framework, and specifier

Description of the pair-wise relations among the

constituents is sufficient; no special problems emerge

from the relations among the constituents taken as a whole.

DIAGNOSING VIOLATIONS OF ACCEPTABILITY" PRINCIPLE$:

II. THE SEMANTIC ANALYSIS

We again begin by briefly outlining acceptability princples, and then

turn to the method of describing and analyzing the semantic information in a

display. In addition, it is at this level that the differences between charts

and graphs per se as such become important, requiring us to develop two

different sorts of semantic interpretations, one based on qualitative relations

and other based on quantitative relations.

Acceptability principles

Let us consider four classes of semantic principles. These prrciples

describe constraints on the ways patterns of marks are interpreted. A semantic I7
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principle is tied to how a specific meaning can be extracted from a

configuration of marks. These principles were derived partly through a review

of the literature on how people spontaneously describe visual displays, and

partly by generalizing from psycholinguistic phenomena (Clark and Clark, 1977).

If semantic principles are violated, a reader will find the display confusing.

Principle of representativeness

All marks have a preferred interpretation. The intended meaning of a

mark should not conflict with the spontaneous interpretation of it (see

Jolicoeur, Gluck, and Kosslyn, 1984). Thus, labels should name words that are

indicative of the class (including the correct connotations) and pictures

should depict appropriate objects (a picture of a penguin-like bird should not

be used to label birds in general). In short, a label or picture should be of

a representative or typical example of a class or of the class directly.

Principle of conoruence

This principle has three aspects.

Surface compatibility. The appearance of the lines and regions

themselves should be compatible with their meanings. For example, people have

trouble reporting the color of the ink used to print a word if the words

themselves name other colors (e.g., the word "red" is printed in blue ink; this

is known as the OStroop effecto). Similarly, if "left" and "right" are labels

along the X axis, the "left* label should be physically to the left (this

constraint is sometimes violated in the literature on the specializations of

the cerebral hemispheres). In general, larger areas (mentally categorized as

larger'i should represent larger quantities, faster rising lines should

represent sharper increases, larger typeface (if used) should correspond to

larger objects, and so on. Color presents a special case of surface
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compatibility: although the physical spectrum is ordered in terms of

wavelength, colors are psychologically arranged around a circle, not a line

(Kaufman, 1974). Thus, it is difficult to align colors with quantities. If

color is used, intensity or saturation should covary with hue so that lighter

colors correspond to higher values.

Orderino. Pairs of words should be ordered in a specific way, not

only in English but in other languages. We say "bread and butter,* not 'butter

and bread." The shorter, less stressed word goes first; if it does not, the

phrase will not immediately correspond to a stored memory (see Pinker and

Birdsong, 1979).

Markedness. Some words not only name a pole of a dimension but the

dimension itself. We say "how high is that ?" without implying necessarily

that it is high; but if we say 'how low is that?" we imply it is low. The

term that implies a specific value is called the marked term, and should

not be used to label the dimension itself -- if it is, it will mislead the

reader (see Clark and Clark, 1977).

Principles of schema availability

In order for a chart or graph to be comprehensible, a reader must have

the requisite concepts. That is, a "compliance class' is in fact something in

a reader's head. The reader must know both the individual concepts and the

general idea of how a particular graphic design conveys information. We can

distinguish among three aspects of this requirement.

Conceot availability. A chart or graph should not make use of

concepts that are not likely to be possessed by the intended readership.

Cultural convention. The conventions of a reader's culture should

be obeyed when drawing an effective graphic display. So, for example, the
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color red should not be used to represent "safe' areas, and green should not be

used to signify "danger.' Similarly, time should increase going left to right

or bottom to top.

Familiarity. Information should not be presented in a graph type

that is unfamiliar to a given readership.

The between-level mapping principle

In the course of describing the semantics of a display we are faced

with describing how the marks map into semantic classes. Thus, it is at the

point of formulating the semantic description that it is important to ensure

that a) every meaningful difference in the value of a variable is represented

by detectable differences in marks, and b) every mark should have one and only

one meaning. Ambiguous or missing marks violate this principle and require an

alteration at the level of syntax.

Types of semantics

The actual information conveyed by a chart or graph depends on the

interrelations among different components of the display. Thus, in evaluating

how well a display conveys meaning we will decide which of two general kinds of

rules of combination is used, and then will consider whether one can derive the

appropriate information. One class of rules is appropriate for graphs. These

rules specify quantitative relationships between two or more values on two or

more scales. The other class of semantic rules of combination is appropriate

for charts. These rules specify the qualitative structure or organization of

en t it i es.

Quantitative relational information

Perhaps the best way to present the formal properties of this aspect of

graphic semantics is in tabular form. Thus, Table I relates values on two
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scales to each other. We consider all possible combinations of nominal,

ordinal, interval and ratio scales except the nominal-nominal relations (which

fall into the second class of rules). Nominal scales are not ordered, with

numbers being used as names (as on the backs of football players); ordinal

scales are rank-ordered according to quantity, but the actual magnitudes of

differences are not specified (as in the first, second and third place winners

of a race); interval scales are ordered so that the magnitudes of differences

mean something, but ratios of numbers do not (as in Farenheit degrees, which

have no Onaturalo zero); finally, ratio scales have numbers that are ordered so

that the magnitudes of differences are important and ratios can be computed (s

in Celsius degrees, where 10 degrees is twice as hot as 5 degrees -- which is

not true with Farenheit degrees). In addition to providing an example for each

in the table, there are examples of the kinds of information available in each

case. Extensions to n-dimensional cases follow in a straightforward manner

from the simple two-dimensional cases considered here.

Insert Table I Here

The information content of a graph can then be assessed by interpreting

the individual axes, noting the scale types and how points are paired via the

specifier(s), and then using the taxonom- in the table to derive the

appropriate kind of information one should be able to extract. If this

information is not clear, there may be a failure of within-level mapping (the

specifier is not clearly serving to pair points on the framework) or a failure

of between-level mapping (a part may be missing). (Violations of many other

principles can also distort the relationship, depending on problems in seeing
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the specifier or organizing parts of it correctly.)

Structural/organizational information

A computer flowchart, an organizational chart for a government agency,

and a family tree do not relate values on quantitative dimensions. Rather,

they specify the relationships among discrete members of a set. This sort of

information can be described using the following three general criteria. These

criteria are orthogonal.

The first criterion is whether the links between entities are

directed or nondirected. Elements of the framework (i.e., marks

indicating an individual member of the set) can be related together either by

symmetrical or by asymmetrical relations. For example, in a kinship diagram,

the vertical links of the tree are directed, indicating who is the parent of

whom (an asymmetrical relation). The horizon'tal links, such as "sibling of" (a

symmetrical relation), are nondirected.

The second criterion is how many types of links are used. More

than one kind of relation may be used in a graph. In a kinship diagram, for

example, Ncousin-of* and "brother-of" may both be present. In a computer

flowchart, only a single type of arrow -- indicating which operations follow

one another -- occurs.

The third criterion concerns the type of mapping used. There are

three classes of mapping: One:One, Many:One (or One:Many) and Many:Many

mappings, which we will consider in turn:

One:One mappings. In this case links in a chart might indicate

how husband and wife pairings occur by drawing lines connecting points

representing the location of each individual at a cocktail party.

Many:One or One:Many mappings. In this case, it is important to
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consider separately directed and nondirected links. With directed links,

inclusion relations may be indicated by a Many:One mapping such as occurs in a

hierarchy where many objects are organized under a superset. With nondirected

links, collateral relations are indicated. If all diplomatic relations were

.symmetrical, links on a map illustrating the diplomatic relations of any one

country would represent this sort of mapping.

Many:Many mappings. In this case, the multiple affiliations of a

number of different objects can be represented. For example, a chart might

represent different social classes by a drawing of a typical member of each,

and might represent different social institutions by drawings of typical

buildings (e.g., a church or a bank). Lines could connect the people to the

institutions to which a majority of the represented class belong.

In charts, then, the nature of the mapping must be clearly indicated by

the specifiers. Too many arrows can obscure mappings among elements, as

sometimes happens in tangled organizational charts. Directionality and

specific meaning (achieved via labels) should be clear. In actually describing

a chart, we are careful to consider what kind of information is being

(hierarchial, relational, etc.). We th . . Le7 nether the -ecifiers

effectively convey the meanings of the relations among the framework elements.

Applyino the analytic scheme

As in the syntactic analysis, we decompose the problem of describing

the semantic content (the literal meaning) of a graphic display into four

parts: characterizing the background, the framework, the specifier and the

labels. In this case, however, we do not examine the interrelations among the

basic-level constituents as distinct from the constituents themselves; as was

just noted, in large part the meaning of the display derives from the

W ,
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interrelationships among the constituents, and thus we consider the

interrelationships as we consider the constituents themselves. As before, we

look for violations of the acceptability principles that come to light when the

display is being analyzed. It is of interest that many of the problems noted

in the syntactic analysis come home to roost here in a different guise, which

is not surprising given that the semantic interpretation rests on the nature of

the marks themselves.

Background

If the background is patterned, the meaning of the pattern should be

consistent with the information presented in the chart or graph. If background

figures are present, do they distract from the meaning of the chart or graph?

Are the elements of the background ambiguous? Do parts of the background

occlude parts of the framework such that information is lost?

Example

There are no background figures in Figure 3.

Framework

As before, we ask about the outer and inner framework separately.

Outer framework

We begin by asking whether the display is a chart or graph. In so

doing, we consider whether meaning of the elements of the framework is

unambiguous. We note whether any part is missing and not clearly implied. For

graphs, we next assess the scale type along each axis and note whether the

semantic scale is clearly indicted syntactically. For instance, if the scale

used on the axes of a graph is syntactically dense, the semantics -- the actual

scale being represented -- should be semantically dense. We next note the

extent of the dependent measure scale, attending not only to its range, but to
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the baseline. This may prove important in the subsequent analysis of the

pragmatics of the chart or graph.

In addition to these questions, we check whether the lines that compose

the framework depict an object. (This is quite conmon in many popular

magazines). If so, we ask: What is depicted? Is the meaning clearly evident,

and is the depicted object clearly representative of the class of objects being

depicted?

Inner framework

We ask what is the purpose of the inner framework, and whether the

increments it defines are clearly evident.

Example

Outer framework

Figure 3 is a graph, with the outer framework representing

a Cartesian coordinate space, with the dependent variables

along the X axis and the independent variable along the Y

axis.

Vertical axis. The vertical axis represents a ratio

scale, with the origin at the top of the line.

Although this scale is semantically dense, it

has been differentiated into five discrete

values with values increasing as one descends

down the line. The scale ranges from 0 to 300.

We cannot decide whether or not the division

into discrete values is a violation without

knowing the purpose of the display, however the

ordering of the values is problematical at a

'W N
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semantic level:

VIOLATION. Principle of congruence.

Larger values should be indicated by physically

higher marks.

Horizontal axis. The horizontal axis is a ratio

scale, with the origin at the left and values

increasing as one moves to the right.

VIOLATION. Principle of schema compatibility.

The origin of the two axes in a. Cartesian

space is usually the same point (the lower

left intersection of the axes), which is not

true here.

Inner framework

The vertical lines serve to help one assess amounts along

the bars; they clearly mark off increments of 50

feet.

Specifier

The meaning of the specifier is derived from how it maps one part of

the framework onto another. For a chart, this consists of grouping discrete

entities. For a graph, this consists of pairing values on one scale with

values on the other, making available the appropriate types of information note

in Table 1. We ask the following questions about the meaning of the specifier.

First, what information is specified? Is it clear what kinds of relations are

specified? Is every distinction in the specifiers informative? Does every

conceptual distinction correspond to a visible distinction among marks? Do

marks used to represent different things look more different than marks used to
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represent the same thing? Is the literal interpretation of the marks

compatible with the role they play?

A special case of this last concern occurs when the specifier is a

depiction (e.g., a graph of rising prices could have a jet plane taking off,

with the contrail coming out of its exhaust serving as the function); if so, we

ask: Are the depictions clearly representative of the compliance class in

question? One would not want a picture of a potato to stand for "plant life,"

for example (since potatoes are hardly typical -- in Rosch's (1978) sense --

plants).

Example

The specifier is serving to map discrete values on the

vertical axis to continuous values on the horizontal

axis, although both are ratio scales. Two functions are

plotted: The length of the white rectangle represents

average braking distance. The length of the black

rectangle represents average reaction distance. Each

pair of rectangles represents a discrete and different

speed. The relationship between average braking and

reaction distance is implicit in the relationship

between the length of the black and white portions of

the bars.

VIOLATION. Between-levels mapping principle. The

ambiguity in how to describe the specifier on a

syntactic level precludes one's having a single

interpretation at the semantic level.

Labels

Vt
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In the same vein, the labels along the axes should be compatible with

the actual scale being used and with the markings along the axes; the numbers

spaced along the axis should suggest the correct scale type. For each type of

label, we ask the following questions.

Alpha labels. What are the labels? Are the words ambiguous? Are

the meanings of all the words representative of the class being indicated?

Numeric labels. What are the units? Are they clearly specified?

Are the units familiar?

Depictive labels. Are pictures used as labels easily identified?

Are they familiar to the intended readers? Are the marks used to depict

clearly representative of the concept represented?

Oroanization among labels

We next ask whether it is clear how the words label numerical values

and depictions, and whether it is clear how depictions label numerical values

(if relevant).

Example

Alpha labels

There are English words labeling the values of units on the

axis, words labeling two small bars in the key, and a label

for the total distance column. English words also label the

graph as a whole. The words are not ambiguous, however the

labels of the left part of the key is incomplete.

VIOLATION. The between-levels mapping principle.

The failure to include the word udistance" on the alpha

label associated with the left bar in the key is

misleading; no contrast is intended with the right
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label.

Numeric labels

Distances are specified in feet, and speed is specified in

miles per hour. Total braking distance is also provided. The

units are clear and likely to be familiar to US audiences.

Depictive labels

No pictures are used as labels. The color of the bars in the

key has no intrinsic meaning.

Organization amonq labels

Alpha and numeric. The words clearly label scales, and

the numbers index values on the scales.

Alpha and depictive. The words clearly label the

meaning of the bars in the key.

Numeric and depictive. No cases.

DIAGNOSING VIOLATIONS OF ACCEPTABILITY PRINCIPLES:

III. THE PRAGMATIC ANALYSIS

In a typical graph, such as that illustrated in Figure 1, the line

serving as a function is not syntactically differentiated. Indeed, the axes of

Figure I themselves are not syntactically differentiated. Thus, this would

seem to preclude the graph's being unambiguous; recall that syntactic

differentiation is a prerequisite for unique mapping from mark to compliance

class. However, one must consider what is the intended use of the chart or

graph. For many purposes only a rough approximation is intended, especially

when graphs are idealizations intended to illustrate some general point (such
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as Figure 1). In these cases providing additional precision would distract

from the point of the display. Thus, the prior analyses must be regarded as

producing candidates for flaws in a display, and the purpose and context must

be taken into account to discover whether these amount to real problems.

In addition, as in language, not all the information humans garner from

charts and graphs is dictated by the literal interpretation of the marks on the

page. If the number of AIDS victims were indicated in a bar graph by

increasingly higher piles of bodies, to take a grisly example, the reader would

probably no.t simply register the literal information conveyed by the height of

the column. This aspect of communication with charts and graphs has been

discussed at some length by Huff (1954) in his classic book, How to Lie.

with Statistics.

The acceptability principles introduced in this section are concerned

with these kinds of Npragmatic" aspects of communication, focusing on the

importance of the purpose of a display, its context, and the indirect meaning

conveyed. These acceptability principles were formulated in part by 7

constructing demonstrations in which visual properties were manipulated to

produce misleading descriptions of the specifier. We also considered the

rather direct correspondences that exist between graphs and language, adapting

similar principles for language offered by Grice (1975).

Acceptability principles

Three classes of principles capture the pragmatic considerations we use

in evaluating charts and graphs. The classes contain numerous individual

principles, however, but we will not develop them here. The classes are:

Principles of purpose-compatibility

Displays are often used for two kinds of purposes, communication and

.
..
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analysis (e.g., see Bertin, 1983; Chambers, Cleveland, Kleiner and Tukey, 1983;

Fisher, 1982; Kosslyn, 1985; Schmid, 1983; Tufte, 1983). Depending on the

purpose and intended users, one would or would not place a premium on

esthetics, ease of interpretation, completeness, and so on. A cardinal rule

her'e is that no more or less information should be provided than is needed

by the reader (cf. Grice, 1975). In addition, depending on the purpose,

different graph formats are more or less appropriate. For example, if one

wants a reader to see an interaction, a line graph is better than a bar graph:

rot only is a line a single perceptual unit, and hence there will be less to

hold in short-term memory, but we are good at detecting slope differences --

which convey the relevant information (see Pinker, in press.. Indeed, experts

learn to recognize patterns formed by lines, which come to function as symbols

in their own right (e.g., signifying a crossover interaction). In contrast, if

one wants the reader to compare specific point values, a bar graph is better

than a line graph: not only are the discrete values indicated by the tops of

the bars, but one does not have to disrupt the single unit formed by the line

(as was discussed earlier).

Principles of invited inference

Although a chart or graph may convey the correct information on the

semantic level, it may invite us to misread it anyway. This can be done in

numerous ways: truncating scales so that small differences appear larger;

varying the type of scale used (interval vs. logarithmic, for example); using

inferred 3-D properties of a display so that we see bars as bigger than the?

are, and so on. Some of these principles are directly reflected by Huff's

(1954) observations about how to lie with statistics.

Principles of contextual compatibility

A |
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Most displays are embedded in a context, either in text or in an oral

presentation. The context and the semantic interpretation of the display must

be compatible or comprehension of the display will be impaired. The

terminology used in the display should be the same as that in the text or

,.esentat on, and the :'splay should be presented at the p: the reader

will want to access the information.

ADDlyino the analytic scheme

We again consider first each of the four basic-level constituents, and
0'

then turn to questions about the organization among them. This analysis

differs from the earlier ones in an important respect: The syntactic analysis

resulted in a rather rich description of the chart or graph itself. This was

necessary because elements of the syntax feed into the semantic properties, and

hence we needed to have the chart or graph described in a way that would allow

us to consider each of the semantic principles. At the level of the semantic

analysis, there was much less description per se. And only some of the

semantic aspects of the chart or graph are relevant for this later pragmat;c

analysis. The pragmatic analysis itself, then, produces very little in the way

of a further description of the chart or graph. Rather, the existing

description is now rich enough, from the level at which the thickness and color

of the lines is noted to the level at which the elements are interpreted, to

allow us simply to ask questions that probe for violation. of specific

principles. Thus, this analysis consists entirely of questions, as indicated

below. These are "leading questions" in that the answers reveal violations of

the acceptability principles described above.

Background

Does the background imply information not explicitly stated in the

S • . .......... ....... I....... . ...............
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display (e.g., as might occur if the background was a photo of war dead)? If

so, are the implications of background material consistent with the message and

the content?

Example

There is no background in Figure 3.

Framework

We ask questions to determine whether the form of the framework leads

the reader to extract the intended message easily: Is there a truncated axis?

Does this mislead in ways not intended by the graphmaker? Are scales

transformed? Is this compatible with the point of the display? Are value

markings indicated sufficient for intended purposes? If there is an inner

framework, are the distinctions demarked fine enough to access the necessary

information, or are they too fine, distracting from the relevant divisions? If

the framework is also serving to depict, does the meaning of the depiction help

or hinder understanding the content of the chart or graph)

Example

The axis is not truncated, nor are the scales transformed.

Without knowing the intended purposes of the display, we

cannot decide whether the value markings indicated are

sufficient for intended purposes.

Specifier

We ask: Are the most appropriate type of specifier elements used? For

example, are lines used to convey trends, and bars to convey point values" Is

more or less information present than is necessary to answer the relevant A

questions? Are some equivalent elements made to appear more important than

others (by color, width of lines and so on')? Is this appropriate given the

.-
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point of the chart or graph? Does it help or hinder understanding its meaning?

If the specifier depicts information, does the meaning of the depiction help or

hinder understanding the content of the display? If 3-D is used, do

perspective effects distort the apparent sizes of different elements?

Example

Most of the questions cannot be answered without knowing the

purpose of the display. For example, the *average reaction

time' is darker and more salient; we cannot know whether this

is appropriate without knowing the purpose of the display.

Labels

Are words consistent with the terminology of the text? Are labels

complete? Are labels cryptic or verbose?

Example

It is difficult to answer these questions without knowing the

purpose of the display. However, given the inclusron of the

inner grid lines, the reader presumably was intended to

ascertain more than simply the "Total Distance" values; if

4.this was not intended, the inner framework should be elimin-

ated.

General context

Does adjacent material on the page distract from or enhance the graph,

an vice versa? Does redundancy, if present, help or hinder understanding of

the graph?

Example

(The text was not provided.)
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CONCLUSIONS

The present analytic scheme is designed to reveal features of displays

that result in their being difficult to understand. This scheme depends on

looking very carefully at a display, and generating a detailed description of

it at three levels of analysis. At each level, we consider the nature and role

of the background, framework, specifier, and labels, and we consider the

interrelations among these constituents. Whenever we have difficulty

generating the description, we consider whether one of the acceptability

principles has been violated. This exercise proves to be a systematic ad

exhaustive way of characterizing potential problems with a display.

The present analysis is intended to be at the most fine-grained,

'picky' level possible. It is important to emphasize that many of the

'violations' we identified would in fact be irrelevant, but this cannot be

known without knowing the purpose of the display. That is, charts and graphs

are created with a specific purpose in mind; they are. intended to allow a

reader to answer certain questions and not others. Thus, although an

acceptability principle may be violated, the chart or graph may not be flawed

-- it may still be zile to serve its purpose adequately. For example, the

sample graph illustrated in Figure I violates what we called the "within-level

mapping principle" because the points on the function do not correspond

unambiguously to points on the axes. But this is not an impairment in the

graph, given its purpose. In fact, when graphs are used as idealizations to

present a general principle, the additional information necessary to totally

disambiguate the display may distract from the purpose -- violating the

pragmatic principle of purpose compatibility by providing more than is needed.

Thus, although the analytic scheme faithfully exposes every little

.........
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detail that violates an acceptability principle, not all of these violations

may be important; whether a violation of a principle renders a display

ineffective depends on the purpose to which the display will be put. The

scheme errs on the side of being too conservative, leaving it up to the human

user to discount particular violations as appropriate. This was the only real

option, given that all other alternatives run the risk of not exposing

potential problems with the chart or graph.

The present analytic scheme has been designed to analyze existing

displays. However, it can also be of use in the design process itself. One

could begin with an draft of a display, apply the scheme, and then correct

violations of the principles. Better yet, one could keep the principles in

mind from the outset, and check each component as the display is being created.

Although the present system does not guarantee that one will produce the best

possible display, it does virtually guarantee that one will produce a good

display. A good display, after all, is one usable by human beings.

II
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Footnotes

Requests for reprints should be sent to S. M. Kosslyn, 1236 William James Hall,

33 Kirkland Street, Cambridge MA 02138. This paper was originally written in

1978, and was revised in 1980 as a chapter in a book coauthored with Steven

Pinker. Steven Pinker played a valuable role in the conception and development

of the present work, and I wish to thank him for lending his insights,

knowledge, and good sense. I also wish to thank Susan Chipman for her

persistent support and encouragement, without which this paper would never have

been written. Finally, Carolyn Backer Cave, John Gabrieli, and Lynn Hillger

not only provided valuable comments on earlier drafts of this paper, but helped

devise the reconnendations for improvements offered in the Appendix. The work

described here was supported by ONR Contract N00014-K-0291.

1. At one time, I considered introducing a set of "primitive elements" and

relations that would provide a fixed "alphabet of shapes" to be used in all

analyses. This proved very difficult to do, however, and proved to be totally

unnecessary for present purposes. The wide variety of charts and graphs seems

to preclude specification of a reasonably small set of discrete elements from

which all charts and graphs can be constructed, but even if this were possible,

the important variations seem to occur at the "basic level" of organization

into the graphic constituents noted above.
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Figures

Figure 1. The basic-level constituents of charts and graphs.

Figure 2. Three stages of visual information processing, with important

charcteristics noted; these characteristics are described in the text.

Figure 3. A graph used to illustrate the analytic scheme, analyzed in the

text.

Figure 4. A very complex graph used to illustrate the analytic scheme,

analyzed in the appendix.
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Appendix

Figure 4 illustrates a very complex, multipaneled display. At one time

this format was being considered for use on labels of foodstuffs. Unlike

Figure 3, which is relatively easy to understand, r have difficulty

deciphering the meaning of Figure 4. Thus, this display iK . t of the

utility of the present analytic scheme. It is of interest that the present

system not only illuminates what is wrong with this display, but also provides

insight into how to improve its design.

Insert Figure 4 Here

SYNTACTIC ANALYSIS

This display requires an initial analysis into panels, and a later

analysis of the interrrelations among these displays.

Analysis into panels

The chart is divided into two graphs (left and middle) and a cluster of

alpha and numeric material (hereafter referred to as the right table). The

rightmost boundary of the left graph is defined by right justification of seven 4

circles and blank space to the right of the circles. The rightmost boundary of

the center graph is defined by annular white space between the small radial

marks in the center of the page and the circular justification of the alpha

material on the right.

Left Graph (LG)

LG Outer framework
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Elements. A horizontal axis, indicated by the bracket on the

bottom. The axis is syntactically differentiated.

OrQanization. Except for the the presence of the bracket, the

outer framework is only implied (by the regular alignment

of the inner framework elements).

LG Inner framework

Elements. Twenty-eight closed curved lines, forming circles.

These are syntactically dense, and are printed in medium-weight black

ink.

Organization. The circles are aligned into columns via proximity.

VIOLATION. Principles of perceptual organization.

Proximity results in an organization into columns

when an organization into rows is required. The vertical

spaces should be larger than the horizontal ones.

Organization of inner and outer framerworks

The bracket encomposses the inner framerwork elements.

LG Specifier

Elements. Black quadrants of circles (i~e., subtending 90

degrees of arc.).

Organization. The filled areas are contained within LG inner

framework elements. When one of these elements appears in

a frame, it is positioned in the upper left quadrant. As

additional elements are added to a frame, they are placed

contiguous to prior elements and fill the frame in a

counter-clockwise manner, Frames are filled from left to

right in rows.

SI
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VIOLATION. Principles of perceptual organization.

At first glance, the inner framework leads one to

divide the quantities into fourths, which is incorrect.

LO Labels

Only alpha and numeric labels appear; there are no depictive labels.

Because alphas and numerics appear in the same perceptual units,

separate syntactic discussions are inappropriate. One typefont (medium

weight, black) is used within this subgraph and alphas may be upper or

lower case.

Elements. Subsgraph title,"Nutritional cont.'. The first letter

is upper case, remaining letters are lower case, a period appears last.

Orqanization. Letters have upright orientation and are

arranged in two groups in a closely packed horizontal string.

Elements. Seven vertical axis (row) labels are mixed upper and

lower case with periods and numerics intermixed.

Organization. Letters have upright orientation and are arranged

in one or two groups in closely packed horizontal strings. Labels are

left justified at the same column.

Elements. Horizontal axis label "needed per day" is composed of

lower case letters.

Organization. Letters have upright orientation and are arranged

in three groups in a closely packed horizontal string. (7

Oroanization among different LG labels

LG title is left-justified in the same column as the vertical axis

labels. The space between the title and the top vertical axis label is

only slightly greater than the space between the various vertical axis

e .. . . .
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labels.

VIOLATION. Principle of perceptual organization. Both the

position of and use of the same typefont for all labels impairs

identifying the subtitle as distinct.

Oroanization of the framework. specifier and labels

Framework and specifier. The dark quadrants of circles are

contained within inner frame elements, as mentioned above.

Framework and labels. The title is just above and commences to

the left of the array of circles. The horizontal axis label is below

the bracket.

VIOLATION. Principles of perceptual organization.

The title of the subgraph does not group clearly with

the implied outer framework.

Labels and specifier. The specifier material is not labeled.

Middle Graph (MG)

MG Outer framework

Elements. 40 short lines, approximately equal in length. The

frame compromised of these elements is syntactically differentiated.

OrQanization. The lines project outward from a common center

and extend from a common distance from the center to a slightly greater

common distance from center. The lines are separated by approximately

equal angles, but the separating angles are discriminably different.

VIOLATION. Principles of processing limitations.

That there are exactly 40 short marks in this frame

is not immediately apparent, but is important in order to
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understand the graph.

MG Inner framework. There is no inner framework.

VIOLATION. Between-level mapping principle. The specifier

looks as if it could be within an inner framework.

MG Specifier

Elements. Two "pie-slice" wedges; one black, one white. The

black wedge is slightly larger than the white.

VIOLATION. Principle of perceptual organization.

Failure to include the bottom rim of the white wedge

impairs seeing it as a wedge.

Organization. The vertex of the black wedge points straight

down while the vertex of the white wedge appears to point

straight up. The vertices are joined.

VIOLATION. Principles of perceptual organization.

The alignment of the two wedges results in their

being organized into a single perceptual unit.

MG Labels

No labels are present within the subgraph.

Organization of the framework, specifier and labels

Framework and specifier. Both wedges have vertices that

coincide with the center of the circle defined by the

frame. Both wedges obscure the short radial lines that

define the frame.

Framework and labels. Not appl cable.

Labels and specifier. Not Applicable.

n 4-
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Riaht Table (RT)

RT Framework

There is no explicit framework, outer or inner.

RT Specifier

There is no specifier in this table.

RT Labels

There are both alpha and numeric labels in this table. No depictive

elements appear. Two typefonts are used: One is small light upper

case, the other is large bold lower case. All letters and numbers in

the same cluster have the same typefont. Right justification is used

for the table, with the exception of the digit "S."

VIOLATION. Principles of perceptual organization. The 08"

being out of line in the top cluster leads one to focus one's

attention on it, for no reason.

Alpha labels

Elements. Small, upper case type appears at the top of the

table. Large, lower case type appears at the bottom of

the table.

Organization. The small upper case labels at the top are

organized into three rows, organized into two columns;

only the first row has alpha labels in both columns.

Beneath these are three rows in bold type. Spacing again

produces two columns. Beneath these elements is one row

in bold lower case type ("kilocalorie"). The final line

is separated from the rest of the table by a large gap.

VIOLATION. Principle of perceptual organization.
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The large gap separating the bottom line of the table

impairs one from realizing that it belongs to the

table.

VIOLATION. Principle of processing

priorities. The differience in font size

between the upper and middle clusters direct

one's attention to the middle cluster first,

instead of to the top one.

Numeric labels

Elements. Numbers appear in each cluster.

Organization. When more than one numeral appears in a string,

they follow one another in sequence. They appear to the right of

rows 3 - 6, and to the left in row 7.

Organization among labels

Alpha and numeric. Numerals, when present, are intermixed in

the same perceptual units with alphas.

Organization of the panels

Having discussed the syntax of the various subgraphs, we return to

overall structure of the three.

Macroframework

Elements. A macroframework serving to integrate the displays

consists of two heavy black lines, each composed of a

short vertical segment and a longer horizontal segment

ending in an arrowhead.

Organization. One line originates at the center of the rim of

N
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the black wedge in the MG and terminates at the left in an

arrowhead, which points at the right-most part of the

title of the LG. The lower line originates at the center

of the rim of the white wedge in the MG and points at the

left-most end of the bottom line of the RT.

Labels

The title is comprised of words printed in very large upper case.

Oroanization of macroframework and labels

The title are centered above the macroframework.

Overall syntactic properties

VIOLATION. Principles of processing limitations. There is

too much information to process at once.

SEMANTIC ANALYSIS

Left Graph (LG)

LG Outer Framework

The vertical axis (implied by white space to the left of the leftmost

column of circles) constitutes a nominal scale. This scale is

semantically differentiated (although differentiation is de-emphasized

perceptually by wider spacing by rows than by columns, as noted

earlier). The horizontal axis constitutes a ratio scale and is

semantically differentiated. The extent of this scale represents daily

nutritional requirements of given nutrients. The bracket functions as

a way of indicating the scope of the label on the bottom, as will be

discussed shortly.

LG Inner framework
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Each circle in a row may contain as much as 1/4 of the daily

requirement for a given nutrient. The circles are thus ratio

scales and are semantically differentiated.

VIOLATION. Between-levels mapping principle. The

perceptual representation of these circles falsely suggests a

dense scale by the lack of differentiation marks on the circle.

The semantic differentiation is apparent only by studying the

relationship between the specifier and tho inner framework.

LG Specifier

The basic specifier unit (a black quadrant of a circle) represents 1/16

of the daily requirement for a given nutrient. Basic specifier units

can be combined to indicate integral multiples of 1/16 of the daily

requirment.

VIOLATION. Principle of consistency with cultural

convention. The nesting of quadrants within each of the four

circles is a novel way of specifying the information, and

hence must be clearly specified.

LG Labels

Aloha. English words are used in the title to inform the

reader that the subgraph provides information on

nutritional contents. They are also used to name the

various nutritional components represented as rows of

circles and to inform the reader of the meaning of the

horizontal axis. Periods inform the reader that a

sequence of letters is an abbreviation of an English word.

VIOLATION. Between-levels mapping principle. The

.A. -A. -A, A .
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graph does not specify all of the nutritional content

in the display, only the vitamin and mineral content.

It should be labeled more appropriately.

Numeric. Numerals appear as characaters which, in part, form

the names of the nutritional components.

Organization among labels

Alpha and numeric. Together they comprise names.

Organization of framework. specifier , and labels

Outer and inner framework. The bracket can be interpreted as

unifying the collection of four circles into one dimension

(along the horizontal axis of the inner framework).

Framework and specifier. The basic specifier units (black

quadrants of a circle) act in conjunction with the four

circles in each row to indicate the extent to which one

serving of the food item satisfies the daily requirement

for the nutritional component associated with the row.

Framework and labels

AlDha. The alpha labels define the meaning of the axis. The

bracket indicates that the horizontal axis is defined by

the English words immediately beneath it. This is a one:one mapping.

Numeric. The numbi s act in concert with alpha labels t:

nutritional components represented by rows.

Framework and specifier

The specifier is not labeled directly.

Middle Graph (MG)

N %
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MG Framework

This framework is ambiguous. The only interpretation that is

consistent with the other subgraphs in the display is that this

framework represents two distinct entities. One entity (the top part)

is the total daily nutritional requirement for a person. The second

(the bottom part) is the total daily caloric requirements for a person.

VIOLATION. Between-levels mapping principle. The ambiguity

is due to faulty mapping from syntax to semantics.

Accepting the above interpretation, the frameworks would constitute a

ratio scale. Although the framework appears syntactically

differentiated, on the semantic level, the issue of denseness and

differentation appears completely indeterminate in the context of all

information present or derivable.

VIOLATION. Between-levels mapping principle. The variation

in spacing between the marks of the frame seems to have no

meaning.

MG Specifier

Black wedge. This represents the proportion of the total daily

nutritional requirements supplied by a serving of the food

in question. (This interpretation is the only one

consistent with the connective relation between the black

wedge and the left subgraph.)

White wedge. This represents the proportion of the total daily

caloric requirements supplied by a serving of the food in

question. This interpretation is uncertain, however, but

is suggested by the fact that the arrow from it points to
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the bottom line of the table on the right.

VIOLATION. Between-levels mapping principle. The

meaning of the wedge simply is not clearly defined,

allowing one to interpret the meaning of the syntax

in more than one way.

VIOLATION. Principle of consistency with cultural

convention. A circle or "pie" graph is usually used

in our culture to show how a whole is divided into

parts. The MG, on the other hand, does not use

wedges to divide a single entity into parts, but

rather treats the two wedges as independent.

MG Labels

No labels of any sort are wholly within the MG.

VIOLATION. Between-levels mapping principles. Missing

labels on both the framework and the specifier make this graph

very difficult to understand.

Organization of framework and specifier

According to the most consistent reading, the specifier elements

represent two distinct entities: (1) proportion of daily nutritional

requirement supplied per serving (black wedge), and (2) proportion of

daily caloric requirement supplied by a serving (white wedge). The

frame represents the whole daily requirement of these two entities

(nutrition and calories) and, therefore, supplies ratio scales in which

both specifier elements are measured. The different sizes of the two

wedges is thereby explained.

VIOLATION. Between-levels mapping principle. If this
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interpretation is correct, the scale is different things to

different objects, and therefore, violates the disjointness

property required for symbol systems to be unambiguous.

VIOLATION. Within-levels mapping principle. The

wedge-shaped specifier elements obscure the hash marks that

comprise the outer framework. This prevents any quantitative

mapping from the specifier to the framework.

Framework and labels

The framework is not labeled in the MG. If it had been, two different

labels would have been required for the same framework, or the

framework would have to be divided into two semicircular frameworks,

each separately labeled.

Labels and specifier

The specifier in this graph is not labeled within the subgraph.

Specifier elements within the graph are connected to labels in the

other panels and derive meaning thereby, as will be discussed shortly.

Right Table (RT)

RT Framework

There is no actual framework; the framework is only loosely implied by

the arrangement on the page of the material.

VIOLATION. Principles of perceptual organization. The

organization of the table is not evident from the proximity

relations of it components.

RT Specifier

There is no specifier in a table.

e!
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RT Labels

Aiha. The labels in the upper cluster are English words that

specify quantities of food. The labels in the middle

cluster are English words for abbreviations which are

names of nutritional components of food. The symbol "g"

indicates 'grams". The lower label is an English work

meaning a unit of heat (in this context, the heat

equivalent of a serving of food).

Numeric. The numerals specify quantities.

Organization among labels

Alphas and numerics. Alphas and numerics appearing in the same

perceptual units together specify a quantity of some type

of physical units (e.g., "4 gramsw). These units in turn

specify how much of the named substance is associated with

the quantity in a serving.

Macroframework

One arrow associates the white wedge with the "170 kilocalories" label.

This, in fact, allowed us to infer the meaning of the white wedge. The other

arrow associates the black wedge with the entire LG, which provides an analysis

of the total daily requirements of the nutritional components.

VIOLATION. Between-level mapping principle. The lack of labels on

the arrows hampers one from realizing that they symbolize differpnt

relations, "decomposes into" 'top) and "corresponds to" .:bottom).

VIOLATION. Principle of consistency with cultural convention.

Arrows point from the specifier elements to the labels, instead o4 the

*1
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other way around -- which is the conventional directions.

Labels of macroframework

Alpha and numeric. The title labels the information provided by

the entire set of graphs.

Overall semantic properties
W

VIOLATIO0N. Within-level mapping principle. Labels are missing that

are necessary to coordinate the panels into a single cohesive display.

VIOLATION.. Within-level mapping principle. One cannot easily

relate the information about protein in the RT to the information

about protein in the LG, partly because of the use of "prot.m and

*protein" in the different subgraphs. In general, use of different

notations or ibbreviations leads one to infer that different things are

being referred to.

PRAGMATIC ANALYSIS

There are no clear cases in which the display has been slanted to lead

us to draw incorrect inferences. All we know about the purpose and context is

that the display was intended to be part of a label for foods.

VIOLATION. Principle of contextual compatibility.

No person in the midst of shopping would want to take

the time to decipher this overly complex displa:,.

RECOMMENDATIONS FOR IMPROVEMENTS

The analysis reveals many weaknesses in the display. It would be

improved markedly by the following changes:

• • ll
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1. The left graph should be replaced by a bar graph, labeled "Vitamins

and Minerals.* The labels of individual vitamins and minerals should be placed

along the X axis, and a scale labeled 'Percentage of Daily Requirement" should

be placed on the Y axis; the Y axis should have 10 demarkations, with every two

labeled by a number. An inner framework should consist of horizontal grid

lines at each of the numbered values.

2. The information in the black wedge should be eliminated. The

undifferentiated total percentage of "nutritional content" is misleading; the

breakdown into specific vitamins and minerals is more useful.

3. The remaining information should be in a table, with all labels

aligned in a column on the left and number aligned in a column on the right.

I

I

• @ °o " - " • ."°,o'. o °. .- ,o- • o. - .o.- . • . • ° -.o " . -o - .o. . ° •° ..........-....-...........-....... -q .o



I ;IUi / 

Distribution List (Harvard/Kosslyn] NR 670-465

Dr. Troy D. Abell Dr. James Anderson
Oklahoma University Brown University
Health Sciences Center Center for Neural Science
800 N.E. 15th Street Providence, RI 02912
Oklahoma City, OK 73190

Dr. John R. Anderson
Dr. Phillip L. Ackerman Department of Psychology
University of Minnesota Carnegie-Mellon University
Department of Psychology Pittsburgh, PA 15213
Minneapolis, MN 55455

Dr. Nancy S. Anderson

Dr. Beth Adelson Department of Psychology
Department of Computer Science University of Maryland
Tufts University College Park, MD 20742
Medford, MA 02155

Technical Director, ARI

AFOSR, 5001 Eisenhower Avenue
Life Sciences Directorate Alexandria, VA 22333

Bolli8g Air Force Base
Washington, DC 20332 Dr. Gary Aston-Jones

Department of Biology
Technical Director, New York University

Army Human Engineering Lab 1009 Main Bldg
Aberdeen Proving Ground Washington Square
MD 21005 New York, NY 10003

Dr. Robert Ahlers Dr. Lisa C. Baker
Code N711 Oklahoma University
Human Factors Laboratory Health Sciences Center
Naval Training Systems Center 800 N.E. 15tn Street
Orlando, FL 32813 lklahoma City, OK " 190

Dr. Ed Aiken Dr. Alvah Bittner
Navy Personnel R&D Center Naval biodynamics Laboratory
San Diego, CA 92152-6800 New Orleans, LA 70189

Dr. Robert Aiken Dr. Gordon H. Bower
Temple University Department of Psychology
School of Business Administration Stanford University
Department of Computer and Stanford, CA 94306 J

Information Sciences
Philadelphia, PA 19122 Dr. Robert Breaux

Code N-095R
Dr. John Allen Naval Training Systems Center
Department of Psychology Orlando, FL 32813
George Mason University
L1400 University Drive Dr. John S. Br~wn

Fairfax, VA 22030 XEROX Palo Aito Research j

Center
Dr. Earl A. Alluisi 3333 Coyote R§ .
HQ. AFHkL (AFSC) Palo Alto, 'A 4J..
Brooks AFB, TX 78235

.%



Distribution List (Harvard/Kosslyn] NR 670-465

Dr. Bruce Buchanan Dr. Fred Chang
Computer Science Department Strategic Technology Division
Stanford University Pacific Bell
Stanford, CA 94305 2600 Camino Ramon

Rm. 3S-453
Mr. Niels Busch-Jensen San Ramon, CA 94583
Forsvarets Center for Lederskab
Christianshavns Voldgade 8 Dr. Alphonse Chapanis

1424 Kobenhavn K 8415 Bellona Lane

DENMARK Suite 210
Buxton Towers

Joanne Capper Baltimore, MD 21204

Center for Research into Practice
1718 Connecticut Ave., N.W. Dr. Paul R. Chatelier

Washington, DC 20009 OUSDRE
Pentagon

Dr. Jaime Carbonell Washington, DC 20350-2000
Carnegie-Mellon University
Department of Psychology Mr. Raymond E. Christal

Pittsburgh, PA 15213 AFHRL/MOE
Brooks AFB, TX 78235

Dr. Gail Carpenter
Northeastern University Professor Chu Tien-Chen

Department of Mathematics, 504LA Mathematics Department
360 Huntington Avenue National Taiwan University
Boston, MA 02115 Taipei, TAIWAN

Dr. Pat Carpenter Dr. William Clancey
Carnegie-Mellon University Stanford University
Department of Psychology Knowledge Systems Laboratory
Pittsburgh, PA 15213 701 Welch Road, Bldg. C

Palo Alto, CA 94304
Dr. John M. Carroll
IBM Watson Research Center Dr. David E. Clement

User Interface Institute Department of Psychology
P.O. Box 218 University of South Carolina

Yorktown Heights, NY 10598 Columbia, SC 29208

Dr. Robert Carroll Assistant Chief of Staff

OP 01B7 for Research, Development,
Washington, DC 20370 Test, and Evaluation

Naval Education and
LCDR Robert Carter Training Command (N-5)
Office of the Chief NAS Pensacola, FL 32508

of Naval Operations
OP-01B Dr. Michael Coles

Pentagon University of Illinois
Washington, DC 20350-2000 Department of Psychology

Champaign, IL 61820

,J% % %' '% .',',' 
•

. • ', =-=Pi= '''',.""e ' -
p

-" - . -, .- - " .' ' '. -' '' % .*% **- . -. *." *



Distribution List [Harvard/Kosslyn] NR 670-465

Dr. Allan M. Collins Dr. Joel Davis
Bolt Beranek & Newman, Inc. Office of Naval Research
50 Moulton Street Code 1141NP
Cambridge, MA 02138 800 North Quincy Street

Arlington, VA 22217-5000
Dr. Stanley Collyer
Office of Naval Technology LT John Deaton
Code 222 ONR Code 125
800 N. Quincy Street 800 N. Quincy Street
Arlington, VA 22217-5000 Arlington, VA 22217-5000

Dr. Leon Cooper Dr. R. K. Dismukes
Brown University Associate Director for Life Sciences
Center for Neural Science AFOSR
Providence, RI 02912 Bolling AFB

Washington, DC 20332
Dr. Lynn A. Cooper
Learning R&D Center Dr. Stephanie Doan
University of Pittsburgh Code 6021
3939 O'Hara Street Naval Air Development Center
Pittsburgh, PA 15213 Warminster, PA 18974-5000

Capt. Jorge Correia Jesuino Dr. Emanuel Donchin
Marinha-7A Reparticao University of Illinois
Direccao Do Servico Do Pessoal Department of Psychology

Praca Do Comercio Champaign, IL 61820
Lisbon
PORTUGAL Defense Technical

Information Center
M.C.S. Louis Crocq Cameron Station, Bldg 9
Secretariat General de la Alexandria, VA 22314

Defense Nationale Attn: TC
51 Boulevard de Latour-Maubourg (12 Copies)
75007 Paris
FRANCE Dr. Heinz-jurgen Ebenrett

Streitkrafteamt, Abteilung I
Dr. Hans Crombag Dezernat Wehrpsychologie
University of Leyden Postfach 20 50 03
Education Research Center D-5300 Bonn 2
Boerhaavelaan 2 FEDERAL REPUBLIC OF GERMANY
2334 EN Leyden
The NETHERLANDS Dr. Ford Ebner

Brown University
CAT P. Michael Curran Anatomy Department
,f'ce of Naval Research Medical School

N. Quincy St. Providence, RI 02912
i "25

, VA 22217-5000 Dr. Jeffrey Elman
University of California,

San Diego
- -Department of Linguistics, C-008
- ?0230-5000 La Jolla, CA 92093

. . - ". -. -- . . . % .% ,- ' . '. ' .- - . . -- . ". " .. -* . , - ., & ,



1900/l' I I

Distribution List [Harvard/Kosslyn] NR 670-465

Dr. Richard Elster Dr. Michaela Gallagher
Deputy Assistant Secretary University of North Carolina

of the Navy (Manpower) Department of Psychology
OASN (M&RA) Chapel Hill, NC 27514
Department of the Navy
Washington, DC 20350-1000 Dr. Don Gentner

Center for Human
ERIC Facility-Acquisitions Information Processing
4833 Rugby Avenue University of California
Bethesda, MD 20014 La Jolla, CA 92093

Dr. Jerome A. Feldman Dr. Claude Ghez
University of Rochester Center for Neurobiology and
Computer Science Department Behavior
Rochester, NY 14627 722 W. 168th Street

New York, NY 10032
Dr. Paul Feltovich
Southern Illinois University Dr. Lee Giles
School of Medicine AFOSR
Medical Education Department Bolling AFB
P.O. Box 3926 Washington, DC 20332
Springfield, IL 62708

Dr. Eugene E. Gloye

Dr. Craig I. Fields Office of Naval Research
ARPA Detachment
1400 Wilson Blvd. 1030 E. Green Street
Arlington, VA 22209 Pasadena, CA 91106-2485

Dr. Gail R. Fleischaker Dr. Sam Glucksberg
Margulis Lab Department of Psychology
Biological Sci. Center Princeton University
2 Cummington Street Princeton, NJ 08540
Boston, MA 02215

Dr. Daniel Gopher
J. D. Fletcher Industrial Engineering
9931 Corsica Street & Management
Vienna VA 22180 TECHNION

Haifa 32000
Dr. Jane M. Flinn ISRAEL
Department of Psychology
George Mason University Dr. Sherrie Gott
4400 University Drive AFHRL/MODJ
Fairfax, VA 22030 Brooks AFB, TX 78235

Dr. Michael Friendly Jordan Grafman, Ph.D.
Psychology Department 2021 Lyttonsville Road
York University Silver Spring, MD 20910
Toronto ONT
CANADA M3J 1P3 Dr. Richard H. Granger

Department of Computer Science
University of California, Irvine
Irvine, CA 92717



196b/12/11

Distribution List (Harvard/Kosslyn] NR 670-465

I,

Dr. Steven Grant Dr. Steven A. Hillyard
Department of Biology Department of Neurosciences
New York University University of California,
1009 Main Bldg San Diego
Washington Square La Jolla, CA 92093
New York, NY 10003

Dr. Geoffrey Hinton

Dr. Wayne Gray Carnegie-Mellon University
Army Research Institute Computer Science Department
5001 Eisenhower Avenue Pittsburgh, PA 15213
Alexandria, VA 22333

Dr. Jim Hollan
Dr. William Greenough Intelligent Systems Group
University of Illinois! Institute for
Department of Psychology Cognitive Science (C-015)
Champaign, IL 61820 UCSD

La Jolla, CA 92093
Dr. Stephen Grossberg
Center for Adaptive Systems Dr. John Holland
Room 244 University of Michigan
111 Cummington Street 2313 East Engineering
Boston University Ann Arbor, MI 48109
Boston, MA 02215

Dr. Keith Holyoak

Dr. Muhammad K. Habib University of Michigan
University of North Carolina Human Performance Center
Department of Biostatistics 330 Packard Road
Chapel Hill, NC 27514 Ann Arbor, MI 48109

Dr. Henry M. Halff Dr. James Howard

Halff Resources, Inc. Dept. of Psychology
4918 33rd Road, North Human Performance Laboratory

Arlington, VA 22207 Catholic University of
America

Dr. Ronald K. Hambleton Washington, DC 20064

Prof. of Education & Psychology
University of Massachusetts Dr. Earl Hunt

at Amherst Department of Psychology
Hills House University of Washington
Amherst, MA 01003 Seattle, WA 98105

Dr. Ray Hannapel Dr. Ed Hutchins

Scientific and Engineering Intelligent Systems Group
Personnel and Education Institute for

National Science Foundation Cognitive Science (C-015)
Washington, DC 20550 UCSD

La Jolla, CA 92093
Stevan Harnad
Editor, The Behavioral and Dr. Alice Isen

Brain Sciences Department of Psychology
20 Nassau Street, Suite 240 University of Maryland
Princeton, NJ 08540 Catonsville, MD 21228



1986/12/11

Distribution List [Harvard/Kosslyn] NR 670-465

Pharm.-Chim. en Chef Jean Jacq Dr. Steven W. Keele
Division de Psychologie Department of Psychology
Centre de Recherches du University of Oregon

Service de Sante des Armees Eugene, OR 97403
108 Boulevard Pinel
69272 Lyon Cedex 03, FRANCE Dr. Frank Keil

Department of Psychology
COL Dennis W. Jarvi Cornell University
Commander Ithaca, NY 14850
AFHRL
Brooks AFB, TX 78235-5601 Dr. Scott Kelso

Haskins Laboratories,
CDR Tom Jones 270 Crown Street
ONR Code 125 New Haven, CT 06510
800 N. Quincy Street
Arlington, VA 22217-5000 Dr. Dennis Kibler

University of California
Dr. Douglas H. Jones Department of Information
Thatcher Jones Associates and Computer Science
P.O. Box 6640 Irvine, CA 92717
10 Trafalgar Court
Lawrenceville, NJ 08648 Dr. Ronald Knoll

Bell Laboratories
Col. Dominique Jouslin de Noray Murray Hill, NJ 07974
Etat-Major de l'Armee de Terre
Centre de Relations Humaines Dr. Sylvan Kornblum
3 Avenue Octave Greard University of Michigan
75007 Paris Mental Health Research Institute
FRANCE 205 Washtenaw Place

Ann Arbor, MI 48109
Dr. Marcel Just
Carnegie-Mell in University Dr. Stephen Kosslyn
Department ot Psychology Harvard University
Schenley Park 1236 William James Hall
Pittsburgh, PA 15213 33 Kirkland St.

Cambridge, MA 02138
Dr. Daniel Kahneman
Department of Psychology Dr. Benjamin Kuipers
University of California University of Texas at Austin
Berkeley, CA 94720 Department of Computer Sciences

T.S. Painter Hall 3.28
Dr. Demetrios Karis Austin, Texas 78712
Grumman Aerospace Corporation
MS C04-14 Dr. Pat Langley
Bethpage, NY 11714 University of California

Department of Information
Dr. Milton S. Katz and Computer Science
Army Research Institute Irvine, CA 92717
5001 Eisenhower Avenue
Alexandria, VA 22333

<-,i- ,'/ " '- ' 
e - "

-""" ' ' ",," ' ,''-"" " "', '' '" ' Y " ' ", ". .



IOU/ Ir/ j

Distribution List [Harvard/Kosslyn] NR 670-465

Dr. Marcy Lansman Dr. William L. Maloy
University of North Carolina Chief of Naval Education
The L. L. Thurstone Lab. and Training
Davie Hall 013A Naval Air Station
Chapel Hill, NC 27514 Pensacola, FL 32508

Dr. Robert Lawler Dr. Evans Mandes
Information Sciences, FRL Department of Psychology
GTE Laboratories, Inc. George Mason University %
40 Sylvan Road 4400 University Drive
Waltham, MA 02254 Fairfax, VA 22030

Dr. Alan M. Lesgold Dr. Jay McClelland
Learning R&D Cente -  Department of Psychology
University of Pittsburgh Carnegie-Mellon University
Pittsburgh, PA 15260 Pittsburgh, PA 15213

Dr. Charles Lewis Dr. James L. McGaugh
Faculteit Sociale Wetenschappen Center for the Neurobiology
Rijksuniversiteit Groningen of Learning and Memory
Oude Boteringestraat 23 University of California, Irvine
9712GC Groningen Irvine, CA 92717
The NETHERLANDS

Dr. Gail McKoon
Library CAS/Psychology
Naval War College Northwestern University
Newport, RI 02940 1859 Sheridan Road

Kresge #230
Library Evanston, IL 60201
Naval Training Systems Center
Orlando, FL 32813 Dr. Joe McLachlan

Navy Personnel R&D Center
Science and Technology Division San Diego, CA 92152-6800
Library of Congress
Washington, DC 20540 Dr. James McMichael

Assistant for MPT Research,
Dr. Bob Lloyd Development, and Studies
Dept. of Geography OP 01B7
University of South Carolina Washington, DC 20370
Columbia, SC 29208

Dr. George A. Miller
Dr. Gary Lynch Department of Psychology
University of California Green Hall

Center for the Neurobiology of Princeton University
Learning and Memory Princeton, NJ 08540

Irvine, CA 92717
Dr. William Montague

Dr. Don Lyon NPRDC Code 13

P. 0. Box 44 San Diego, CA 92152-6800
Higley, AZ 85236



1986/12/11

Distribution List [Harvard/Kosslyn] NR 670-465

Dr. Randy Mumaw Dr. Harold F. O'Neil, Jr.
Program Manager School of Education - WPH 801
Training Research Division Department of Educational
HumRRO Psychology & Technology
1100 S. Washington University of Southern California
Alexandria, VA 22314 Los Angeles, CA 90089-0031

Spec. Asat. for Research, Experi- Dr. Michael Oberlin
mental & Academic Programs, Naval Training Systems Center
NTTC (Code 016) Code 711

NAS Memphis (75) Orlando, FL 32813-7100
Millington, TN 38054

Dr. Stellan Ohlsson

Leadership Management Education Learning R & D Center
and Training Project Officer, University of Pittsburgh
Naval Medical Command 3939 O'Hara Street

Code 05C Pittsburgh, PA 15213
Washington, DC 20372

Dr. James B. Olsen
Dr. Mary Jo Nissen Director,
University of Minnesota Waterford Testing CEnter
N218 Elliott Hall 1681 West 820 North
Minneapolis, Mh 55455 Provo, UT 84601

Director, Training Laboratory, Director, Research Programs,
NPRDC (Code 05) Office of Naval Research

San Diego, CA 92152-6800 800 North Quincy Street
Arlington, VA 22217-5000

Director, Manpower and Personnel
Laboratory, Office of Naval Research,

NPRDC (Code 06) Code 1133
San Diego, CA 92152-6800 800 N. Quincy Street

Arlington, VA 22217-5000

Director, Human Factors
& Organizational Systems Lab, Office of Naval Research,

NPRDC (Code 07) Code 1141NP
San Diego, CA 92152-6800 800 N. Quincy Street

Arlington, VA 22217-5000
Fleet Support Office,

NPRDC (Code 301) Office of Naval Research,
San Diego, CA 92152-6800 Code 1142

800 N. Quincy St.
Library, NPRDC Arlington, VA 22217-5000
Code P2O1L
San Diego, CA 92152-6800 Office of Naval Research,

Code 1142EP

Commanding Officer, 800 N. Quincy Street
Naval Research Laboratory Arlington, VA 22217-5000

Code 2627

Washington, DC 20390



I O0/ 1,/ I 1

Distribution List (Harvard/Kosslyn] NR 670-465

Office of Naval Research, Dr. Robert F. Pasnak
Code 1142PT Department of Psychology

800 N. Quincy Street George Mason University
Arlington, VA 22217-5000 4400 University Drive
(6 Copies) Fairfax, VA 22030

Director, Technology Programs, Daira Paulson
Office of Naval Research Code 52 - Training Systems

Code 12 Navy Personnel R&D Center
800 North Quincy Street San Diego, CA 92152-6800
Arlington, VA 22217-5000

Dr. Douglas Pearse

Psychologist DCIEM

Office of Naval Research Box 2000

Branch Office, London Downsview, Ontario

Box 39 CANADA
FPO New York, NY 09510

Dr. James W. Pellegrino

Special Assistant for Marine University of California,
Corps Matters, Santa Barbara
ONR Code OOMC Department of Psychology

800 N. Quincy St. Santa Barbara, CA 93106

Arlington, VA 22217-5000 '

Military Assistant for Training and

Psychologist Personnel Technology,

Office of Naval Research OUSD (R & E)

Liaison Office, Far East Room 3D129, The Pentagon

APO San Francisco, CA 96503 Washington, DC 20301-3080

Assistant for Planning MANTRAPERS Dr. Ray Perez

OP 01B6 
ARI (PERI-II)

Washington, DC 20370 5001 Eisenhower Avenue

Alexandria, VA 2233

Assistant for MPT Rese3rch,

Development and Studies Dr. Steven Pinker
OP 01B7 Department of Psychology

Washington, DC 29370 E10-018
M.I.T.

Assistant for Personnel Cambridge, MA 02139

Logistics Planning,

OP 987H Dr. Martha Polson

5D772, The Pentagon Department of Psychology
Washington, DC 20350 Campus Box 346

University of Colorado

Dr. Judith Orasanu Boulder, CO 80309
Army Research Institute
5001 Eisenhower Avenue Dr. Peter Polson
Alexandria, VA 22333 University of Colorado

Department of Psychology
Boulder, CO 80309

':M I -j



I ou/ I /

Distribution List [Harvard/Kosslyn] NR 670-465

Dr. Michael I. Posner Mrs. Birgitte Schneidelbach
Department of Neurology Forsvarets Center for Lederskab
Washington University Christianshavns Voldgade 8

Medical School 1424 Kobenhavn K

St. Louis, NO 63110 DENMARK

Dr. Mary C. Potter Dr. Walter Schneider

Department of Psychology Learning R&D Center

MIT (E-10-032) University of Pittsburgh
Cambridge, MA 02139 3939 O'Hara Street

Pittsburgh, PA 15260

Dr. Karl Pribram
Stanford University Dr. Robert J. Seidel

Department of Psychology US Army Research Institute

Bldg. 4201 -- Jordan Hall 5001 Eisenhower Ave.

Stanford, CA 94305 Alexandria, VA 22333

Lt. Jose Puente Ontanilla Dr. Colleen M. Seifert

C/Santisima Trinidad, 8, 4 E Intelligent System- Group

28010 Madrid Institute for

SPAIN Cognitive Science (C-015)

UCSD
Dr. James A. Reggia La Jolla, CA 92093
University of Maryland
School of Medicine Dr. T. B. Sheridan

Department of Neurology Dept. of Mechanical Engineering
22 South Greene Street MIT

Baltimore, MD 21201 Cambridge, MA 02139

Dr. Gil Ricard Dr. Zita M Simutis

Mail Stop C04-14 Instructional Technology
Grumman Aerospace Corp. Systems Area
Bethpage, NY 11714 ARI

5001 Eisenhower Avenue
Ms. Riitta Ruotsalainen Alexandria, VA 22333

General Headquarters

Training Section Dr. H. Wallace Sinaiko
Military Psychology Office Manpower Research
PL 919 and Advisory Services
SF-00101 Helsinki 10, FINLAND Smithsonian Institution

801 North Pitt Street

Dr. E. L. Saltzman Alexandria, VA 22314

Haskins Laboratories
270 Crown Street LIC Juhani Sinivuo
New Haven, CT 06510 General Headquarters

Training Section
Dr. Arthur Samuel Military Psychology Office
Yale University PL 919

Department of Psychology SF-00101 Helsinki 10, FINLAND

Box 11A, Yale Station

New Havtn, CT 06520

".,..?-. W ' , ?, .?'Y . .: : . . . : J ..> / .. I



goo/ I el I

Distribution List (Harvard/Kosslyn] NR 670-465

Dr. Edward E. Smith Dr. Richard F. Thompson
Bolt Beranek & Newman, Inc. Stanford University
50 Moulton Street Department of Psychology
Cambridge, MA 02138 Bldg. 4201 -- Jordan Hall

Stanford, CA 94305
Dr. Linda B. Smith
Department of Psychology Dr. Sharon Tkacz
Indiana University Army Research Institute
Bloomington, IN 47405 5001 Eisenhower Avenue

Alexandria, VA 22333
Dr. Robert F. Smith
Department of Psychology Dr. Michael T. Turvey
George Mason University Haskins Laboratories
4400 University Drive 270 Crown Street
Fairfax, VA 22030 New Haven, CT 06510

Dr. Richard E. Snow Dr. James Tweeddale
Department of Psychology Technical Director
Stanford University Navy Personnel R&D Center
Stanford, CA 94306 San Diego, CA 92152-6800

Dr. Kathryn T. Spoehr Dr. V. R. R. Uppuluri
Brown University Union Carbide Corporation
Department of Psychology Nuclear Division
Providence, RI 02912 P. 0. Box Y

Oak Ridge, TN .37830
Dr. Ted Steinke
Dept. of Geography Headquarters, U. S. Marine Corps
University of South Carolina Code MPI-20
Columbia, SC 29208 Washington, DC 20380

Dr. Saul Sternberg Dr. William Uttal
University of Pennsylvania NOSC, Hawaii Lab
Department of Psychology Box 997
3815 Walnut Street Kailua, HI 96734
Philadelphia, PA 19104

Dr. J. W. M. Van Breukelen
Medecin Philippe Stivalet Afd. Sociaal Wetenschappelijk
Division de Psychologie Onderzoek/DPKM
Centre de Recherches du Admiraliteitsgebouw

Service de Sante des Armees Van Der Burchlaan 31 Kr. 376
108 Boulevard Pinel 2500 ES 's-Gravenhage, NETHERLANDS
69272 Lyon Cedex 03, FRANCE

Dr. Kurt Van Lehn
Dr. Steve Suomi Department of Psychology
NIH Bldg. 31 Carnegie-Mellon University
Room B2B-15 Schenley Park
Bethesda, MD 20205 Pittsburgh, PA 15213

Dr. John Tangney Dr. Jerry Vogt
AFOSR/NL Navy Personnel R&D Center
Bolling AFB, DC 20332 Code 51

San Diego, CA 92152-6800

"W k ' . 5 , ' , , , . , % " % " " " • • .. ' . • - ' . . .. . . • " - . . .. w "



1986/12/11

Distribution List (Harvard/Kosslyn] NR 670-465

Dr. H. J. M. Wassenberg Dr. George Wong
Head, Dept. of Behavioral ;ciences Biostatistics Laboratory
Royal Netherlands Air Force Memorial Sloan-Kettering
Afd. Gedragswetenschappen/DPKLv Cancer Center
Binckhorstlaan 135 Kr. 2L4 1275 York Avenue
2516 BA 's-Gravenhage, NETHERLANDS New York, NY 10021

Dr. Norman M. Weinberger Dr. Donald Woodward
University of California Office of Naval Research
Center for the Neurobiology Code 1141NP

of Learning and Memory 800 North Quincy Street
Irvine, CA 92717 Arlington. VA 22217-5000

Dr. Shih-Sung Wen Dr. Wallace Wulfeck, III
Jackson State University Navy Personnel R&D Center
1325 J. R. Lynch Street San Diego, CA 92152-6800
Jackson, MS 39217

Dr. Joe Yasatuke
Dr. Douglas Wetzel AFHRL/LRT
Code 12 Lowry AFB, CO 80230
Navy Personnel R&D Center
San Diego, CA 92152-6800 Dr. Masoud Yazdani

Dept. of Computer Science
Dr. Barry Whitsel University of Exeter
University of North Carolina Exeter EX4 4QL
Department of Physiology Devon, ENGLAND
Medical School
Chapel Hill, NC 27514 Mr. Carl York

System Development Foundation
Dr. Christopher Wickens 181 Lytton Avenue
Department of Psychology Suite 210
University of Illinois Palo Alto, CA 94301
Champaign, IL 61820

Dr. Joseph L. Young
Dr. Heather Wild Memory & Cognitive
Naval Air Development Processes

Center National Science Foundation
Co-de 6021 Washington, DC 20550
Warminster, PA 18974-5000

Dr. Steven Zornetzer
Dr. Robert A. Wisher Office of Naval Research
U.S. Army Institute for the Code 1140

Behavioral and Social Sciences 800 N. Quincy St.
5001 Eisenhower Avenue Arlington, VA 22217-5000
Alexandria, VA 22333

Dr. Michael J. Zyda
Dr. Martir, F. Wiskoff Naval Postgraduate School
Navy Personnel R & D Center Code 52CK
San Diego, CA 92152-6800 Monterey, CA 93943-5100

Dr. Dan Wolz
AFHRL/MOE
Brooks AFB, TX 78235



V.-

KIM

Cf~iljb

booJ


