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ABSTRACT

A design methodology for Command and Control
organizations is introduced in which the data flow
structure is determined first and then the
decision-making organization design is obtained.
The data flow structure design focuses on
information processing schemata whereas the
decision-making organization design focusss on the
allocation of functions to the decisionmakers.
Data flow structures are generated and are
subsequently augmented and transformed into C®
organizations, The candidate organizational
designs are evaluated on the basis of their Measure
or Effectiveness; and the deaign with the highest
MOE value is selected. An example is used to
illustrate the methodology.

I. INTRODUCTION

The design of Command and Control organiza-
tions must address a multitude of questions:
specifically how to partition the task into
subtasks; how many organization members to choose;
how to allocate the subtasks to the various
members; how to select the achema of information
exchange among the members (protocols); what kind
of ocommunication harware is required for timely
transmission of information and data 1in a given
operating environment; what the atructure of the
required databases and the specifications of the
respective harware should be; and how to design
decision aids and allocats thea to the
decisionmakers (DMs). A methodology is presented
that addresses these questions so that the design
of Command and Control organizations becomes a
structured process.

The properties that characterisze a decision-
making organization can be quantified by the
oorrupondini Measures of Performance (MOPs).
MOPs for C° organizations include accuracy,
response time, task processing rate, and workload
of the individual organization members.

Accuracy measures the degres to which the
actual organization response matches the desired
or 4ideal response. For each input task, a
mapping known to the organization designer defines

*This work was carried out at the MIT Laboratory
for Information and Decision Systeas with support
from the Office of Naval Research under Contract
No. NOOO14-84-K-0519.
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the desired response. A cost 1is assigned to the
discrepancy between the actual and desired
response. This cost is computed for each input
task and each decision strategy. One accuracy
measure is the expected value of the coat which is
computed using the probability distribution of the
input tasks [Levis, 1984).

Timeliness expresses the ability of c*
organizations to respond to an inooming
stimulus or task within the allotted time. The
allotted time 1s a time interval (T,,..T...)
defined by the properties of the stimulus nnd.go
objectives of the c? organization. The threshold
Tpax i3 such that if the C' organization selects
a response to the input after that threshold, there
will not be enough time to execute (implement) the
response.

The time elapsed between the instant an ipput
18 received and an output is produced by the C*
organization is the Time delay or Reasponse tise.
The expected time delay zoxpocud response time) is
a measure of perforsance that can de used to
assess the timeliness of C' organizations. If
the expected response time 13 within the interval
(Tyin: Tpax)+ the C* organization's responss is
timely ({ndreadakis and Levis, 1987].

The task processing rate of the C'
Organization is defined as the proceasing rate that
can be saintained without queueing of the inpput
tasks, and without queueing of information at any
stage of processing.

Workload represents the amount of mental
effort expended dy the individual decisionmakers
in order to perform their assigned tasks.
Since there 1is uncertainty associsted with the
stimuli (inputs) to the C° organization,
decisicamakers wmust bave availadble appropriate
procedures to assess the situation and select a
respotse. The =model developed by Boetcher and
Levis {1981, 1982) postulates that the
decisionmaker is well trained and can select among
several procedures ino order to process the
availadble iaformation.

The analytical framsework for workload
computation is N-dimensional Inforsatioan Theory.
{Reisbeck, Shannon and \Weaver, Conant]. A
surrogate of the informsation processing workload
is introduced which is quantified by the total
activity. Since the decisionmakers are assused
to be limited in their capacity to process
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information and make decisions, a bounded
rationality constraint has been introduced:
G/e £ !’. (1]

where G is the total activity of the procedures
performed by a decision-maker in bits/symbol, F, is
the information processing rate that characterizes
individual decisionmakers, in bits/sec, and t is
the mean time allocated to the decisionmaker to
process each task in sec/symbol.

Measures of Performance (MOPs) are functions
of the organization parameters. In the case of c?
organizations, these parameters include the
decisions of individual decisionmakers. If a
decisionmaker has two procedures, Q, and Q,,
available for assessing the aituation or selecting
a response, his decision strategy is represented by
the probabilities of using procedure Q, and Q,, P,
and p,= 1-p, respectively. These probabilities
represent the relative frequency of use of the
procedures,

The vector, whose elements are the decision
strategies of all the decisionmakers of the
organization, is the decision strategy of the ct
organization. The set of all possible values of
the decision strategies defines the decision apace.
To esach such strategy corresponds a value of tbe
vector of MOPs; the set of strategy values
determines a set of values in the MOP space.

Measures of Effectiveness (MOEs) quantify the
degree to which an organization (system) mests its
requirements [Bouthonnier, 1982; Levis, 1986). 1In
order to assess the effectivensss of an
organization, the organiszation’s MOPs are compared
to the organization’s requiresents for all
decision strategies. Measures of Effectiveness

(MOBs), quantities that result fros this
comparison, can be computed in the decision
strategy space Dby ideatifying all decision
strategies that satiafy the requiressats. Ouoe

possible Measure of Effeotiveness is the ratio of
decision strategies that satisfy the requiresents
to the total number of decision strategies.

I1. PROBLIM FORMULATION

This paper 4introduces an approsch to the
design of Command and Coatrol organigzations using
the following formulation of the design prodlea:
Given a mission and a set of tasks to bde performed.
design a C' orgamissticn that is accurate, timely.
exhidits a task processing rate thbat is higher than
the task arrival rate, and whoee decisionmakers are
not overloaded.

These qualitative design requiremeats ocan bde
stated explicitly:

Accuracy greater than a threshold, or equivaleatly,
expected 0cet J less than 08¢ threshold J, :

J ¢4, (2l

Timeliness measure T less than some threshold T,:

4 g

oA,

TCT, (3)

Task processing rate R greater than task arrival
rate R, :

R >R, I4)

The coanstraints that must be observed are that
the decisionmakers not be overloaded, i.e the
decisionmakers’ information processing rate F be
less than the rationality threshold F,:

FCF, for every decisionmaker (sl

I11. DESIGN METHODOLOGY

The design methodology has four phases (Fig.
1): in Phase 1 an algorithm for generating data
flow structurss produces a set of candidate
designs, from which a few representative ones are
selected. In Phase 2, the activity of the
individual functions or processes, the accuracy,
the processing time, and the processing rate of
each data flow structure are computed. In Phase
3, each data flow structure is augmented and
transformed into a C  organization in which the
functions have been allocated to decisionmakers and
the ocommunication protocols have been designed. In
Phase 4, the evaluation of the wssasures of
performance of each C' organiszation is perforsed
and then the respective ssasures of effectiveness
are computed.

DATA MOwW

STRUCTURE
GENSRATOR

I e

CANDIDATE
OESIONS
SELECTION J

Figure 1. Design Metdodology Flowchart
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The designs obtained in this wmatter are
revised to inorease their measure of effectiveness

by 4introducing decision aids, changing the
function allocation, or modifying the protocols.
The introduction of the bardware and its associated
software (the command and control system), i.e. the
specifications for the required decision aids and
databases as well as for the communications links,
transforss each decision-saking organization into
the corresponding Coamand and Control organization.

Finally, a Command and Control organization i{s
selected fros the candidate designs on the basis of
the greatest MOE value.

Phase 1: Data flow structurs generation

The Petri Net formalism is used to represent
the data flow structures. The processing stages are
represented by transitions, whereas the data or
information that are input or output of the
processing stages are represented by places. The
availability of data or information at specific
places of the Petri Net 1is represented by the
existence of tokens in the respective places. In
order to describe the information processing, the
following stages are introduced:

Initial processing [IP): this stage receives
data froa the sensors and perforas
preliminary situation assessasnt.

Data fusion (DFj: this stage receives and
combines es) the results of IP,

Middle processing [KP]: this stage follows the
stage and performs situation assessaent.

Results fusioa [RF): this astage ocomdines
the resuits of several MP stages.

Pinal processing [(FP): this stage operstes
on the outcome of tbe RF stage and selects a
response, 1.e., it produces an output.

interactions between stages

In order to design a data flow struoture,
the permissidle iatersotions among processing
stages must be established. These are:

IPIDP or IPHNP

DF 94 or DPHIPP

wIr

RF P
It should e wmoted that wore than one IP
node can be conmected to one DF node or one AP
node and sore thaan ome MP node can be ocoanected
to one RF node, whereas exactly one MP node ocan
follow each DF node and exactly one FP node can

follow each Rf node or DF node.

Thus, the permissible informatioan flow types
are (Pig. 2):

IPIDF I IRF PP flow type 1
IrPS>OP PP flow type 2
wIRF P flow type 3

» OF mwe RF P
FLOW TYPE 1
O—of—O—of—0 of—0
w OF FP
RLOW TYPE 2
O—}—0O— tf—oO—of—0
ha |
» 2
FLOW TYPE 3
Figure 2. Information Flow Types

Classification of data flow structures

The classification is perforsed on the basis
of the data flow types that are present in the
data flow structure. The feasidle combinations
and the corresponding classes thus defined are:

pure flow type 1: class 1

pure flow type 2: class 2

pure flow type 3: class 3

combination of flow type 1 and flow type 2:
class 12

ocombination of flow type 1 and flow type 3:
class 13 (indistinguishadle from 12)
combination of flow type 1, flow type 2, and
flow type 3: class 123.

The combination of flow type 2 and flow type 3 is
oot feasidle. Given s class and the onusber
of inputs, tbe data flow astructures of the
class are characterised by two parassters: the

degree of complexity and the degree of redundancy.

of lexity of a data fusion [DF
node (or results ion node) is the numsber o
initial processing (IP] nodes (middle processing
{MP] nodes) that are coanected to the fusion node.
The tera ocomplexity is justified by the observatios
that the more data that are fed to a dsta fusice
(DF] node., the more complex the middle prooessing

(WP) 4s. Similar oonsiderations apply to the
results fusion (RF) and final procesaing (Frr]
nodes .

Degree of complexity of the DPF astage (or WF
stage) is the maximum of the degrees of ocomplexity

of the individual DF (RF) oodes.

M'_o_o‘ of redundancy of an initisl processing
[D] pode (or middle processing node) ia the
ousber of data fusion (DF) nodes (result fusion
(RF] nodes) that receive data (results) froa the
same initial processing IP (middle processing W)
node. The ters redundancy s Jjustified LY the
observation that the same inforeation is
communiocsted to wore than oOne processing paths of
the data flow structure.
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m of redundancy of the DF stage (or RF
stage) is the maximum of the degrees of redundancy
of the individual IP (MP) nodes ocorresponding to
the DF (RF) stage.

If the structure has both data fusion and
results fusion stages, two degrees of complexity
and two degrees of redundancy are required for its
characterisation. Figures 3 and 4 depiot two class
2 structures, with sqven inputs each. In Pig. 3
the degree of complexity o is 2 and the degree of
redundancy r 1s 2, whereas in Fig. 4 the degres of
complexity ¢ is 3 and the degree of redundancy r is
3. In both cases, all fusion nodes have the same
degree of ocomplexity and the same degree of
redundancy. This oeed not be the case, in general.

In order to generate ocandidate data flow
structures from each oclass, the ranges of the
degree of complexity and the degree of redundancy
for the DF and RF stages must be specified. These
are selected by considering the adaptability of the
dats prooessing functions required by the task to
the processing schema represented by the data flow
structure, as well as the nminimum oconnectivity
requiresents to meet survivadility.

o)
@
O @ ()
ol
@,
@
O O
of )
@
@
O b
@
O
O @ @
L
@,
@
@ @
O
@
® O
O
O @
Pigure 3. Class 2 Structure, o=}, rel
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are generated.
flow structures,
which ocoaputes
structures.

Having selected the candidate data
the design proceeds with Phase 2
MOPs

the of the data flow

Pigure 4. Class 2 Structure, o=3, prej

Phase 2: MOP computation for the data flow
structures.

T™e objectives of the second phase are to
ocompute the total aotivity and, therefore, an
estimate of the processiag time of esch function.
the acoursey of the respoase, and an estimste of
the proocessiag rate reage of the data flow
structure. la order to ocapute these quantities,
the algoritams that perfora the dats processing
Bust be developed and de implemested in scoftware.
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The computation of total aotivity of tbe
funotions is based on the Information theoretic
model [Boettcher and Levia, 1982]. The entropy
H{w) of the discrete random variadle v is defined
as:

H(w) = - X(pr(v-wi) log pr(w-vi)l (?)
i

—— -

If the base of the logaritha is 2, then the eantropy
is msasured in Dbdits., The total aotivity G of a
function implemented by one algorithm is:

G = Zu(vi) + H(x) + K(y) (s)
i

where x is the input, y is the output, and {w;) are
the internal variables of the algoriths.

If two algorithss can be used alternatively to
implement the funotion, then the total activity of
the funotion is:

Q= 9.0‘0 p'o'o I‘I(D‘) + n.l(p‘) + H(x) + H(y)

where p, and p, are the probabilities of use of
algorithme 1 and 2, p,*p,=1, G, and G, are the
total aotivities of algorithms 1 and 1, 8, and 3,
are the nusber of internal variables of algorithms
1 and 2, and 0§ 1is the entropy of a binary variabdble.

In order to oompute these eatropies, the
probability mass functiocas of these variables must
be obtained. This ocomputatioa is perforasd by
sisulating tbe decision-making prooess and keeping
track of the values obtained dy the varisdles and
their respective frequency. At the same time, the
agouracy of the respoase is oomputed. Thes o
representative value F, of the proocsssing rate of
the human decisioamaker ia selected and the
processiang time 71 of fuaetioa 1 is ocaputed.

T, - 0,/r, (9)

The processing times thus obdtained are
subsequently wused 1ip the oomputation of the
responss time of the orgaaisstioa, the timelinmess
ssasure(s), and the processiag rate. Therefore,
the woriload coastraiats will be satisfied decsuse
the C' organisations that will be ¢eveloped from
these data flow strustures have beoes designed »o
that encugh time 18 allewsd for the decisioamakers
to execute their aseigned tasks.

Next., an estimate of the prosessing rete rasge
is computed as follows: The prosessiag rate r, of
transition (function) 1 1s :

ry =P, /G (10)
Assusing that eaoch transition is assigned to
differeat decisionmsker, the saxisum processing

rate of the data flow structure is equal to the
sinieus of the processiag rates of the iandividual

-"'\o' ~f.f\-'. .',.f oy e f_'- L

transitions. Information flow paths are the paths
on the Petri lNet that emanate from the input and
teraninates at the output. The proocessing time along
each information flow path 13 the sum of the
processing times of the transitions that belong to
the path. The inverse of the maximus processing
time is the ainimum processing rate of the data
flow structure. The processing rate range thus
obtained is only an estimate of the range of the
Decision-making organization, since it does not
take into acoount the delays along the
communication links that will be introduced in
Phase 3.

If the task arrival rate is less than the
ainimus processing rate, the c? organigation that
will be designed from the data flow structure is
likely to satisfy the processing rate requiresent,
If the task arrival rate 1is greater than the
saxisus processing rate, multiple processing
channels, which are copies of the bdasic data flow
structure must be introduced, so that the arriving
tesks can be assigned to alternate channels of the
C organisation.

Phase 3: Tranaformation of data flow struotures
into C* organizations.

In Phase 3, each candidate data flow structure
is augsented and 1is transforsed into a
decisionmaking organisation. During this phase,
funotions ars allocated to the decisionmakers, the
required ocommuniocatioa processes are iatroduced and
represented by transitions on the Petri Net, and
finally thbe protocols for informstioa exohange
amodg decisionmakers are selected (aynchronous vs
asyanchronous) .

Punction alloocation: Punctions allocated to a
decisioamaker sust observe 3 requirements: (1) They
sust be relsted through an imput-cutput relation-
ship, $.e. the output of one funotion must dbe the
iaput to the next function perfomed by the
deciajioamaker 50 that each decisionmaker processes
iaformstion relevant to the same subtask;: (2) They
sust belong to different slices oa the Petri Net so
that they observe conocurrency; and (3) They must
confora to the specialization of the respective
decisioamaker .

Regquirements 1 and 2 are satisfied by
functions that are on the same ianformatioa flow
path; thus only functions that belong to the same
iaformation flow path are oconsidered for allocation
to s partiocular decisionmaker. When such a set of
funotions is allocated to a decisionmaker, a
resouros plsoce [Hillion , 1987) is introduced that
18 an output place of the last and an input place
17} the first transition allocated to the
decisionmeker .

Phase 4: MOPs and MOE evaluation for the C°
organizations.

In Phase ¢ the computation of the measures of
performance of the candidate desisionmaking
organization designs 1s perforeesd. Specifically
the Accuracy J, Timeliness T and Processing Rate R
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are computed. Then the Measure of Effectiveness of
each design, defined in the decision strategy space
as the ratio of the number of decision strategies
that satisfy the requirements to the total number
of decision strategies, 18 ocomputed. If the MOE is
not satisfactory,iterations are performsed to modify
the design so that the MOL value is increased. The
modifications may include alternative function
allocation, introduction of decision aids and
databases and revision of the coasunication
protocols. Finally the design having the highest
MOE value is selected.

IV. EXAMPLE: NAVAL ANTI AIR WARPARE

The objective in this case is to design the
Command and Control organization for naval anti air
warfare.

The inputs to this organization are: data fros
airborne radar, froa friend-foe-neutral identifica-
tion, and froa radar on the platfors. The outputs
of the organisation are: commands for aircraft
deployment and ocommands for aissile deploysent.
The oomputations of the MOPs of the data flow
structure in pbase 2 and the MOPs of the decision-
saking organisation in phase 4 follow the procedure
presented in Andreadakis and Levis [1987). To
1llustrate the design methodology. the datas flow
structures of phase 1 and the operations of phase 3
that transfors the data flow structure ipto a
decisionmaking organisation are shown in Fig. §
through 8. In Pigure S, a class 1 data flow
structure 1is depicted, in which all information
flow paths are of flow type 1, whereas in Figure
6, a class 2 data flow structure is shown, in vhioch
all information flow paths are of flow type 2.
These are two representative flow structures that
have been selected at the end of Phase 1.

Figure S. Class 1 Structure for AAV
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Figure 6. Class 2 Structure for AAW

In Figure 5, data from the three inputs are
fused in two DF nodes.The fact that there exist
data fros three inputs that can be fused, leads to
the selection of a degree of complexity, ¢, for the
data fusion stage equal to 3,

The degree of redundancy for the data fusion
stage depends on the requirements on survivadility
of the C' organization as well as the number of
assets that are available for the task (in this
case the number of platforms). If the degree of
redundancy r 1s set to r,, then the data will be
fused in r, fusion stages that can be interpreted
to correspond to r, sectors of the air-space. In
this example the redundancy r for the DF stage ia 2
oorresponding to a north and a south sector.

The results of the middle procesaing stage are
the deteraination of the assets to be deployed to
each sector to respond to the situation. Thus, if
the assets are common to all sectors, the results
fusion has a degres of complexity ¢ equal to the
number of sectors., If it is desirable to allocate
dedicated assets to groups of sectors, then the
degree of complexity of the results fusion stage
for such a group will be equal to the number of
sectors in each group. In the example depicted in
Fig. 5 the degree of complexity c of the RF stage
is 2.

The degree redundancy of the RF stage depends
again on the nature of the assets and their
capabilities. Sinoce there are two kinds of assets,
aircraft and missiles, the results fusion stage may
have a degree of redundancy of 2. In the example
depicted in Figure $, the degree of redundancy of
the RF stage is 2; and reflects the fusion of the
results in two RF stages oorresponding to two asset
allocation funcotiona, pnamely aircraft deployment
and aisile deployment.

Finally, in Figure 6 a class 2 structure is
depicted. Data from the three socurces are fused in
two DF nodes. One FP node processes the information
to deploy aircraft, wvhereas the other FP node
processes the information to deploy missiles. In
this example, ¢ = 3 and r = 2,

The difference between the two structures is
the existenoce of the middle processing nodes, whioh
represents the task subdivision into north and
south sectors, and the results fusion nodes in the
class 1 structure.

Figures 7 and 8 illustrate the operations
required for the transforsation of the data flow
structure into a decisionmaking organigation. In
7ig. 7. one possible function allocation 1is
depicted. The introduction of the availability
place for eachk decisionmaker represents the faot
that a decisionmaker is limited in the number of
tasks that he can perform at any time. The maximum
nusber is denoted by the initial noumber of tokens
in the availability place. In Fig. 8, the
communiocation processes are represented by the
introduction of one transition for each process and
the appropriate places that represent the protocols
(in this case digital 1links and asynchronous
protoocols).
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Pigure 7. Function Allocation to Decisionmakers

Inroduction of Communication Links

Figure 8.
V. CONCLUSIONS

A wethodology bas been developed which
provides a structured procedure for the design of
Command and Control organisations, and for the
specification of the hardware and software
(decision aids, datadbases and communications links)
that are required for its support.

The methodology tackles the design problea at
two levels: the data flow structure level and the
organization level. The importance of this
differentiation is the abdility to generate and
classify structures parameterized by the complexity
and redundancy of the dinformation processing.
After the generation of the candidate data flow
structures, the sethodology addresses the
allocation of funotions to organigzation members and
the selection of the supporting systes.

In this respect the methodology is a flexibdle
top-down approach to the design probles, that
results in the expansion of the set of ocandidate
architectures. Another benefit fros the top-down
approach is that the requirements and
specifications for decision aids, datsdases and
communications equipment are derived through the
objective evaluation of the effectiveness of the C°

organization.

Finally the distinotion bDetween the data flow
structure and the decision-saking organization
design, introduces two opportunities for the fine-
tuning of the C® organisation: one at the data

flow level and one at the decisionmaker and systes
ievel.
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