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CONENTS ON TIR DEVELOPMENT OF COMPUTATIONAL MATHEMATICS
IN CZECNOSLOVAKIA AND IN THE USSR*

1. Babulka
Institute for Physionl Science and Technology, University of Maryland

At the request of the organizing committese, I
would like to share some of my observations and
remeabrances about the development of computa-
tiona]l msthematics in Czechoslovakia and the USSR.
My observations will be very subjective and broad
in soope.

A. The Development in Czechoslowkia
1. The development until 1918

A very essential milestons in the developaent
of science in Central Burope was the foundation of
the Charles University in Prague in 1348. To my
knowledge, the first sathematical text at this
University was 1likely %.mm_m_ex.gu by
Kriltan, from Prachatios (in Czechoslovakia) writ-
ten in 1300, This text concentrates on arithmetic
and 80 I see it as the first text on computational
sathematios in Central Europe.

Many outstanding mathematicians interested in
ocomputations were, directly or indirectly, for
shorter or longer periods, associated with the
Charles University. Let me mention the astrono-
mers T. Brahe (1586-1601), J. Kepler (1571~1630)
and J. Birgi (1552-1632), among others. The sil-
ver mining in Bohemia (the major mining place in
Europs at this time) and the construction of a
systea of ponds in Southern Bohemia required sig-
nificant effort and high accuracy in geodesic
measurements and computations. This, together
with the need of astronomy, contridbuted to the
developmaent of ocomputational mathematics. Com~
putational methods of Brahe (how to multiply num-
bers by additions with help of tadles of sin and
cos) together wvith the logarithmic (tadbles of
Mapier, Kepler, Birgi), and the development of a
mechaniocal oomputer by Schickart, from Tubingen
in Cermany (1592-1632), based at Xepler's inspira-
tion, lead to new developments of computational
mathematics. The Algebra by Birgli was edited by
Kepler, especially becsuse it contributed to the
ocomputational techniques. Many other important

*

Iavited lecture at ACQM Conference on the History of
Scientific and Numeric Computation, May13-15, 1987
Princeton, New Jersey.

" tailed manner.

developments happened in Prague, especially in
oconnection with the University; nevertheless, 1
will not go into details except to emphasize that
this progress was very closely related to the
development of applied mathematics.

2. The period 1918-1945

After VWorld VWar I, Czechoslovukia was estadb-
lished as a democratic republic. The development
of ocomputational msthematics was cloeely related
to applications especially in engineering. Let me
mention as an examaple the fields vwith which I am
familiar, the structural asechanics, elasticity,
strength of msterial. mvouuundlm scientist
in this direction wvas I. Bazant, professor of the
Technical University im Pragus. Traditionally,
computational methods for the analysis of frame
constructions wers of great interest. Essential-
1y, these techniques were related to the direct
and iterative methods for solving systems of lin-
ear algebraic equations. These usually sophis-
ticated methods were based rather on physical and
engineering intuition than on sathematical theo~
ries, becsuse at this time maximal simplification
was needed for any computation. Some of these
msethods could de descridbed today as the splitting
method, block iterationa, some as the method of
dissnsional reduction, etc.

Approxisate methods for analysis of plates and
shells based, for example, on Fourier method, se-
ries method, etc., were typical for solving par-
tial differential equations. Various solution me-
thods had the character of finite differences de-
rived on physiocal grounds by "“spring analyses."
Let us wention that Cauchy's spring model of an
elastic medium can be interpreted as finite dif-
ference scheme for Lamé-Navier equations with
Poisson ratio v = 1/3. Various methods for solv-
ing nonlinear problems, eigenvalus prodlems, stc.,
were developed in oonnection with buckling and
stability considerations in general. In mechan-
ical engineering various methods were developed in
connection with vibration problems, ete.

The first mathematiocal book [1, 1934] written
in 1938 by two professors of mathematics at the
Technical Univeraity in Prague became a widely
used text. This book covered essentials of numer—
ioal analysis in a relatively accurate and de-
Although this book did not brake

new grounds or i{ntroduced new approaches, it be-
came 3 major source of education in computational
sathesatics and in computational research in en-




gineering applications in Czechoslovakia.

Czechoslovakia was a highly developed indus-
trial ocountry. The Sxoda enterprises, an indus-
trial concern, supported a theoretical department
which was heavily involved in computations. Thanks
to that, Cszechoslovakia had a broad and firm tra-
dition in applied mathematics and through it in
computational methods.

It is interesting to compare the scientific
situation in Czechoslovakia and Poland. Without
any doubts, Poland was a superpower in pure mathe~
satics during this time; it was in the abdsolute
forefront of the world research in developing such
mathematical fields as Functional Analysis, Real
Amalysis, Topology, etc. On the other hand, in my
opinion, the 1level of applied mathematics was
higher in Czechoslovakia than in Poland.

In the Fall of 1938, Czechoslovakia was crip-
pled by the Munich treaty; on March 15, 1939,
Hitler occupied Bohemia and Moravia, the indus-
trial western part of Czechoslovakia, and created
a puppet state of Slovakia from the eastern part
of Czechoslovakia. In other words, Czechoslovakia
ceased to exist.

On November 17, 1939, Hitler closed all uni-
versities to prevent the higher education of the
Czech population. Universities were closed until
the end of the war and the collapse of Hitler's
Germany. This, of ocourse, had a profound effect
in the development of science in general, and
mathematics in particular. Although there were
underground sesminars and scme sathematical work
. and some more elementary pubdblications were somehow
published, an entire generation of scientists (6-8
years period) was lost. (Some effects of this
will be discussed in the following sections.)

3. The early post war period. Period of basic
education

Almost immediately after the end of the war,
the Universities were opened and maximal efforts
started to fill the gap created by the closing of
the schools for six years. Shortened studies wvere
designed to fill the gap as quickly as possible.
Basic lectures wvere given in theaters for 1500~
2000 students. This emergency education had sur-
prisingly good effects because of the high motiva-
tion of the students and teachers. In thrse to
four years the major part of the educational gap
was closed, especially in the education of engi-
neers, teachers, medical personnel, etc., but
could not and was not coampleted in the field of
science and in the education of scientists.

In Fedbrusry 1948, the Communist party took
over the govermment. The pattern of Soviet organ-
ization was applied in Czechoslovakia including
scientific education and research. Already 1in
1989 the institution of "Aspiranta" was estab-
lished. *Aspirantura® was an organization for
graduate studies in and ocutside the universities.
Aspirants were awarded fellowships. Almost at the
same time, preparations for the foundation of the
Academy of Sciences (Soviet style) was started.

In mathematics the major responsibility for
the education of aspirants was given to E. Cech,
professor at Charles University, a well known
topologist. He gathered about a dozen of the best
and most promising young students, graduates from
the universities, and led their scientific educa-
tion. Let me mention a few names from this group

R N R U O e A A O A S OO OO RO OGO G S Al OO A

which became well known in mathematics in and out-
side of Czechoslovakia. I. Babufka (Numerical and
Applied Mathematics), M. Fiedler (Theory of Matri-
ces), J. Kurzweil (Theory of Ordinary Differential
Equations), V. Ptik (Functional Analysis), O.
Vejvoda (Differential Equations), M. Zlamal (Fi-
nite Element Method). Under the leadership of E.
Cech, the best Czechoslovak mathematicians partic-
ipated in_.this program. I would like to mention
especially V. Knichal, V. KoFinek, professors at
Charles University in Prague, F. Vy§ichlo, Profes-
sor at Technical University, O. Boruvka, Professor
at the University in Brno. This group of students
and their teachers were a congenial, dedicated
group of the highest quality. I have not seen
afterwvards anywhere in the world such a congenial
group of students and teachers.

Professor E. Tech, although a pure mathemati-
cian with basic interest in topology and geometry,
had very broed views which he imposed on the group
together with his dedication, hard work and inter-
est in every aspirant (student). E. Tech insisted
that all of his “aspirants" became familiar with
mmerical methods. To this end, he obtained from
the Soviet Union some 0ld copies of the book of
Kantorovich Krylov [2, 1936], which was well known
in the Soviet Union and was translated later i{n
the West. Because the copying machine did not
exist at that time in Czechoslovakia with the ex-
ception of the ditto sheet machine, E. lech trans-
lated and dictated it to his secretary, so that
the entire book was typed and by ditto technology
given to his aspirants. This and similar fech's
acts were Lypical of his dedication. Neverthe-
less, it 1s necessary to say that Prof. E. Jech
was & highly demanding person, completely “ob-
sessed"” by mathematics (in the best sense of the
word) who permanently challenged his students
individually and as a group almost in a dictato~
rial fashion. In retrospect, one has to admire
more and more his mathematics, dedication, wisdom
and what he gave to "his" youngsters (with or
without their consent).

E. Cech also insisted that the aspirants will
get basic education in computer technology and its
use. He arranged for lectures by Prof. A. Svoboda.
A. Svoboda worked in the field of electronics in
the United States during World War II. He returned
to Czechoslovakia in 1946 and went back to the

- United States In 1966. A. Svoboda was the leader

in the development of computers in Czechoslovakia.
Under his leadership, a design and impleamentation
of a_unique relay computer was made (tubes were
not available at this time). Svoboda's machine
called SAPO was a triplet machine with three a-
rithmetic units which after every operation (made
simultanecusly) "voted" and the majority vote was
used as the answer. The programming was a 5 ad-
dress system. The computer SAPO had many unique
features. Unfortunately it was completed when the
next generation (tubes) was already in full swing.

During this period, work seminars were rou-
tine. Teachers, as well as students, were in-
volved in these seminars. 1 remember, for exam—-
ple, the work in a paper by Goldstine, Neumann [3,
1947] which convinced us that there was no hope
that elimination method could and would be used in
the future for matrices larger than 100 (what a
wrong conclusion!) Another paper having big im—
pact was the one by Courant, Friedrich and Levy
(%, 1927] which was analyzed in every detail; E.
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8. Butlding the Mathematical Institute of the
Cachoslovak Academy of Science

In the esrly fifties, the Mathematical Insti-
tute of the Csechoslovak Academy was estadlished.
2. Ceoh, V. Xnichel, J. Nowik, F. Vy¥ichlo, to-

ther with some of the previous aspirants, played
st role in leading the Institute. New
research groupes were bisilt and another generation
of m researchers educeted.
[

-
]
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In the fleld of Applied and Numerical Mathe-

tics and Partial Differential Equations, I.

Babufka and K. Rektorys® becams wery active in
collaboration with Prof. F. VySichlo.

The mein emphasis in this direction of applied
sathenatics was mechanics of eclids and partial
differential equtions, especially of elliptic
type. The main directioa was the relation detween
modorn exact mathematics and appliocations with em—

problems. One of
the result of this effort was the book [6, 1953).
The basis of this bdook was the theory of amalytic

functions of oocmplex variadles in the spirit of -

the Muschelishvili theory. This philosophy of the
honest mathematios in applicetion later led to
the book [3, 1966) by K. Rektorys and coworkers.

The above philosophy in its purest foram, and
influsnced by Bouwrbeki, led to some effort (e.g.
by V. Knichal and others) to create an axiomatic-
precise systea of applied mathematics. This ef-
fort did not accomplish too much.

The early post-war period (I csll it ‘period
of education’) ended roughly in 195% when the
Mathesatical Institute wvas firmly estadlished.

S. The Project Orlik

The project Orlik was an important silestone
in the development of computational and applied
mathematics in Czechoslovakia. This project was
sentioned as the one of the principal achievements
of the Czechoslovak Academy of Sciences on the oc-
oasion of the celebration of 30 years of its foun-
dation, and in the pudlication (8, 1986] on the
occasion of forty years of post-war mathematics.

The project Orlik was a large scale computa-
tional project (although still performed on desk
calculators) which oould be characterized as the
transition from the precomputer to the coaputer
era in Cszechoslovakia, see, e.g. [9, 1986]. Tnis
project had a profound impact and was character-
ized by the principles whioch after thirty yearsare
still the center of intereat in computational and
applied mathematics in the United States and else-

m.

g
:
:
i
§
;

T™he ressarch projec
proposed building of the largest dam in Czechoslo-
vakia located about %0 m south from
river Vitava. The dama was of ooncrete gravita-
tional type, about %00 ft high. The project Orlik
was an fntegrated complex research in sathematics,
enginesring and material science (cement, ocon~
crete). The leader of the sathematiosl part was
I. labullia, of the engineering part Prof. L.
Mejslik (Professor of Tech. University Brno), and

!

of the technologicsl part, Dr. J. Jirsik. The

project was a team work and included a large staff
of people working on desk calculators.

The main technical problem was that the con-
crete releases a significant amount of heat dur-
ing hardening. Simul tanecusly, the hardening,
which depends strongly on the temperature, changes
significantly the material properties, e.g. elas-
tioity module, oreap and relaxation properties,
etec. This leads to the creation of significant
stress state which is "frozen in" during the hard-
ening and later ocould lead to dangerous and seri-
ous oracks. The effects of this type ocould be
oontrolled by a proper technology of building and
of material properties. The large dams in the
United States used & ocooling system by pipes in-
serted in the dams. The basic questions of the
research were: a) Wmat are the effects of various
building procedures on the possidle cracks? 1Is it
nepessary to use pipe oooling, etc.? Could the
oracks, if any, be expected? b) How the proper

ties of the oconcrete influsnce the undesired ef-

fects of bduilding, later functions of the dam,
etc.? Based on the research results, the dam was
built without cooling by a relatively quick build-
ing schedule in blocks about 12 ft high. The dam
behaved as predicted and serves well its purpose.
Results of the analysis were presented at the dam
world ocongress in 1958, and were included distin-
guishly in the congress reporter's report. Some
technicel conclusions are, e.g. in [10, 1958],
v, 1961).

" The essential novelty was the emphasis on
integrated approach and the relfadility of the
oonclusions. The reliability aspects were divided
in the following groups:

a. reliability of msthematical model,

b. reliability of availadble input data,

c. reliadility of the numerical method and
principles of its selections,

d. reliability of the arithmetic computations
(round offs) (because minimal number of
used digits were essential for computa-
tions on desk calculators).

These questions were directly and indirectly ad-
dressed in a series of theoretical and engineering
papers and reports.

The prodlea was highly nonlinear and three-
dimensional. Because Cthree-dimensional solution
was out of the question for obvious reasons, a
series of two-dimensional problems were solved and
combined approximately into three-dimensional ones
by a sort of splitting up approach. Let mse ex-
pln;n now some of the prodlems (in a simplified
n’ .

[ )
K. Rektorys is the author of [S] and (7], which are well known in the United States.
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' 1. The basie \tion ch vas considered wass

t0) o(u,d) $ = otw&) P o Lacuer P
* Ku,8)

(1) :-’,g - 6(u,8).

Hore u {is the temperature, F the intensity of
the heat oreated by hydration, & a fictive time
(age) in which the same amount of heat was pro-
duced as when the ture would be fixed
(about TO°F). This fictive time characterizes the
state of the chemical reaction. The ooefficients
c(u,8) and a(u,p) were found so mildly depend-
ent on u,§ that average values were used. The
oharacterization of F(u,§) was essential. A
special care was devoted to the laboratory experi-
ments. Finally, the above mentioned model, based
on a chemical model of hydration, was accepted and
a differential equation (1a,b) was designed and
used. The dats were odtained by the measurement of
the heat release in the period (0,t) under con~
stant temperatures and in an adiabatic state. The
computation of the increments in F was organized
20 that the total heat was exactly preserved. This
was very essential for the reliability.

The technology of the bduflding consisted in
quick production of blocks about 12 ft high with
time intervals T {n bDetween. The scheme is
showm in Figure 1. To sisplify the problea, a
periodic solution (in time and space) was ana-
1yzed. It has been shown that the solution
quickly approaches the state u(t+T,x,yd) =
u(t,x,y), 0 <t < T and this state vas mmeri-
ocally computed [12, 1960].

The numerioal method was essentially the fi-
nite difference method with the scheme derived bY
the osll integration identity principles guaran-
teeing the balance ocondition. This technique was
close to the technique of Marchuk's identity, ela-
borated later in [13, 1966].

An essential feature whioch was introduced much
later in the finite element method under the name
‘special elements' was used in the computations.
In the presence of cooling pipes there vas a sig-
nificant heat sink. Hence, the solution was writ-
ten in the form

u(x,y,t) = v(x,y,t) ¢ wix,y,t)

vhere w(x,y,t) was the linear solution of a
point source (more precisely single circle source)
with the intensity c(t) (which was the computed
intensity of oooling). HMmction v was deter-
mined by finite difference method as explained
above and the hydration heat was included in this
term. (For the stationary solution exactly the
method of special elements was obtained.)

2) The freezing problea. The duilding of the
dam ad to ocontinue during winter when freezing of
the conorete in the beginning phase of hardening
oould create a serious damage. At most the com
orete is allowed to freeze for a short time at a
depth of 1 = 2 in. The wooden siding for laying
the oencrete serves also as insulation, and the
freezing ocours when the siding is moved in the
next building oyocle. The main approach was here

to solve a stochastic problem for Equation (1)
when the boundary oonditions are a stochastic
function = the outside teaperature. The main val-
us and dispersion for the desired information were
computed. The theoretical base was desoribed in
{18, 1961]. (Let us resark that today a large re-
search project, sponsored by NASA Lewis, solving
this p:obl- with stochastic input data is in pro-
gress.

to+2T

N

1

Fig. 1. Schematic state of progressed dam.

3) The elasticity problem. Given the temper—
ature, the thermostresses wvere computed. The es-
sential problem was the formulation of the problem
with respect to material properties including
change of elasticitymodule and creep (relaxation)
properties, etc. A rheological model based on a
description of the chemical process of hardening
was designed and tested in the laboratory.

The nmerical solution was based on a series
of plane prodlems in the spirit of splitting up
methods. In this phase, J. Nedas contributed sig-
nificantly to this research. Among others, the
theoretical papers [15, 1958) (16, 1959] are di-
rectly related to this work. The monograph [17,
1967] by J. MNelas is the only basic sonograph
whioh does not avoid unsmooth domains. This
sonograph and other results of J. Nelas are well
known in the West. Various iterative methods were
used in the oonnection of splitting the problem
into two dimensional ones. Let us mention one of
the, type of Schwarz alternating algorithm.
Mathematiocally, the main generalization used was
based on the following functional analytical frame
(vhich is today more or less standard), formulated
here in the simplest fora:

Let Py, P2 Dbe projection operators on the
subspaces 51,82 C H. Then (PaPp)R converges
pointwise to the projection onto Sy 1 Sp.

N) Error control. The basic idea of the
error control of the numerical method was to in-
terpret the numerical solution as exact solution
of a problem with slightly different input data.
The mathematical models were verified by computa-
tion of some simple laboratory experiments. The
round-off error was analyzed in a way close to
that explained later in the monograph (13, 1968)
by a-sequences. In the project Orlik, a team of
researchers was involved. In addftion to those
already mentioned, I. Babu¥ka, L. Mejzlik,

J. Jirsik, E. Vitasek, J. NeXas, other researchers
participated, especially K. Rektorys, M. Prdger,




F. Wiichlo. Various publications and reports,
which directly or indirectly were related to the
project, were pudblished during this time.

6. The research in the optimization of the numer-
ical methods, numeriosl stability and numeri-
oal methods in general

puring the sixties (19638, 1967), conferences
devoted to mmerical mathematics wvere organized.
Emphasis was placed on the questions of optimality
of the selection of numerical method and numerical
stability. These conferences, wvhich took place in
the castle Liblice, were held in a very informal
working atsosphere. Leading numerical analysts
and sathematicians from east and west partici-
pated. Let me mention, among others, MN. S.
Bachvalov, G. Golub, P. Henrici, G. I. Marchuk,
F. Olver, S. L. Sobolev, A. N. Tichonov. These
conferences were, in my opinion, the very first
meetings in the world concentrating specifically
on the questions of optimal selection of the nu-
merical method. The various aspects of optimal-
ity, theoretical and computational were discussed.
Some ideas and results related to this direction
obtained in Czechoslovakia were, for example, pre-
sented in [13, 1966].

B. Computationsl mathematics in USSR

In this section I will make® a few subjective
comments adbout the development of oomputationsl
sathematics in USSR up to the mid 1950. For a
mt?luc survey, we refer to [18, 19!8] and [19,
1959].

The theory of approximate methods has a long
tradition. For example, the idea of the Galerkin
aethod wvas introduced in 1915 in {20, 1915). The
Ritz method was investigated in a series of papers
of Krylov and Bogoljubov. See e.g., [21, 1917)
(22, 1917], (23, 1927), (2%, 1931]). The Galerkin
method was investigated by various authors in the
pre-var period. The book of Kantorovich and
Krylov (2, 1936] 1s likely the first comprehensive
book about the numerical solution of partial dif-
ferential equations. (After the war this book was
translated into many languages.)

The Faddejeva's monography (25, 1950] is like-
ly the first comprehensive book about the methods
of linsar algebra. (It was later translated into
English.) Michlin'’s work and bdooks (e.g. (26,
1950; 27, 1952] and others) about the variational
aethods vere important contributions to the theory
of wvariational wmsethods and computational ap~
proaches.

1. Variational methods

As I have already mentioned, the variational
sethods were investigated by many authors. The
investigations addressed both the Ritz method
based on a minimization of a quadratic functional
as well as the Calerkin method (sometimes called
methods of moments or weighted residuals) with the
same or different trial and test spaces. The re-

'I give here the references to the originals in Russian.
are now available.

sults related to the applications of a minimiza-
tion are using the Friedrichs extension of the op-
erator to a selfadjoint one. This direction was
utilized by Michlin in msany of his papers and
books, and Michlin was likely the first who used
the term “energy space." An important role played
the analysis of the energy space and the question
to what Sobolev space (in today's terminology) it
is equivalent. For example, in [27, 1952] this
question is analyzed for basic problems of the
elasticity theory. For the mixed problem (e.g.
free friction contact boundary condition) the
equivalency was analyzed, e.g. in [28, 1951]). The
characterization of the energy space for Poisson
problem on an infinite domain was discussed {n
[29, 1953]. The convergence of the Ritz method in
the energy space i{s then directly related to the
best approximation. An effort was made to analyze
the convergence in the stronger norms Ju] =
(Au,Au)% (see, e.g. [30, 1956]) or weaker norms
as |-l._ (see, e.g. [31, 1981). The convergence
of the Treftz method was analyzed in detail in
{26, 1950]. .

The Galerkin method and general method of mo-
ments (also with different trial and test func-
tions) for integral equations were studied in many

papers by Krylov and his coworkers. See, e.g.
€23, 1927), (32, 1931). 1In applications to aifr-
ferential equation, Petrov [33, 1940]) used the
different trial and test apaces, and the term
Calerkin-Petrov method is used sometimes today.
Keldys (34, 1942] applied this method to a non-
selfadjoint boundary value problem for ordinary
differential equation; this paper very likely was
the first one establishing the convergence of the
method {n general setting when applied to an spe-
cific prodblea. The convergence of the Galerkin
method was established by Michlin for the opera-
tors of the form A = ¢ K where ‘0 is posi-
tive definite selfadjoint operator, and Aj'K 1is
compact in the norm (Agx,x) See (35, 1948),
[360 ‘950]0 [37' ‘957]- In [38. ‘9.8]. a general
functional analytic scheme of numerical method was
discussed by Kantorovich. See e.g., [39, 1960].
The main idea is roughly the following. Let us be
interested in Kx =y with x € X, y € Y. Then
the numerical method solves essentially Kpx
Yh vhere h is a parameter, h - 0 and xhi
y,, € ¥. There 1is a one to one mapping Qp of

onto X €X and ¢, of Yont.ciYcY.
Then- one-‘would like to achieve that ¢ (x,) 1is
close to the solution of the original pr-oblen. For
that, one has to essentially achieve that opK -
K is small. In [38, 1948] this approach was
applied to a large class of fllustrative problems.

Collocation method obviously can also be un-
derstood as method of wmoments and has been
treated, e.g. in [39, 1960], in the frame of the
above mentioned approach. A method which is very
close to the collocation was applied in (80,
1954), (81, 1956] by Vishik. In an abstract form,
the GCalerkin method and nonlinear problems and a
discussion of the approximate method are given by
Krasnoselskij in (42, 1954] and {n some of his
other papers.

Translations of many of these papers and books




Fiuite ¢ifference method -

The basic theory of the finite differ nce me-
thad especially related to the stadbility is in the
book by Rjabemkij Filippov (43, 1936). A handbook
of finite difference schemes for partial differen-
tial equations was written by Panov [A8, 1951].
For hyperbtolic eqmtions there is a series of re-
sults of Ladysensikaja and her ocovorkers. See, e.g.
[6' ‘”z]l [“' ‘”2]. [.1. ‘”3]0

In the case of elliptic equations, early works
are given, for example, in (88, 1952], (%9, 1947].
For applications of finite difference for parabol-
ic equation, we refer, for example, to the work dy
Kamynin {50, 1953).

The general eigenvalus treataent by the finite
dtfr;nn« method is given, for example, in [51,
‘”' [ 3

3. Mumerical treastment of differential equations

In the previous sections some early works vere
presented. They played (by the subjective judge-
aent of the author) important roles in the devel-
opment of the theory of the mmerical method. It
is interesting to mention that although the theory
of variational method vas very advanced, the entire
direction of the finite element method was for a
long tise neglected, and the main emphasis was
placed on finite difference method. It seems to
be characteristic the fiaite element method wvas
oslled until recently varistional finite dif-
ferencg method.

Finite difference method was later analyzed in
the works of Samarskij, Godunov and many others,
and many monographs and text books are available
today. In these works the emphasis is placed on
the theory. The discussions of computational as-
pects, numerical experimentation, analyses of the
performance of the method on bdenchaark prodblems
are very rare. Very likely this situation is re-
lated to the state of the computer teohnology in
USSR. HNevertheless, the computer situation stim
ulated various special methodologies as splitting
up methods, and various "tricky” iterative proce-
dures which were used in scientific computations.
In the area of mathematical modeling and scien-
tific computations, important works have been done
by G. I. Marchuk and his coworkers in many papers.
The first of his books (see [52, 1958] is address-
ing modeling and computational sethods in reacty:
analysis. It is interesting to amention that the
i{dea of preconditioning-~credited to Buljaev——is
mentioned there.

I only mentioned very few papers and results;
nevertheless, hopefully, they give some illustra-
tive picture of the character of the research in
the USSR in the early post-war period.

[1] Léska, V. HruSka, V., Theory and practice of
computations, Prague, 1934 (in Czech).

{2] «Kxantorovich, L. V., Xrylov, V. 1., Approxi-
sate solutions of partial differential equa-
tions, Moscow, Leningrad, 1936, pp. 1-588
(in Russian). :

(3) von Newmann, J, Coldstine, H., Numerical
inverting of matrices of high order, Bull
Amer. Math. Soc. 53 (1947), pp. 1021-1099.

(8] Courant, R. Friedrichs, K. O.; Lewy, H.,

(sl
6]

n
(8]

9]
f10]

(RRD

02)
(13
(18]
5]

[16]

1]
(18]
(9]
f20]

(a1

(22)

(23]
(28]
(25]

(261

Uber die partiellen Differenzengleichungern
der Physik, Math. Amn. 100, 1928-1929, pp. -
32-7.. :

Rektorys, K., Survey of Applicable Mathemat~
ics, Prague, 1966.

Babudka, I., Rektorys, K. Vyéichlo, F.,
Mathematische Elastizitatstheorie der ebenen
Probleme, Academia-Verlag, Berling, 1960.
Rektorys, K., Variational methods in mathe-
matics, science and engineering, Dordricht,
Boston, D. Reidel Pwb. Co., 1977.
Development of the mathematics (n Cucho-
slovakia in the period 1945-1985 and further
perspectives, Charles University, Prague,
1986, 1-217 (in Czech).

Marek, 1., Approximate and numerical methods
in [8) (1985), pp. 127-143 (in Czech).
Babusika, I., Mejzlfk, L., Calculation and
measuremnent of termal stresses in gravity
dams, VI Congreas des Grandes Barrages, New
York, 1958, Question S8, pp. 1-38.

Babufka, I., Mejzlfk, L., Vitisek, E., Ef-
fects of artificial cooling of concrete in
dam during its hardening, VII Congress des
Gundu Barrages, Rome, 1961, pp. 1-13.
Vitisek, BE., Uber die quasistationare
Losung der VWarmeleitungsgleichung, Apl.
Mat. 5 (1960), pp. 109-1%0 (tn German).
Babuska, I., Préger, M., Vitdsek, E., Mumer-
ical Processes in Differential equations, J.
!luoz. New York, 1966.

Babuska, I., On randomized solution of
Laplace's equation, Casopis PIst. Mat. 86
(‘“‘)p P 269"216.

Nedas, J., Solution du probleme biharmonique
pour le coen infint I, II, Casopls Pést.
".t.. 83 (1958). 81-2“-. 3”-.2.0

Nelas, J., L'extension de l'espace des con-
ditions aux limiteg du prodbleme bdiharmonique
pour les domains a point angeloux, Czecho-
slovak Math. J. 9 (1959), 339-371.

Nelas J., Les Méthodes directes en théorie
c;: équations elliptiques, Prague Acadesmia,
1967.

Kantorovich, L. V., Krylov, V. 1., Approx-
imative methods, Matematika v SSSR za 30
let, Moscow, Leningrad, 1948, pp. 759-801
(in Russian). :

Gavurin, M. K., Kantorovich, L. V., Aproxi--
sate and numerical methods, Matematika v
SSSR za sorok let, 1917-1957, Moscow, 1957,
pp. 809-855 (in Russian).”

Galerkin, B. G., Rods and plates, Vestnik
infenerov 19 (1915) (in Russian).

Krylov, N. M., Sur les géneralisations de
la méthode de Walter Ritz, C. r. Acad. Sei.
168 (1917), pp. 853-856.

Krylov, N. M., Application of the method of
W. Ritz to a system of differential equa-
tions, Izv. Acad. Mauk (6) 1t (AN T), pp.
521-53A.

Krylov. N. M., Sur dltfcrents procedes
d'lntegrauon approchée en physique mathe~
matique, Toulouse 19 (1927), pp. 167-200.
Krylov, N. M., Approximate solution of basic
problems of wmathematical physics, Kiev
(1931) (in Russian).

Faddejeva, V. N., Numerical methods of lin-
ear algebra, Moscow, Leningrad (1950), pp.
1-280 (in Russian).

Michlin, S. G., Variational methods for




(21}
(28]
[29)
[30]
(31]
(32]

(33]

(3%]

(351
[36]
[37]
£381
(391
(%0}

m]

solving problems of mathematioal physics,
Uspekhi Mat. Nauk 5:6 (%0) (1950), pp. 3-51
(1n Mussian).

Miohlin, S. G.,

Problems of the minimm of
qQuadratic mumx. Moscow, Leningrad
(1952), pp. 1-216 (in Russian).

Bdjus, M. 1., On the mixed problem of he
elasticity theory, Doklady AN SSSR, 76
(1951), pp. 181-18K, -
Michlin, S. G., Integration of Poisson
equation in an infinite domain, Doklady AN
SSSR 91 (1953), pp. 1015-1017T.

Michlin, S. G., On the Ritz method, Doklady
AN SSSR 106 (1956), pp. 391-39% (in Rus-
sian). _ )

Kantorovich, L. V., About oonvergence of
variational processes, Doklady AN SSSR 30
(1981), pp. 107-111 (4in lluuun).

Krylov, N. M., l.u méthodes de lolution
approchde des problémes de ls physique math-
ematique, Paris, 1931, pp. 1-68.

Petrov, G. I., Application of the Galerkin
method to the problem of the stadbility of
visoons fluid flow, Prikl. Mat. Mech V.3
(19%0), pp. 3-12.

Keldys, M. V., Galerkin method for the
boundary value probless, Izv. Akad. Nauk
SSSR Ser. mat. 6 (1982), pp. 309-330 (in
Russian). )

Michlin, S. G., About the convergence _of the
Calerkin method, Doklady AN SSSR, 611
(19%8), pp. 197-199 (in Russian). '
Michlin, 8. G., Direct methods in mathema-
tical physics, Moscow, Leningrad (1950], pp.
12828 ({n Russian).

Michlin® S. G., Variational methods of math-
ematics physics, Moscow (1957], pp. 1-A76
{in Russian). :
Kantorovich, L. V., Functional analysis and
applied mathematics, Uspekhi Mat. MNauk 3:6
(28) (1948), pp. 89-185 (in Russian).
Kantorovich, L. V., Akilov, G. P., Punc-
tional analysis {n normed spaces, Moscow,
1960 (in Russian).

Vishik, M. I., Mixed boundary value problems
and their approximate solutions, Doklady AN
SSSR 97 (1954), 193-196 (in Russian).
Vishik, M. I., Cauchy problem for equation

[»2}

(333

[un]

[as]

[46]

[87]

(s8]

(%9]

[so)

[s1]

(521

with operator ocoefficients, mixed boundary
value problem for system of differential
equations and approximate solution, Matem.

Shornik 39 (81) (1956), pp. 51-148 (in Rus-

sian).

wm.l‘kijg M. Ao. M "‘ohlm of non-
linear analysis, Uspekhi Mat. Nauk 9:3 (61)
(195%), pp. ST-11% (in Russian).

Rjabenkij, V. C., Filippov, A. F., The sta~
bnlt! of finite differences, Moscow (1956),
PP. 1-172 (in Russisn).

Panov, D., Handbook for numerical treatment
of partial differential oq\nuons. S5th ed.,
Moscow (1951), p. 1-182 (in Russian).
Lady¥enskaja, O. A., Soluttion of the Cauchy
problem for hyperbolic equations by the
finite difference method, Leningrad, Ucen
Zap., Univ. 144, ser. mat. 23 (1952), pp.
192-246 (in Russian).

Ladyfensiaja, 0. A., Finite difference solu-
tion of the mixed problem, Doklady AN SSSR
85 (1952), pp. 705-708 (in Rusaian).
Lady¥enskaja, 0. A., The mixed problem for
the hyperbolic equation, Moscow (1953), pp.
1-280 (in Rusaian).

deua. D. M., Finite difference solution of
boundary value problems, Doklady AN SSSR, 83
(1952), pp..191-194 (in Russian).
Uust.ornlk. L. A., Remarks to the numerical
solution of boundary value problem for
Laplace equation and eigenvalue computation
by the finite difference method, Proc.
Stekl. Inst. XX (19‘7). pp. 49-64 (ln Rus-
sian).

Kamynin, L. I., The applicability of the me-
thod of finite differences to the heat prob-
lem; I. Unlquoneas of the finite difference
solution; II. (:onvorgcneo of the finite dif-
ferences, Izv. Akad. Nauk SSSR 17 €1953),
PP, 163-180, 249-268. (in Russian).
Ljusternik, L. A., Finite difference approx-
imation of Laplace operator, Uspekhi. mat.
nauk 9.2 (195%), pp. 3-66 (in Russian).
Marchuk, G. 1., Numerical method for nuclear
reactors computations, Astomfzdat, Moacow
(1958). pPP. 1"381.

Partially supported by NSF Grant DMS 8315216.




« 87y 8%, 4 0 AV, 2V, 37, 'A% 0 8 Yo 4% . 4%, A'q Big Rtp A%y 2%, &Y, §Y LAY R UYWLY Y oo hta 8% A% 2% 4% 0% N, g ¥, ¢%. gt, g%, glg a0 "0, o\, 'of_ ‘p¢

A

B

A=

The Laboratory for Mumerical analysis is an integral part of the
Institutc for Physiocal al Science and Technology of the University of Maryland,
under the general administration of the Director. Institute for Physical
Science and Technology. It has »

s

o To conduct research in
implementation of mme
on the numerical treatse
tions and problems in 1\

o To help bridge gaps DQMMI directions in engineering, N

physics, etc., and those in the mathematical community. +)
COLLEGE PARK CAMPUS 3
0 To provide a limited consulting service in all areas of numerical ,
mathematics to the University as a whole, and also to government
agencies and industries in the State of Maryland and the Washington
Metropolitan area.

o To assist with the education of numerical ;nalysts, especially at the .
postdoctoral level, in conjunction with the Interdisciplinary Applied ]

Mathematics Program and the programs of the Mathematics and Computer )
Science Departments. This includes active collaboration with govern-

ment agencies such as the National Bureau of Standards. .

o To be an international center of study and research for foreign
students in numerical mathematics who are supported by foreign govern-
ments or exchange agencies (Fulbright, etc.)

Further information may be obtained from Professor I. Babuska, Chairman, !
Laboratory for Numerical Analysis, Institute for Physical Science and !
Technology, University of Maryland, College Park, Maryland 20742. '
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