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MARINE CORPS PROJECT TO VALIDATE THE ASVAB AGAINST JOB PERFORMANCE

- The Marine Corps conducted an initial validation study in 1981 to

evaluate the predictive validity of the Armed Services Vocational

Aptitude Battery (ASVAB) against hands-on and written job performance

tests. The results were presented to the Joint Service Working Group

and the National Academy of Sciences Advisory Committee in briefings and

in a series of CNA reports. Now it is time to revisit our initial study

in light of the sery experience since 1981.

DESCRIPTION OF THE MARINE CORPS INITIAL STUDY

- Three occupational specialties were included in the initial Marine

Corps study. These are Infantry Rifleman, with relatively low technical

demands; Automotive Mechanic, with moderate technical demands, and Radio

Repairer, with high technical demands. Development of the tests for all

three specialties was completed in a 
t 8 months, and the

administration of the tests in about 4 months. With such a tight

schedule, there was little opportunity to go through the rigorous/
COPY

prooess that the Working Group subsequently endorsed. WSPTCUo

An issue about selecting test content was whether the performance

tests should be primarily descriptions of the current proficiency of I
examinees on a representative set of job requirements, or primarily

predictive in indicating how well examinees would be expected to perform

on the full set of job requirements. The performance test for the

riflemen was descriptive, in that the current proficiency of examinees
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as evaluated in a broad range of job requirements. The performance

test for the mechanics was primarily descriptiv , but the test content

as limited to the rrt.ep; proficiency on maintaining trucks

was not tested.(The performance test for the radio repairer, was

primarily predictive; the entire hands-on test was devoted to

troubleshooting a circuit board for a new piece of equipment that none

of the examinees had seen before. Since then the Working Group has

endorsed the position that the pe formance tests should be descriptiveof the current proficiency of ex inees.
Perhps he rea epr e with the initial study was that the

Perh ps t e gr ae t p o , e

test administrators 
receive lttle training on how to administer and

score the hands-on test , nd they were not monitored during the study

c

to ensure that thyaintained 
the same scoring standards. Since then

t

tequality of ,te test administrations 
has been a primary concern of

7/

theh
/0

the Workn 
proup.

/s

Predictive 
Validity 

of the ASVAB

tes The predictive 
validity 

of the ASVAB was evaluated 
against

hands-on 
and written 

performance 
tests and grades 

in the training

courses 
for the occupational 

specialties. 
jhe validity 

coefficients 
are

shown in table . These coefficients 
are co a rarable to those

traditionally 
found by the services 

for predict 
g grades in

occupational specialty training courses.
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TABLE 1

VALIDITY OF THE ASVAB FOR PREDICTING PERFORMANCE
IN THREE MARINE CORPS OCCUPATIONAL SPECIALTIES

Hands-on Written Training
Specialty test test- trades

Infantry Rifleman .58 .69 .29
Automotive Mechanic .56 .65 .83
Radio Repair .59 .73 .75

The validity coefficients for predicting the hands-on tests are very

respectable, .56 to .59. Values of this magnitude justify using the

ASVAB in making selection and classification decisions. The

coefficients of course need to be verified, and the accruing results by

the other services are providing comparable values.

The values reported in table 1, however, did not spring full blown

from the first pass through the computer. Three steps were required to

improve the quality of the data and make the results more

generalizable: cleaning up the data; adjusting for scale differences

among the test administrators; and correcting for range restriction. A

brief description about each follows:

Cleaning Up the Samples

In contrast to laboratory experiments, studies conducted in a

field environment inherently produce dirty data. The data need to be

cleaned up.

The riflemen sample of examinees required only nominal editing.

Some people were tested with forms 8, 9, and 10 of the ASVAB, and some
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with forms 5, 6, and 7. If we would have mixed these test forms, the

results would have been disastrous. At the end of the paper, we mention

some of the problems that have arisen in the past 8 years with the ASVAB

score scale; failure to take these various score scales into account

during the analyses could have serious consequences on the computed

validity coefficients.

For automotive mechanics, some people had missing ASVAB scores or

missing training course grades. When the latter group was deleted from

the sample, the ASVAB validity coefficient increased from .24 to .29

(table 2). These examinees tended to have much job experience in the

Marine Corps, and the other factors besides aptitude could have an

effect on their proficiency, which would tend to pull down validity

coefficients.

For the radio repairers, cleaning up the sample was essential.

Examinees from three occupational specialties ended up being tested with

the same performance tests; they differed in training and job

experience, and consequently in their performance test scores. The

cleaned-up sample is restricted to those people with the same training

and job experience (as ground radio repairers). The validity

coefficient for the unedited sample was only .01; by cleaning up the

sample, it was increased to .13 (table 2).
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TABLE 2

EFFECTS OF IMPROVING THE QUALITY OF THE DATA

Dirty Clean Standardize Range
Specialty ata sanM soig restriction

Infantry Rifleman .39 - - .58
Mechanic .24 .29 .49 .56
Radio Repairer .01 .13 .21 .59

Standardizing Test Administrators

In hands-on testing, test administrators are the key to the

accuracy of the scores. They simultaneously administer and score the

tests. Deviations from standard practices can only introduce errors

into the scores. The most common error is that administrators are too

lenient, and they are not consistent in applying the same standards.

These differences in scoring standards reduce the predictive validity of

the ASVAB, and other variables. In addition, they render competency, or

absolute, interpretations of the scores meaningless. Hands-on test

scores are direct measures of job proficiency only when the test

administrators are known to employ accurate and consistent scoring

standards.

In our initial study, the test administrators did not produce

competency scores. For the riflemen sample, we could not identify the

test administrators, and no evaluation of their scoring standards was

possible.

For the other two specialties the test administrators were

identified, and their scoring accuracy could be evaluated. Both sets

were inconsistent among themselves, which increases the variance of the
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hands-on test scores, but of course lowers reliability. The

administrators used different scoring standards as evidenced by the

different means and standard deviations of the scores they assigned.

These differences were not related to characteristics of the examinees

they tested, such as aptitude, job experience, or written test scores.

We adjusted the scoring standards for each administrator by

standardizing his set of scores to have a common mean and standard

deviation. This statistical adjustment resulted in a big jump in the

validity of the ASVAB for the automotive mechanic sample, from .29 to

.49 (table 2); the increase for the radio repairer sample was more

modest but still noticeable, from .13 to .21. The validity coefficients

after standardizing the hands-on test scores are assuming respectable

values.

A word about this statistical adjustment is in order. The

standardized scores do put all the test administrators on the same

scale; differences in leniency, or difficulty, are statistically

removed, and in that sense the administrators are comparable. In

another significant sense, however, differences among the test

administrators remain. The administrators are analogous to different

forms in paper-and pencil testing. The intent is that they be parallel

forms, which means not only equal means and variances, but also equal

covariances. That is, the intercorrelation among the tasks or steps in

the hands-on tests should be equal for all test administrators.

Standardizing the scores to give them the same mean and variance does

not affect the covariance. Differences among the test administrators in
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what they look at when they make their judgments remain, and they serve

to lower the reliability of the tests. The only way we know of ensuring

that the test administrators are scoring the same thing is through

careful training and monitoring of their performance. That is, the

controls must be experimental and not statistical. In our initial

study, the test administrators were not functioning as parallel forms,

and the validity coefficients are reduced because of their

unreliability.

Correction for Range Restriction

The final adjustment we made to enhance the generalizability of

the results was to put all the validity and intercorrelation

coefficients on a common metric by correcting for range restriction.

The samples of examinees were subject to different degrees of selection

when they were assigned to the occupational specialties and during their

training courses. The radio repairers are highly selected; only people

whose aptitude scores are above average are eligible for electronics

repair training, and many students fail or academic reasons. The

automotive mechanics go through a less restrictive selection process,

and the sample was fairly representative of the population. For

riflemen, there is relatively little selection of the low end of the

ability continuum, but both the extreme top and bottom of the population

are underrepresented.

The final column of validity coefficients in table 2 shows the

effects of coiecting for range restriction. The increase over the
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previous validities in table 2 illustrates the degree to which the

samples were subject to selection on the basis of their ASVAB scores.

The NAS Advisory Committee and the Joint Service Working Group endorse

correcting for range restriction. The base population for correcting

the correlation coefficients is the 1980 Youth Population. The primary

purpose of the correction is to put all coefficients on a common metric,

which makes them comparable across specialties and services.

Incidently, they also increase the magnitude of the coefficients.

IMPACT OF THE INITIAL STUDY ON THE DESIGN OF THE FOLLOW-ON MARINE CORPS

PROJECT

The lessons learned from the initial study have had a profound

effect on the design of the follow-on Marine Corps efforts. Three

facets of the research design have been improved.

o The test content covers the full range of job

requirements.

o Test administrators are being carefully trained and

monitored.

o The sample size has been expanded to include second-term

Marines and to permit analysis of subgroups.
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The first follow-on effort is for the Infantry Occupational Field. We

expect that the results will go a long way to address concerns and

criticisms of using the ASVAB for making selection decisions for

infantrymen.

Coverage of Test Content

The job performance tests for the infantrymen are descriptive of

the current level of proficiency. They will cover the full range of job

requirements, from pay grades El, private, through E5, sergeant, for the

sample of first-term Marines, and pay grades El through E6, staff

sergeant, for the sample of second-term Marines. The domain of job

requirements is defined by the Marine Corps Individual Training

Standards, which are comparable to the Army Soldier's Manuals. The test

content has been randomly selected from the Individual Training

Standards. The random selection is generally at the subtask level. The

judgments of the job experts are used in refining the randomly selected

subtasks, or training steps as they are called by the Marine Corps, to

help ensure the job relevance of the tests. Because testing time is

severely limited, it needs to be filled with activities that provide

information relevant to making inferences about job proficiency.

Training and Monitoring of Test Administrators

Because of the crucial role that test administrators fulfill in

hands-on testing, their performance cannot be left to chance. The

full-scale data collection for the infantrymen is scheduled to begin
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August 1987. Before administering and scoring their first test, each

test administrator will undergo rigorous training for up to 2 weeks.

During this time, they will learn to administer the entire hands-on

test, and they will demonstrate that they can do so objectively and

reliably. Teams of three or four administrators will work independently

in scoring individuals during the training period. The training will

continue until they agree with each other. The test administrators will

be recently retired Marines who served as infantry unit leaders.

During the full-scale administration, the test administrators will

be monitored daily to make sure that the proper scoring standards are

being maintained. We expect to rotate administrators across testing

stations, which will randomize idiosyncratic administrator's effects and

hopefully minimize boredom and fatigue.

Sample Size

The initial study produced the tantalizing finding that the ASVAB

predictive validity drops dramatically for Marines with 2 or more years

of time in service. If this result is verified in the follow-on study,

we will need to rethink the tradeoff between aptitude and training and

how we justify enlistment standards.

The sample will consist of 1,200 infantry riflemen in pay

grades El through E4, private through corporal, and 600 riflemen in pay

grade E5, sergeant. In addition, 300 people will be tested in each of

the other infantry specialties - Machine Gunner, Mortar Man, and

Assaultman. With samples of this size, we can evaluate the validity of
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the ASVAB for people with different levels of job experience and pay

grade. Also, by testing sergeants we can evaluate how aptitude is

related to proficiency on the more demanding tasks of unit leaders. At

least for the vital Infantry Occupational Field we will know how valid

the ASVAB is as a predictor of job performance.

DISCUSSION

The greatest lesson learned from the initial study is so obvious

that it should not require mentioning - we need to exercise greater

quality control over the entire process. The concept is easy, but the

execution is difficult. We now address some specific points that

require attention, and for some of these points there is no concensus on

the right procedure.

Test Development

Hands-on testing in the past 2 decades has grown up in the

training community, with relatively little scrutiny or input from the

measurement point of view. From a training point of view, the job task

is the natural unit, and people are trained and tested on job tasks. If

the person can perform the task, training stops; if not, then training

continues. Classification errors are generally of no great consequence

because of the redundancy in the training process. In the testing

environment, however, time is limited, and classification errors can

have serious consequences.
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From a testing point of view, the task is not necessarily the

natural unit. The hands-on test for mechanics in our initial study, for

example, had a strange mixture of testing time for a task and the number

of scoring units that the task contributed to the total score. The

wheel-and-brake task required over 1 hour of testing time, but produced

only 13 points of discrimination. The coil task, by contrast, required

only 30 minutes, but produced 18 points of discrimination. Surely the

test developers intended that the wheel-and-brake task should have a

greater impact on total score, yet by simply adding up the scores, the

coil test would contribute more to the total score variance.

Contribution of task scores to the total score can be handled

after the fact by statistically weighting the tasks and scores. Our

preferred solution is to control the weighting experimentally. Our rule

is that equal units of time should generally produce equal units of

scores. The more important tasks would receive more time and hence make

a larger contribution to total score. We conform to traditional

measurement practice.

Editing the Data

We have already dwelled at length on the need to clean up the data

from performance tests. The sources of dirty data are legion, and we

have only mentioned the most obvious ones. What may be less well

recognized is that the ASVAB scores themselves are dirty. A short

description of problems with them may be illuminating.
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The natural tendency of researchers may be to retrieve the ASVAB

scores of record and use them in the regression analysis. After all,

these scores have official status, and they are used in making personnel

decisions. Such an easy solution could have a serious impact on the

computed validity coefficients.

In our sample of second-term Marines, many of them will have been

tested with forms 5, 6, and 7 of the ASVAB administered before

October 1980. These scores of record are seriously inflated because of

problems with the conversion tables. In this case, the subtest raw

scores need to be retrieved and placed on the correct score scale.

Most examinees in our study, as for the other services, will have

been tested after 1 October 1980, which avoids the gross inflation of

test scores, but still there are problems. On 1 October 1984, the ASVAB

score scale was changed when the World War II Mobilization Population

was dropped as the reference for the ASVAB score scale and replaced by

the 1980 Youth Population. Mixing these two score scales would

introduce unwanted variance into the ASVAB scores; the AFQT scores, for

example, could shift up to 4 percentile score points. In 1986, an

adjustment was made to the conversion tables for forms 11, 12, and 13,

which changed the AFQT scores by about 2 percentile score points.

Again, mixing the scores of record for score before and after July 1986

would introduce unwanted variance.

Another concern is that the services permit retesting on the ASVAB

by inservice personnel. They can improve their ASVAB scores obtained at

time of enlistment by retesting when they have gained more experience.
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For purposes of evaluating enlistment standards, the ASVAB scores

obtained at time of enlistment should be used, and not the retest

scores.

The solution to the ASVAB score problem is to retrieve the subtest

raw scores used at time of enlistment and convert them to a common

metric. The raw scores cannot be used as they are because the examinees

took different forms that have different raw score means and standard

deviations. Conversion tables are available to transform scores on the

World War II scale to the 1980 scale, and this needs to be accomplished

before the ASVAB scores from pre-October 1984 was combined with those

from past October 1984.

Our conclusion about quality control is that data collected in the

natural or field environment cannot be taken at face value. Even though

our scientific ethos may tell us not to mess with the data, the

consequences of using them as they are given to us usually are worse

than employing judicious care in cleaning them up.

A final observation about placing our initial study in the

emerging context of the Joint Service Job Performance Measurement

Project. Since 1981 we have analyzed and developed our data, usually

from a critical point of view because we wanted to learn how to improve

our research design. Now we think we have accomplished that.
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