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Abstract

Current statistical theory provides little useful guidance about how to reduce
the sensitivity of analyses of reaction-time data to aberrant observations and
violations of statistical assumptions, either because robust methods, which are
very inviting, are insufficiently understood, or because aspects of the data are
not characterized fully enough to permit devising theoretically justifiable
analyses. In this report we suggest an empirical approach, in which one applies
the same criteria to the problem of selecting a statistical method as those that
one uses to select among alternative experimental procedures. We define six
such criteria, and then describe five tests based on a set of about 36,000
observations in which we compare ordinary least-squares multiple regression as a
way of characterizing the data with Huber’s robust iteratively reweighted least-
squares method. Results favor the robust method.




1. Introduction

During the past two decades there has been a vast growth in the use of
reaction-time methods in psychological research, largely because psychologists
have recognized that the analysis of reaction-time data can lead to powerful
inferences about the structure of mental processes. However, the problem of
contamination of RT distributions by aberrant observations is one that has not
been solved either experimentally or analytically, and as inferences become more
subtle, even small distortions in the data take on added importance.

To our knowledge the properties that have been established for all of the
existing statistical methods of outlier elimination depend on assumptions that
are either known to be false or are difficult to validate in most reaction-time
data. (We assume that subjective methods of data trimming, although used,
should be regarded as temporary expedients only, and we ignore those fortunate
situations in which secondary concomitant observations are available to serve as
a basis for data exclusion.) One commonly required property, for example, is
that the form of the distribution is the same for the observations in each cell of
an experimental design; that is, distributions associated with different cells
differ at most in scale and location parameters. A priort this is unlikely to be
true, given the factors whose levels typically vary from cell to cell and what we
know about their effects on RT, and empirically the typical sample sizes per cell
needed to validate it are difficult to achieve. Other unpalatable assumptions
that are sometimes required include symmetry and sometimes normality of
either the underlying distribution or the contamination distribution; both of
these are likely to be false for reaction-time data, which are typically skewed
toward large values.

Methods that trim data or weight them differentially have often been shown
to lead to parameter estimates that are more efficient (smaller mean squared
error) than others, but these estimates may be biased in small samples to an
extent that varies in unknown ways across levels of experimental factors, or
across "conditions". Moreover, bias is especially troublesome relative to
inefficiency when precise quantitative models are being tested, or when
quantitative aspects of the data, such as additivity of effects in factorial designs
or linearity of the effects of quantitative factors, are of interest. The
importance of additivity and linearity also argues against the use of nonlinear
transformations of reaction times, which is sometimes proposed as a way to
increase the likelihood that the data satisfy assumptions such as those
mentioned above and to reduce the effects of skewness and contamination.’
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In their book on applied regression analysis, Draper and Smith (1981, p. 344)
express a conservative and idealistic view about the use of robust regression:
"We believe use of robust regression methods is inadvisable at the present time,
unless rules for deciding whsch robust method to use in which circumstances
have been formulated and proved effective. If the model (which includes the
assumptions about the error distribution) is wrong, the appropriate action to
take is to change the model and use maximum likelihood estimation on the new
model, not to change the method of estimation."”

The principal difficulty with the approach advocated by Draper and Smith is
that the effort needed in the context of each experimental problem to collect
and analyze the data required to carry it out is considerable, and unlikely to be
attempted by any but the most patient and courageous scientists.

The experimentalist who uses reaction-time measures, then, is in a quandary,
concerned on the one hand that contamination and other assumption failures
might influence conclusions based on conventional (ordinary least squares)
methods (which are well-understood theoretically), but afraid on the other
hand that the techniques available to limit the effects of such contamination
(which are less well understood theoretically) may introduce other difficulties.

2. An Empirical Approach

One alternative to choosing a method arbitrarily and also to engaging in the
theoretical analysis advocated by Draper and Smith is the empirical approach
that we consider in the present report. It involves choosing a data analysis
method in the same way as we choose an experimental procedure. Roughly
speaking, we propose that a legitimate acceptance criterion for either an

2. Additivity of factor effects is important in relation to the idea that some mental processes
are organised in stages that can be selectively influenced by experimental factors; linearity
arises if a mental process includes a sequence of operations whose number reflects the
number of task components to be accomplished, and whose mean duration is independent of
this number. An example of additivity that pervades many reaction-time studies involves
the individual differences in mean RT in experiments in which sensory, perceptual, or
mnemonic factors are manipulated; a substantial part of this variation appears to be
associated with decision or motor processes that are not systematically influenced by these
factors, processes that may occur after the completion of those operations that such factors
do influence. Insofar as such effects when measured in units of physical time are indeed
additive, such that subject effects can be "removed” as in the analysis of variance, any
nonlinear transformation would render them non-removable, and they would instead enter
into the effects of interest, biasing the estimated mean values of such effects, and making
them appear more subject to individual differences than they "really” are.
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experimental procedure or an analysis method is whether the results it produces
tend to be orderly and to make sense.

Whether a particular description or characterization of a set of data "makes
sense” can probably be decided only years after the data have been collected;
"making sense” here means being consistent with related findings and relevant
theory. Orderliness, however, seems to be a quality that we can judge
reasonably well without using a distant vantage point. For this purpose, any
measure of order applied to the data description produced by a particular
method must, of course, be known not to have been forced on the data by the
method. Some examples should help to clarify our notion of order:

2.1 Invariance of the estimated effects of one factor (Factor 2) over levels of
another (Factor 1)

Suppose that separate analyses are conducted for each level of an
experimental factor (Factor 1). Then insofar as the estimated effect of a second
factor (Factor 2) is closer to being identical in each of these analyses (i.e., the
effects of the two factors are additive), and there is no reason to expect an
interaction, that analysis method is to be preferred. The measure of similarity
(or divergence) of the effects of Factor 2 across levels of Factor 1 should
probably include an adjustment for difference in mean effect size (e.g., the
mean effect of Factor 2 over levels of Factor 1) across methods. There are two
senses in which the estimated effects of Factor 2 might vary in similarity across
levels of Factor 1: they might differ systematically, or nonsystematically. In both
cases the argument is based on a principle of parsimony, or the assumption that
“nature” or "truth” is simple. Results indicating less nonsystematic variation
are therefore closer to the “truth,” as are results that indicate invariance rather
than systematic effects.

2.2 Minimum variability over individual subjects

Suppose that a separate analysis is used for each subject’s data, and we
derive a measure of the effect of some experimental factor on performance.
Suppose further that the analysis imposes no constraint on the size of this
effect. Then the results are more orderly insofar as the variation across subjects
in the size of the effect is smaller. (As the measure of variability it may be
appropriate to use a coefficient of variation — i.e., dispersion as a proportion
of mean effect size — to compensate for any differences in scale associated
with different methods.) Note that this criterion can be regarded as an instance
of the first, where Factor 1 now represents a "random effect” associated with
subjects. The argument here depends on the idea that the measured variation
reflects a combination of "true" variability across subjects plus "nontrue”
variability that derives from measurement error or other sources of "random"”
influences. Since the analysis places no constraint on the estimated size of the
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effect, and separate analyses are performed for separate subjects, a method
that produces less variation in effect size must be less sensitive to these other
sources, and must thus give values closer to the "truth”.

2.3 Minimum residual variability

More generally, any indication that a method produces results that are less
sensitive to random variation (relative to true variation) should cause us to
favor that method.

2.4 Linearity of the effects of quantitative factors

Given that the methods under consideration do not force linearity on the
effect of a quantitative factor, the method that produces the best linearity is to
be preferred. The argument is again based on a principle of parsimony, as in
the case of the first criterion, together with the idea that except for a null effect
of a factor, the simplest effect is a linear one. Because the form of a functional
relationship depends on the scales of measurement of both the factor and the
response, this criterion can only be applied if there is some basis for choosing a
measurement scale in each case. Note that linearity can be regarded as another
instance of invariance, or additivity: the effect of a quantitative factor is linear
insofar as the effect of a fixed-size increment in the factor is invariant across
different initial levels.

2.5 Similarity of small-sample and large-sample characterisations of data

Suppose that data are partitioned, by subject for example, or by level of a
treatment factor, and we perform separate analyses of the data subsets as well
as analysis of their union. Then that method is better whose characterizations of
the subsets are more similar to its characterization of the union. Because this
property will generally be associated with the characterizations of the subsets
being similar to each other, it can be regarded as another instance of the first.

2.6 Clarity of choice among models

We often attempt to use our data to select among alternative theories. In
the present context a theory is tested by representing it as a regression model,
fitting it to the data, and measuring goodness of fit. The theory that
corresponds to the best-fitting model is then selected. A method is good insofar
as this test leads to the same conclusion for different data sets.

In the sections that follow we discuss the background for tests using the
first, third, fourth, and sixth of the above criteria that we have applied in a
comparison of a particular robust regression method with ordinary least squares.

e b e smatSm
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3. Source of the data used for these tests: Experiments on the transformation
of short-term visual memory assessed by retrieval-time measurement

The data to which we applied the comparative analysis were generated in an
experiment in which we measured the time to name a specified digit in a
horizontal row of from 2 to 8 briefly-displayed digits. The target was specified
by means of a "marker"” stimulus that denoted its spatial location; In different
blocks of trials we presented the marker at one of six different times relative to
the onset of the array display, ranging from 350 msec before to 650 msec after
the onset, and denoted -350 msec, . .., +650 msec. In some blocks of trials the
marker was visual: a 50-msec display of a two vertical line-segments, one above
and one below the target’s location. In other trial blocks the marker was tactile:
a 50-msec vibration applied to one of six fingers; subjects had learned the
correspondence between six fingertips and the six possible positions that defined
the display area and that could be occupied by digits. Combination of the six
marker delays and two marker modalities defined twelve conditions, in each of
which we could examine the effect of array size on mean reaction-time. Each of
six subjects had 14 hours of practice, followed by 22 hours of testing; the result
was a data set for each condition and each subject that contained about 500
observations. Each subject provided us with twelve such data sets; the
experiment therefore produced 72 such data sets, which we treated separately in
our regression analyses.

At the start of a trial, subjects fixated in the center of the six-position
display area. To avoid confounding the principal experimental factor — the
number of displayed elements (array size) — with their separation, we placed
elements in contiguous locations. To reduce (but not eliminate) the
confounding of array size with retinal eccentricity of the possible target
elements (and hence of the possible marker locations), we placed the arrays at
all possible positions within the display area: An array of size s could be placed
in any of 7— s such positions.

In assessing the effect of array size (our principal goal) one has to consider a
number of other factors that are also known to influence performance. The
reasons they must be considered explicitly are twofold: In some cases we select
their levels randomly because the experiment is too small to permit complete
balancing; in other cases an orthogonal design is impossible and there is some
degree of inherent confounding. Indeed, it is for these reasons that an explicit
multiple regression method is necessary, rather than a more standard analysis
suitable for multiway tables, 3
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The other main factors are as follows: First, there is the serial position of the
target element within the array. Because the number of serial positions changes
from one array size to another, and because we cannot specify a correspondence
between positions in arrays that differ in size, the serial position effect is
regarded as a separate effect for each array size. Second, there is the position of
the target (and hence of the marker) within the display area: its absolute
posstion. Our findings have forced our model of the absolute position effect to
be somewhat complicated: the effect seems to be systematically smaller for
targets that are the leftmost or rightmost elements of an array — end elements
— than for interior elements. This generates a complicated interaction
between serial position and absolute position, which is embedded in the
multiple regression model that we fit to the data. The third main factor is the
tdentity of the target element (one of the ten digits, in the present experiment)
that must be identified and named. Some target elements are associated with
longer reaction times than others, possibly because of identification-time
differences, or differences in naming latency given the identity, or differences in
measurement delay of our speech-onset detector possibly related to the initial
sound of the spoken name.

In other experiments using the present paradigm the effect of array size on
mean reaction-time has been closely approximated by a linear function, and this
has been the case for all the delays studied. The aspect of our findings that we
regard of most importance is the change in the parameters of this linear
function as the marker is delayed: When the marker shortly precedes or is
simultaneous with the array, the slope of the linear function is very close to
zero: i.e., there is essentially no effect of array size. As the marker is delayed,
the slope grows systematically, reaching what appears to be an asymptote at a
delay of about a second; most of the change has occurred within about two
thirds of a second. Together with results from other paradigms that we have
used, these findings indicate to us the existence of a rapid and dramatic
transformation of the internal representation of the visual display, such that the
initial representation manifests a property of direct access by spatial location,
and that this property is eliminated as the transformation proceeds.

For a synopsis of earlier experiments using a visual marker, as well as the
present experiment in which tactile and visual markers are compared, see
Sternberg, Knoll, & Turock, 1985. For a detailed account of findings from the

3. Note, however, that robust alternatives to the analysis of orthogonal experiments are also of
great interest, and could be assessed in ways similar to those exemplified in the present
report.

i
i
|
|
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earlier experiments, as well as a summary of results from three other paradigms,
also aimed at investigating the first second of visual memory, see Turock, 1985,
and Sternberg, Knoll, & Turock, 1986.

One aim of our analyses, then, is to permit an assessment of linearity and,
given linearity, to characterize the obtained linear functions by intercept and
slope parameters.

4. The Regression Model

The regression model can be expressed as follows, where RT denotes mean
reaction-time:

RT = u+ a, + ﬂ.n'"' Yo + 6.
The {a,}, which represent the array-size effect, are defined for s = 2, 3, 4, 5,
and 6. They are constrained to sum to zero, and thus reflect 4 degrees of
freedom (df). The {f,}, which represent the serial-position effect, are defined
for each s, and fori =1, 2, .., s; for each s-value they are constrained to sum
to zero, and thus reflect 15 df. The {’1,}, represent the two assumed absolute-
position effects, one for end elements, defined for p = 1, 2, 3, 4, 5, and 6, and
constrained to sum to zero, and the other for interior elements, defined for
p =23, 4, and 5, and constrained separately to sum to zero. The absolute-
position effects therefore reflect 8 df. Finally, the {6} represent the element-
identity effect and are defined for d = 0, 1, . . . , 8, and 9, and constrained to
sum to zero, thus reflecting 9 df. The number of degrees of freedom in the
model being fitted to the data is therefore 39.

6. The two regression methods

We applied each regression method to each of the 72 data sets discussed
above. The vector of observations in each data set contained about 500 entries,
while the parameter vector contained 39. Both regression methods are available
as functions within the S language (Becker & Chambers, 1984). The first
method was ordinary least squares regression, called reg within S. The second
method was robust regression, or iteratively reweighted least squares, and called
rreg within S. We used the variant of robust regression that embodied the
Huber weighting function with constant 1.345. For readers unfamiliar with this
method we provide a brief description. (For details see Coleman, Holland,
Kaden, Klema, & Peters, 1980.)

Suppose we have a set of parameter estimates; the first such set might be
obtained by ordinary least-squares regression; later sets are obtained by
iteration. Let r; be the set of residuals obtained by fitting the model with a
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particular set of parameter estimates to our data set (of approximately 500
observations). Define u as a scale parameter given by the median absolute
residual divided by 0.6745. Now define a weight, w;, as follows:

if [ry| < 1.345u, then wy = 1;

1.345% }‘ /%

if lr;,I > 1.3454, then w;, = { 'r '
k

Thus, all observations contribute to the solution, and observations that differ
from the model prediction based on the last set of parameter estimates by no
more than 1.345 estimated scale units are given unit weight, whereas
observations that differ by more than that amount are increasingly
downweighted The iterated set of parameter estimates is now obtained by
minimizing the sum of squared weighted residuals, where each residual r; is
weighted by w;. The iteration continues until a criterion of convergence is met.

6. First test: Extent of invariance across probe delays in the effect of target
identity

The values of the parameters {6} represent the effect of target identity, and
do in fact differ reliably from digit to digit. To convey the magnitude of this
effect, we determined the mean value of each of the ten parameter estimates
over the six delays for each subject and each modality, and determined the
range of the resulting ten means. We then determined the mean of this range
over the six subjects for each modality, with the results shown separately in
Table 1 for ordinary and robust regression.
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Table 1
Range over Target Elements of Mean Target-Element Parameter §,.
(Mean taken over six delays.)

Modality: Visual Tactile
Regression: Ordinary Robust Ordinary Robust
Subject:
1 59.1 62.7 69.4 69.9
2 47 .4 41.2 85.7 54.2
3 65.7 59.7 78.8 80.9
4 37.7 34.5 79.0 74.6
5 63.5 87.0 74.4 75.8
6 53.8 56.1 55.1 55.0
Mean Range: 54.5 53.5 70.4 68.4

The range of target-element parameters over target elements is clearly
affected to a negligible extent, if at all, by the choice of regression method. This
means that variability estimates can be compared across methods without being
adjusted for scale differences. Note, however, that there is a clear difference
between ranges for the two modalities. We believe that this reflects greater
unreliability of the data, and therefore of estimates based on those data, for
tactile than visual probes; evidence that favors this interpretation will be
presented below.

Now we proceed to the test of invariance of digit effects over probe delays.
Such invariance is, of course, an example of a criterion of the first type
discussed in Section 2, and we need to consider why we might either expect or
not expect an interaction. During the time interval between the probe and
detection of the subject’s response there seem to be at least four processes that
are plausible loci of target-identity effects. Recall that the identity of the target
specifies the (correct) spoken response (its name). The first plausible locus is in
the process of deriving the identity of the target from its internal
representation. The second is in the process of "computing” and preparing the
vocalization of the name from the derived identity. The third is initiating the
vocalization. The fourth locus is external to the subject, but indubitably a
contributor to the measured reaction time: the process in our hardware and
software of detecting the onset of speech. Because speech-onset detectors are
imperfect, responding with different speeds to different initial sounds, this
process shares the property of the other three of being a potential locus of a
target-identity effect.
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Once the identity has been derived there appears to be no basis for any
interaction between marker delay and target identity: we would expect any
target identity effects in the second, third, and fourth of the processes just
mentioned to be invariant across delays.

We now turn to the first of these hypothesized processes. Here there would
seem to be a possible source of an interaction between marker delay and target
identity, as well as of a marker-identity effect. The state of the representation
from which the identity is derived presumably depends on marker delay.
Suppose that R, a “raw" visual representation is transformed during the delay
into Ry, perhaps a more abstract representation and one from which it takes
less time to derive the identity. The transformation thus facilitates the process
of deriving the identity. It is possible that the magnitude of this facilitation
would be different for different targets; if so, the target-identity effect should
change with — that is, interact with — probe delay.

This argument does not lead to a strong expectation of an interaction
because the existence of a target-identity effect does not require that any of it
be localized in this first process, which is the only plausible locus among the
four processes mentioned for an interaction. Furthermore, as argued in Section
2, if such an interaction existed, there is no reason why it should be
systematically obscured by the analysis since the regression method was applied
independently to data from different marker delays. Hence if one method
produces a closer approximation to invariance than another, it is to be
preferred.

To assess the extent of invariance over probe delays in the parameter
estimates provided by each regression method we determined, for each subject
and modality, and for each of the ten target elements (digits), d, the variance
over the six delays of the estimate ;. We then averaged these variances over
target elements; results are displayed in Table 2. The range analysis (see Table
1) indicates that there is no need to scale the variances differentially for the two
regression methods.




Robust regression & reaction time  -11 - Sternberg, Turock, & Knoll

Table 2

Variance of target-element parameters over six probe delays (msec?).
(Quantities shown are mean variances, where mean is taken

over target elements.)

Modality: Visual Tactile
Regression: Ordinary Robust Ordinary Robust
Subject:

1 314 154 248 187

2 403 292 591 344

3 330 278 751 474

4 437 180 990 390

L3 231 153 757 312

6 432 246 727 279
Mean Variance: 358 217 677 331

Note first that in all of the twelve comparisons, of which there are two per
subject, robust regression provides a reduction in variance, such that the mean
variances over subjects reveal a 39% reduction for visual markers, and a 51%
reduction for tactile markers. The difference between regression methods is
statistically significant (p < .01) for both marker modalities. This finding
argues strongly in favor of the robust method.

7. Second test: Extent of invariance across probe modalities in the effect of
target identity

As discussed above, we can conceive of a possible basis for a systematic
effect of the delay of the probe on target-element parameters. On the other
hand, we can think of no reason to expect differences between target digits to
depend on the modality of the probe. Indeed, the remarkable similarity in the
effect of delay on the slope of the function relating mean reaction-time to array
size is consistent with the idea that once the critical location has been
ascertained on the basis of information provided by the probe, the remaining
processes, leading up to identifying and orally naming the element in that
critical location, are the same, regardless of the modality by which the location
information was conveyed. It follows that we expect to find invariance of the
target-element parameters over modalities, and that insofar as a method reveals
greater invariance, it is to be preferred.
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To assess the extent of the invariance over modalities we proceeded as
follows: For each target element and each delay we determined the variance of
the (two) target-element parameters over modalities, by calculating half of their
squared difference. For each subject and each regression type we then averaged
this quantity over the six delays and ten target elements. The results are
displayed in Table 3.

Table 3

Variance of target-element parameters over
two modalities (msec?). (Quantities shown
are mean variances, where mean is taken
over target elements and delays.)

Regression: Ordinary Robust

Subject:
1 247.8 122.8
2 540.1 364.7
3 720.1 436.5
4 930.9 343.7
5 417.6 166.9
8 573.6 224.7

Mean Variance: 571.7 276.6

In all six comparisons, robust regression provides a reduction in variance,
with a mean ratio of 0.49 £ 0.05. Like the finding in the section above, this
additional application of the first criterion discussed in Section 2 argues strongly
in favor of the robust method.

We have thus found that robust regression produces estimates of target-
element parameters that are more invariant over both the delay and modality of
the probe than does ordinary least squares regression. One possible "truth”
that the robust method therefore brings us closer to is full invariance of these
parameters relative to delay and modality: in that case any apparent failure of
invariance would reflect nothing more than the influence of sampling error and
contamination in the basic reaction-time data on the estimates of target-element
parameters. A hint in this direction is the approximate equality of the variances
displayed in Tables 2 and 3, within regression type. '

To test the idea of full invariance we subjected the target-element
parameters derived from each of the two regressions to an analysis of variance,
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with the factors Subject, Modality, Delay, and Target Element. To avoid effects
on the analysis of the linear dependence among target-element parameters
induced by the constraint that requires them to sum to one, we analyzed only
the first nine of the ten parameters.

Values of F-statistics from analysis of the parameters derived from ordinary
(robust) regression are as follows: In the first three F-tests, we evaluated a main
effect by comparing it to its interaction with subjects. We obtained, for target
element, F(8, 40) = 9.53 (10.81); for delay, F(5, 25) = 0.90 (1.33); and for
modality, F(1, 5) = 1.18 (0.08). For the fourth F-test we compared the subject
by target-element interaction to the four-way interaction, which we take as a
residual mean square; the result is F(5, 200) = 3.54 (6.87). Finally, the residual

mean square for target-element parameters from ordinary (robust) regression is
543.4 (264.1).

These results generate two clear implications. First, the values of F for delay
and modality confirm the conjecture of full invariance: the observed variation of
parameters over delay and modality is small enough relative to the residual to
be entirely due to random variation. This conclusion strengthens the inferences
above that favor the method producing greater invariance. Second, the amount
of this random variation is halved by moving from ordinary to robust regression,
as measured by the residual mean square.! This result means that the third
criterion of Section 2 also favors the robust method.

8. Third test: Deviation from linearity of the array-size effect

As mentioned in Section 3, we have found the relation of RT to array size for
data averaged over groups of subjects to be remarkably well-approximated by a
linear function at all marker delays, with a slope that is close to zero for
negative or zero delays and that increases rapidly with positive marker delays.
(Data from several experiments that support this generalization can be found in
Sternberg, Knoll, & Turock, 1985.)

In applying the regression analyses under consideration to our data we
wished to assess the goodness of fit of such-a linear function, so we deliberately
did not impose a linear constraint on the parameters {a,} that represent the
effect of array size. We are thus able to compare the linearity of the estimates of
these parameters derived by means of the two regression methods. Such a

4. This reduction in noise is equivalent to doubling the size of the experiment which, for data
collection alone, would have added about $7000 to the cost of the project.
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comparison bears on two of the criteria discussed in Section 2: the fifth
(methods are preferred for which small-sample and large-sample
characterizations of data are similar), and the fourth (methods are preferred
that produce better linearity).

We performed the comparison as follows: Each methed provided a parameter
set {a,} for each of the 72 sets of data. We fitted a line to each set (by ordinary
least squares regression), and extracted for each parameter set the residual mean
square after fitting the line. The square root of this quantity is the residual
standard error (RSE). For each subject and regression method we determined
the mean of the resulting RSE’s over the six delays. The resulting measures of
deviation from linearity are shown in Table 4 for each subject and marker
modality, and for each type of regression.

Table 4
Measure of deviation from linearity of the array-size effect
(RSE in msec), averaged over six probe delays.

Modality: Visual Tactile
Regression: Ordinary Robust Ordinary Robust
Subject:
1 7.33 9.83 12.17 10.83
2 10.33 10.50 21.00 16.17
3 11.83 9.83 21.83 19.17
4 12.50 10.83 22.67 13.17
5 9.17 7.17 16.67 14.33
6 7.50 9.67 22.17 11.67
Mean: 9.78 9.64 19.42 14.22

While there is virtually no difference between the means for visual markers,
the mean RSE for tactile markers (considerably greater) is reduced for every
subject as we move from ordinary to robust regression, with a mean reduction of
27%, and is brought closer to the RSE for visual markers. (Note, however, that
even the results from robust regression differ significantly between modalities,
with a mean difference of 4.59 + 1.35 msec, so that although the robust method
comes closer to the desired invariance, it is not achieved.) An analysis of
variance applied to the mean RSE’s showed that regression type, modality, and
their interaction were all significant (p < .05); the effect of delay was also
significant, but none of its interactions were.
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Although the advantage of robust over ordinary regression in this
comparison of array-size parameters is less dramatic than in the two
comparisions based on target-element parameters, it is nonetheless present,
providing us with independent but consistent conclusions.

9. Fourth test: Extent of invariance of the array-size effect across probe
modalities

The mean array-size effect is estimated by the slope of a line fitted to the
{a,} parameters. Because the magnitude of this effect changes dramatically
with delay, and because we have no principle to guide us in aligning the delays
for probes in different modalities, it is hazardous to compare the effects of array
size across modalities. Nonetheless, in the mean data it seems clear that by
assuming that physically equal delays for the two probe modalities correspond
psychologically we achieve remarkably equal slopes. (See Figure 12 in
Sternberg, Knoll, & Turock, 1985.) Thus it seemed reasonable to expect
invariance of the array-size effect, averaged over the six delays, across probe
modalities, and thus to ask which type of regression produced a closer
approximation to such invariance. Results of an analysis designed to provide an
answer to this question are displayed in Table 5.

Table 5

Comparison of Array-Size Effect Across Modalities.

Quantities shown are slopes, B (in msec/element), of lines fitted

to the {a,} for visual (By) and tactile (Br) probes (in msec/element)
and their absolute differences, | By—Br|.

Regression: Ordinary Robust
Measure: By Br |By—Br| By Br | By—Br|

Subject:
1 194 113 8.1 164 11.3 5.1
2 19.0 20.2 1.0 174 183 0.9
3 21.1 228 1.7 194 21.8 2.2
4 229 13.7 9.2 19.5 15.7 3.8
5 194 213 1.9 169 18.2 1.3
6 26.1 22.8 3.3 226 194 - 3.2

Mean 21.3 18.7 4.20 18.7 17.4 2.75
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For five of the six subjects the robust method produces greater invariance
across modalities of the mean array-size effect over delays, by this measure. The
difference (1.45 + 0.93 msec/element) is not statistically significant, however, so
this test is inconclusive.

10. Fifth test: Clarity of model comparisons

To compare ordinary and robust regression with respect to the clarity of
comparisons of goodness of fit of alternative models, we fitted three regression
models, competitive with the model described in Section 4 (which we denote
Model 1), to each of our 72 sets of data, using both regression methods. The
exact structure of the three models is not important for the present report, so
we provide only rough descriptions. The three competing models differ from
Model 1 in the structure of their serial-position and absolute-position effects.

Model 2. Two separate absolute-position effects are contained in Model 1,
one for end elements, and the other for interior elements. In Model 2 no
distinction is made between these two types of element: The same absolute-
position effect is assumed to apply to both. As a result there are fewer {ree
parameters.

Model 8. For any array-size in Model 1 the assumed ssrial-position effect is
fitted in such a way that the position of the array in the display area is
irrelevant. Thus the leftmost element in an array of three elements that is
placed as far to the left in the six-element display ares as possible is regarded as
having the same serial position as the leftmost element in an array that is
placed as far to the right as possible. In Model 3, separate sets of parameters are
fitted to arrays of different eccentricities and to centered arrays, and, moreover,
serial position is assigned symmetrically for arrays in different positions, such
that the leftmost element in an array on the left, for example, is regarded as
having the same serial position as the rightmost element in an array on the
right. This model has more free parameters than Model 1.

Model 4. In this Model we use the simple absolute-position structure of
Model 2 and the complex serial-position structure of Model 3.

For each of the 72 data sets and each regression type, each of the three
competing models was compared to Model 1, using two methods, as follows: In
the first method, we computed root mean square residuals (RMSR) for each
model and then determined the number of data sets favoring the most favored
mode| in each pair. The second method was the same, with the RMSR replaced
by the (more robust) median absolute residual (MAR). Results are displayed in
Table 6, where the model whose number is shown in boldface is the favored one.




In this table, higher numbers indicate clearer choices between models. Of
the comparisons using the RMSR, all three favor ordinary over robust
regression, but with a difference that is relatively small. Of the three
comparisons using the MAR, robust and ordinary regression do about equally
well. More microscopic analysis of the data, in which we considered these

impression conveyed by Table 6: For these data and models the regression
methods do not differ substantially in relation to the criterion of clarity of
model comparisons.

11. Summary and Conclusion

In this report we have advanced a notion about how alternative statistical
procedures might be compared in the absence of adequate characterization of
the data in terms of requirements of the procedures and/or adequate
understanding of the procedures. Our proposal is that the criteria normally
used to select among alternative experimental procedures be applied in this
situation. These criteria are often only implicit, however, and may well depend
on the field of study (and quite possibly the particular investigator); hence in
Section 2 we defined and discussed six such criteria. We then described a
domain of data with respect to which we have thought about this issue, and
introduced the multiple regression model that we have been applying to these
data. We described the two methods of fitting the multiple-regression model
that we have been using, one being ordinary least-squares regression. the other
Huber’s "robust” iteratively reweighted least-squares method. Finally we
reported our findings from five tests in which we applied the criteria defined
earlier in a comparison of the two methods: In two of the tests they did not
differ substantially, while three tests favored the robust method.
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Table 6
Number of 72 data sets favoring the favored model.
Statistic: RMSR MAR
Regression: Ordinary Robust Ordinary Robust
Models:
1,2 72 67 47 48
1,3 81 59 51 51
1,4 49 46 48 46

comparisons separately for different delays and modalities, cdded nothing to the

[N




Robust regression & reaction time  -18 - Sternberg, Turock, & Knoll

References

Becker, R. A. & Chambers, J. M. (1984) S: An interactive environment for data
analysis and graphics Belmont, CA: Wadsworth

Coleman, D., Holland, P., Kaden, N., Klema, V., & Peters, S. C. (1980) A
system of subroutines for iteratively re-weighted least-squares computations
Association for Computing Machinery Transactions on mathematical
software, 6, 327-336.

Draper, N. R. & Smith, H. (1981) Applied regression analysis New York: Wiley.

Sternberg, S., Knoll, R. L., & Turock, D. L. (1985) Direct access by spatial
position in visual memory: 1. Synopsis of principal findings.
Unpublished manuscript.

Sternberg, S., Knoll, R. L., & Turock, D. L. (1986) Direct access by spatial
position in visual memory: 2. Visual location probes.
Unpublished manuscript.

Turock, D. L. (1985) A new technique for measuring transformations of visual

memor{.
Unpublished manuscript.

s . ~ ) " -pmpn . N
VU "' ) '-vh‘ \}.go"'.i\n:". "f\"..‘#.l"".id '.t.' i| O] ‘p"‘o.'.n',‘“. i %'-'l'-'l’; ‘.o W, "v 4%y f ' !, L% 0% W L "*'.' ‘.’



w — —————— ——

) Distrtdution List Pennsg. Sternber] R 154537 .

. - Maj. Nugh Surns Or. Leca Cooper
Or. Millip L. Ackerman - AFERL/1D3 : Srova Uaiversity
Uaiversity of Miasesesa Lowry AFS, CO 00330-5000 Ceater for Neursl Seience
Departaeas of Peysholegy o Provideacs, 2T 032913
Kiaaeapelis, uu 33438 Uz, Wiols Buseh-Jeansen .
.o Fozsvazrets Ceater fory Lederskad OF. Lyna A. Cooper
ALz Peree Numan Reseuzses Lad  Christiaashevas voldgade O Learaiag RAD Center
APERL/WPD 143¢ Robeadava X University of Pittsburgh
Szoeks AF3, TX 78233 DENNARK 3939 O’Nazs Street
.. . pittsdargh, PA 13213
APOSR, Ox. Gatl Cairpenter .o
Life Seienses Dizectarate Nerthsastaza Uaiveraity Capt. Jezge Correia Jesuino
Sellitag 11y Pewee Base Departasat of Mashematies, S04zA Magisha-7A Repasticae
Vashisgtea, DC 30333 360 Buatiagean Aveans Direceae Do Sexvies De Pesscal
PN Sesten, NA 03118 Prasa 0o Comerelo
ox. Rebert Ahlars .o Lismes, PORTUGAL
Code wy11 Ox. Fat Cazpentey .o
Humea Fasters Laberatery Cazranegie-iellen Uaiversity %.C.8. Lowis Croeq
NAVTRABOUZICEN Deparcasat of Peysdelogy Seexstaziat General 4o la
Ozlaade, FL 33813 Pittasurgh, PA 18213 Defense Watiemale
.o .e $1 Beulevard ¢ Lateur-Maudourg
D2. Jamee Andezsen Nr. Raymesd 8. Christal 75007 Pazis, Faancs
Sseva Taiversity AFERL/NOS .o
Canter for Weursl Seieace Szesks ATS, TR 79338 Oz. Nans Cresbeg
Peovidensve, I 02912 .o University of Leydea
.s Prefesecs Cha Ties-Ches Edusatisn Resecarsh Coesnter
‘ D¢, Nemey 6. Andersen Nathematics Departacas Seeshaavelsan 3
g Departasst of Peyerslegy Natiesal Taiwes U-ivezsity 2334 23 Leyden, TER NETRERLANDS
‘ Usiversity ef Naerylasd Taipes, TAIWAS .s
College Pazk, MWD 20743 e Szyea Deliman
v Or. Davig 8. Clemeat AFERL/LE?
Teshnical Direster, ARL Depaseasat of Peysholegy Lowry AFS, CO 80230
5001 Siscadewvesr Avense Univeraity of Seuth Carelisa .o
Alemsadris, VA 21333 Columbia, 9C 29208 De. Jesl Davie
.e .o Offiee of Navel Research
Dz. Alan Beddeley D2. Charles Clifeen Ceds 1141w9
Nedical Reveareh Couneil Tedia 8222 008 Westh Guiasy Street
Applied Peyedelegy Ustit Departnsat of Peyehelegy Aritageen, VA 333175000
;:-u.. ety Al De. Shases Derry
a3 iny « %A 0003 o
SHELAND . - ewida m:: Gaiversity
‘e el favel SGusetism
Ov. Jeeksen Bestey aad Tralaisg Lisisen Office fallabaseee, 1t 222¢
Depastncat of Peyshelegy ALz Jesee Bumee Resvurse Ladegatesy
University of Califernis Opesesicss Meisien be. 8. K. Dismabes
Leo Angelee, CA 9003¢ Viilienn AP, AS 48e081at8 Dizesterfes Lite Science
Ow. Alvah Bieesew 408400.Ch408 S0aCe Nessered, Dev. Selliag APS
Nevel Siedyuenies Lebmsetery  TO0U, Svalmstion Muvel Dmcstise sag "SSbiSytes. 0C 20333
Sov Oxleass. A 7000 edaing Commad (W-€) b
s WAS Peaseesis, 7% 33300 oe., fmamuel Oeashia
ODe. Gerdes 8. Sowup oaivessity of Zlliaeis
Pepaztasat of Poycialony oo Departasat of Poyshelevy
swsatess ':: m' =u-u o8 Tiiseds s
, . * ) uun-:n'nm mrm:::.m copies)
Chanpaiga, 3L 01030 tafermation
.o Camonen Ovation, Dldg S
oe. Mbest Srosun oo, Jehm J. Collime / Alemsadris, VA 333V
oftiee, Orlsade ' '
SAVTRARGNSICES 100, ve
Oslande, 7L 33013 S8 Liaisen Offiser styeithvasteans, Adteiluag I
. - WTES Oxlande, Pt 32813 Desornat Velspoyehelegie
Pesttech 26 50 03
23=5300 Boma 3




Dg. rord Idner
Srowvn University
Anatomsy Departaeat
Medical Schoel
Providense, AI 02912

nr Jeffrey Elaan
University of Califoraia,
San Diege

Departaent of Liaguistics, C-000
La Jolla, CA 92093

Dr. Susas Embretses
University of Kansss

Peychelegy Depertment
Lavrease, K§ §6048

or. m "‘.

Departaeat of

Uagversity of Seuth Carelisa
Columbia, SC 29200

bw. Willias Speteia
University of Wisesasia
¥. J. Buogden Peyehelogy Bldg.
1203 ¥. Johmsen Street
Nadisen, WE 33706

ZRIC Faeility-acquisitiens
4833 Rugdy Avesse
Betheods, XD 20014

&.:.uu-m

Uaiversity of Colerade
Depastasat of Psychelegy
Souldes, CO 80309

Or. Maztha Farabh

Depaztasat of Payshelegy
Carnegis-tellen University
Sehenley Pazk

Pitesvusen, PA 15313

Or. Seatziee 3. Fasz
Aray Reseazeh lastitute
5001 Sicendoves Avenus
Alenandsia, VA 32339

Or. Narehall J. Paze
2520 Berth Vesnes Serect
Asliagten, VA 33307

Dz. Pas Pedamiew
Codo $11

nRg
Sas Diege, @B 53198

Oz. Jezene A. Foldnen
Uaivessity of Neshestes
Cenputos Osicnss Ospastasat
Reshester, NY 14627

J. D. Fletcher
9931 Corsica Street
Viezna VA 22180

Dr. John R. ZPredeziksea
Solt Derenek & Nevesan
S0 Moultoa Street
Canbridge, MA 02138

Dz. Nishaela Gallagher

University of Wexth Carelima
De at of Psyechelogy
Chapel 2411, ¥C 27814

pe. Dea dentass

Conter for Tumas
Iafernation Prosessiay
Uaiversity of Califerais
ta Jella, CA 92093

pe. Gess L. Gleye
otfice of Navel Researss

Detachment
1030 8. Greea Strest
Passdena, CA 91106-2488

nt San Gluchsdesy

Prissetea, B3 00340

oe.
Iadustrial Enginsesiag
& Nasegemsas

TICINI0N

Saife 32000 ISRARL

or. Sheszie Gots
APERL/W00S
Szecls AFD, T2 70238

Saltisese, I 31319

oe. willtea Czesasugh
University o¢ Illissie

Dr. Stephen Grossdery |
Center for Adaptive Syitecs
111 Cussington Street, Ra 244
BSostoan University
Soston, NA 03213

pz. Mubammed K. Nadid j

Univezsity of Woreh Csrolina ]
¢ of Biostatistics

Chapel Bill, NC 37314 ‘

yrof. Eévasd Naertel
gchool of Rduecatioa
gcanford University
stanferd, CA 94303

pr. Reary N. Halfg
Halff Reseurces, Ine.
49148 33zd Road, Soreh
Azlingtes, VA 33207

Dl' Chery} Eamel i
wrse \
ozlande, FL 32013

Bz. Ray Naasapel
ssientifiec and Bugineering |
Pezsenae)l and Bducation i
Watiesal Seieanse Fousdation
vashisgtea, DC 20330

Stevas Baraed

S4ites, The Behavioral and
Szaia Seienses

30 Nagsan Street, Suite 240
Princetea, WJ 08340

oz. Stevea A. Rillyazd

of Neuroseiences
Uaiversity of Califozaias,
san Diege
La Jolla, CA 92093

Dz. Geeffrey-diinton
Carnegie-Nellea University
Cenputer Ssicase Departasnt
piseshurgh, PA 13213

0s. Joha Belland
University of Niehiqea
2313 Rast Sagiaceriag
AaA Azbes, NI 40109

or. Lieyd Sumphreys
vnivereity o€ Illinecis

Depaztacat of Peyshelogy
483 Sast Deaiel Street
Champeign, IL 61020

Dv. Baz) Buat

of Peyehologqy
Uaivereity of Washiagtoa
Seattle, WA 90103




pr. Suynh Nuynh
College of Bducation
vaiv. of South Carolisa
Coluabia, $C 29208

Dr. Scott Relso
Kaskins Laboratories,
: 470 Czown Street

“ Alice Ises ) - New Kaven, CT 08810

Depasztaeat of Peycholegy
Jaiversity of Marylasd
Catonsville, D 21220

fhare.-Chin. ea Chef Jeas Jace
Div.de Psyeh.Ceatre éo Recherches du '333 8. Zngineeszing Building

Sezvice de Saate des Armees Ana Arder, NI 48109
100 BDoulevasd Pinel 5%. David Klabs

69373 Lyea Coden 03, FRANCE Carnegie-Nellea Uai sty
Departasat of Psyehelegy
Schenley Paszk

Piccsburgh, PA 13213

Dc Sylves Rezablum
University of Niehigaa

nr David Kiezas
Uaiversity of Riehigaa

Depaztmeat syeheleyy
Univessity of Seuth Carelias
Columbia, 8C 29208

COL Deaais ¥. Jazvi
Comnaades

AFERL
Sreeks AFD, TE 70338-5601

éim. Depart. of Poyeheleyy
The Jehas Nephias University
Saltimege, D 31218

Cel. Demianique Jeuslis de Nezay
stat-Najes 4o 1’Arase do Terrze
contse 40 Relaticns Bumsiaes

3 Avesse Ostave Greard

79007 Pazis TRANCE

Dr. Mazeel Just

303 Vashtenaw Plase
Aan Axbex, NI 48109

Dz. Stephen ERsselya
Rasvesd University

1236 william Jemes Eall
33 Rirklaad S¢.
Canbeidge,. NA 02130

Dr. David §. Erasts

New Yozk, WY 10013
Dr. Nazey Lassmsa

Sehonley Pash
rittsburgh, PA 15313

;. paaiel Kahaemas oo
7he Oniversity of British Columbda Df- Nichael Leviae

Departasat of Peychelegy
0154-2093 NMaia Mal})
venseuves, 5.8: CANADA VO¥ 1¥7

. Demstzics Kasis a
aresmas Ateeopase Corpesatien o ivd
n Coe=14 .
Saiversity of South Caseliss
Bethpage. ¥¥ 11714 Colasbia, 88 20908
Oz. Milten 8. Rats -'-‘lﬂi!l.

3001 Siseahoves AvOERD
Alensadsia, VA 33039

Learaiag cad Nemewy
Dr. Steves V. Eeele Izvise, ca 93717
Deparztneat of Peychelegy ;.nm
S o o o %70 Bam 4t

Tech.Cogpm.College of Engineering

Neatal Realth Reseaszeh Institute

Dr. James NeBride
Peychological Corporation
Rarcourt,Srace, Javensvich Iac.
1250 Woon ‘0th street

$aa Diego, CA 92101

Dr. Jay meClelland
Depaztaent of Psyehology
Carnegie-talloa Caiversity
Pittsdburgh, PA 15213

Dr. James L. McGaugh

Ceater fer the Neurodiology

of Learaing and

Uaiversity of California, Irvine
Izrviae, CA 92717

bz. Jee NelLaehlaa

Navy Perseamansl RLD Center
Saa Diege, CA 92152

D®. James Neiichael
Assistaats for NPT Researeh,
Developasat, and Studies
RAVOP Q137

Washiagten, DC 20370

Dz. Geosge A. Niller

Priaseten Univezsity
Prisceten, X7 00340
Dr. Tem Nevea

Zezem PANC

3333 Coyete Eill Noad
Pale Alte, CA 94304

Oe. David Navea

Iastitute for Coguitive Seieace
Uaiveseity of Califerais

La Jells, CA 92093

Assistaat fer NP? Resceered,
Develepnent and Studlly
HAVOD 0187
Tashiagesa, 5C 20376

Lesdosship Masgensst SSucatica
and Traiaiag Prejest Officer,
Navel Nedics) Commend

Cede 09C

Weshiagten, DG 20373

Be. Alles Newell
Bepertasat nt Peyensiegy
1em Ouiversity
.“ll' Pazh
Pistshurel, Pa 13313

- - -

-

- -

]

Rl gl K I g L e PR

o

P




W IOV ANATALATY

Special Assistant for Marine
Corps Matters, ONR Code 0O0MC
600 u. Quiney St.

Arliagton, VA 23317-2300

Paychologist

0ffice of Waval Researed
Lislisen Office, Far Zast
APO San Prancisco, CA 96303

Le. Jose Puente Ort%anills
C/saneising Trinadsd, 8, 4 3
20010 Madrid

s$PAIN

Dr. Kary Jo Nissenm
Jaiversity of Ninaesota
%318 slliott Hall
Nianespelis, MM 53433

Or. Dosald A. Normas

fasticute for Cognitive Seienee
Uaivegsity of Califernia

La Jo3la, CA 92093

Direeser, Trainisy Ladezatery,
¥PRDC (Code OS)
San Diege, CA 92153

Bz. Deaiel lu:u::. 1ovy
Deparcasat of Peye

New Sgheel fer S0cial Research
63 rifeh Aveass

New Yosk, NY 10003

og. David Rumeldhaszt
Center for Rumas
tafersation Presessiag
Gaiv. of Califorais
e Jella, CA 92093

Ne. Riitta Rustealeiasn
Gea.BqtE. Traiaiag Sestiea
nilicary Psyehelegy Office

” 919

82-30101 Helsiaki 10, PINLAND

Pr. Judith Orseans

ATmy Sesearsh Iastitute
3001 Rissahoves Aveaue

.o Alesaadria, VA 232333
Dizester, Nanpover and Perseanel -

Labovatery, NPRDC (Code 06) Daizs Pavisea

sas Dtege, CaA 92188 Code 33 - Traisisg Systems
.o Havy Persemasl MO Ceater
Dizester, Nunan Feetess Saa Disge, Ca 92182

& Orgesisatiousal Systems Lab, s

NPRDE (Code 07)

Sea Diege, CA 92192

;inc Seppest Offiee,
NPRBR (Code 301)

pz. 8. L. Saltsmas
Raskins Labezateries

Sea Dlege, CA 92182 . 270 creva street

" ‘ Or. Deuglas Peazve Now Eavea. CT 06318
Liberary. NPRDE - 2 ] .e

Cede #2010 Bem 2000 Se. Arthar Semsel

Saa Diege, CA 92153

Se. Sassy 7. O’Netl, Ju. Bes 11A. Yale Statiea

Uaivessity of Southesn Califernia

of SGusetien -~ VIR 001
Deps. of Susetionsl
Poyeholeogy aad Teshaslegy
Loe Angeles, CA 900090-0031

0ff10e of Naval Besceren,
Code 1164100

Code 1143

00 ¥. 2%,
Arliiagtes, 232317-0000
&cu- of movad Reseassh,
Code 14309

offiee of Navel Sessased (6 Gaples).,

b, Jamee ¥. Pollegrine
Oativeseity of Califesnia,
Saate Sasbare
Sepastasat of Poyvhelegy
Santa Sashase, CA 93108
Rilitasy Accistent fer Tyveiaiang
Sesssunel Toshnolegy,
oD (B4 B)

oen 30139, The Jeatagma
vashiageen, 58 2030¢

Se. Rey Pemes

AR (PWAZ-13)

5007 Stisenhover Avesn®
Alemaaderia, V& 3333

S¢. Sheven Plahes
Separeasas of Peyshelegy
210-019

8.8.9,
Caniirtdge, M

Sw. 0the Posase

Ow. Pobess Sacmee

Armp Reccaszeh lastitute
3461 Slscshaver Avesne
Alemasdria, VA 22333

re. Bizgitee Sehaeideldach !
Jezuvazets Conter for Lederskad
Qarietisashavae Veldgade J '
1424 Zsheshawa £

OSNRARR

O weiter sedaeides
Oaiversi of Mtillu'i
3099 Q’ll"tl [ ]
Fittadungh, PA 18360

Or. Saas-willl Sebseifs
an. teee mo“ TR Asshen
Jasgesoteresse swisehea 17 1. 2

$100 Asebes
V2T eEINANY

Se. Bedess J. Seidel ’
U8 Arap Resmared Iastitste

3601 84 we.

Alemandeis, YA 23333

q

;l ?. 5. Nesidas |

Deph.ef Neoh.Bag. NI?

Cambgidge, MA 02139 %
\
”




L1C Juhani Sinivuo

Gea.Hqtrs. Traiaing Sectien
Militazy Psychology Office

L 919

SP-00101 Helsinki 10, FINLAND

Dr. R4wazd R. Saith

Solt Seranek & Newman, Ine.
S0 Moulton Strest
Cambridge, KA 02138

Oz. Richard %. Snow
Depaztasat of Psychology
Stanford University
Stanford, CA 94306

Dr. Kathryn T. Spoehr
Srown Uaiversity
Departasat of Psychology
Providence, RX 02912

.;.;nn J. Stassewski
Research Associate
Carnegie-Nellon University
Dept. Psych. Schenley Park
Pitesbargh, PA 15213

D;. Ted Steinke

Dept. of Geography
Usiversity of South Carolina
Columbia, SC 29208

Dz. Robert Sterabery
Departasent of Psychology
Yale University

Box 11A, Yale Statioa

New Baves, CT 06520

Dz. Ssul Sternberg
University of Pesnsylvaaia

Departasnt of Psychology
3813 walaut Street
hiladelphia, PA 19104

Dr. Paul J. Sticha

Senior staff Scientist
Trainisg Research Divisica
Sualn0

1100 8.
Alenasdria, VA 22314

Kedosia Milippe Stivalet

Div. Psyed.Ceatre Recherches @u

Sezvice 4o Sante des Armses
108 Boulevard Pisel
69272 Lyoa Ceden 03, FRANCS

Kr. Sced Syspecs
Navy Persennel RAD Centew
Sas Diege, CA 93193

Dr. Kixumi Tatsuoka
CEIRL 252 [ng.Research
Lapozratozy

Uczbana, 1L 61801

Dz. Richard PF. Thompson
sStanford University
Depaztaent of Psychology
8ldq. 4201 -~ Jordan Eall
scanford, CA 94308

n: Michael T. Turvey
Haskins Laboratories

270 Crow:. Street
New Havea, CT 06510

Dr. Amos Tversky

stanford University
Dept. of Psychology
stanford, CA 94308

Dr. James Tweeddale
Teohnical Direector
Navy Personnel RLD Center
San Diego, CA 931352

Dr. V. R. R. Uppulari
Union Cardide Corporation
Muclear Division

P. O. Box ¥

Oak Ridge, TN 37830
Rqrts.U. 8. Marine Corps
Code NPI-20

Washiagtea, DC 20380

Dz. William Uttal
NOSC, Eawaii Labd
Box 997

Kailua, NI 96734

Dz. J. W. N. Van Breukelen

Af4d.80e.Yetenschappellijk Ondersoek/DPEN

AMaizaliteitsgedouw
Vaa Der Durchlaaas 31 KXr. 378
2300 B9 ’‘s-Gravenhage, WETEERLANDS

Dr. Bowasd Waiaer

Divisien of Peyshelogical Studies
S4usational Sezvies
Prisceten, WJ 00841

Se. Beth Warrea

5018 Bezanek & Newnan, Ine.
$0 Meulten Street
Canbueidge, %A 02139

Pe. 8. 3. A. Vaseenderg
Eeed Dept.of Bek.Sei.Roy.Nethe.A.P.

Af4. Cedvagsveteasehappea/DPKLy
Sinsxherstilaaa 138 Kr. 214

2516 B ‘s-Gravendage, URTEERLANDS

Dz. Joha Taagaey
AFOSR/WL
Selliag AP, DC 20332

Dz. Norman N. VYeisherges
Uaiversity of Califeraia
Coater for the Neerchielegy
of Learaiag and Nemory
trviae, CA 92717

Dr. Shih-Sung #“en

Jackson State University
1328 J. R. Lynch Strest
Jackson, MS

39217

Dr. Douglas Wetsel

Code 12

Navy Persoarel RAD Ceater
Saa Diego, CA 92152

Dr. Barbara White

solt Beranek & Xewman, Iac.
10 Moultoa Street
Cambridge, MA 02238

Dr. Barry Whitsel
University of %dorth Carolina
Department of Physiology
Medical School

Chapel Eill, ¥C 27514

Dr. Christopher Wickens
Departasat of Psycholoqgy
University of Illinois
Chaspaign, IL 61820

Dr. Robezt A. Wisher

U.8. Army Iastitete for the
Bebavioral and Social Sciences
$001 Sisendbover Aveaue
Alexandria, VA 22333

Dt Maztin F. wiskotf .
Navy Perscunel R & D Center
san Diego, CA 92132

n: John K. Volfe
Navy Personnel 24D Cesnter
san Diego, CA 93132

6:. Donald Woodward
office of Maval Researcch
Code 114109

600 North Quincy Street
Azlington, VA 3321‘1-5000

ps. Wallase WalfeeR, IIZ
yavy Perscansl D Cemter
saa Diego, CA 93132

'D;n Jee Yasatuke
ATERL/L3Y
Lovey AFB, CO 60330

Or. Joseph L. Yousy

nemery & Coguitive
Processes

gational Seience Poundation

washiagtos, DC 20930

Dt gteven Zorametser
otfice of Naval fesearchd
Code ““ta

800 ¥. Quiacy 8St.
Arliagtoa, VA 322217-%000







