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PREFACE

This system requirement document covers the work performed
under Air Force Contract F33615-80-C-5155 (ICAM Project 6201).
This contract is sponsored by the Materials Laboratory, Air
Force Systems Command, Wright-Patterson Air Force Base, Ohio.
It was administered under the technical direction of Mr. Gerald
C. Shumaker, ICAM Program Manager, Manufacturing Technology
Division, through Project Manager, Mr. David Judson. The Prime
Contractor was Production Resources Consulting of the General
Electric Company, Schenectady, New York, under the direction of
Mr. Alan Rubenstein. The General Electric Project Manager was
Mr. Myron Hurlbut of Industrial Automation Systems Department,
Albany, New York.

Certain work aimed at improving Test Bed Technology has
been performed by other contracts with Project 6201 performing
integrating functions. This work consisted of enhancements to
Test Bed software and establishment and operation of Test Bed
hardware and communications for developers and other users.
Documentation relating to the Test Bed from all of these
contractors and projects have been integrated under Project 6201
for publication and treatment as an integrated set of documents.
The particular contributors to each document are noted on the
Report Documentation Page (DD1473). A listing and description
of the entire project documentation system and how they are
related is contained in document FTR620100001, Project Overview.

The subcontractors and their contributing activities were
as follows:

TASK 4.2

Subcontractors Role

Boeing Military Aircraft Reviewer.
Company (BMAC)

D. Appleton Company Responsible for IDEF support,
(DACOM) state-of-the-art literature

search.

General Dynamics/ Responsible for factory view
Ft. Worth function and information

model s.
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Subcontractors Role

Illinois Institute of Responsible for factory view
Technology function research (IITRI)

and Information models of
small and medium-size business.

North American Rockwell Reviewer.

Northrop Corporation Responsible for factory view
function and information
models.

Pritsker and Associates Responsible for IDEF2 support.

SofTech Responsible for IDEFO support.

TASKS 4.3 - 4.9 (TEST BED)

Subcontractors Role

Boeing Military Aircraft Responsible for consultation on
Company (BMAC) applications of the technology

and on IBM computer technology.

Computer Technology Assisted in the areas of
Associates (CTA) communications systems, system

design and integration
methodology, and design of the
Network Transaction Manager.

Control Data Corporation Responsible for the Common Data
(CDC) Model (CDM) implementation and

part of the CDM design (shared
with DACOM).

D. Appleton Company Responsible for the overall CDM
(DACOM) Subsystem design integration

and test plan, as well as part
of the design of the CDM
(shared with CDC). DACOM also
developed the Integration
Methodology and did the schema
mappings for the Application
Subsystems.

iv
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Subcontractors Role

Digital Equipment Consulting and support of the
Corporation (DEC) performance testing and on DEC

software and computer systems
operation.

McDonnell Douglas Responsible for the support and
Automation Company enhancements to the Network
(McAuto) Transaction Manager Subsystem

during 1984/1985 period.

On-Line Software Responsible for programming the
International (OSI) Communications Subsystem on the

IBM and for consulting on the
IBM.

Rath and Strong Systems Responsible for assistance in
Products (RSSP) (In 1985 the implementation and use of
became MoCormack 4 Dodge) the MRP 11 package (PIOS) that

they supplied.

SofTech, Inc. Responsible for the design and
implementation of the Network
Transaction Manager (NTH) in
1981/1984 period.

Software Performance Responsible for directing the
Engineering (SPE) work on performance evaluation

and analysis.

Structural Dynamics Responsible for the User
Research Corporation Interface and Virtual Terminal
(SDRC) Interface Subsystems.

Other prime contractors under other projects who have
contributed to Test Bed Technology, their contributing
activities and responsible projects are as follows:

Contractors ICAM Project Contributing Activities

Boeing Military 1701. 2201, Enhancements for IBM
Aircraft Company 2202 node use. Technology
(BMAC) Transfer to Integrated

Sheet Metal Center
(ISMC).

v
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Contractors ICAM ProJect Contributing Activities

Control Data 1502, 1701 IISS enhancements to
Corporation (CDC) Common Data Model

Processor (CDMP).

D. Appleton Company 1502 IISS enhancements to
(DACOM) Integration Methodology.

General Electric 1502 Operation of the Test
Bed and communications
equipment.

Hughes Aircraft 1701 Test Bed enhancements.
Company (HAC)

Structural Dynamics 1502, 1701, IISS enhancements to
Research Corporation 1703 User Interface/Virtual
(SDRC) Terminal Interface

(UI/VTI).

Systran 1502 Test Bed enhancements.
Operation of Test Bed.

vi
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FOREWORD

Revision A of this System Requirements Document (S1D) has
been done at the end of the technical work in order to more
accurately reflect the system that was actually developed. The
primary revisions are to add indications of the level to which
listed requirements were satisfied by the system as implemented
in Release 2.0, the last release of the contract. Requirements
that were not addressed are listed as m(Future)a, and in many
cases a "(Partial)", or further explanation, is appended to
requirements that were not addressed as fully as had been
envisioned at the time the requirements were specified.

The fact that a requirement, constraint, or function is
listed as "Future" does not imply that it should definitely be
done in the future, as there are many functions, for example,
that were not done because further design work revealed problems
and reasons why they should possibly not be done at all. This
further reasoning is left to other more detailed project
documents. Further, the fact that a function is not qualified
does not mean that there is not more that could be done in the
function in future work, it only implies that the functionality
provided was reasonable considering the expectations when the
requirments were developed.

It was also felt that this document would be of more value
to future developers to essentially leave it in its original
state with annotations of what was accomplished in order to
preserve the thinking that was considered and developed, rather
than completely revising it to an "As-Built" SRD.

vii
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SECTION 1

INTRODUCTION AND SYSTEM OVERVIEW

1.1 Background

The objective of this project is to establish and operate a
Test Bed to validate the oonoept of Integrated Applications
supported by an Integrated Information Support System (IISS).
In addition, the project is to establish a set of interim
standards and procedures to guide the design of the IISS and to
provide guidance to other ICAM projects. Finally, a set of
requirements is to be established which will be the basis for
enhancements to the IISS.

This project is intended to provide the test and
demonstration vehicle for the ICAM Information Support System
concepts described in the 30 September 1981 Integrated Sheet
Metal Center" (Threads Document) and the Project Priority 3101
Computer Based Information System (CRIS) Requirements Document.
As the strategy for evolution to the "CBIS data Class II"* and
"CBIS data Class I' environments is developed and implemented,
the associated costs and benefits can be tracked against the
baseline system.

The ICAM products being considered by the Project Priority
2201/2 contractors for implementation in the Integrated Sheet
Metal Center (ISMC) can be implemented first on the Test Bed.
In this process, the problems of rehosting the software,
integrating multiple ICAM products, and demonstrating
performance will be identified and solved, thus reducing the
risk to the ISMC implementator. Cost and performance
evaluations of the products can be done within the Test Bed.

*Four data classes are defined as follows:
Class I - data totally managed by CBIS
Class II - data directly accessed by CBIS, but externally
managed
Class III - data subject to CBIS standards and procedures
Class IV - data subject to CBIS guidelines
A fifth class, defined as "private data," is totally outside of
the control of the CBIS policies and procedures.
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ICAN products not chosen for implementation in the ISC
can also be installed on the Test Bed, providing the same
evaluation benefits and reduction of risk to other potential
users.

1.1.1 Relationship of the Test Bed to Other ICAN Projects

The first Test Bed demonstration (early 1983) is to include
the shop floor control system from Project Priority 6103
(Manufacturing Control Material Management - HCHM). integrated
with appropriate modules of a commercially available
Manufacturing Resource Planning (MRP) system. This integration
will be supported by appropriate tools from the Integrated
Decision Support System (IDSS) similar in capability to the
amid-configuration" described in the ICAM Program Office's 30
September 1981 1SMC "Threads Document."

The contents of the subsequent demonstrations after early
1983 will depend on several factors and come from several
sources. For example, they could come from
requirements/recommendations from within this Test Bed project,
from the ICAM Program Office, from other ICAM Projects
(particularly ISMC Projects 2201/2), and from industry in
general. Enhanced capabilities in the manufacturing systems
applications area (technical and control threads) will come
mainly from Project 5501 (IPS) and the Integrated Decision
Support Systems (IDSS) Projects 8203 and 8205. System
Engineering Methodology (SEM) tools will come from SEN Project
1701.

The Test Bed project has worked and will continue to work
closely with other related ICAM projects in determining system
requirements, defining standards and procedures for the initial
implementation. and identifying deficiencies and voids in the
available components. Beyond the functional and application
areas, methods to be used in all aspects of the system life
cycle are also to be addressed. Aspects to be coordinated with
the SEN (System Enginering Methodology - ICAM Project Priority
1701) include: data definition methods; database design; use of
the data dictionary; structured analysis methods; system
specification techniques; prototype development; standards for
data definition; data manipulation; message definition; and
documentation standards and performance analysis techniques.

Needs and priorities for enhancements will be defined by
the ICAM Program Office based on recommendations from the Test
Bed project coalition and related projects. Requirements for
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the enhancements will be defined by this Project (6201).
Project Priority 1701H (SEX) will have the responsibility for
designing and building the required software and defining the
required standards, procedures, and guidelines based on the
requirements. To facilitate the coordination of this Project
6201 with Project 1701, a formal working arrangement has been
established with the Project 1701 Prime Contractor.

1.1.2 Strategy for Evolution

It has been estimated that in large U.S. corporations, most
of the existing computer applications will be redesigned over
the next 10 to 20 years. It is further expected that, due to
the rapidly changing computer technology, the construction
techniques and operation modes of new applications will bear
little resemblence to those of existing systems.

The Project Priority 3101 CBIS coalition provided a set of
six principles as guides in formulating a solution for the
(relatively) near term which are also extensible for the
expected long term trends. Individually, each of these
principles reflects state-of-the-art technology; however, they
have not been implemented together to yield an integrated
system. These principles are stated as follows:

1. IISS is a key mechanism for the integration of
computerized manufacturing. It defines, controls, and
executes actions affecting information among various
functionally independent subsystems, based on the use
of common data.

2. IISS employs a coordinated databate approach to support
information resource management of various application
systems in a closed loop environment within
manufacturing.

3. IISS implementation strategy employs several stages of
data and application control which allow for increased
usage of facilities as management seeks to gain greater
benefits from the IISS.

4. IISS operates as a transaction oriented system
responding interactively to user commands, rather than
to prescheduled batches of computer programs.

5. IISS is accessible from geographically dispersed
locations.
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These principles and other results of the CBIS project have
been taken as a starting point and extended and further
articulated by the ICAM Program Office and the Project 6201
coalition. Requirements, specifications, and the overall system
design are being developed with a view of both short and
long-term implementation plans for the Test Bed.

The "cost drivers" which the ICAM CBIS Requirements
Definition (Project Priority 3101) defined as critically
associated with the CBIS environment are summarized in the
following nine categories, all of which are being considered as
part of the Test Bed IISS design:

1. Data independence - making computer data files
independent of the programs which use them.

2. Data nonredundancy - minimizing the number of
occurrences of the same data in different files.

3. Data relatability - facilitating the changing of file
structure based on specific "views" required by
different programs and transactions.

4. Data integrity - improving data quality, consistency,
and recoverability.

5. Data accessibility - providing low-cost, user-friendly
access to data stored in various files and computers.

6. Data shareability - ensuring that many programs can
access the same files simultaneously without degrading
performance.

7. Data security - ensuring that data are isolated from
users who should not have access to it.

B. Data performance - providing proper controls for
changing the CBIS environment over time as changing
user needs cause the basic system requirements to
change.

9. Data administration - supplying appropriate standards,
procedures, and guidelines to ensure consistent
evolution of the CBIS environment as demands and
technologies change.
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Implied above is the need for the IISS to operate in a
mixed environment containing old and newly developed
applications. It is clearly recognized that the existing
applications must be supported, while techniques for technology
development and new applications development are concurrently
provided.

1.2 Summary of Expected Benefits of the Test Bed and IISS

The Test Bed will serve as a step toward realizing the full
benefits of a CBIS as represented by the "cost drivers' in the
preceding section (Section 1.1.2). It will also serve as a
facility to assist others to achieve these benefits faster and
with less risk. Some of the benefits of the Test Bed may be
summarized as follows:

1. Provide testing facility for individual ICAM software

products.

2. Demonstrate initial integration of ICAM products.

" Data integration via the Common Data Model

" Techniques and procedures for more extensive
integration of program functions

3. Provide a site for demonstration and evaluation of ICAM
products.

" Applications

" Methodologies

" Information support system

4. Reduce risk to subsequent users of ICAM products.

5. Provide standards, guidelines, and procedures.

" For development of ICAM products

" For evaluation/adoption by industry

6. Demonstrate strategy for transition from current
application processing and development methods to use
of the evolving techniques which will subsequently
reduce cost and increase system flexibility.
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* Distributed heterogeneous systems, distributed data,
and distributed processing.

* Independence of application data from considerations
of actual internal storage organization and database
Management System aoess techniques.

" Reduced data redundancy.

" Automated data validation and constraint checking
through the Common Data Model.

" Transaction-oriented applications.

* Standardized User Interface (similar menu
construction for all applications, standard user
"HELP" procedures, standard error messages, etc.).

* Control of execution, in a consistent manner, of
processes on different computers using different
operating systems.

* Facilitate and control passing of data and messages
between processes on the same or different
computers.

" Consistent error handling throughout the system.

" System-wide control of startup, shutdown, restart,
and recovery.

" Application programs written using relational
database languages referencing nonrelational
databases.

" Independence of application program from the
computer on which the user terminal is located.

* Independence of application program from the
characteristics of the terminal on which it will be
used.

* System-supported translation of information formats
to host-specific representations.

1-6
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1.3 Test Bed System Overview

The following is an overview of the presently envisioned

Hardware and Software Architecture.

1.3.1 Hardware Architecture

The hardware architecture of the Test Bed supports the
Interconnection of the heterogeneous computer systems required
to demonstrate the functionality of the Test Bed (Figure 1-1).

The Test Bed hardware architecture supports the
interconnection of three computer systems via a Local Area
Network (LAN) complemented by wide Area Communication Services.

The three computers embedded in the Test Bed are:

1. A Honeywell Level 6 computer supporting the MCKII
database and MCM application programs.

2. A VAX 11/780 computer or equivalent supporting:

e Test Bed User Interface

* Test Bed Common Data Model

e IDSS 2.0 and its database

3. An IBM 3033 computer supporting an MRP package to be
selected in conjunction with the IPS Project Priority
5501 team.

The Test Bed makes use of a Local Area Network to
interconnect the Honeywell Level 6 and the VAX 11/780 which are
in close geographical proximity. This approach offers high
throughput, ease of installation, expansion capabilities, and
supports the process-to-process communication capabilities
required to integrate the heterogeneous databases present in the
Test Bed environment.

The Test Bed makes use of Wide Area Communication lines to
extend the functionality and usefulness of the Test Bed to
computers which are remote geographically.

1. A synchronous leased line provides medium speed
communioation capabilities to the General Electric
owned IBM 3033 located 3.5 miles away from the
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computer center used to develop the Test Bed.

2. Asynchronous lines are provided to interconnect the
ICAM (CIDS) and ISHC development computers to the Local
Area Network hardware, as well as to interconnect ISHC
development terminals to the VAX 11/780 of the Test Bed
through the User Interface.

The Test Bed hardware architecture allows for expansibility
and flexibility.

1. The Test Bed hardware architecture can be expanded to
the MAX Configuration described in the Threads
Document. Back end data machines and/or additional
general purpose computers can be interconnected via the
Local Area Network.

2. The Test Bed hardware architecture can be expanded to a
full size production system with minimal changes to the
software.

1.3.2 Software Architecture

The major software subsystems are also indicated in Figure
1-1.

1.3.2.1 Distributed Application Data on Heterogeneous Databases

The application data are distributed in heterogeneous
database management systems, themselves resident in
heterogeneous processors. This approach allows for the
integrated query of existing databases by new integrated
applications without conversion of the database.

1.3.2.2 Class II Data Integration

The Test Bed software and system utilities support Class II
(see footnote, page 1-1) data inquiries. These inquiries may be
directed toward any database resident in the Test Bed, and are
under the direct control of the Test Bed Common Data Model
Processor. System utilities perform data integrity checks
selectively on the data being retrieved in the system. The
early 1983 implementation of the Test Bed supports updates on
the databases bound to the Application Subsystems. Update
activities are under the control of the Application Subsystems
and are under indirect control of the CDM to the extent that
data entry and messages are checked by the CDM. The data
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integrity checks performed include edit, domain, and range
checking. The data required to support the data integrity
checks are contained in the Common Data Model, and is under
control of the Common Data Model Administrator. Data inquiries
use the Test Bed Neutral Data Manipulation Language to query
Common Data contained in the databases integrated by the Test
Bed. The Test Bed Neutral Data Manipulation Language allows the
definition of nonprocedural queries which are independent of the
structure of the database(s) being accessed. System services
allow the retrieval of data contained in more than one database
in more than one system.

1.3.2.3 User Interface and Data Query via Preplanned
Transactions

In the early 1983 implementation, User Interface and data
query are accomplished by preplanned transactions and messages.
This method will evolve toward ad-hoc inquiries as development
of the Test Bed continues after early 1983. Information queries
via preplanned transactions support the manufacturing scenarios
which have been identified and constitute a natural first step
toward ad-hoc query. Message integrity checking is supported by
system functions, and is performed selectively. The information
required to support the message integrity checks is contained in
the Common Data Model and is under the control of the Common
Data Model Administrator. (Message integrity checking - Future)

1.3.2.4 Integration and Coordination Through the Common Data
Model

The Common Data Model is a resource which is maintained in
a centralized fashion to support the following functions:

" Define logical structure of the information common to
two or more Application Subsystems. The definition
Includes entities, their attributes, and the
relationships between entities.

" Define the domain and values of the entities.

" Access control or authorization information identifying
the operations that can be accessed by a particular
user. (Future)

" Define the format of the data as stored.

" Catalog of Common database procedures such as schema

1-10
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translation, schema definition, Neutral Data
Manipulation Language statement translation, and data
translation procedures.

* Locate the specified data in the logical data structure
(Test Bed Conceptual Schema).

* Convert query requests to fit the locations of the data

and the required processing.

* Aggregate the responses from the various databases.

* Check for the validity and completeness of update
requests (Class II environment). (Future)

* Support the user interface.

1.3.2.5 Integration and Coordination Through the Integrated
Network Transaction Manager

The Common Data Model provides a repository for the data
describing the data, procedures, and policies which are shared
between the various IISS Application Subsystems.

The Network Transaction Manager provides the operational
implementation of the above concepts, the control of the
execution of transactions, the control of the flow of messages
through the network, the restart and recovery requirements, and
the monitoring of performance.

The Network Transaction Manager is invoked to carry out the
following functions:

e Dispatch of messages through the IISS Network

* Follow-up on open transactions

* Logging, time stamping of messages

" Monitoring of system performance (Future)

" System synchronization

" Restart of the IISS system

" Restart and recovery of the databases (Future)

1-11
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* Control of Application Subsystems

The Network Transaction Manager controls the execution of
application subsystems by processing the Transaction Message
queues built on each node. The queues provide the necessary
buffering action resulting from the asynchronous nature of the
Test Bed Application Subsystem.

1.3.2.6 Guaranteed Delivery of Messages

The Network Transaction Manager is also invoked to
guarantee the delivery of messages. This service is provided to
facilitate the migration of the Test Bed to the Class I
environment.

This capability guarantees that messages will be delivered,
even if the destination application subsystem is temporarily
unavailable. To that effect, the messages are uniquely
identified at the level of the IISS by journalizing
the message type and Application Subsystem of origin, and by
time stamping. Time stamping and Journalizing allow for the
chronological reconstruction of the transaction input stream.
This technique supports the recovery of unavailable nodes or
Application Processes.

It should be further noted that the system can guarantee
that the message was given to the destination process, and even
that the process acknowledged having completed processing. The
system cannot, however, guarantee that the receiving process
actually did process the message and perform the requested
functions, or, for that matter, that the message was even read.
The proper processing of messages is totally dependent on the
receiving application process and cannot be controlled or
guaranteed by the IISS system.

1.3.2.7 Standard User Interface

Test Bed User Interface

A Test Bed User Command Language simplifies the task of the
user when interacting with the Test Bed. User inputs are
through a forms system including menus, formatted data displays,
and forms for data entry. The inputs are then formulated into
standard messages that are sent to the application processes in
the proper host computer.

The User Interface thus provides a unified format to invoke
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Test Bed System Utilities as veil as to support the user
dialogues of Application Subsystems specifically designed for
the Test Bed.

Virtual Terminal

The proliferation of terminal hardware and the wide
disparity in capabilities and features of commercially available
terminals create an interfacing problem between ISS and its
terminals.

This problem is resolved by defining a specific set of
terminal features and protocols which must be supported by the
IISS software. This set of features and protocols constitutes
the IISS virtual terminal definition.

Specific terminals are then mapped against the IISS virtual
terminal software by specific software modules written for each
type of real terminal interfaced to IISS. This approach is
consistent with the layered software philosophy of IISS since it
permits the interfacing of a wide variety of terminals without
changes to the IISS application programs.

System-Vide Forms and Protocols

User forms and user protocols are defined at the IISS
system level. These forms and protocols define the manner in
which the IISS user interfaces with IISS. The forms are data
structures with attributes which are enforced by the forms
package. Mandatory fields, alphanumeric fields, and numeric
only fields are examples of the attributes which are enforced by
the forms package.

The forms and protocols are defined by data stored in the
CDM, and as such are very flexible and extensible.

1.4 Terms and Abbreviations

Active: Computer enforced (at compile time or at run time).

Activity Framin : Feature which allows to declare a set of
Application Processes as being part of a single operation which
makes sense from the user viewpoint. All database changes
contained within an activity frame are Incorporated or else none
are incorporated in the databases.

Application Process: A cohesive unit of software that can be

1-13
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initiated as a unit to perform some function or functions.

Application Process Cluster: An Application Process Cluster is
the logical grouping of Application Processes and of one Message
Processing Unit (NPU) NTH component.

Application Subsystem: An Application Subsystem is composed of
one or more application processes and performs specific
manufacturing management functions. Instances of ICAM
Application Subsystems are: HCHII, IDSS, and a commercially
available NRP System.

Class II Data: Data for which query activity is under direct
control of the IISS and for which update activity is under
indirect control of the IISS.

Common Data

1. Data used by more than one application Subsystem.

2. Data updated by one Application Subsystem and used by
another.

3. Data planned to evolve into a category described by (1)
or (2) above.

Common Data Model: Describes common data application process
formats, screen definitions, etc. of the IISS and includes
conceptual schema, external schemas, internal schemas, and
schema transformation operators.

Data Integrity: Improved data quality, consistency and
recoverability. The Test Bed common data is subject to the
following integrity checks:

1. Type checking

2. Existence checking

3. Edit checking (7 digit telephone number)

4. Attribute value checking (shirtsize - small, medium,
large)

5. Range checking

Deadlock: Two processes are said to be dead locked when each
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process is waiting on the other to complete before proceeding.

Domain Check: Operation which ensures that the values of a
given attribute lie within some prescribed set of values. These
values may be continuous, discrete, numeric or non-numeric.

Expert/Novice Mode: The User Interface supports the concept of
Expert/Novice mode of user interaction. In the novice mode, the
user receives tutorial assistance from the system to guide his
selection of system features and functions. In the expert mode,
the time consuming tutorial assistance is suppressed for maximum
efficiency.

Form: Predefined screen format description. The description
includes the textual, cursor positioning, data checking
information required to display or input data into IISS.

Guaranteed Delivery: Test Bed provided service which ensures
the delivery of a message to its destination even if the
destination process is unavailable at the time the message is
issued.

Integrated (Test Bed) Application Process: An Application
Process which:

1. Uses the Neutral Data Manipulation Language to retrieve
Class II data which may be distributed on several
databases resident on the Test Bed.

2. By the end of the contract, it uses the local database
manipulation language to update the local database to
which it is bound.

3. Performs its terminal Input/Output operations on the
Test Bed terminals.

4. Is controlled from the Test Bed terminals.

Non-Integrated (Test Bed) Application Process: An Application
Process which:

1. Does not use the Neutral Data Manipulation Language to
retrieve Class II data. The local database Management
System data manipulation language is used for local
database manipulation (update, retrieval).

2. Performs its terminal Input/Output operations on the
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Test Bed terminals.

3. Is controlled from the Test Bed terminals.

Non Procedural Query: Value stated query. The query statement
focuses on what needs to be retrieved rather than on how to
carry out the retrieval operations.

Paired Message: A message which contains either one of the
following:

a. A request for a reply
or

b. A reply to a uniquely identified request.

Pre-defined Query Application Processes: Information processing
functions implementing predefined data query application
processes. The code required for implementation is predefined
(manually if necessary) precompiled and linked.

Response Time: Duration of wall clock time between submission
of a user request and receipt of the first character of output.

Synchronization Point: Quiet point where the following is true:

1. The Test Bed databases are in a consistent state

2. The state of the queues of pending application process
is known and available for future reference

3. The state of the databases is known and available for
future reference

4. The state of the queues of pending application process
and the state of the databases have been given a common
identifier.

System Clean Point: State of the system which satisfies to:

1. The Test Bed databases are in a consistent state.

2. The state of the databases is known and available.

3. The state of the queues of pending messages is known
and available.
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System Quiet Point: Period of time during which the following
is true:

1. The dispatch of messages triggering the execution of
application processes is suspended.

2. All dispatched application processes are closed
(processing is completed).

3. System quiet points are invoked and terminated under
control of the Test Bed operator or Test Bed control
mechanism.

Terminal Control Words: A neutral representation of terminal
features implemented by specific control characters.

Test Bed Utilities: Test Bed functions that either provide Test
Bed operability or facilitate the execution and terminal
input/output operations of the Application Processes resident on
the Test Bed.

Time to Complete: Duration of wall clock time between
submission and completion of a user request.

User Interface : Test Bed services which facilitate the man
machine dialogs between the Test Bed services, some of the
Integrated or Non-Integrated Application Process resident on the
Test Bed and the Test Bed user. The User Interface services are
available through the Test Bed terminals.
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SECTION 2

TEST BED SYSTEM REQUIREMENTS DOCUMENT

2.1 Scope

2.1.1 Identification

This document defines the concepts, objectives, functions,
and other requirements for the ICAM Integrated Information
Support System (IISS) Test Bed. This system is intended to be a
test computing environment providing Integrated data management
facilities and distributed processing for heterogeneous
databases resident on heterogeneous computer systems
interconnected via a Local Area Network.

This document has been prepared by Project Priority 6201 of
the Air Force's ICAM Program. This project Is being conducted
by the General Electric Company, with the participation of
SofTech, Inc. and of Control Data Corporation, supported by
various consultants and contributors.

This project is sponsored by the Manufacturing Technology
Division of the Air Force Wright Aeronautical Laboratories.

2.1.2 Background

The requirements stated herein are derived from many
sources, including ICAM subsystems documents, state-of-the-art
technical publication and the authors' experience in the
development of computer systems. The CBIS state-of-the-art,
Environment, System Requirement Documents, and the various
documents transmitted by the ICA4 Program Office to the General
Electric Company are central to the establishment of the present
document. These documents are referenced in Section 2.2. This
document states the requirements which must be met by the Test
Bed.

2.1.3 Functional Description

This document is written to provide:

1. System Requirements that must be satisfied by the IISS
Test Bed. These requirements are stated to serve as a
basis for mutual understanding between the users, ICAM
Program Office personnel, General Electric and the
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development subcontractors.

2. A basis for system design.

3. A basis for system test.

4. Traceability between system requirements and system
needs as expressed in various Air Force documents.

2.2 References

2.2.1 Applicable Documents

Systran, Inc., ICAM Documentation Standards, ICAN Document
IDS 150120000A, 28 Dec 81.

A.D. Little, ICAM Computer Based Information System
(CBIS), System Environment Document, ICAN Document SED
310140000, Sept 81.

A.D. Little, ICAN Computer Based Information System
(CBIS), State of the Art Document, ICAN Document SAD
310140000, Sept 81.

A.D. Little, ICAN Computer Based Information System
(CBIS), System Requirement Document, ICAM Document SRD
310140000, Sept 81.

ICAM Program Office, The Integrated Sheet Metal Center. 30

Sept 81.

N. Tupper, Memorandum for the Record, 5 Oct 81.

2.2.2 Terms and Abbreviations

See Section 1.4 of this document.

2.3 Requirements

2.3.1 Specific Requirements

2.3.1.1 Specific Requirements and Constraint Summary

Functional requirements for the IISS Test Bed are derived
from a needs analysis attached to this document as Appendix A.

Table 2-1 is a succinct list of these requirements.
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TABLE 2-1

FUNCTIONAL REQUIREMENTS

! FUNCTIONS I NEEDS

RI Provide Data Shazeability Between I Needs A.3.1
I Integrated and Non-Integrated Application I
I Subsystems

R2 I Provide Common User Interface to I Needs A.3.7
I Integrated and Non-Integrated
Applications Subsystems

R3 I Measure and Report System Performance I Needs A.3.11
I I

R4 I Provide Test Bed System Control I Needs A.3.3
I I Needs A.3.6

R5 I Maintain Test Bed System Control I Engineering
I Information Judgment

R6 Provide Capability to Implement and Test I Engineering
Programs on Test Bed I Judgment

I SYSTEM CONSTRAINTS I NEEDS

SCl I General System Constraints I Needs A.3.12
I I Needs A.4.1
I I Needs A.4.2
I I Needs A.5.0

Notation:
1. Each requirement is identified by a unique requirement

number (Example R3).
2. Each system constraint number is uniquely identified

by a unique system constraint number (Example SCI).
3. Each constraint is uniquely identified by its

constraint number within the scope of the requirement
to which it applies (Example C3.2).

4. The above table cross references Requirements and
System Constraints to the Specific Needs shown in
Appendix A, or to accepted Engineering principles.
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Table 2-2 lists all constraints bearing on the
requirements identified in Table 2-1. The remainder of this
subsection is a description of the requirements and constraints
identified in Table 2-1 and 2-2.

TABLE 2-2

RI: DATA SHAREABILITY BETWEEN INTEGRATED AND
NON-INTEGRATED APPLICATION SUBSYSTEMS

I CONSTRAINTS I NEEDS

I PERFORMANCE I
C.1.0 I Query Capabiities I Engineering

I I Judgment
C.1.01 Dead Lock Resolution I Engineering

I I Judgment
I PHYSICAL I

C.I.1 I Heterogeneous Computer Systems I Needs A.3.5.1
C.1.2 I Heterogeneous Database Managers I Needs A.3.4.1
C.1.3 I CODASYL Databases I Needs A.3.4.2

I I
I TEST I

C.1.4 I Traceable Messages I Engineering
I I Judgment
I DESIGN I

C.1.5 Query Transactions I Engineering
Judgment

C.1.5.11 Integrated Application Processes I Needs A.3.9.1
C.1.6 I Migration to Class I Integration I CBIS A.2.6.4
C.1.7 I Class II Data Integrity Checking I Engineering

I I Judgment
C.1.7.11 Message Integrity Checking I Engineering

I I Judgment
C.1.8 I Minimize Modifications to Host I Engineering

I Operating Systems I Judgment
C.1.9 I Minimize Modifications to Existing I Engineering

I Application Systems I Judgment
C.1.10 I Transparent Data Location I Needs A.3.6.3
C.1.11 I Transaction Processing I Needs A.3.9.3
C.1.12 I Prioritized Transaction Processing I Needs A.3.9.4
C.1.13 I Predefined Transaction Messages I Engineering

I (Early Implementation) I Judgment
C.1.14 I Active Data Security I Needs A.3.3.7
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TABLE 2-2 (Cont'd)

R2: PROVIDE COMMON USER INTERFACE TO INTERATED AND
NON-INTEGRATED APPLICATION SUBSYSTEMS

I CONSTRAINTS I NEEDS

I PHYSICAL

C.2.0 Single Terminal Interface I Engineering
I Judgment

C.2.1 I Virtual Terminal Interface I Needs A.4.2.4
I I
I DESIGN

C.2.2 I Consistent Invocation and Control I Needs A.3.7.1
I of Application Subsystems I

C.2.3 I Invocation and Control of I Needs A.3.7.4
I Test Bed Utilities I

C.2.4 I Extensibility, Flexibility of I Needs A.3.7.2
I User Interface I

C.2.5 I Application Subsystems Security I Needs A.3.6.2
C.2.6 I Centralized User Interface Support Datal Needs A.3.6.8
C.2.7 I Forms Generator I Needs A.3.7.3
C.2.8 I Report Generator I Needs A.3.7.3

R3: MEASURE AND REPORT SYSTEM PERFORMANCE

I CONSTRAINTS I NEEDS

I PERFORMANCE

C.3.1 I Measure Elapsed Time and Response Time I Engineering
I Within the Time Resolution of the HostI Judgment
I Operating Systems

C.3.2 I Measure Transaction Frequency, I Needs A.3.11
I Elapsed Time, Response Time, and
I Provide Selective Reporting

C.3.3 I Measure Test Bed Resource Usage and I Needs A.3.11
I Provide Selective Reporting I

C.3.4 I Use vendor Supported Resource Monitors I Engineering
I I Judgment

C.3.5 I Support User Accountability I
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TABLE 2-2 (Cont'd)

R4: PROVIDE TEST BED SYSTEM CONTROL

I CONSTRAINTS I NEEDS

C.4.1 I Provide Communication Between I Engineering
I Application Processes I Judgment

C.4.2 I Provide Active Routine of Transaction I Needs A.3.6.3
I Messages I

C.4.3 I Control Execution of Application Engineering
I Processes Judgment

C.4.4 Provide Error Processing Engineering
I Judgment

C.4.5 I Maintain Test Bed Operability I Needs A.3.6.1
C.4.6 I Support Test Bed Recovery I Needs A.3.4.3
C.4.7 I Provide Message Guaranteed Delivery I USAF Verbal

I Service I Request

R5: MAINTAIN TEST BED SYSTEM CONTROL INFORMATION

I CONSTRAINTS I NEEDS

I PHYSICAL

C.5.1 I Centralized System and Common
I Data Control I CBIS A.1.4

C.5.2 I Controlled Access of System and Common I CBIS A.1.13
I Data Control Information I

C.5.3 I Flexibility of the Common Data Control Engineering
I Structure I Judgment

C.5.4 I Test Bed System Control Migration I Needs A.4.2.5
C.5.5 I The Maintenance of the Test Bed Controll Engineering

I Information Is Computer Assisted I Judgment

I DESIGN

C.5.6 I A Common Data Model Supports
I the System and CBIS A.1.1
I Common Data Control Information

C.5.7 I Selective Access to the Maintenance I Engineering
I Functions I
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TABLE 2-2 (Cont'd)

RB: PROVIDE CAPABILITY TO IMPLEMENT AND TEST PROGRAMS ON TEST BED

I CONSTRAINTS I NEEDS

C.6.1 I Protect System from New Applioation I Engineering
I Programs Judgment

C.6.2 I Provide Real Data for Testing Engineering
I Judgment

C.6.3 I Make Maximum Use of Vendor Supplied I Engineering
I Utilities I Judgment
I I

C.6.4 Allow Analysis of Message Journals I Engineering
I Judgment

C.6.5 Test Bed May Be Shut Down for Special Engineering
I Conditions I Judgment
I I

C.6.6 Test Bed Shall Be Accessible I Engineering
I Judgment

C.6.7 I Tests Shall Be Repeatable I Engineering
I Judgment

C.6.8 I Test Protection Modes Shall Be Easily I Engineering
Changeable I Judgment
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TABLE 2-2 (Cont'd)

I GENERAL SYSTEM CONSTRAINTS I NEEDS

I I
I PERFORMANCE
I --- - -- -

SC1.1 I Engineering Trade-off s Consider IEngineering
I Impacts on Performance I Judgment

SCl.2 I Test Bed Design Is Expansible I Needs A.3.5.5
SC1.3 I Test Bed Performance Improvements I Engineering

I Judgment

I PHYSICALI

SC1.4 I Heterogeneous Hardware Environment I Hardware
I I Availability

SCi.5 I Geographic Constraint I Hardware
I I Availability

SC1.6 I Local Area Network Requirements I Needs A.3.5.3
II Needs A.3.5.4
II Needs A.3.5.5

SCi.7 I Heterogeneous Database Management I Availability
I Systems IEngineering

SCl.8 I Test Bed Terminals I Engineering
I I Judgment

SCl.9 I Technology Transfer by I Feb 83 1 Needs A.5.1
SC1.10 ITest Bed Hardware Is Expansible I Engineering

II Judgment

I TEST

SCI.11 Test Configuration iEngineering
IJudgment

SCl.12 I Modular Testing, Phased Integration I Engineering
I I Judgment

SC1.13 I Demonstration Class II Integration I
SC1.14 I NC-NM, IDSS 2.0. and NRP Demonstration I Needs A.5.2

I I USAF Verbal
I I Request

SC1.15 I MRP Selection Criterion I USAF Verbal
I I Request
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TABLE 2-2 (Cont ad)

----------------------------------------------------------
IGENERtAL SYSTEM CONSTRAINTS I NEEDS

----------------------------------------------------------
DESIGNI

SC1.16 I The System and Common Data Control I Engineering
I Promotes Integration Through Sharable I Judgment
I databases I

SCI.17 I The Test Bed Architecture Is Layered I Needs A.3.12.1
I and Modular I Needs A.3.12.3
I I Needs A.4.1.5

SCI.18 I The Test Bed Software Adheres to the I Engineering
I Test Bed Standard Guidelines and I Judgment
I Procedures I

SC1.19 IThe Test Bed Software Is Extensible I CBIS B.3
I and Flexible I

SC1.20 I Physical and Logical Data Structures I Needs A.4.2.1
I Are Decoupled I

SCl.21 I The Test Bed Software Is Portable I Needs A.3.3.2
SC1.22 I Binary Data Transfer I Needs A.3.2.4
------------------------------------------------------------
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Table 2-3

SYSTEM REQUIREMENT DOCUMENT AND
NEEDS ANALYSIS CROSS REFERENCE TABLE

NEEDS STATEMENT I SRD LINE ITEM
---- --- ---- --- --- ---- --- ---- --- --- -----------------

A-3.0 Test Bed NEEDS

A.3.1 Integration Needs Ii
A.3.1.1 Integration Demonstration Needsi SC1.13
A.3.1.2 Integration Definition I Glossary
A.3.1.3 Integration ScopeI
A.3.1.4 Excessive Data RedundancyI

A.3.2 Interfacing NeedsI
A.3.2.1 Interfacing Stand AloneI

CADWCAM SystemsI
A.3.2.2 Interfacing StandardsI
A.3.2.3 Interface to Process Planning
A.3.2.4 Machine to Machine Interface ISCI.21

ProblemsI

A.3.3 Data Management Needs IR5
A.3.3.1 Data Structuring Needs I C5.6
A.3.3.2 Data Portability Needs I --
A.3.3.3 Data Validation Needs I Cl.7, C1.7.1
A-3.3.4 Data Integrity Needs I Cl.7, C1.7.1
A.3.3.5 Data Redundancy Elimination IConsequence of

Needs IC5.6
A.3.3.6 Time Dependency of Data Needs I --
A.3.3.7 Data Security Needs I C1.14
A.3.3.8 Active Data Dictionary Needs I --

A.3.4 Distributed Database NeedsI
A.3.4.1 Distributed Database Needs I Cl.2
A.3.4.2 database Codasyl II

Compatibility Needs I C1.3
A.3.4.3 Individual Database Recovery I C4.6

and Backup NeedsI

A.3.5 Heterogeneous Hardware NeedsI
A.3.5.1 Multiprocessors Heterogeneous I C1.1

Hardware Needs I
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Table 2-3

SYSTEM REQUIREMENT DOCUMENT AID
NEEDS ANALYSIS CROSS REFERENCE TABLE (Cont'd)

NEEDS STATENMENT I SRD LINE ITEM
---- --- ---- --- --- ---- --- ---- --- --- ---- --------------

A.3.5.2 Back End Database MachineI
Needs I C5.4

A.3.5.3 Local Area Network Needs I SC1.6
A.3.5.4 Local Area NetworK I SC1.8

Stanardization and Planning I
Needs I

A.3.5.5 Local Area Network I SC1.2
Expansibility NeedsI

A.3.6 Common Data Control Needs I R5
A.3.6.1 System Usable Directory of I C5.1

Network Characteristics Needs I
A.3.6.2 System Usable Security I C2.5

Directory Need I
A.3.6.3 System Usable Location I C1.10; C4.2

Directory Needs I
A.3.6.4 Comprehensive Data Dictionary I --

Needs I
A.3.6.5 Active Data Dictionary Needs I --
A.3.6.6 ISKC Common Data Needs (Min) I --
A.3.6.7 Common Data Definition Needs I Glossary
A.3.6.8 ISKC Common Data Needs (Max) IC2.6
A.3.6.9 ISKC Improved Constraint ICl.5

Checking of Common Data (Max) I

A.3.7 User Interface Needs IR2
A.3.7.1 User Interface Consistency IC2.2

Needs
A.3.7.2 User Interface Flexibility IC2.4

NeedsI
A.3.7.3 Standard Query/Report IC2.7; C2.8

Generator Needs (Min)I
A.3.7.4 User Command Language Needs I C2.3

(Mid 82) I
A.3.7.5 Standard User Interface Needs I C2.2

(Mid) I
A.3.7.6 User Ad-Hoc Queries Needs (Kin)I --

------ --------------------------------- ------------
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Table 2-3

SYSTEM REQUIREMENT DOCUMENT AND
NEEDS ANALYSIS CROSS REFERENCE TABLE (Cont 'd)

NEEDS STATEMENT I BRD LINE ITEM
---- --- --- ---- --- --- ---- --- --- --- - ---------------

A-3.8 Simulation Needs
A.3.8.1 Manufacturing Planning Provided by

Simulation Needs i IDSS 2.0 (Not
A.3.8.2 Master Schedule Planning I Test Bed Re-

Simulation Needs I quirement)
A.3.8.3 Simulation Batoh-Run Needs
A.3.8.4 Simulation Implementation

Needs: IDSS

A.3.9 Processing Needs
A.3.9.1 database Updating Needs (Kin) I
A.3.9.2 database Updating Needs (Kid) I
A.3.9.3 Transaction and Batch CI.11

Processing Needs (Kin)
A.3.9.4 Transaction Prioritization I Cl.12

Needs
A.3.9.5 Processor Load Leveling

Needs (Max)

A.3.10 Response Time Needs
A.3.10.1 Immediate Retrieval of I Not Applicable

Engineering Changes Needs I to Demonstration
A.3.10.2 Eight Hour Retrieval of I Test Bed

Engineering Change Preparation I
Data

A.3.11 Test Bed Resource Usage Statistics I R3
Needs

A.3.12 Test Bed Standards and Procedures
Needs

A.3.12.1 Test Bed Development Standard I SCl.18
Needs I

A.3.12.2 Test Bed Application Standard I SCI.18
Needs I

A.3.12.3 Test Bed Layering Standard SC1.17
Needs

2-12



SRDS20140000
1 November 1985

Table 2-3

SYSTEM REQUIREMENT DOCUMENT AND
NEEDS ANALYS IS CROSS REFERENCE TABLE (Cont ci)

NEEDS STATENMENT I SRD LINE ITEM
---- --- ---- --- --- ---- --- ---- --- --- -----------------

A.4.0 PROJECT DRIVERS

A.4.1 Responsiveness to Change Needs I SC1.19
A.4.1.1 Responsiveness to Changes

in Application NeedsI
A.4.1.2 Responsiveness to Changes In I C1.5

Data Needs I
A.4.1.3 Responsiveness to Changes In I SCl.19

Equipment and Technology NeedsI
A.4.1.4 Responsiveness to New Data 1 SCl.19

Processing Technology Needs I
A.4.1.5 Layered Architecture Needs ISC1.17

A.4.2 Portability Needs
A.4.2.1 Decoupling Logical and Physicall SC1.20

Data Structures Needs I
A.4.2.2 Eliminating Program Dependency I --

on Peripherals Needs
A.4.2.3 Eliminating Dependency on

Vendor Data Systems NeedsI
A.4.2.4 Virtual Terminal Needs (Kid) I C2.1
A.4.2.5 Migrating IISS Dictionary to I C5.4

Back End Processor Needs

A.4.3 Technology Development NeedsI
A.4.3.1 Systematic Development of I Project Manage-

Integration Technology Needs I ment Not System
A.4.3.2 Evolutionary Technology I Requirement

Development Needs

A .5.0 PROJECT MANAGEMENT NEEDSI

A.5.1 Schedule Needs I SC1.9
A.5.2 Test Bed Configuration Needs: I SC1.14; SC1.15

MEP and IDSSI
A.5.3 Test Bed Expected Life Needs I Project Manage-
A.5.4 Project Traceability Needs I ment Not System
A.5.5 Test Bed Affordability Needs I Requirement
A.5.6 Technology Transfer Needs I SCl.9
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The above Needs Analysis cross reference table show the
relationship existing between the statements of Needs taken from
the Needs Analysis Document and the Requirements, Constraints
and System Constraints shown in the System Requirement Document
(SRD).

2.5.1.2 Cross Reference of Needs and Requirements

This subsection contains a cross reference of the Test Bed
needs (see Appendix A) and of the specific requirements and
constraints identified in Section 2.3.1.1. The cross reference
list is given in Table 2-3.

2.3.1.3 Specific Requirement and Constraint Statements

This subsection contain a description of the specific
requirements and constraints identified in Section 2.3.1.1.

* (RI) REQUIREMENT 1: Provide data shareability between
integrated and non-integrated Application Subsystems.

Description: The Test Bed provides the integration
environment for integrated and non-integrated
Application Subsystems. In this environment, data items
which are used by more than one Application Subsystem
may be shared. Access to common data is performed via
Test Bed system services.

Requirement 1 is subject to the following constraints:

PERFORMANCE

C1.O - Query Capabilities
Relational database oriented (one or more records rather
than one record at a time) query capabilities are
provided to support new applications specifically
designed to be integrated on the Test Bed.

C1.O.1 - Deadlock Resolution
The Test Bed resolves Application Subsystem deadlocks
over shared system resources. (Future)

PHYSICAL CONSTRAINTS

C1.1 - Heterogeneous Computer Systems
The Test Bed is implemented by interconnecting several
distinct and dissimilar computer systems, each running
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under commercially available operating system.

C1.2 - Heterogeneous Database Managers
The application subsystems integrated by the test bed
are supported by commercially available database
management systems. Since the application subsystems
already exist, these database management systems are, in
general, dissimilar.

C1.3 - Databases Structures
1. The database managers which support the application

subsystems to be integrated by the test bed are
compatible with CODASYL DDLC specifications.

2. The design used to support CODASYL DDLC database
managers must be expansible to:
A. Hierarchical Database Managers
B. Index Sequential Files

Note: Paragraph 2 results from a verbal request from
the ICAN program office.

Test

Cl.4 - Traceable Messages
Tracing of messages is supported to facilitate the
debugging and testing of the Test Bed software.

DESIGN

C1.5 - Query Transactions
Query transactions use the Test Bed Neutral Data
Manipulation Language (NDML) to query Common Data
contained in the databases integrated by the Test Bed.
These query transactions allow access to Class II data.

C1.5.1 - Integrated Application Processes
Integrated application processes use query transactions
to query Common Data. Updates are only performed on
the database bound to the application. These updates
are performed without supervision of the Common Data
Model.

C1.6 - Migration To Class I Integration
The Early Implementation Test Bed is restricted to
Class II data integration to satisfy the schedule and
dollar constraint of the project. However, enhancements
to the Test Bed will strive to include Class I data
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integration. The Early Implementation design must be
compatible with a Test Bed Class I design.

C1.7 - Class II Data Integrity Checking
The data integrity checks are performed selectively on
data being updated or retrieved. In test mode, these
checks are performed In a mandatory fashion. (Future)

Cl.7.1 - Message Integrity Checking
Message integrity checks are performed selectively on
messages exchanged In the Test Bed. These checks
include edit, domain and range checking of the
information conveyed In the message. (Future)

CI.8 - Minimize Modifications to Host Operating Systems
The design of the Test Bed minimizes the number and the
complexity of the changes required to the operating
systems of the hosts computers. It is desirable that
such modifications be avoided, If at all possible.

C1.9 - Minimize Modifications to Existing Application
Subsystems
The design of the Test Bed minimizes the number and the
complexity of the changes required to install existing
Application Subsystems. Existing Application
Subsystems may be modified and recompiled to facilitate
installation.

CI.1O - Transparent Data Location
A system supported procedure is used by the new
application processes to retrieve data distributed in
the Test Bed databases. This procedure is not
dependent upon the location of the data, as viewed from
the application process.

CI.11 - Transaction Processing
The Early Implementation Test Bed provides transaction
processing. This implementation is restricted to
preplanned application processes.

C1.12 - Prioritized Transaction Processing
Application processes are prioritized by schedule time
of execution and by relative importance for those
scheduled to run at the same time. The priority
information is associated with in the message
initiating the application process. (Future)
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C1.13 - Predefined Transaction Messages
The Early Implementation Test Bed relies on predefined
messages to control the execution (initiate, abort) of
predefined application processes. The format of the
predefined messages is compatible with the format of
messages to be defined in the message definition
language which will be developed as enhancement to the
Early Implementation Test Bed. (Future)

C1.14 - Active Data Security
For the ad-hoc environment, the access to common data
is discriminatory, and is dependent upon the access
privileges of the user. For predefined, the
application process environment access to common data
is granted to specific application processes. (Future)

( CR2) REQUIREMENT 2 - Provide Common User Interface to
Integrated and Non-Integrated Applications Subsystems

Description: a Common User Interface to the integrated
and non-integrated Application Subsystems and Test Bed
utilities is provided.

Requirement 2 is subject to the following constraints:

PHYSICAL

C2.0 - Common Terminal Interface
A common terminal interface is used to access the
various Application Subsystems and Test Bed utilities.

C2.1 - Virtual Terminal Interface
A standard set of terminal features and formats is
defined for the Test Bed. The conversion of these
features and formats to and from the specific features
and formats of a given terminal hardware or Application
Subsystem is performed by the Virtual Terminal
Interface.

DESIGN

C2.2 - Consistent Invocation and Control of Application
Subsystems
The User Interface provides the ability to invoke and to
control the Application Subsystems included on the Test
Bed. The User Interface does not depend upon the host
on which the Application Subsystem reside. The User

2-17



SRDS20 140000
1 November 1985

Interface is only available to the Test Bed users.

C2.3 - Invocation and Control of Test Bed Utilities
The User Interface provides the ability to invoke and to
control the utilities provided by the Test Bed System
(user help facility, menu selection program, etc.).

C2.4 - Extensibility, Flexibility of User Interface
The User Interface is extensible and flexible. It
allows new functions and new hosts to be supported.

C2.5 - Application Subsystem Security
The User Interface controls the access of users to the
various Test Bed Application Subsystems. The
information required to support this function is
provided by the Test Bed system control and common data
description repository.

C2.6 - Centralized User Interface Support Data
The User Interface support data (forms, error messages,
etc.) is centrally controlled to improve User Interface
consistency. (Partial)

C2.7 - Forms Generator
A general purpose forms generator is provided to enhance
the flexibility of the User Interface for new
Application Subsystems and Test Bed utilities.

C2.8 - Report Generator
A general purpose report generator is provided to
enhance the flexibility of the User Interface for new
Application Subsystems. The report generator is not
included in the Early Implementation Test Bed. (Provided
in Release 2.0)

( CR3) REQUIREMENT 3 - Measure and Report System
Performance (Future)

Description: the Test Bed resource usage and
transaction frequency and performance are monitored to
support the objective assessment of the Test Bed.

Requirement 3 is subject to the following constraints:

PERFORMANCE

C3.1 - Measure Elapsed Time and Response Time Within the
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Time Resolution of the Host Operating Systems

C3.2 - Measure Transaction Frequency. Elapsed Time.
Response Time, and Provide Selective Reporting
User and system transaction frequency, elapsed time, and
response time will be measured. Totals, means and
standard deviations of the transaction measures are
selectively provided upon request.

C3.3 - Measure Test Bed Resource Usage, and Provide
Selective Reporting
Measure the usage of the Test Bed hardware and software
resources. These measurements include the usage of the
Test Bed hosts and of the Test Bed local area network.
Totals, means and standard deviations of these
measurements are selectively provided upon request.

C3.4 - Use Vendor Supported Resources Monitors
Resource usage monitors provided by the various vendors
are used to the maximum extent possible to reduce system
overhead.

C3.5 - Support User Accountability
An audit trail is kept on users and data that are
entered.

* (R4) REQUIREMENT 4 - Provide Test Bed System Control

Description: 1) Control the Test Bed system
2) Maintain operability

Requirement 4 is subject to the following constraints:

PHYSICAL

C4.1 - Provide Communication Between Application
Processes The Test Bed provides communication services
to facilitate communication between Application
Processes and other Test Bed software.

C4.2 - Provide Active Routing of Transaction Messages
Transaction messages are automatically routed in the
Test Bed. The information required to route the
transaction messages is supplied by the system control
information repository.

C4.3 - Control Execution of Application Processes
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The execution of Application Processes is controlled by
transaction messages. These messages are used to
initiate, to abort and to redirect the I/0 of new or
existing Application Processes.

04.4 - Provide Error Processing

1. Detect and log the errors originating in

a. Transmission of messages

b. Retrieval and manipulation of system and Common
Data control information

c. Execution of any program part of the Test Bed
system

2. Support the error processing capabilities provided
by the Application Processes prior to their
installation.

C4.5 - Maintain Test Bed Operability

" Test Bed start-up

" Test Bed shut down

" Test Bed host restart/stop

" Test Bed back-up (Future)

" Test Bed Subsystem (cf: Local Area Network, etc.)
restart/stop

C4.6 - Support Test Bed Recovery (Future)

1. Automatic recovery and synchronization of databases
following abnormal termination of Application
Processes, to the extent supported by the local
database managers.

2. Manual recovery and synchronization of databases
for other abnormal operating conditions (crash,
etc.), to the extent supported by the local
database managers.

C4.7 - Provide Message Guarantee Delivery Service
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1. The delivery of Test Bed Messages may be guaranteed
to occur, even though the destination process is
not available at the time the message is generated.

2. Even though the delivery of the message may be
guaranteed, no constraint is placed on the timing
of the delivery.

( CR5) REQUIREMENT 5 - Maintain Test Bed System
Control Information

Description: The information supporting the active Test
Bed system and common data control must be maintained.
Maintenance functions include the creation, deletion,
updating and retrieval functions.

Requirement 5 is subject to the following constraints:

PHYSICAL

C5.1 - Centralized System and Common Data Control
The information required to control System (Future) and
Common Data is centrally controlled.

C5.2 - Controlled Access of System and Common Data
Control Information
The description of the common data is protected, and is
supplied to authorized users only.

C5.3 - Flexibility of the Common Data Control Structure
The Common Data Control Structure can describe a wide
variety of different data structures. It can be
extended without disrupting Test Bed services.
(Partial)

C5.4 - Test Bed System Control Migration
The structure of the Test Bed system control information
allows migration to a back end data machine.

C5.5 - The Maintenance of the Test Bed Control
Information Is Computer Assisted
Computer supported functions assist the user in
creating, deleting, updating, retrieving and checking
the information used to support the control of the Test
Bed System and Common Data.
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DESIGN

C5.6 - A Common Data Model Supports the System and
Common Data Control Information
A complete description of the common data is required to
achieve integration. This description is supported by a
well defined structure that allows for the description
of:

1. Entity classes and the relations among them

2. Mappings between entity classes and their attribute
classes

3. Constraints which define permissible values for
attributes

C5.7 - Selective Access to the Maintenance Functions
Access to the system control information maintenance
functions is provided to authorized users only.

( CR6) REQUIREMENT 6 - Provide Capability to Implement and
Test Programs on Test Bed

Description: the Test Bed should provide an environment
to allow new programs to be tested and installed into
the total system.

06.1 - Protect System from New Application Programs
(Future)
During testing, the new application programs should be
prevented from making unauthorized changes to the system
including the system data.

C6.2 - Provide Real Data for Testing
A capability shall be provided to allow real data to be
used during testing, but to prevent modifying any
protected system data or Application Subsystem data.
(Protection - Future)

06.3 - Make Maximum Use of Vendor Supplied Utilities
The vendor supplied utilities should be used where
possible for development and test. Actual development
will be host dependent, but provisions must be made to
introduce and use the Test Bed capabilities as the
program is integrated into the total system.
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06.4 - Allow Analysis of Message Journals
A capability viii be provided to allow analysis of
message journals for messages affecting a given program.

08.5 - Test Bed May Be Shutdown for Special Conditions
The Test Bed is not required to run continuously, and
can be shutdown under special conditions.

08.6 - Test Results Shall Be Accessible
The results of calculations and data updates made during
testing shall be available to the programmer even if the
results are not permanently stored.

08.7 - Tests Shall Be Repeatable
It shall be possible to repeat tests with known test
data.

06.8 - Test Protection Modes Shall Be Easily Changeable
The degree of protection of a program and the data it
references shall be easily changeable, though with
proper access security to provide reasonable protection
for the total system. (Partial)

0 SCI - GENERAL SYSTEM CONSTRAINTS
The Test Bed must, in addition, satisfy the following
constraints.

PERFORMANCE

SCI.l - Engineering Trade-Offs Consider Impact on
Performance
The Test Bed is experimental in nature, and its expected
level of performance cannot be quantified. Careful
design trade-offs are made to minimize user response and
elapsed time.

SC1.2 - Test Bed Design Is Expansible
The Test Bed design allows reasonable expansion of the
number of users and Application Subsystems to be
accommodated, subject to environmental constraints.

SC1.3 - Test Bed Performance Improvements
The Test Bed design allows improving performance through
reconfiguration of hardware and software.

PHYSICAL
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SCI.4 - Heterogeneous Hardware Environment
The Early Implementation Test Bed is implemented by
interconnecting:

1. A Vax 11/780 under VMS

2. A Honeywell Level 6 under GCOS6/KOD400 OS

3. An IBM 3033 under MVS

SC1.5 - Geographic Constraint
The Vax 11/780 and the Honeywell Level 6 are located in
Building 4 of the General Electric Schenectady complex.
The IBM 3033 is located at the General Electric CIPO
facility. (GE's main facility later moved to Albany, NY,
and IBM support to GE/Rookville, Md., and then to
Boeing/Wichita.)

SCI.6 - Local Area Network Requirements
A standard, commercially available, Local Area Network
system is used to interconnect the Test Bed host
computers. Owing to the geographic constraint bearing
on the Early Implementation Test Bed, wide area services
are required to interconnect the IBM 3033 to the local
area network.

SC1.7 - Heterogeneous database Management Systems
The Early Implementation Test Bed integrates Application
Subsystems or appropriate test programs supported by the
following database management systems:

1. Honeywell Level 6 : IDS II

2. Vax 11/780 : IDBMS

3. IBM 3033 : Codasyl DBMS Supporting
Selected NRP.

(Later extended to VAX-1 DBMS and ORACLE on VAX, IDMS
(Cullinet), TOTAL, and INS on IBM]

SC1.8 - Test Bed Terminals
The Test Bed terminals are ASCII terminals which are
supported by the vendor supplied host operating systems
and which provide the following capabilities:

1. Scroll mode
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2. Cursor position control

3. Clear screen

4. Forms mode

In addition, graphic capabilities compatible to the
Tektronix 4014 or 4112 are desirable to support the
animation capabilities of IDSS\2.0.

SC1.9 - Technology Transfer by I Feb 83
The Test Bed design is constrained to provide
integration technology in the Early Implementation.

SCl.10 - Test Bed Hardware is Expansible
The Test Bed hardware design allows for expansion, and
is not restricted to the Early Implementation hardvare
configuration.

TEST

SCl.ll - Test Configuration
Test programs or selected functions taken from new or
existing Application Subsystems are used to test and
demonstrate the Test Bed software and concepts.

SC1.12 - Modular Testing, Phased Integration
The design of the Test Bed supports the testing of
individual modules and a phased integration.

SC1.13 - Demonstration of Class II Integration
The Test Bed scenarios support the demonstration of
Class II integration.

SC1.14 - MCKM, IDSS 2.0 and HRP Demonstration
The Test Bed demonstrates the operations of selected
functions belonging to JCNH and IDSS 2.0, in an
integrated environment. The Test Bed also includes
specific functions from an MRP system to be selected.
[IDSS 2.0 runs as a stand-alone application subsystem]

SC1.15 - MRP Selection Criterion
The NRP system to be selected is subject to the
folloving constraints:

1. Runnable on IBM 3033, under NVS.
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2. Relies on ODASYL database manager.

3. Adheres to 6201 Standard Guidelines and Procedures.

DESIGN

SC1.16 - The System and Common Data Control Promotes
Integration Through Sharable databases

SC1.17 - The Test Bed Architecture is Layered and
Nodular

SC1.18 - The Test Bed Software Adheres to the Test Bed
Standard Guidelines and Procedures

SC1.19 - The Test Bed Software Is Extensible and
Flexible
The Test Bed design is extensible and flexible. That
is, new technological developments and added
functionality can be readily acoomodated.

SC1.20 - Physical and Logical Data Structures and
Addresses Are Decoupled

SC1.21 - The Test Bed Software Is Portable
The Test Bed is implemented to maximize software
portability. Reliance on host specific features must be
minimized.

SCI.22 - Binary Data Transfer
The Test Bed design allows the transfer of binary files.

2-26

6ON C &P SX , . q *, - . .



SRDS20140000
1 November 1985

SECTION 3

SYSTEM SPECIFICATION

3.1 Scope

3.1.1 Identification

This specification establishes the prioritized detailed
functional requirements for the ICAM Integrated Information
Support System (IISS) Test Bed. This system is intended to be a
test computing environment providing integrated data management
facilities and distributed processing for heterogeneous
databases resident on heterogeneous computer systems
interconnected via a Local Area Network.

This document has been prepared by Project Priority 6201 of
the Air Force's ICAM Program. This project is being conducted
by the General Electric Company, with the participation of
SofTech, Inc. and of Control Data Corporation, supported by
various consultants and contributors.

This project is sponsored by the Manufacturing Technology
Division of the Air Force Wright Aeronautical Laboratories.

3.1.2 Purpose

The purpose of this document is to decompose the system
requirements to the maximum extent possible, to assure validity
of the requirements and to promote maximum understanding between
ICAM Program Office personnel, General Electric and the
development subcontractors before system design begins.

3.2 References

3.2.1 Applicable Documents

1. Systran, Inc., ICAM Documentation Standards, ICAM
Document IDS 150120000, 28 Dec 81.

2. A.D. Little, ICAM Computer Based Information System
(CBIS), System Environment Document, ICAM Document SED
310140000, Sept 81.

3. A.D. Little, ICAM Computer Based Information System
(CBIS), State of the Art Document, ICAM Document SAD
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310140000, Sept 81.

4. A.D. Little, ICAN Computer Based Information System
(CBIS), System Requirement Document, ICAN Document SRD
310140000, Sept 81.

5. Control Data Corporation. System Requirements
Document.

6. General Electric Company, Test-Bed System Requirements
Document, Revised June 11, 1982.

7. SofTech, ICAN Test-Bed Interim Standards and
Procedures, ICAM Document ISP 620150000, February
1982.

8. ICAN Program Office, The Integrated Sheet Metal

Center, 30 Sept 81.

9. N. Tupper, Memorandum for the Record, 5 Oct 81.

10. SofTech, IISS Test Bed Network Transaction Manager
System Design Specification, Document 1098-7, June
1982.

3.2.2 Terms and Abbreviations

See Section 1.4 of this document.

3.3 Requirements

This subsection is written from the point of view of the
System Engineer for the purpose of allocating functional
specifications to the Requirements, Constraints and System
Constraints listed in the System Requirement Document (Section 2
of this document). The System Specification is the first
document in the life cycle which addresses the implementation
aspects of the system design.

In the following, the requirements are identified by unique
R numbers (Ex: R3), the constraints are identified by unique C
numbers (Ex C 1-1) and the functional specifications are
identified within each constraint by sequential F numbers (Ex:
F3).
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3.3.1 Functional Requirements

RI Data Sharea&bility Between New or Existing ICAN Application
Processes

C1.0 Query Capabilities

F1 Predefined query capabilities are provided to
enable Integrated Processes to query data
contained in the Test Bed databases

F2 Predefined query capabilities provided are
non-procedural

C1.01 Deadlock Resolution

FI Prevent system deadlocks by designing out
database managers deadlock (Future)

F2 Local host computer system capabilities are
relied upon for preventing, detection and
resolution of local dead locks

Cl.1 Heterogeneous Computer Systems

Fl Provide system capabilities to support conversion
of messages to specific host internal
representation

C1.2 Heterogeneous Database Managers

No functional requirements identified

C1.3 OODASYL Databases / Database Structures

F1 The following CODASYL databases are supported:
VAX/VMS IDBMS FOR IDSS 111.2.0

VAXII DBMS FOR MCMM
IBM 3033 IDMS FOR MRP System
LEVEL 6 IDS II FOR MCMM

F2 The design will be extensible to allow the
following non-Codasyl database management systems
to be supported:
IBM 3033 IMS
IBM, VAX, UNIVAC ISAM FILES
[Release 2.0: The design was extended to support
ORACLE on VAX, and TOTAL and IMS on IBM]

3-3



0RDS20140000
1 November 1985

C1.4 Traceable Messages

F1 Messages are uniquely identified
F2 Messages are tagged by origin
F3 Messages are tagged by destination
F4 Message logs are selectively accessible
F5 Message logs can be sorted in chronological order
F6 Message logs can be sorted by origin
17 Message logs can be sorted by destination
FS Message logs are selectively cleared
F9 Message logs are centrally accessible (Future)
F7O Message logs can be enabled/disabled by the

Common Data Administrator (Future)
F11 Messages are defined in the Common Data Model

(Future)

C1.5 Query Transactions

F1 Predefined retrieve only application processes
vill be supported by end of contract

F2 Query application processes to Class I data are
specified in the Neutral Data Manipulation
Language (NDKL)

F3 The Neutral Data Manipulation Language (NDKL) is
non-procedural (non-navigational)

F4 Query format is independent of target database
F5 Query implementation is independent of target

data structure
F6 Support migration to ad-hoc query
F7 Access data contained in more than one database
F8 Support select capabilities
F9 Support Join capabilities
F0 Support project capabilities
F11 Perform unit conversion betveen data units

(example metric/ English). The data required to
support the data conversion operations is defined
in the CDK

F12 Error status can be provided to query originator
F13 The data checking operations defined in C1.7
F14 The common data queried by the query application

processes is described in the Common Data Model

C1.5.1 Integrated Application Processes

F1 Integrated applications use query transactions
(CI.5) to query data contained in Test Bed
databases.
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F2 A pro-compiler is used to preprocess new
applications which utilize neutral DML
statements.

F3 By end of contract, the pre-oompilation may be
manually performed. [Extended to be automatic]

F4 Integrated application processes query Class II
data.

Cl.5.2 Non-Integrated Application Processes

F1 Non-integrated application process queries and
updates the database to which it is bound.

F2 Non-integrated application processes are not
supervised by the Common Data Model processor.

F3 Data integrity checks may be performed on data
supplied to a non-integrated application process.

F4 Data integrity checks are performed on data
supplied by a non-integrated application process
to the Test Bed. (Future)

CI.6 Migration to Class I Data

F1 The Test Bed design supports migration to Class I
data environment.

C1.7 Class II Data Integrity

F1 Class II data integrity checks include:
o Edit Checking (Ex: 7 Alpha Characters)
o Domain Checking (Ex: shirtsize: small,

medium)
o Range Checking (Ex: o, n, 15)

F2 Data integrity checks are performed selectively.
The information required to support and control
these checks are contained in the CDX. This
information may be distributed to improve
performance. Data checking selection is made by
query.

F3 Standard error messages are issued to the data
query originator when data integrity checks are
violated. The text of the error message is
contained in the CDM.

F4 Error correction/disposition action is selected
and performed by the data query originator

F5 Error messages are logged and are selectively
accessible from a central location. (Release 2.0
- Accessible on each host]
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C1.7.1 Message Integrity Checking

F2 Message integrity checks include:
o Edit Checking
o Domain Checking
o Range Checking

F2 The format of the messages and Information
required to support and control message Integrity
checking is contained in the CDII.

F3 Standard error messages are issued when message
integrity checks are violated. When possible,
the message originator is notified of the
violation.

F4 Error correction/disposition action is selected
by the system administrator, and is implemented
by the distributed services of the Test Bed.

F5 Error messages are logged and are centrally
accessible. [Rel 2.0 - Accessible on each host]

F6 Message integrity checks can be enabled/disabled
by message type, by source and by destination.
(Future)

C1.8 Minimize Modifications to Host Operating Systems

F1 Modifications to the host operating systems will
be limited to I/0 device drivers, and these
modifications will be made only if they are
necessary.

C1.9 Minimize Modifications to Existing Application
Subsystems

Fl Redirection of application processes terminal
input/output on the host computer systems may be
required.

Cl.1O Transparent Data Location

F1 NDML query format is independent of data location
F2 Data locations are contained in the Common Data

Model
F3 Integrated application processes need not know

the location of Class II data

Cl.11 Transaction Processing
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F1 Application processes perform predefined data
processing tasks.

F2 Only predefined application processes are
provided by end of contract.

F Application Processes can execute without user
interaction.

C1.12 Prioritized Transaction Processing

F1 Application process release to the local host
operating system can be scheduled by vall clock
time, or by relative priority within the host.
(Future)

F2 Application process execution is controlled by
the host, in its local environment.

F3 Application process priority is assigned by the
CDM Administrator and is stored in the CDM.
(Future)

F4 Application process priority information can be
defined by message type.

C1.14 Active Data Security

F1 Active data security is provided. (Future)
F2 For predefined application processes, access to

common data is granted via the schema and
application process logic.

F3 Access to predefined application processes is
controlled on a user role basis.

F4 Data supporting application process access control
is contained in the Common Data Model, and can be
changed by the CDM Administrator. (Future)

R2 Provide Common User Interface to New or Existing Application
Processes

C2.0 Common Terminal Interface

F1 A common terminal is used for input and for
output to Test Bed functions, integrated and
non-integrated application processes.

F2 The common terminal supports the following
functions: clear screen, cursor positioning,
scroll mode, and is supported by VAX VMS.

C2.1 Virtual Terminal Interface
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F1 The virtual terminal defines a standard not of
terminal features supported by II88 terminals and
recognized by IIS8 application programs.

F2 The virtual terminal implements standard
communication protocol to communicate between
itself and the hardware terminal. ANSI terminals
such as the VT-l00, VIPY200 and ADH-3 are
supported.

F3 The virtual terminal defines a standard
communication protocol to communicate between two
virtual terminals.

F4 The virtual terminal defines a set of control
words.

F5 The virtual terminal maps specific hardware
terminal control characters into the
corresponding virtual terminal control words.

F6 The virtual terminal maps the virtual terminal
control words into specific hardware terminal
control characters.

F7 The virtual terminal implements the bidirectional
virtual terminal communication protocol (defined
in F3).

F8 The virtual terminal implements the bidirectional
virtual to hardware terminal protocol supported
by the specific hardware terminal (defined in
F2).

F9 The conversions of virtual terminal control words
into control character conversions are table
driven. (Revised to program code)

F10 The implementation of the virtual terminal to
hardware terminal protocol is table driven.
(Revised to program code)

Fll The virtual terminal defines and implements a
standard data structure representing the terminal
image.

F12 The Common Data Model contains administrative
utilities for maintaining information relative to
terminal types. (Future)

F13 The information relative to terminal types etc.
is provided to the virtual terminal by the Common
Data Model. (Future)

C2.2 Consistent Invocation and Control of Application
Subsystem

71 The User Interface provides the ability to invoke
all application processes in a consistent
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fashion.
F2 The User Interface is independent of the host on

which the application process of interest
resides.

73 The user need not know on which host the
application process of interest resides.

C2.3 Invocation and Control of Test Bed Utilities

71 The User Interface provides the ability to invoke
all Test Bed Utilities in a consistent fashion.

F2 The User Interface is independent of the host on
which the Test Bed Utility of interest resides.

F3 The user needs not know on which host the Test
Bed Utility of Interest resides.

F4 The Test Bed utilities can be invoked in a novice
or In an expert mode.

F5 The User Interface validates the entries made by
the user. Error messages are Issued when
appropriate and are contained in tables
maintained by the Common Data Model. lKessage
Management tables Independently managed]

F6 The User Interface is tutorial through a help
facility.

C2.4 Extensibility, Flexibility of the User Interface

Fl The User Interface provides a help facility. The
help facility makes use of help messages
contained in the Common Data Model.

F2 The User Interface allows the definition of new
application processes, and new Test Bed
Utilities.

F3 The User Interface services may be invoked by an
Integrated Application for user interaction.

F4 The semantic contents of user entries recognized
by the User Interface must be readily changeable.

F5 User entry syntax and semantics to invoke
application processes and Test Bed services are
stored in the Common Data Model. (Defined in UI
and forms]

F6 The textual contents of the User Interface forms
is supplied to the User Interface by the Common
Data Model. rDefined in forms definitions]

F7 A form restore/refresh capability is provided.
F8 The Help Utility can be invoked within a sequence

of forms.
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79 The User Interface provides a Help Facility which
Is table driven. The Help Facility can be
invoked without exiting the command mode of the
User Interface. Exiting from the Help Facility
leads back to the command mode (Indirection).

C2.5 Application Subsystem Security

F1 Access to the various application processes is
controlled by user role. User role is established
by the user logon process.

F2 The information required to support the Test Bed
application process access control is contained
in the Common Data Model. (In UI files]

F3 The Common Data Model contains the administrative
utilities to update, delete and modify the access
control data. (Future)

F4 Access to application processes are logged. The
log contains sufficient information to uniquely
identify the user.

F5 Access to the Common Data Model administrative
utilities is controlled. User access
authorization is required.

C2.6 Centralized User Interface Support Data

Fl The data required to support the User Interface
is contained in the Common Data Model. (Future)

F2 The Common Data Model processor contains the
administrative utilities to update, delete, and
modify the User Interface support data (security.
syntax, semantic contents, etc.).

73 Access to the administrative utilities used to
modify the User Interface data is selective.

C2.7 Forms Generator

FI The forms generator is used to define, modify,
delete and test forms.

F2 The data used to define a form is stored in the
Common Data Model. (Future)

F3 Access to the forms generator administrative
utilities is selective.

F4 The forms generator allows the definition of a
form by using forms already defined.

F5 A form is uniquely identified by its name.
F6 A form consists of fields, each of which is
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characterized by its attributes.
F7 The forms generator allows the definition of

attributes to be decided and selected from the
following list:

9 Field Attribute D Definition
Proteoted/unaodifiable Cannot be changed
Numeric Contains only

numerals
Alpha Contains only

alphabetic
characters

Non-displayable Used for entry
passwords

Non-printable Cannot be printed
locally

Right justification Character string may
be right justified

Left justification Character string may
be left justified

Mandatory entry Entries must be made
before transmission

Selectable Light pen or
equivalent can be
used (Future)

Not Transmittable For local display
only

Blinking/reverse video Contents of field
are highlighted

Scroll Field is overwritten
as a scroll

Page Field is overwritten
as a page

Top justifiable Lines may be
justified to top of
field [NA - Delete]

Bottom justifiable Lines may be
justified to bottom
of field
[NA-Delete]

Color Color of characters
when displayed

Intensity Brightness of field
when displayed

Background Color of background
of field

Variable description Description of the
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variable contained
in the Common Data
Model

F6 The forms generator defines forms in & manner
that Is not specific to a given hardware
terminal. The definition is made In terms of the
control words recognized by the Virtual Terminal
Interface.

79 The forms generator allows the display of a form
on the terminal of an Interactive ZISS user.

FIO Field information defined in forms that are
currently active is available to the application.

FI1 The application process which invoked the Uter
Interface can obtain the name of the form
currently active.

F12 The forms generator performs data integrity
checking on one or more fields defined within a
previously displayed form.

F13 The forms generator writes information to one or
more fields defined in the current and in the
previous active form (i.e., two forms may be
accessed).

F14 A list of nested forms can be displayed.
Facility is provided to select the form to be
returned to.

F15 The forms generator can be invoked by an
application subsystem or a Test Bed utility. The
name of the form to be specified is supplied by
the user.

FI6 The forms generator provide diagnostic messages
to assist in the definition of forms.
Overlapping and adjacent fields are detected.

F17 The forms generator allows the definition of the
size of the largest form to be displayed. Error
messages flag overcrowding violation.

F18 The forms generator supports the following
run-time diagnostics:
o Form not supported
o Form not displayed

F19 The forms generator allows for the testing of
forms.

C2.8 Report Generator
Not included in the scope of the current contract.
[Was included in Release 2.0]
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R3 Measure and Report System Performance

C3.1 Measure Elapsed Time and Response Time For Processing
a Transaction Vithin the Time Resolution of the Host
Operating Systems (Future)

Fl Elapsed times for processing an application
process are measured within the time resolution
of the host operating system.

C3.2 Measure Transaction Frequency, Elapsed Time, Response
Time, and Provide Selective Reporting (Future)

Fl Provide application process frequency, elapsed
time and response time statistics by application
process source and destination.

F2 Provide totals, means, standard deviations of
application process measurements by source and by
destination.

F3 Application process statistics are provided over
the period of interest.

F4 Application process time measurement resolution:
TBD.

F5 Application process classification includes:
system and user classes. Additional subclasses
of application processes for performance
monitoring purposes: TBD.

F6 Performance measurements are selectively enabled.
at the system level, by the system administrator.

C3.3 Measure Test Bed Resource Usage, and Provide Selective
Reporting

F1 Measure Test Bed resource (hardware, software)
usage selectively, by application process.
(Future except for tests with special performance
tools)

F2 Test Bed resource measurements include Test Bed
hosts, and Local Area Network as provided by the
Vendors.

C3.4 Use Vendor Supported Resources Monitors

Fl The execution of vendor supported software
resource monitors can be controlled from Test Bed
host terminals.
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F2 Resource monitoring statistics can be obtained

from Test Bed host terminals.

C3.5 Support User Accountability

F1 Provide audit trail linking users to data
entered. (Future)

F2 Provide log of application process usage by users
and by time of day. (Partial - information in
messages logs)

R4 Provide Test Bed System Control

C4.1 Provide Communication Between Application Processes

F1 Application processes are uniquely addressable.
F2 Application process addresses can be used to

identify the host running the application
process.

F3 A Local Area Network is used to communicate
between hosts. (Partial)

F4 The modes of host to host communications (virtual
circuit, datagrams) supported by the Test Bed are
TBD.

F5 Error messages are logged. Error messages
identify the requesting process.

F6 Messages are classified into classes and
subclasses to be decided. Message processing
functions are settable by class, subclass, origin
and destination TBD.

F7 Messages are prioritized, according to scheduled
time of execution (within seconds), relative
priority levels (256/levels), or else are
processed on a first-in, first-out basis.
(Partial - uses FIFO only)

F8 Messages are classified into classes, subclasses,
to be decided.

F9 Messages are prioritized. (Partial)
F1O Asynchronous communication environment is

provided.
FI1 Application process Priority Levels and priority

schemes are TBD. (Future)
F12 Message queues are recoverable. (Future except

Guaranteed Delivery messages)
F13 Messages are selectively acknowledged to the

source. Message acknowledgement scheme is TBD.
F14 Transmission error checking is provided. Error
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checking methods are TBD.
F15 Error messages are stored In the CDI. (Future)
Fi6 The guaranteed delivery of messages in provided

selectively. The information controlling the
guaranteed delivery service is contained in the
CDX (Future). Guaranteed delivery control
information can be defined by message type.
source, destination, and is carried in the
message. (Message type only)

C4.2 Provide Active Routing of Transaction Messages

Fl The automatic routing of the messages is
provided.

F2 The information required to route the messages is
contained in the Common Data Model. [NTM System
Data, not CDMI]

F3 Routing of a message to a non-available or
non-existing resource results in an error message
being sent to the originator. (Partial)

C4.3 Control Execution of Application Processes

Fl Messages are used to load, initiate, cancel a
specific application process.

F2 Messages are used to control the redirection of
the I/0 of a specific application process.
(Future)

F3 Messages controlling the execution of application
messages are selectively acknowledged by the
receiver: status information and error messages
are provided to the sender.

F4 Error messages with unique identification of the
sender and receiver processes are logged and are
centrally accessible. [Accessible on each host]

F5 Messages are prioritized. (Partial)
F6 Abort messages have the highest priority.

(Future)

C4.4 Provide Error Processing

F1 Error detection is provided during the retrieval
and manipulation of information contained in the
Common Data Model.

F2 Error messages resulting from transmission errors
or Common Data Model errors (processing or data)
are logged, and are centrally accessible. If
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possible, the originating user or process viii be
notified. The interpretation of error messages
and their resolution is left to the originating
user or process If it can be notified.
Otherwise, the interpretation of error messages
is performed by the Test Bed distributed
services. (Error Log per host only]

F3 The Test Bed supports the sane level of error
processing capabilities than that provided by the
application program prior to their installation.

F4 Error calls to local host operating systems are
trapped and handled as described in 72. (Partial)

C4.5 Maintain Test Bed Operability

C4.5.1 Test Bed Cold Start

F1 Provide IISS bootstrap capabilities on all IISS
hosts.

F2 Test Bed cold start functions support:
1. Host to host communication (LAN Start-up)
2. Access to Common Data Model for all hosts
3. User interface
4. Resource and performance logging (Future)
5. Downloading of IISS configuration data (LAN)

from CDX (Future)
6. System synchronization (TBD)
7. System coordination (restart, shutdown)

F3 Completion of the cold start phase is detected
and reported to the Operator Console.

F4 Abnormal conditions encountered during cold start
are logged and displayed on the system operator
terminal

F5 Provide LAN bootstrap capabilities

C4.5.2 Test Bed Shutdown

Fl Provide for the orderly, graceful shutdown of the
Test Bed

F2 Test Bed shutdown does not result in loss of user
data [except abnormal shutdowns]

F3 Test Bed shutdown completion is detected and
reported to the Operator's Console

F4 Test Bed shutdown is initiated by the Test Bed
operator

F5 Control access to the Test Bed shutdown function
F6 Shutdown of the Test Bed occurs after the system
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reaches a quiet point [within time limit]
F7 Initiation of the Test Bed shutdown sequence

inhibits further Test Bed user logins
F8 Test Bed users are notified when a shutdown

sequence is initiated and given reasonable time
to finish up

C4.5.3 Test Bed Host Restart

F1 Provide for the restart of IISS services on a
host by host basis

F2 Provide for cold start of one host while the Test
Bed is running on other hosts

F3 Report completion of cold start of isolated host
to the User Interface and to the Test Bed
operating system [System operator only]

F4 Test Bed host restart can be initiated from:
a. The host terminals (privileged function)
b. The IISS terminals (privileged functions)
(Future)

F5 Reset status information

C4.5.4 Test Bed Selective Host Drop Off

F1 Provide for termination of Test Bed services on a
host by host basis

F2 Test Bed shutdown is initiated either from:
a. The host terminals (privileged function)
b. The Test Bed terminals (privileged function)
(Future)

F3 Selective host drop off is orderly and graceful,
without loss of user data [except abnormal
shutdowns]

F4 The selective shutdown of a host is reported to
the User Interface and to the Test Bed system
[operator only]

C4.5.5 Test Bed Back-Up/Restore

F1 Back-up facilities are provided for:
1. The Common Data Model
2. The Test Bed databases
3. The user application process files
4. The Test Bed service files (statistics, audit

trail, etc.)
r2 Back-up can be initiated from the user interface

(Future)
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F3 The Test Bed back-up facilities use existing host
and data management system back-up facilities

F4 Restore capabilities are provided for the files
listed in F1

F5 Restore capabilities use the vendor supplied
restore capabilities

C4.5.6 Test Bed Coordination and Control

F1 Initiate application process or Test Bed utility
1. Load
2. Execute
3. Redirect I/0
4. Abort

F2 Receive and route messages
F3 Generate and distribute status information
F4 Receive and interpret status information
F5 Queue messages and regulate flow
F6 Trap host operating system error messages and

generate status information (Partial)
F7 Guarantee delivery of messages
F8 Provide & record application processes completion

status
F9 Monitor resource status. Obtain and provide

status information

C4.5.7 Perform IISS Recovery Operations (Future)

F7 Support manual and automatic initiation of
recovery operations.
Recovery scenarios: TBD. (Partial - Manual)

F2 Support system wide synchronisation of
application process logs, databases and Journals

F3 Report completion and status of recovery
operations

F4 Coordinate with recovery facilities provided by
local host operating systems and by local
database management systems

F5 Support manual selection of recovery
synchronization point

F6 Provide system wide sequencing of pending
Messages

F7 Acknowledge system wide synchronisation points
F8 Execute system wide synchronization point
F9 Involke and terminate IISS systemwide Quiet

Points. Quiet Points may be controlled by the
Test Bed Administrator/Operator or by a Test Bed
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FIO Define other recovery functions to be supported
by the system.

R5 Maintain Test Bed System Control Information

C5.1 Centralized System and Common Data Control
F1 The information required to control system and

common data is centrally maintained and
controlled (Partial - System data is
distributed)

F2 Access to the Common Data Model Is controlled
F3 Information contained in the Common data Model

may be distributed to improve performance
(Future)

F4 Versions of the Common Data Model are supported
(Future)

F5 The Common Data Model can be backed-up and
restored

C5.2 Controlled Access of Systems and Common Data Control
Information

F1 The description of Common Data is protected and
is supplied to authorized users only

F2 Common Data Model processor supports asynchronous
processing environment

F3 The Common Data Model supports error processing
F4 The Common Data Model supports multiple user

processing
75 The Common Data Model acknowledges all requests,

either with data or status information

C5.3 Flexibility of the Common Data Control Structure

F1 The Common Data Model can describe a wide variety
of data structures

72 The Common Data Model can be expanded without
disrupting Test Bed services

C5.4 Test Bed System Control Migration

Fl The structure of the Test Bed system control
information allows migration to a back end
database machine

C5.5 The Maintenance of the Test Bed Control Information is
Computer Assisted
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F1 Interactive maintenance of the Common Data Model
and System Control Information

F2 Computer assisted maintenance of the Common Data
Model and data includes: creation, deletion,
updating, editing

F3 Provide mechanisms to verify the validity of the
Common Data Model. The mechanisms to be provided
must allow mechanization of their implementation

F4 Provide listings of the Common Data Model
F5 The effectivity of update versions of the Common

Data Model is controlled by the Common Data
Administrator

C5.6 A Common Data Model Supports the System and Common
Data Control Information

F1 The Common Data Model defines the entity classes
and relations among them

F2 Mappings between entity classes and their
attribute classes

F3 Constraints defining permissible values for
attributes

F4 The Common Data Model contains the syntax and
semantics of the user form entries (Future)

F5 The Common Data Model contains help data
F6 The Common Data Model contains pre-defined forms

(Future)
F7 The Common Data Model contains a description of

the Test Bed Network (Future)
F8 The Common Data Model contains the virtual

terminal data (Future)

R6 Provide Capability to Implement and Test Programs on the

Test Bed

06.1 Protect System from Mew Application Programs

F1 During testing, application programs are
prevented from changing system data (Future)

06.2 Provide Real Data for Testing

F7 Application programs under test may use real data
for input

F2 Application programs under test are prevented
from updating the Test Bed databases (Future)
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F3 Application programs under test direct their
output to a test database or terminal (Future)

F4 Application programs are declared in test mode
via the Common Data Model by its Administrator
(Future)

08.3 Make Maximum Use of Vendor Supplied Utilities

F1 Maximum use is made of Vendor supplied utilities
for process implementation and testing

08.4 Allow Analysis of Message Journals

F1 Message Journals can be sorted by source,
destination and by message type

F2 Sorted message Journals can be output to a
terminal selected by the user

F3 Sorted message Journals are cleared at the option
of the user

08.5 Test Bed Kay Be Shutdown for Special Conditions

No functional requirements identified

08.6 Test Results Shall be Accessible

See 08.2 - F3

08.7 Tests Shall be Repeatable

F1 Copies of system databases can be created to
provide stable test data for test purposes

F2 The system database copies are created at the
request of the user (Partial)

F3 The system database copies are released at the
request of the user (Partial)

F4 The system database copies can be write protected
(Partial)

F5 The version of the Common Data Model being used
is accessible to the user (Future)

06.8 Test Protection Modes Shall be Easily Changeable
(Future)

F1 The test protection modes are settable via the
CDM

F2 The test protection modes include: write
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protection of output, redirection of output to a
test output file, or to the test input file (in
the Case of an input/output file)

F3 Test protection modes may be declared without
reoompiling the programs under test [Test mode
requires program reoompilation]

3.3.2 Physical/Performance Requirements

3.3.2.1 Physical Requirements

To satisfy the requirements levied against the Test Bed.
three host computers must be interconnected via a Local Area
Network. The host computers are:

* VAX 11/780

* Honeywell Level 6

I MD 3033 (or 30xx)

The Test Bed system and application processes must be
controlled from a single terminal. The early implementation
relies on VT-100 terminals for demonstration purposes. In
keeping with the concept of the Virtual Terminal described in
this document, none of the application processes or Test Bed
system utilities is relying on the non-standard (as defined in
the Test Bed) hardware features provided by the VT-100.

3.3.2.2 Performance Requirements

The Test Bed is experimental in nature, and Its expected
level of performance cannot be quantified. Careful design
trade-offs are made to minimize user responses and elapsed time.

To allow optimization and experimentation, a number of Test
Bed processing features (message logging, for example) are
settable at the system level via the Common Data Model. (Future)

Furthermore, the Test Bed design allows for improving
performance through reconfiguration of the hardware and
software. The portability of the application processes
facilitate reconfiguration.
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3.3.3 Interfaces : Requirements

3.3.3.1 Test Bed User Interface

The user Interfaces with the Test Bed via the User
Interface. The functional requirements of the User Interface
have been described in Subsection R2. "Provide Common User
Interface to Now or Existing application processes'. The user
Interfaces with the Test Bed via a terminal. The early
implementation Test Bed accommodates DEC VT-100 terminals.
There are no additional hardware Interface requirements. The
data supplied by the user are either system commands or
application process commands and data. The nature and syntax of
the system commands are to be decided. On the other hand, the
nature and syntax of the existing application process commands
and data is already defined and will not be modified.

3.3.3.2 Common Data Model Administrator

The Common Data Model Administrator is entrusted with the
definition and population of the Test Bed Common Data Model.
The Administrator interfaces with the Test Bed Common Data
through a terminal, and exercises administrative utilities which
have been described functionally in Subsection 3.3.1. The
method of interaction of the CDIM Administrator and the CDI is
TBD. It Is anticipated that the CDI Administrator performs the
majority of his/her work interactively.

3.3.3.3 Application Subsystem Interfaces

Specific Interface programs are used to interface selected
application processes to the Test Bed. These programs are using
data provided by the Common Data Model to control the data
brought into the Test Bed. From a hardware point of view, the
interfacing Is implemented via magnetic tapes, disk drives, or
ASCII communication lines. The exact format, encoding of the
common data required by the Interface programs is entirely
dependent upon the application processes which are Interfaced.
Henoe. the Test Bed must support the transfer of binary
information.

3.3.4 Technoloey Voids

In the context of this system specifications, technology
voids (TV's) are those activities which present significant
challenges from a technology or implementation point of view.
These activities are listed here because of their impact on the
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completion of the Test Bed project.

3.3.4.1 Communication Technology

3.3.4.1.1 Host-to-Host Communication

TV: Define and implement a set of communication services which
satisfy the following requirements:

1. Provide reliable host to host communication services.

2. Are implementable. with minimum modifications, on the
VAX 11/780, the IBM 3033, the Honeywell Level 6.

3. Are implemented with minimum of modification to the
Host Operating System and terminal drivers.

4. Are implementable in a High Order language (FORTRAN,
COBOL) whenever feasible. Assembly language routines
may be required.

5. Support communication protocol (virtual circuits or
datagrams) to be decided.

6. Are upgradable to high speed data transfers.

7. Are modularized to contain hardware dependencies.

8. Are controllable and manageable.

3.3.4.1.2 Guaranteed Delivery

TV1: Define and implement procedures and algorithms required to
guarantee the delivery of messages within the Test Bed.
Message delivery must be guaranteed even if the destination
process is temporarily unavailable.

3.3.4.1.3 Process to Process Communication

TV1: Define and implement a set of communication services which
satisfy the following requirements:

1. Provide process to process communication services

2. Are implementable, with minimum modifications, on the
VAX 11/780, the IBM 3033, the Honeywell Level 6
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3. Are implementable on the various Host Operating Systems
without modifications to the host OS (other than I/0
drivers)

4. Are callable from FORTRAN and Cobol programs

3.3.4.2 IISS System Control

3.3.4.2.1 System Control Strategy

TVI: Define and implement a System Control Strategy which
provides:

1. Message and application process control

2. Deadlock prevention

3. System quiet point

4. Coordination of commands, status and responses

5. Hardware resource status acquisition

6. Guaranteed delivery of messages

3.3.4.2.2 System Restart/Recovery

TVI: Define and implement the procedures required to provide a
coordinated and synchronized restart of the Test Bed.
Procedures support:

1. Execution of synchronization point

2. Roll back to synchronization point

3. Orderly restart of Test Bed services

4. Synchronization of application process logs

5. System status broadcasting

3.3.4.2.3 Databases Recovery

TVI: Define and implement the procedures required to support the
recovery/synchronization of the Test Bed data. Procedures
support:

3-25



82D20 140000
I November 1985

1. Synchronization of databases with application process
logs and application process queues on the same node.

2. Synchronization of databases application process logs
and application process queues at the system level.

3.3.4.3 Schema Definition

3.3.4.3.1 Conceptual Schema Definition and Storage

TVI: Define the techniques and procedures to be used to create
an integrated conceptual schema from existing application
schemas.

TV2: Define and implement procedures to support the definition
effort of a conceptual schema.

TV3: Define a methodology to show a conceptual schema in a
machine useable form. This definition of the conceptual
schema supports the description of the entities, relation
among entities and their attributes, range of allowable
values for the attributes.

This methodology is sufficiently flexible to describe the
data structures which can be supported on CODASYL database
managers, and allows for the description of data with synonyms,
homonyms, scale differences, structural differences, and
abstract ion differences.

3.3.4.3.2 Define a Distributed Schema Architecture

TVI: Define a schema architecture that extends the benefits of
the CODASYL three schema architecture to the distributed
environment.

3.3.4.3.3 Define Schema Mapping Transformations

TV: Define the transformations required to support the schema
architecture defined in 3.3.4.3.2.

To be practical, these transformations must be computer
implementable, and be non-ambiguous.

Ideally, the transformations are performed from data
provided by:

1. The various schemas defined in 3.3.4.3.2.
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2. The conceptual schema defined In 3.3.4.5.1.

These transformations take into account homonyms, synonyms,
and various machine representation of the data.

3.3.4.4 Neutral Data Manipulation Language

TVI: Define and implement system wide data manipulation
primitives allowing the definition of set oriented data
manipulation operations which satisfy the following
requirements:

1. Non-navigational

2. Extendable to the ad-hoc query environment

3. Selection, join, project capabilities

4. Programmer friendly non-procedural

5. Predefined error message specifications

3.3.4.5 Data Retrieval Operation

3.3.4.5.1 Mapping of Data From Single Off-Node database

TV: Define and implement the data mapping algorithms required
to transmit data to a requesting program from a single,
off-node database. The mapping algorithms must take into
account the differences in schemas, and data
characteristics which may exist between the database and
the application program requesting the data.

3.3.4.5.2 Mapping of Data From Multiple Off-Node databases

TVI: Define and implement the data mapping algorithms required
to transmit data to a requesting program from multiple
off-node databases. The mapping algorithms must take into
account the differences in schemas, data characteristics
which may exist between the databases, and the application
program requesting the data.

TV2: Define and implement the procedures and algorithms required
to aggregate the data provided by multiple off-node
databases into a single data packet useable by the
requesting program. Support adequate level of error
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processing to detect and flag possible errors occurring in
the various databases. Status information will be provided
to the requesting application process.

3.3.4.5.3 Data Constraint Cheokinf

TVI: Define and implement the strategy used to provide data
constraint checking. This strategy reflects concerns for:

1. Overall data integrity

2. Ease of implementation

3. Overall system throughput

The data required to support the data constraint checking
is supplied by the Common Data Model.

TV2: Data Constraint checking is selectable. The mechanisms
responsible for the selection and implementation of the
data constraint checks must be identified.

3.3.4.6 Automatic Translation of Data Manipulation Statements

TVI: Define and demonstrate the algorithms and procedures
required to support the automatic translation of data
manipulation statements into procedures targeted toward a
single CODASYL database manager. The translation
algorithms must be practical and capable of accommodating
the data structures defined by the various schemas.
Adequate level of error processing must be provided.

TV2: Define and demonstrate the algorithms and procedures
required to support the automatic translation of data
manipulation statement into procedures targeted toward
multiple CODASYL database managers. The translation
algorithms must be practical, capable of accommodating the
data structure, defined by the various schemas. and provide
the information required to control the aggregation of the
data retrieval operations. An adequate level of error
processing must be provided.

3.3.4.7 User Interface Command Form Processor

TVI: Define and implement a command form processor sufficiently
flexible to allow for the definition of command menus and
command semantics in tables.
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3.3.5 Data Requirements

3.3.5.1 Logioal Orlanization of Static System Data

The static system data is the data used for reference
during operations. It characterizes system parameters and
attributes.

The following classes of system parameters, attributes and
information included in the static system data:

1. Schema definitions

2. Message definition

3. Screen data

4. User description

5. Network description

6. Virtual terminal data

7. User command language syntax and semantics

The static system data used to describe the Test Bed is
contained and defined in the Common Data Model. This data is
declared and updated by the Common Data Model Administrator.

The static system data may be distributed by the Common
Data Model Processor to improve performance or to reduce
software complexity.

3.3.5.1.1 Schema Definition

The Test Bed uses a three schema architecture to facilitate
integration. The schema definition data allows the definition
of the schemas and of the implied relationship existing between
the various schema types existing in the Test Bed.

The following data is required to define the schemas of the

Test Bed:

* Entity class description (Neutral Conceptual)

* Attribute class
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" Entity/attribute relationship

" Entity/entity relationships

" Attribute domain description

" Key, inherited key classes

" Entity class description (Neutral External)

" External/conceptual attributes relationships

" External schema access authorization

" Conceptual/internal schema representation

" Entity class description (Internal)

" Pathing assertions

The above listed data must be obtained to support the Test
Bed demonstration scenarios.

3.3.5.1.2 Message Definition

Test Bed message headers contain information that reflects
the characteristics of the Test Bed. This information is
obtained from the Common Data Model. (System Data is not in CDM]

" Message routing information

" Message delivery, acknowledgement, processing
requirements

" Message priority and trigger information (initiator,
receiver)

" Message type

* Message data access requirements

3.3.5.1.3 Screen Data Definition

The Test Bed user screens are defined at the system level
The following information is required:
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9 Screen name

* Screen security data

* Screen constant parameters (text. etc.)

* Screen data items are derived from the conceptual schea

8.3.5.1.4 Test Bed User Definition

The following information is used to define the Test Bed
User:

" User name, password

" Legal user roles

" User role privileges access to Application and System
utilities

3.3.5.1.5 Network Description

The Network description data defines the configuration of
the Local Area Network. the location of System Services (CDM),
and of the application processes.

The following data is required to describe the Test Bed
Network:

* Local Area Network configuration data (terminals.
hardware, protocol)

* Host on which Test Bed System Services resides

* Host on which Test Bed Application Subsystems

e Host system description

3.3.5.1.6 Virtual Terminal Description

The Virtual Terminal interface requires a description of
the real terminal or application program with which it
interfaces. This description is provided by the Common Data
Model and defines:

* The features supported by the real terminal
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" The character set of the real terminal

" The communication protocol

3.3.5.1.7 User Command Menus and Semantics

The syntax and semantics of the user command menus Is
defined in the Common Data Model. The following information is
required: [Future - System Data is not in CDKJ

* User command menus

* User command semantics

* User command security data

* User Interface help messages

3.3.5.2 Logical Organization of Dynamic Input Data

The Test Bed dynamic input data falls into three broad
classes:

1. User Test Bed System Commands

2. User application process commands

3. User application process data

For existing subsystems, the structure, syntax of the
subsystem commands and data is already in place, and is outside
of the scope of the Test Bed.

For new application subsystems, the structure of the
subsystem commands will be identical to the organization of the
Test Bed commands, and share the same implementation and syntax.

The organization of new application subsystems input data
is not defined at this time. It must conform to the Test Bed
standards.

The organization and syntax of the Test Bed commands is to
be decided. It is known that the Test Bed commands will provide
an expert and novice mode of operation, and will interface with
a system wide Help Facility.

It is desirable that system commands be entered either from
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a file or interactively from a terminal.

3.3.5.3 Logical Organization of Dynamic Output Data

The dynamic output data which a user may either receive or
select while interacting with the Test Bed falls into four broad
classes:

1. Test Bed system service module acknowledgement to user
commands

2. Host operating system error/status messages

3. Application process error/status messages

4. Application process output data

As an enhancement, the user may select to direct all four
classes of output data to the same device, or may elect to
direct the application process output data to a distinct device.
This capability prevents the other classes of output data from
garbling the output data generated by the application processes.
(Partial)

The Test Bed user thus is able to direct output data
classes 1 through 3 to either a terminal or to a file of his
choice. Likewise, he may direct the output of an application
process to a terminal or to a file of his own choice. (Future)

3.3.5.4 Internally Generated Data

The information internally generated by the Test Bed falls
into four broad classes:

1. Status information supporting the internal management
of the Test Bed

2. Statistics gathered on the usage of resources and
response time

3. Error messages (application process and Test Bed
Services)

4. Audit trails

The experimental nature of the Test Bed emphasizes the
importance of this internally generated data.
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This data is stored in separate files, with sufficient
supporting Information to facilitate interpretation.

The Test Bed error messages are displayed on the user
selected device (terminal, file) are simultaneously logged on
the Test Bed system error file.

The above classes of internally generated Information can
be accessed and cleared by authorised users. The Information is
displayed on a device selected by the user.

3.4 Quality Assurance

The Quality Assurance and Configuration Management
activities take place during all phases of the Test Bed
development, beginning with Requirement Engineering and ending
with Integration. Documentation is viewed as an integral part
of the development process rather than an add-on phase to the
development cycle.

3.4.1 Requirement Enfineering Phase

The requirement engineering phase of a project is
important. It must be conducted thoroughly, with method to
ensure that the product being specified and design meets the
goals of the customer.

The outputs of the Requirement Engineering phase of the
Test Bed project are:

1. System Needs Analysis document

2. System Requirements dooument

3. System Specification document

Generation of the documents: General Electric is responsible for
the production of the above documents; SofTech, CDC, and other
contractors as listed in the Preface, support GE in this effort
by supplying specific inputs and documents. A formal review is
conducted jointly by General Electric and its subcontractors.

ICAM program office reviews: The above documents are reviewed by
the ICAN program office, who may request modifications required
to better serve its General Electric and its subcontractor shall
respond to the request for modifications by amending, when
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possible, the original documents. This cycle is repeated until
the program office is satisfied that the Test Bed, as specified,
will meet the Air Force needs.

Configuration Management: Once the above documents have been
reviewed and have been accepted by the Air Force, the documents
are placed under configuration management control with Systran,
the ICAM Librarian. The documents are promptly distributed to
any subsequent effort. The documents, onoe under configuration
management control, can no longer be changed casually. Changes
must be made through the Change Control function.

Change Control Function: Requests for changes are reviewed by
General Electric and its subcontractors for feasibility and
impact on cost and schedule. Requests may be formulated by the
ICAN program office, General Electric and its subcontractors.
Requests for changes that are approved for implementation are
documented at the appropriate level and placed under
configuration management control. The existing documents and
resulting amendments form a new base line on which any
subsequent effort is based. The new base line is promptly
distributed to all parties.

Review Mechanisms: The review of the documents produced during
the Requirement Engineering phase is facilitated by the
meticulous and exacting traceability provided in the documents
themselves.

Review Procedure: The chief objective of the reviews conducted
of the documents produced during the Requirement Engineering
phase is to ensure congruence of the Test Bed features and of
the Air Force Needs. The review is facilitated by the
meticulous and exacting traceability built into the documents.
Each function must be traceable to a needs expressed by the Air
Force. As the specification and design progress, the review
must focus on the soundness of the technical approaches proposed
in support of the Air Force needs. Specification validation by
inspection is the main procedure used to carry out such reviews.

3.4.2 Design and Implementation Phase

The Test Bed is designed and implemented using the
documents produced during the Requirement Engineering phase as a
base line. Recall that these documents have been reviewed and
validated by inspection and are under Configuration Management
control.
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The documents produced during the Design and Implementation

phase ale:

I. System Design Specification

2. System Test Plan

3. Development Specifications

4. Product Specification - as designed

5. Product Specification - as built

S. Unit Test Plan

7. System Test Plan

8. System Test Report

9. Users Manuals

Documents I through 4 benefit from the review procedure
used in the Requirement Engineering phase.

Item 5 is generated by walking through the programs written
to support the implementation of Item 4. These walk throughs
are conducted by people other than the programmers responsible
for writing the programs. This accepted approach eliminates the
well known psychological obstacles which surface when a
programmer is asked to criticize his or her own work.

The Product Specification - as built - and the software it
describes are jointly placed under configuration control.
Modifications to either one requires invoking the change
management procedures.

Unit Testing is conducted by the application programmers.
since independent testing, although desirable, is a very costly
procedure. The Unit Test Plan. is however, generated jointly by
the programmer and the Quality Assurance Engineer.

System Testing is conducted under the direction of the

System Engineer with support from the Quality Engineer.

3.4.3 Test Bed Software Quality Attributes

The quality of software can be described in terms of
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quality factors which are mission dependent. Bearing In mind
the experimental and changing nature of the Test Bed software,
It is required that the Test Bed Software be:

1. Traceable

2. Complete

3. Consistent

4. Accurate

5. Simple

6. Modular

7. General

8. Expandable

9. System software independent

10. Machine independent

11. Terminal independence

12. Use common data definitions

13. Database management system independent

The above criteria will be used when reviewing software as
well as when making the unavoidable engineering trade-offs
facing designers. Efficiency, although desirable, is not
thought to be of sufficient concern to override the above listed
quality criteria.
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APPENDIX A

TEST BED NEEDS ANALYSIS

A.i Background Information

The Needs Analysis presented in this Section is founded on
the following documents.

1. "The Integrated Sheet Metal Centero
Source: ICAN Program Office
Date: 30 September 81
Document Mnemonic: ISHC

2. "Needs Issues" Documents
Source: Richard Mayer
Date: 8-9 March 82
Document Mnemonic: NEEDS

3. "Memorandum For The Reoord"
Source: Nathan Tupper
Date: 5 October 81
Document Mnemonic: MEMO

A.ii Needs Analysis Methodolofy

End User and System Needs definition. The above documents
have been reviewed for their needs contents. The explicit and
implied needs contained in these documents have been extracted
and referenced to form the Test Bed Needs Analysis Document.
The Test Bed Needs Analysis Document and the documents prepared
for the ICAM program office, such as the CBIS Needs Analysis.
state of the art, and requirement documents, form the basis on
which the Test Bed requirement document will be prepared..

A.1 Mission Statement

In the following, needs are listed and explained, then a
reference is given to one of the documents listed in section A.i
above (i.e., ISMC, Needs, or MEMO) where the need is found.

A.1.1 To Develop and Demonstrate Integration Technology

A.1.1.1 To Systematically Develop Combination of Technologies

Systematically develop combination of technologies required
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to solve the Information System Integration problem.

(ISNC, I, 17)

A.1.l.2 To Provide Visibility into Cost and Problems of
Intef rat ion

Provide visibility into the cost and problems associated
with doing integration (at least in a test environment).

(Needs. B. ii)

A.l.l.3 To Demonstrate the Flexibility of the Integration
Environment

The need to propose and demonstrate advanced information
system development concepts (a I& system development thread)
(not how you do it necessarily but how flexible is the resulting
environment to change).

(Needs, A)

A.1.1.4 To Demonstrate Advanced Concepts in Information
Manatement

The need to propose and demonstrate advanced concepts in
information management (a la the Information Management Thread)

(Needs, A. iv)

A.1.1.5 To Demonstrate that Integration is Workable in an
Zvolutionary Node

The solution must be workable in current environments. It
must also support an evolutionary implementation of the now
Information Management Thread (IKT) technology into the existing
hardware, software and particularly the management systems of
these environments.

(ISMC, III, 17)

A.1.2 To Spplort the 2201 Contractor in the Implementation of
the ISNC

A.1.2.1 To Support the 2201 W 2202 Development and
Implementation
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Establish a center of excellence and a cadre of experienced
ICAM companies personnel to support 2201 concept development and
2202 implementation.

(Needs, B. i)

A.1.2.2 To Simplify the Task of the 2201 Contractor in
Integrating other ICAM Subsystems

... Thereby considerably reducing the risk to the successful
2201 contractor, .... and shortening the lead time for
implementation of the ISMC.

(Memo, page 1, paragraph 2)

A.1.2.3 To Validate System before Implementation on the ISMC

(6201) is to be a Test Bed for Information Management
System concepts, for individual advanced manufacturing systems,
and for the initial integration of two or more systems. The
intent is that all such systems (or at least most of them) will
be run through the Test Bed before implementation in the ISMC.

(Memo, page 1, paragraph 2)

A.1.2.4 To Identify, to Quantify Initial Performance
Improvements

Such a Test Bed will identify and solve problems, as well
as demonstrate and quantify initial performance improvements.

(Memo, page 1, paragraph 2)

A.1-3 To Support the ICAM Program Activities

A.1.3.1 To Provide a Proof of Tangible Benefits by Early 83

The solution strategy must provide proof of tangible
benefits by early\1983 in order to assist in transferring these
concepts into the ISMC demonstration.

(ISMC, III, 17)

A.1.3.2 To Demonstrate Integration of Manufacturing
Applications

The need to demonstrate integration of manufacturing
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applications.

(Needs, A, ii)

A.1.3.3 To Demonstrate MaJor Steps in Long Range Paperless
Factory

A.1.3.4 To Demonstrate ICAM Software Viability

The Need to Demonstrate CAM Software Viability.

(Needs, A, i)

A.1.3.5 To Run ICAM Systems on Test Bed Before Implementation

A potential user (of ICAM Systems) will never be the first
user of any ICAM product run through the Test Bed even if
something ( ...... ) is not used in the ISEC, it still will have
been integrated into and demonstrated in the Test Bed.

(Memo, page 1, paragraph 2)

A.1.3.6 To Provide a Second Verification and Validation to the
ICAM Software

Get a second opinion of ICAM developed software
systems.(a\backdoor\approach to VUV)

(Needs, B, iii)

A.1.3.7 To Educate the ICAM Community to the Total ICAM Picture

Educate the Program Office and the ICAM community to the
total picture.

(Needs, B. iv)

A.1.4 To Support the Following High Level Needs of the Air
Force

The Air Force "needs" those needs associated with improving
our defense posture.

(Needs, D)
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A.1.4.1 To Reduce Weapons Cost

(Needs, D, i)

A.1.4.2 To Increase Surge Capability

(Needs, D, ii)

A.1.4.3 To Improve Planning Capability

(Needs, D, iii)

A.1.4.4 To Improve Capabilities of Defense Contractors

(Needs, D. iv)

A.1.5 To Support the Following Hifh Level Needs of the
Aerospace Industry

Manufacturing "needs" those needs associated with improving
productivity through the systematic application of SDM and
computer technology.

(Needs, C)

A.1.5.1 To Increase Profits

(Needs, C, i)

A.1.5.2 To Improve Responsiveness

To improve responsiveness to change in:

1. Order timing, quantity or configuration

2. Engineering

3. Technology

(Needs, C, ii)

A.1.5.3 To Improve Product Quality

(Needs, C. iii)

A.1.5.4 To Improve Schedule Realization
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(Needs, C. iv)

A.1.5.5 To Improve Competitive Position

(Needs, C. v)

NOT: "The following scenarios are listed here because the Test
Bed, per Mission Statement A.1.5 supports the ISHC
implementation and development. These scenarios shed additional
light on the requirements which must be satisfied by the Test
Bed to be of value to ISMC".

A.2 ISHC Scenarios

A.2.1 Product Engineering Needs

A.2.1.1 To Provide for Manufacturing Engineering to Review
Designs

To provide for manufacturing engineering to review designs
and design changes for producibility prior to release of firm
design.

A.2.1.2 To Provide for Coordination of Engineering Changes

To provide for coordination of engineering changes with all
affected activities prior to release to determine impacts of
engineering changes on schedule, costs...

A.2.1.3 To Establish Effectiveness Basd on Type of Change

To establish effectiveness based on type of change, cost of
retrofit, versus cost of production installation, availability
of new parts and customer requirements.

A.2.1.4 To Withdraw an Old Bill of Material

To withdraw an old bill of material and insert a new bill
of material on a net change basis.

(ISMC, III, 5)

A.2.2 Manufacturing Engineering Needs

A.2.2.1 To Provide History of the Activities

To provide a history of the activities which led to the
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design of the center. including alternatives considered or

rejected.

(ISKC. 111, 7)

A.2.2.2 To Provide a Description, in Detail

To provide a description, in detail, of the operating
strategy (or strategies) for the proposed center, including the
strategies to control and handle material and tools in the
material handling system, and strategies for machine tool
processing and quality control.

(ISMC, I11, 7)

A.2.2.3 To Conduct Appropriate Simulations

Appropriate simulations of the proposed center and elements
of it which address system configuration, operating strategies,
parts spectrum and performance measures. The performance
measures to be addressed should include at least the direct and
indirect hours of personnel, scrap hours, throughput
time, machine utilization, span time, queue time, jobs
completion route, number of late/expedited jobs.

(ISMC, III, 7)

A.2.2.4 To Consider Those Automation Priorities Defined in 2103

In addition, the design of ISMC shall consider those
automation opportunities identified in ICAM Project Priorities
2103, 2108. 9104 and 9301.

(ISNC, I1, 7)

A.2.3 Process Plannino Needs

A.2.3.1 To Provide Direct Access to Logical Data

The ISKC must contain an interface to the Process Planning
activity of the technical thread to provide direct access and
transfer of the logical data generated in Process Planning.

(ISMC, III, 8)
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A.2.3.2 To Provide Automation Communication to Create Work
Instructions

It is required that the capability exist for automated
communication, storage and retrieval of the appropriate
information in order to create work instructions for the shop
floor.

(ISC, I1, 8)

A.2.3.3 To Structure and to Store Process Planning Data

Process Planning data must be structured and stored to
support the operation of numerical control processes by on-line
communication of information to numerical controlled processes
and control functions.

(ISMC, 111, 9)

A.2.4 Master Schedule Planning Needs

A.2.4.1 To Simulate the Effects of Proposed Changes on
Production Resources

The Master Schedule Planning activity shall have the
capability to simulate the effects on production resources,
including machine types, personnel, inventory levels, of
proposed changes in the production schedule or product mix.

(ISMC, II, 9)

A.2.4.2 To Load and to Execute Simulation in Batch Mode

The simulation can be loaded and executed in a batch mode,
provided that on-line access to such information as Schedules,
current resources status .......... can be accomplished.

(ISMC, Ill, 9)

A.2.4.3 To Receive the Indentured Bill of Material from
Manufacturing Planninf

Production Requirements Planning from Manufacturing
Planning and Process Planning, it receives the manufacturing
indentured bill of material, and information regarding set-up
time, run time per piece, and material move time.
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(IsVC, II, 10)

A.2.4.4 To Retrieve Recent Actual Manufacturing Statistics

Where a significant variance exists, Production
Requirements Planning could then examine the factors on which
the forecast was made (such as set-up time, run time, sorappage
and the like), call up the recent actual data on there factors,
and update where necessary the planning factors using recent
actual data.

(I8IC, III, 10)

A.2.5 Capacity Planning

A.2.5.1 To Access Automatically the Inventory Requirement Files

To include the following (minimum) capabilities:

1. Automatically access inventory requirements files and
process planning files and then convert production
requirements into loads on production resources.

2. Automatically generate requirements for personnel.

3. Automatically identify overload conditions at the
available resource level.

4. Provide capability to interactively evaluate
alternatives ( ..... ) for resolving overload conditions.

(ISMC, 11, 11)

A.2.5.2 To Retrieve Automatically the Inventory Requirements

As a minimum Capacity Planning must have a capability which
provides the automatic retrieval of inventory requirements and
process planning data needed to convert production requirements
into loads on production resources.

(ISMC, II, 11)

A.2.6 Production Facilities Loading Needs

A.2.6.1 To Access Automatically the Tool and Material Files

To Include the Following (Minimum) Capabilities:
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As a minimum the capability is required to:

1. Automatically verify availability of tools and
materials for each production order, and generate
shortage list.

2. Automatically call for delivery of required tools and
materials when selected load is released to the
dispatch function.

3. Automatically generate initial shop floor load based on
inventory requirements and tool/material availability.

4. Automatically identify bottleneck conditions of
individual resources.

5. Provide for interactive intervention to undo
bottlenecks, or to maintain full loading of resources
which are of high value.

6. Provide simulation capability for use in interactive
intervention.

(ISMC. 11, 12)

A.2.7 Dispatch Load Needs

A.2.7.1 To Maintain, On Line, the Following Information

The following information required for this decision must
be stored on line with real-time access.

1. Set-up and run time for each machine (....)

2. Status of each machine, automatically incorporated into
history files (loaded with operator ID, out of service,
current set-up - with code or other ID, availability,
and any other machine data required).

3. Operator(s) available.

(ISMC, I1, 12)
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A.2.7.2 To Perform the Dispatch Function Manually or
Automatically

The dispatch function can be either automatic or manual, a
simulation/optimization capability to assist in assigning Jobs
and operators to machines required for either approach.

(ISMC, 111, 12)

A.2.7.3 To Access Automatically Process Performance Data

To Maintain the Following (Minimum) Information:
The following information is required as a minimum

1. Actual set-up and run times, machine used, operator,
and disposition of output. ( ..... )

2. Amount and cause of down time for each machine.

( ..... )

3. Amount of maintenance performed on each machine.

4. Time spent with no work assigned to each machine.

5. Any "significant" performance among operators.

(ISMC, III, 13)

A.2.7.4 To Agglomerate the Above Information

(The above information) must be amendable to agglomeration
in order to arrive at appropriate performance data across the
entire center, e.g. total span time for a specific order across
the center.

(ISMC, III, 13)

A.3 Test Bed Needs

A.3.1 Integration Needs

A.3.1.1 Integration Demonstration Needs

1. The ISMC is intended to demonstrate the validity of the
basic ICAM concept. Integration as well as to show
specific payoffs resulting from incorporating various
tools to affect integration.

A-11



BRDSZO 140000
I November 1965

(ISKC. 11, 2)

2. Demonstrating various systems engineering tools and
techniques in the design and construction of a truly
integrated center is equally important.

(IVsC. 111. 2)

3. The key concept being demonstrated in integration.

(CSIC. 11, 3)

A.3.1.2 Integration Definition

Everyone using a piece of data.... is exactly using the same
data, and further that the data is accurate at the time it is
used.

(SC. 11, 3)

A.3.1.3 Integration Scope

It has proven helpful to consider responsiveness to change
and integration from the viewpoint of 4 major groups or threads
of functions.

1. Product Technology

2. Control

3. Information Management

4. System Development

A.3.1.4 Excessive Data Redundancy:

Excessive Redundancy of Data Exists

(ISNC, III, 15)

A.3.2 Interfacine Needs

A.3.2.1 Interfacing Stand Alone CAD IN CAN Systems

Interfacing stand alone CAD & CAM systems. It is desirable
that this CAD/CAM interface be made automatic.
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(ISOC, 111. 6)

A.3.2.2 Interfacing Standards

Recommendations regarding interface standards and the use
and integration of manufacturing applications programs such as
process planning and manufacturing control language program
generation should be considered.

(ISUC, 111. 6)

A.3.2.3 Interface to Process Planning

The ISNC must contain an interface to the Process Planning
activity of the technical thread to provide direct access and
transfer of the logical data generated in Process Planning.

(ISMC. 111. 5)

A.3.2.4 Machine to Machine Interface Problems

Machine to machine interface problems are encountered in
some type of data transfers. Programs, user and system messages
transactions (Application Processes), data elements and files
must be trnsferrable between similar or unlike processors.

(ISMC, III. 14)

A.3.3 Data Management Needs

A.3.3.1 Data Structuring Needs

1. It is required that the process plan database
information be structured and stored to provide access
and retrieval of those process plans having specific
characteristics.

(ISMC. III, 8)

2. Process Planning data must be structured and stored to
support the operation of numerical control processes by
on-line communication of information to numerical
controlled processes and control functions.

(ISMC, III, 9)
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3. Data used by the applioations must conform to a set of
standards and structure to be defined prior to the
det&lled design of the applications.

(IsNC. 11, 22)

A.3.3.2 Data Portability Needs

Installations are tied to a particular vendor's data
support system which dictates and generally restricts the range
of options for data structuring and the possible access mates.

(IsEC. Ill, 15)

A.3.5.3 Data Validation Needs

There are inadequate facilities for enforcement of
constraint checks during initial entry of data.

(ISEC, III, 15)

A.3.3.4 Data Intefrity Needs

Data is inaccurate and untimely because it is not collected
at the source.

(ISMC, III, 15)

A.3.3.5 Data Redundancy Elimination Needs

Elimination of Data Duplication Needs Excessive Redundancy
if Data Exists.

(ISNC, III, 15)

A.3.3.6 Time Dependency of Data Needs

Most systems have inadequate provision for retention and
control of time dependent versions of data.

(ISMC, 1II, 15)

A.3.3.7 Data Security Needs

Tight security over permission to access and update data is
not generally provided in today's system.
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(ISMC, 111, 15)

A.3.3.8 Active Data Dictionary Needs

Most data dictionaries are not comprehensive. They do not
include all the relevant entity and attribute classes. They
tend to be used as static repositories of documentary
Information rather than as dynamic mechanisms used in the actual
accessing and processing of data.

(ISMC, III, 15)

A.3.4 Distributed Database Needs

A.3.4.1 Distributed Databases

Concept explicitly set forth in Figure 2, Figure 3, and
Figure 4 appearing in ISNC pages 21, 23, 24.

A.3.4.2 Database CODASYL Compatibility Needs

Database management systems used by the ISMC applications
are assumed to be CODASYL compatible.

(ISMCo III, 22)

A.3.4.3 Individual Database Recovery and Backup Needs

Individual database Recovery and Backup Needs providing for
concurrent updating, standard data integrity, security, and
backup/recovery capabilities.

(ISMC, III, 22)

A.3.5 Heterogeneous Hardware Needs

A.3.5.1 Multiprocessor Heterogeneous Hardware Needs

A heterogeneous processing environment, with some
processors being transactions oriented and others supporting
primarily batch or mixed batch and on-line interactive
applications can be supported.

(ISMC, III, 22)
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A.3.5.2 Back-end Database Machine Needs

A back-end database computer or "intelligent" disc drives
could also be incorporated at this level (ISHC Mid Level) to
improve performance.

(ISMC, III, 24)

A.3.5.3 Local Area Network Needs

The local area network (single continuous cable or
interconnected bus or ring architecture) and adoption of a
standard protocol facilitate the faster access to all types of
data.

(ISEC, III, 22)

*Figure 3 and Figure 4 exhibit local area networks.

A.3.5.4 Local Area Network Standardization U Planning Needs

Lack of overall planning and mangement in the building of
communication networks leads to capacity problems,
Incompatibilities between equipment thus requiring interface
"kludges".

(ISMC, III, 14)

A.3.5.5 Local Area Network Expansibility Needs

Inflexibility in types of equipment which can be supported,
and inability to upgrade to more powerful units or to make use
of new technologies as they become available.

(ISMC, III, 14)

A.3.6 Common Data Control Needs

A.3.6.1 System Usable Directory of Network Characteristics
Needs

Most organizations do not maintain an on-line system
usable definition and directory of network characteristics.
(Capabilities and protocols of each node; primary and alternate
access paths).

(ISMC, III, 14)
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A.3.6.2 System Usable Directory Needs

Most organizations do not maintain an on-line system
usable definition/directory of network characteristics.
(Capabilities and protocols of each node; primary and alternate
access paths);

(ISMC, I1, 14)

A.3.6.3 System Usable Location Directory Needs

(Most organizations do not maintain of A.3.6.2) security
information about legal users; legal transactions (Application
Processes) by node; location directory for programs and data,
etc.) thus preventing adequate management and control of the
system ...

(ISMC, III, 14)

A.3.6.4 Comprehensive Data Dictionary Needs

Most data dictionaries are not comprehensive. They do not
include all relevant entity and attribute classes.

(ISMC, Ill, 15)

A.3.6.5 Active Data Dictionary Needs

(Data dictionaries) tend to be used as static repositories
of documentary information rather than as dynamic mechanisms
used in the actual accessing and processing of data.

(ISMC, III, 15)

A.3.6.6 ISHC Common Data Needs (Min Configuration)

Additional information defined and brought under
centralized control includes: location of data, data
relationships, some data constraints, protocols and definition
of all "common" data used by ISMC applications.

(ISMC, III, 22)

A.3.6.7 ISMC Common Data Definition Needs

(ISMC) Common data is defined as (1) data used by more than
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one individul. or (2) data updated by one and used by another
or (3) data planned to evolve into a category described in
criteria (1) or (a) above or (4) any data which affects
information in the above categories.

(ISEC, III, 22)

A.3.6.8 IONC Common Data Needs (Max Configuration)

Information about the linkages of documentation,
procedures, programs. screen formats, reports, user roles and
responsibilities, support personnel roles, standards and
guidelines are all maintained within the system and can be
used as needed to control various functions.

(ISxC, II1. 24)

A.3.6-9 ISHC Improved Constraint Checking of Common Data (Max)

ISNC Common Data Growth Version Needs (Max Configuration)

Improved constraint checking will be provided such
capabilities as condition checking on existence, non\existence,
or specific values of elements related to incoming transaction
(Message), in addition to the standard constraint checking of
the values of the transaction (Message) parameters.

(ISMC. II, 24)

A.3.7 User Interface Needs

A.3.7.1 User Interface Consistency Needs

Independently developed applications and system utility
programs lack consistency in format, command interpretation menu
presentation and handling, user prompting, lead through, error
diagnostic messages, etc.

(ISMC, Il1, 13)

A.3.7.2 Users Interface Flexibility Needs

Systems are frequently inflexible and difficult to change.
Users cannot get rapid response to changing requirements for
information and are dependent upon the data processing staff for
all changes.
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(ISMC, III, 14)

A.3.7.3 Standard Query/Report Generator Needs (Min)

A standard query/report generator language would be
desirable (in the Kin ISKC configuration).

(ISKC, III, 24)

A.3.7.4 User Command Lanuaafe Needs

User Command Language Needs (Kid 82) and the User Command
Language(s) must be defined and developed by Kid 82.

(ISMC. III, 24)

A.3.7.5 Standard User Interface Needs (Kid Configuration)

A standard User Interface is provided to insure consistency
in user interaction, to provide for standard menu presentation
and handling, user help facilities, novice/expert mode of
interaction, standard diagnostic messages, access to standard
utility packages, etc.

(ISMC, III, 24)

A.3.7.6 User Ad-Hoc Queries Needs (Min Configuration)

Ad-hoc queries and data retrieval across applications can
be provided with this configuration. The local area network
( .... ) and adoption of a standard protocol facilitate the faster
access to all types of data in the system.

(ISKC, III, 22)

A.3.8 Simulation Needs

A.3.8.1 Manufacturing Planning Simulation NeedF

(3) Appropriate Simulations of the proposed center and
elements of it which address system configuration, operating
strategies, parts spectrum, and performance measures.

(ISMC, III. 7)
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A.3.8.2 Master Schedule Planninf Simulation Needs

The Master Schedule Planning activity shall have the
capability to simulate the effects on production resources,
including machine types, personnel, and inventory levels of
proposed changes in the production schedule or product mix.

(IsxC, III, 9)

A.3.8.3 Simulation Batch Run Needs

This simulation can be loaded and executed in batch mode,
provided that such information as schedules, current resources,

span times can be executed.

(ISEC, III, 9)

A.3.8.4 Simulation Implementation: IDSS Needs

"The ISMC is using the simulation capabilities contained in
IDSS. This is evidenced on Figures 2, 3, R 4 of the ISMC
document".

...... as supported by appropriate tools from IDSS, all
running on\an\information management system similar in
capability to the "mid" configuration\ .....

(Memo, p 1, pp 3)

A.3.9 Processing Needs

A.3.9.1 Database Updating Needs (Min)

At this level, the application programs still control
actual updating of the data.

(ISMC, III, 22)

A.3.9.2 Database Updatinj Needs (Mid)

The IISS will have complete responsibility for the
integrity of the data under its control, all updating will be
handled by it rather than by application programs.

(ISMC, III, 24)
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A.3.9.3 Transaotion and Batch Processing Needs (Min)

A heterogeneous processing environment, with some
processors being transaction oriented and others supporting
primarily batch or sixed batch and on-line interactive
applications can be supported.

(ISMC. 111, 22)

A.3.9.4 Transaction Prioritization Needs

Lack of dynamic change capability for transaction
(Application Process) priorities.

(ISwC, III, 16)

A.3.9.5 Processor Load Leveling Needs (Max Configuration)

An overall automatic network manager is needed to handle
load leveling across multiple systems. Typically, load leveling
is a manual function, handled by system support personnel; thus
it cannot respond to dynamically changing loads.

(ISEC, III, 16)

A network management facility which has the capability to
provide some measure of load leveling on processors, provision
of alternate routes to data sources and to user device.

(ISMC, III, 24)

A.3.lO Response Time Needs

A.3.10.1 Immediate Retrieval of Engineering Changes Needs

Further, it is essential that the complete status of any
engineering change be immediately retrievable, such that
affected activities can coordinate their operations with the
progress and effects of change.

(ISMC, III, 6)

A.3.10.2 Eight Hour Retrieval of Engineering Change Preparation
Data Needs

To support engineering change preparation and other design
activities the following data sets must be maintained in a
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manner such that the most current version of the information can

be accessed within a reasonable time, such as eight (8) hours.

(ISMC, I1, 6)

A.3.11 Test Bed Resource Usage Statistics Needs

Performance measurement and optimization problems are
related to the lack of procedures and mechanisms for the
collection and analysis of system usage and performance
statistics and the lack of automated techniques for controlling
(or assisting the decision-maker responsible for controlling)
distribution of processing, distribution of data, communication
system load leveling, etc.

(ISEC, I1, 17)

A.3.12 Standards and Procedures

A.3.12.1 Test Bed Development Standard Needs

Standards for ICAM applications (development) (languages,
module size limits, structured techniques, system interface
rules) must be maintained also.

(ISNC, III, 22)

A.3.12.2 Test Bed Application Standard Needs

Standards which must be utilized in this level of
implementation include: DBMS characteristics, data dictionary,
communication protocols, the data structure definition (format
and content).

(ISMC, III, 22)

A.3.12.3 Test Bed Layering Standard Needs

Standards dealing with architecture layering to provide for
the many types of device and data independence refined to in
Section A.3.A must also be defined to facilitate upgrading the
system and to promote flexibility and responsiveness to change.

(ISNC, III, 24)
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A.4 Project Drivers

A.4.1 Responsiveness to Chanfe Needs

A.4.1.1 Responsiveness to Changes in Applioations Needs

A mandatory aspect of the ISNC, then, is that all aspects
of it be designed for ease of change. The changes can be of
several types, for example:

1. Adding shop floor processes, both numbers and types

2. Replacing one manufacturing system with another, which
does the same function, for example, replacing a
computer aided order release system with one which is
fully automated, and

3. Integrating additional manufacturing systems with the
ISKC.

(ISEC, II, 2)

It has proven helpful to consider responsiveness to change
and integration from the viewpoint of four (4) major groups or
thread functions. These are:

1. Product technology

2. Control

3. Information management

4. System development

(ISeC, III, 3)

A.4.1.2 Responsiveness to Change in Data Needs

Systems are frequently inflexible and difficult to change.
Users cannot get rapid response to changing requirements for
information and are dependent upon the data processing staff for
all changes.

(ISNC, III, 14)
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A.4.1.3 Responsiveness to Change in Equipment and Technology
Needs

Inflexibility in types of equipment which can be supported,
and inability to upgrade to more powerful units or to make use
of new technologies as they become available.

(ISEC. III 14)

A.4.1.4 Responsiveness to New Data Processing Technology Needs

The solution must be receptive to new information
processing technologies.

(ISEC, III, 17)

A.4.1.5 Layered Architecture Needs

This implies an appropriately layered architecture which
will allow any layer to be replaced by an equivalent until
interchangeable/replaceable IR parts) with minimal disruption to
he adjacent layers.

(ISNC, III, 17)

A.4.2 Portability Needs

A.4.2.1 Decoupling Logical and Physical Data Structure Needs

Most systems tie logical and physical definitions of the
data structure together in an inflexible manner. Whenever the
physical organization of the data needs to be changed (for
performance reasons or to support new types of data), all
programs which reference the data must be modified, recompiled
and tested.

(ISMC, III, 15)

A.4.2.2 Eliminating Program Peripheral Dependency Needs

Physical control mechanisms for specific peripheral devices
are frequently embedded in application program logic, creating
inflexible, device dependent systems.

(ISHC, III, 16)
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A.4.2.3 Eliminating Dependency on Vendor Data System Needs

Installations are tied to a particular vendor's data
support system which dictates and generally restricts the range
of options for data structuring and the possible access modes.

(ISEC, 11, 15)

A.4.2.4 Virtual Terminal Needs (Mid Configuration)

.A "virtual device terminal" intercepts all messages to
and from terminals and converts diverse incoming characteristics
into standard formats for presentation to the application
software, and also converts standard output from the
applications into device specific formats, control characters,
etc.

(ISMC, 111,24)

A.4.2.5 Mifrating the IISS Dictionary to Back End Machine Needs

A back end database computer or "intelligent" disc drives
could also be incorporated at this level to improve performance.
The IISS dictionary will be more heavily used in active
participation in processing all transactions (Messages and
Application Processes).

(ISMC, 111, 24)

A.4.3 Technolofy Development Needs

A.4.3.1 Systematic Development of Integration Technology Needs

Systematically develop and demonstrate those combinations
of technologies as required to solve the information system
integration problem.

(ISMC, III, 17)

A.4.3.2 Evolutionary Technology Development Needs

The solution must be workable in current environments. It
must also support an evolutionary implementation of the new IMT
technology into the existing hardware, software and particularly
the management systems of the environments.

(ISMC, III, 17)
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A.5 Project Manafement Needs

A.5.1 Schedule Needs

The first Test Bed demonstration would occur by I Feb 83

(Memo, p 1. paragraph 3)

A.5.2 Test Bed Configuration Needs

It viii include the shop floor control system from 8103,
integrated with appropriate modules of a commerclally available
MRP, as supported by appropriate tools from IDSS, all running an
information management system similar in capability to the Kid
configuration described in our 31 Sept. 81 document.

A.5.3 Test Bed Expected Life Cycle Needs

The Test Bed is designed to readily accept new modules and
replacement systems/modules, and the current thinking is for it
to remain in operations into 1986 demonstrating new capabilities
before they are installed in the ISKC.

(Meo, p. 1, paragraph 3)

A.5.4 Project Traceability Needs

(Lack of) traceability between mission statement (system
requirements) and the system specification (exists and must be
eliminated).

(ISMC. III, 28)

A.5.5 Test Bed Affordability Needs

The solution strategy must be affordable in a practical
sense by the ICAM Program, which implies prioritization with
respect to the key technical areas where development is
currently lacking in the field.

(ISMC, III, 17)

A.5.6 Technology Transfer to ISNC Needs

The solution strategy must provide proof of tangible
benefits by early 1983 in order to asist in transferring those
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oncepts Into the ISXC deonstration.

(ISNC. 111, 17)
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APPENDIX B

TEST BED USZR SCENARIOS (MAXINUM
CONFIGURATION)

* NOTE ***

The scenarios described in this section attempt to encompass
foreseeable use of the Test Bed. They are provided as
background information to guide the engineering decisions which
will be made during the design phase to ensure maximum
flexibility and extensibility of the design. The extent of the
implementation of the scenarios described here is dependent upon
the level of resources available to the developers of the Test
Bed.
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B.1 Relationship Between the Test Bed and CBIS

B.1.1 CBIS Definition

CBIS (Computer Based Information System) - A network of
information processing resources and associated procedures that
enable manufacturing operations and management.

(CR1S 2-1)

B.1.2 Test Bed Definition

A network of information processing resources and
associated procedures that enable demonstration of the
Information Management Thread, as well as demonstration and
validation of ICAM Subsystems.

B.1.3 Discussion

From the above definitions, it follows that the Test Bed is
a demonstration CBIS, hence, the Test Bed must satisfy to the
functional requirements of CBIS, without satisfying to the
operational requirement (number of terminals, availability,
response time, etc.) of a CBIS sized to support manufacturing
operations and management.

The CBIS class I updates (coordinated updates, performed
directly on the databases without involving existing application
programs) are excluded from the functionality of the Test Bed.
This exclusion reflects the technical complexity and risk
implied by the implementation of the class I updates.

B.1.4 Graphic Representation

See Figure B-1.

B.2 Test Bed User Classification

B.2.1 Test Bed User Definition

To be consistent with other technical documents related to
the Test Bed, the definition of the Test Bed user includes
persons, machines (terminals and real time peripherals), and
software modules.

A Test Bed user is
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.TEST BEDo

CBIS PERFORMANCE FEATURES

CetS. ALL FEATURES

Figure B-1. CBIS/Test Bed Relationship
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1. A person, group of persons who makes use of the
integrated features provided by the Test Bed.

2. A machine (real time, terminal) which obtains or feeds
data to a subsystem integrated by the Test Bed.

3. A software module which communicates with a subsystem
integrated by the Test Bed.

A classification of the Test Bed users is shown In Figure
B-i. This figure illustrates additional roles which are
fulfilled by:

4. Persons who maintain, upgrade, manage or demonstrate
the integrated application subsystems or IISS services
installed on the Test Bed.

5. Persons who generate and maintain the Test Bed

standards.

B.2.2 Test Bed User Role Traceability Matrix

USER-ROLES NEEDS OR CBIS REFERENCES

1. End User
Person A.3.7 A.3.10

Software A.3.8 A.3.9

Machine
Hosts A.3.5.1 A.4.23 CBIS B2

Lan A.3.5.3 A.3.5.4 A.3.5.5

NC Machines A.3.2.4 CBIS A4.7

Back-End Data A.3.5.2 A.4.2.5

Machine
Terminal A.4.2.4 A.4.2.2 CBIS A4.6

CAD U CAM Systems A.3.2.1

2. CDM- A.4.1.2 A.4.1.3 A.3.3 A.3.4 A.3.6 A.3.1.4
Administrator
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USER-ROLES NEEDS OR CEIS REFERENCES

3. System- A.3.11 A.4.1.4 A.4.1.5 A.4.1.3
Administrator

4. Application A.4.1.1 A.4.2.1 A.4.2.2 A.3.2.3
Specifier

5. IISS Service A.4.1.4 A.4.1.5 A.4.1.3 A.4.2.1
Specifier

6. Program A.1.1 A.1.3 A.5 A.1.2.3
Office

7. 2201 ff Other A.1.2 A.3.66 A.3.68 A.3.69 A.2.0
ICAM
Contractors

8. Test Developer A.4.3 A.3.1 A.5.4
(not User)

9. U.S. Air A.1.4
Force

10. Aerospace A.1.5
Industry

11. Test Bed 1.3.12 1.3.2.2
Standard &
Procedure
Specifier

12. Test Bed A.1.3-2 A.1.3.3 A.1.3.4 A.1.3.7
Demonstrators

B.3 End User Functions

B.3.1 End User Definitions

A person, group or department, a machine tool, etc. which
performs a clearly defined manufacturing function. The role
performed is defined by the manufacturing organization.

(CBIS 2-1)
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B.3.2 End User Role

The End User is restricted in his usage of the Test Bed to

invoking any of the following services:

1. Predefined Application Processes

2. Predefined Proceedings

3. Predefined Forms, Help File

4. Available System Services

5. Available Application Process Support Services

6. The IISS Ad Hoc Query Language

7. The IISS User Command Language

The End User plays a role which is fundamentally different
from all other roles identified in the Test Bed. He makes use
of application processes, procedures and services which already
exist.

The application processes, procedures and services are
created for him by the Test Bed Application Specifiers. The
Application Specifiers respond to the needs of the the End Users
by invoking the functional primitives which are provided by the
Test Bed.

Although the End User is restricted to a predefined world,
a number of services are provided to him. The End User relies
on these services to obtain information about the status of the
IISS System.

B.3.3 End User Scenarios

Thirty-six (36) End User Scenarios have been identified.
These scenarios which are self explanitory are listed in
paragraph B.3.4 where they are correlated against the scenarios
identified in the CBIS document or in the Needs Analysis
(Appendix A).
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B.3.4 End User Scenarios Traceability Matrix

END USER SCENARIOS NEEDS OR CIS REFERTCZS PRIORITY

1. Sign on/sign off I1SS A.3.3.7 A.3.11

2. Application Process
Directory A.3.7.1
(request of)

3. Request IISS Status Verbal request from
Program Office

4. Query status of specific
application A.3.9.3
process

5. Execute predefined message to A.3.9.3 A3.1
invoke IISS application

6. Execute predefined application A.2.0 A3.1
process to query IISS data
(1 or N databases, files)

7. Execute predefined A.3.9.1 A.3.9.2 A3.1
application
process update IISS data
(1 or N databases, files)

8. Execute predefined message to
cancel previous application
process

9. Create predefined procedures
(made of predefined application
processes)

10. Execute predefined procedures

11. Delete predefined procedures

12. Send message to IISS user

13. Receive message from IISS user

14. Request up load/down load of A.3.3.1(6) CBISA.3.3.7
binary data
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B.3.4 End User Scenarios Traceability Matrix (Cont'd)

END USER SCENARIOS NEEDS OR CBIS REFERENCES PRIORITY

15. Block predefined application A3.2.5
processes in MACRO

16. Execute IISS help file

17. Request IISS file directory

18. Select output device for application A3.2.7 A3.2.6
process procedure

19. Select input device for application A3.2.7 A3.2.6
process procedures

20. Select output device for system
commands

21. Modify application process priority A.3.9.4 A.3.2.4

22. Modify own password A.3.3.7

23. Run in batch mode A.3.8.3 A.3.9.3

24. Invoke IISS query language A.3.7.3

25. Form ad hoc queries (read-only) A.3.7.3 A3.2.8

26. Run ad hoc language help file A.3.7.6

27. Define data effectivity date, A.3.3.6 A.2.1.4
version number

28. Select novice/expert user dialogs A.3.7.5

29. Select application process CBIS 3-30
triggering mode
(immediate, deferred, conditional)

30. Invoke predefined form A.3.7.3 A.3.6.8

31. Invoke user command language commands A.3.7.4

32. Define UCL command files

B-9
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END USER SCENARIOS NEEDS OR CBIS REFERENCES PRIORITY

33. Execute UCL command files

34. Delete UCL command files

35. Invoke report generator A.3.7.3

36. Invoke message definition language A3.2.10

B.4.0 IISS Services and Application Specifier Functions

B.4.1 IISS Software Classification

Figure B-3 shows a taxonomy of the software run on Test
Bed.

Figure B-3 dichotomizes the IISS software into two main
categories which
are:

1. IISS Applications

2. IISS System Services

This classification leads to recognizing two classes of
1185 software specifiers: The system (ISS) specifier and the
IISS application specifier.

Table B-I gives the definition and examples of the six

subclasses of software functions shown in Figure B-3.

Table B-2 is the IISS Software Traceability Matrix.

B.4.2 IISS Subsystem Specifier (Application Specifier)
Definition

In the above context, the CBIS definition of the
application specifier can be retained.

"The mechanism (e.g., person) responsible for translating a
manufacturing information requirement into one or more CBIS
application processes which satisfy that requirement. The
application specifier may also be involved in modifying the
Neutral Data Structure, if required.

(CBIS 2-1)
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TABLE B-1

1ISS SOFTWARE APPLICATION DEVELOPMENT DEFINITIONS AND EXAMPLES

1. Stand Alone

Defined as & non-updating program which makes use of 1188
data. Else not within the scope of II88.
Example: OR Department wants to make & histogram of flat
sheet metal part statistics by surface and by thickness.

2. Interfaced Application

Defined as a program which is too specialized or too costly
to be developed, and which must be used as procured.
Example: MRP as procured from IBM.

3. Integrated Application

Defined as a program which obtains some of its input data
from the II8 databases and which updates some IISS
database(2).
Example: NC-M

4. Application Process

A process which causes specific actions to be taken within
IISS. An application process causes either one of the
following to happen:

a. Data Query V Display

b. Data Update

An application process is made up from the IISS execution
control and data manipulation. Application process
primitives supplied by the IISS system developer.

5. Network Services

IISS services which are made available in a uniform fashion
across all nodes.
Example: Message Guaranteed Delivery
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TABLE B-i

1188 SOFTWVARE APPLICATION DEVELOPMENT DEFINITIONS AND EXAMPLES
(Continued)

6. DBMS and Hardware Specifler IISS Services

IIBS services which interpret and respond to the network
IIBS services. The DBMS and hardware specific IIS services
exist on each mode. These services are OS. hardware. DBMS
dependent.

7. CDH Servioes

IISS services which provides CDM data to a requestor.
Example: Message Validation Data
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TABLE B-2

TEST BED SOFTWARE CLASSIFICATION - TRACEABILITY MATRIX

SOFTWARE CLASS NEEDS ANALYSIS STATEMENTS

B.1.0 IISS Applications

B.1.1 Stand Alone Application Not required.

B.1. Intrfacs AplicaionMentioned for 
completeness.

Application Specifier A.3.2.3
IISS Generalized Interface A.3.2.2

B.1.3 Application Process
Data Manipulation Procedure A.3.9.3 CBIS A.4.3.7
Execution Control Request A.3.9.3 A.3.9.4

B.1.4 Integrated Application A.3.1.1

B.2.0 IISS Services

B.2.1 Network Services
Ad Hoc Query Language A.3.7-6 A.3.7.3 CEIS A3.2.8
Common Data Model A.3.6
Message Definition Language CBIS A3.2
Local Area Network Protocols
Help-Files A.3.7.5
User Command Lanaguage A.3.7-4

B.2.2 DBMS and Hardware Specifier
Services
Virtual Terminal Interface A.4.2.4
Application Execution Control
Mechanism
Data Manipulation Mechanism
Data Query Mechanicm
Data Update Mechanism A.3.9.1 A.3.9.2
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B.4.3 11S3 Subsystem Specifier (Application Specifier) Role

8.4.3.1 Application Specifier Role Description

The application specifier is charged with developing,
modifying, deleting new or existing IISS applications or IISS
application processes.

Vhile developing or modifying an IISS application process,
the application specifier may be called to specify or to
retrieve the meta-d&ta contained in the CDM.

The application specifier develops new application
processes by assembling existing system services to fulfill
reliably and rapidly the processing requirements of a
manufacturing information application.

B.4.3.2 Application Specifier Yon-Role Description

It is not the mission of the application specifier to
develop, modify or delete new or existing IISS services. These
activities are the responsibilities of the IISS service
developer.

The application specifier has the undisputed needs to have
access to the CDI and has the knowledge required to specify or
update elements of the CDN. However, to maintain centralized
control over the CDM it is recommended that the application
specifier be only authorized to make temporary changes to the
CDM for test purposes. The actual installation in permanent
form of these changes should only be done by the CDX
Administrator or his deputies.

B.4.4 IISS Subsystem Specifier (Application Specifier)
Scenarios

1. Read only access to the CDM to obtain the definition of
existing CDM data elements, procedures, etc.

2. Search the CDM for the existence or non-existence of
specific data elements, procedures, etc.

3. Create temporary definition of future CDM elements for
test purpose.

4. Recommend modifications, update, deletion, insertion of
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data elements, procedures, files to the CDR
Administrator.

5. Recommend modifications, updates, deletion, addition of
IISS services to the system administrator.

6. Create, update existing user forms.

7. Recommend new or modified user focus to the CDM
Administrator.

8. Design, code, modify new or existing application
programs.

9. Design, code, modify new or existing application
processes.

10. Compile, link new or existing application program
(batch).

11. Compile, link new or existing application processes.

12. Test new or modified application programs and
application process on existing database. Inhibit
update to the IISS DBMS' during testing.

13. Install tested application processes or procedures in
the Test Bed without Test Bed down time.

14. Install tested application program in the Test Bed
without extensive Test Bed down time.

15. Install tested forms, help file, new CDM application
processes anddata definition without Test Bed down
time, defer effectivity until CDM Administrator
review).

16. Create and install the documentation of new or modified
application processes in the CDM, without Test Bed down
time. Defer effectivity until CDX Administrator
approval.

17. Upon request of the CDX Administrator remove existing
application programs and application processes meta
data from the CDM without Test Bed down time.

18. Upon request of the System Administrator, remove
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existing application programs and application processes

from the IISS system, without Test Bed down time.

S.5 IISS System Specifier

B.5.1 IISS (System) Services Specifier Definition

Person responsible for specifying, developing, modifying
documenting, and testing new or existing IISS system services.

B.5.2 IISS System Service Specifier Role

B.5.2.1 IISS System Services Specifier Role Descriptions

The IISS system services specifier specifies, develops,
modifies, documents and tests the general purpose services made
available by the IISS system to the application specifier.

The IISS services can be divided into two broad classes.

1. Network Services

2. DBMS and Hardware Specifier Services

B.5.2.2 IISS System Service Specifier Non-Role Description

It is not the mission of the IISS system service specifier
to develop, modify or delete new or existing IISS application
programs. These activities are the responsibilities of the IISS
application specifier.

Like the application specifier, the IISS system service
specifier has the need to access the CDM meta data, and has the
knowledge required to specify or update elements of the CDH.
However, to maintain the centralized control over the CDI it is
recommended that the system service specifier be only authorized
to make temporary changes to the CDM for test purposes. The
actual installation in permanent form of these changes should
only be done by the CDI Administrator or his deputies.

B.5.3 IISS System Service Specifier Scenarios

1. Read only access to the CDM to obtain the definition of
existing CDM data elements, message definitions,
network resources.

2. Search CDM for the existence/non-existence of specific
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data element, procedures, network resources.

3. Create temporary definition of future CDI elements for
test purposes.

4. Recommend modifications, updates, deletions, insertions
of data elements, procedures, files to the CDX
Administrator.

5. Recommend modifications, updates, deletions, insertions
of network resources or services to the IISS System
Administrator.

6. Design, code, modify new or existing network or
hardware specific services.

7. Compile, link, new or modified IISS services on

specific hardware.

8. Compile, link new or modified ZISS network services.

9. Test new or modified hardware specific IISS services on
existing database management system, without down time.

10. Test new or modified IISS distributed services without
Test Bed down time.

11. Install tested services without Test Bed down time.

12. Create, install documentation for new or modified IISS
services on the CDM. Defer effectivity until CDM
Administrator review.

13. Measure the performance of new or modified IISS

services.

14. Read only access to the IISS error log file.

15. Trace IISS errors to offending IISS system services.
Correct errors if necessary.

16. Upon request from the IISS Administrator remove
existing IISS services from the IISS system without
Test Bed down time.
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B.6 CDK Administrator Scenarios

B.6.1 CDK Administrator Definition

A person within the CBIS who analyzes information
requirements and develops the neutral data structure.

CBIS 2-1

B.6.1.1 Remark on the Definition

As stated above, the CDM Administrator definition does not
emphasize the enforcement role of the CDK Administrator required
to implement the centralized control and management of data
contained in the CBIS.

Since centralized data management is the theme of CBIS, the
following definition of the CDM Administrator is proposed:

OA person within the CBIS who analyzes information
requirements, develops the neutral data structure, enforces
centralized control of updates to the neutral data structure,
controls access to the meta data and who manages the CDX support
resources."

B.6.2 CDX Administrator Role

The CDX Administrator main mission is to ensure that the
data contained in the various IISS databases is described in the
CDX database, that this description is stable and is well
controlled.

The CDX Administrator has the additional mission of
managing the CDM resources and of ensuring continuous operation
of the CDX.

B.6.3 CDX Administrator Scenarios

(see Figure B-5)

B.6.3.1 Develop the Meta Data

(see Figure B-6)
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B.6.3.1.1 Definition of the Neta Data

1. Establish Data Requirements for each IISS subsystem.

2. Understand and model the IISS data resource.

3. Build CODASYL data suboodels.

4. Integrate data submodels into existing IISS data
models.

5. Describe a data record.
Record name
Duplicate authorization
Access authorization
Attribute description
Procedure description

6. Describe a set type.
Owner record
Member record
Set membership rules
Insertion (auto, manual)
retention (fixed, mandatory, optional)

Set selection rules
key, currency, system

Set ordering rules
first, last, next, prior, nth, default

Duplicate sets

7. Describe an IISS application process from data supplied
by application or IISS Service Specifiers.

8. Understand impact of an IISS application process on the
IISS data resources from the following new points:

e Data usage

* Data origination/utilization

* Data security

* System throughput

9. Understand IISS user data needs.

10. Establish IISS user security privileges.
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11. Describe UCL commands, including syntax, help file,
access privileges from data supplied by the ISS
Service Specifier.

12. Describe the neutral DL and DL commands including
syntax, help file, acoess privileges from data supplied
by the IISS Service Specifier.

13. Describe the Ad-hoo query language commands including
syntax, help file, access privileges from data supplied
by the IISS Service Specifier.

14. Describe the IISS application subsystems (address.
protocols, etc.)

15. Describe the various IISS database managers (error
codes, DDL and DUL features, navigation operations.
etc.)

16. Describe the various sequential files used in the IISS
system.

17. Describe the terminal characteristics used in the IISS
system (address, protocol, etc.)

18. Establish the CDM (or CDXs) logical, physical addresses
and access rules.

19. Establish the CDM error file(s) logical, physical
addresses and access rules.

20. Describe the various IISS users (priority, access
privileges, identification).

21. Grant/Deny IISS user data access privileges.

22. Grant/Deny IISS user meta data access privileges.

B.6.3.1.2 Implement the Meta Data

1. Insert nev meta data.

2. Update, delete existing meta data.

3. Access existing meta data by record, set type,
application process, etc.
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4. Control meta data revision effectivity.

B.6.3.1.3 Test the Neta Data

1. Create temporary meta data for test purposes.

2. Test for record type name uniqueness.

3. Test for set type name uniqueness.

4. Check syntax of data model against CODASYL syntax.

5. Check ranges and units of data items.

B.6.3.2 Control Access to the Meta Data

B.6.3.2.1 CDX Version Control

1. Establish scope, revision number of CDX data.

2. Create temporary revision to the CDM data, and control
effectivity.

3. Automatically update CDX revision number when updates
are made to the CDM.

B.6.3.2.2 Grant/Deny CDX Access Privileges

1. Grant/Deny CDX access privileges to specific
individuals or groups of individuals.

2. Grant/Deny CDX access privileges to specific
application processes or groups of application
processes.

B.6.3.2.3 Enforce CDX Security

I. Maintain a CDX access audit trail.

2. Screen audit trail for unauthorized entries.

B.6.3.3 Manage CDX Resources

B.6.3.3.1 Measure CDX Performance

1. Keep running log of CDX accesses by user types.
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2. Measure mean CD service time by user types,

application process type.

B.6.3.3.2 Analyze CDX Error File

1. Keep running log of CDi errors.

2. Analyze CDl errors.

3. Resolve CDX errors.

4. Reset CDX error file.

B.6.3.3.3 Optimize CDX Database Nanakfement

1. Optimize single CDX database manager

2. Duplicate CDX

B.6.3.4 Operate CDX

1. Back up the meta data.

2. Recover the meta data after a crash.

B.7 IISS System Administrator Role

B.7.1 IISS System Administrator Definition

A person within a CBIS who operate the CBIS Computer
System.

(CEIs 2-3)

B.7.1.1 Remark on the Definition

The above definition defines the role of the IISS operator
rather than the role of IISS system administrator.

The following definition is proposed: OA person within
IISS who administrates and manages the resources allocated to
IISS. In particular he controls the level of manpower and
hardware resources required by IISS".

B.7.2 IISS System Administrator Role

The main objective of the System Administrator is to
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provide a system view to the administration of the IISS

resources.

The scope of IISS System Administrator includes:

" Hardware resources

" Kanpower resources (ISS Service Specification &
Application Specifier)

* CDM administration supervision

* IISS operators

Figure B-12 is an organization diagram for IISS. One
individual may fulfill one or several roles.

B.7.3 System Administrator Scenarios

B.7.3.1 Administrator IISS Personnel

1. Direct implementation of IISS services and applications

2. Direct and control IISS service specifier

3. Direct and control IISS application specifier

4. Direct and control the CDH-Administrator

5. Direct and control the IISS operator

6. Enforce implementation of IISS standards

7. Support objectives of the ICAM Program Office

8. Ensure continuous operations

9. Recommend changes to IISS standard to standard
specifier

B.7.3.2 Administrate IISS Hardware Resource

1. Audit IISS system usage

2. Grant/Deny IISS user access

3. Audit IISS user response time
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4. Audit 1ISS hardware performance (LAN, HOSTS, DBMS)

5. Recommend addition/deletion to IISS hardware (LAN,

Terminal, host)

6. Recommend duplication of CD to Improve performance

7. Enforce IISS security

B.7.3.3 Perform Extraordinary Recovery Procedures

1. Unlock database accidentally looked by user

2. Boot/restart local area network

B.8 IISS Standard Specifier

B.8.1 IISS Standard Specifier Role Definition

A person who formulates and recommends standards which must
be satisfied by IISS service software and by IISS application
software.

B.8.2 IISS Standard Specifier Mission Definition

The main objectives of the IISS Standard Specifier mission
are to formulate and recommend standards which promote the
usefulness of IISS to the users while reducing overall
implementation cost.

The IISS Standard Specifier ensure that the IISS standards
evolve as the state-of-the-art, state of application in
heterogeneous distributed processing evolves.

B.8.3 IISS Standard Specifier Scenarios

1. Keep current with state-of-the-art of IISS support
technologies.

2. Keep current with latest Federal, commercial, military,

industry standards.

3. Recommend standards to be applied to IISS.

4. Review request for update, modification, deletion of
existing standards.
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5. Propose update, modification, deletion of existing
standards.

6. Assist CDII Administrator in bringing the standards
on-line.

7. Assist IISS service specifier and application specifier
in implementing standards recommendation.

8. Perform audit of IISS software for standard compliance

at the request of the IISS System Administrator.

B.9 ICAM Prooram Office

B.9.1 ICAM Prolram Office Role

The ICAM Program Office guides the development of the Test
Bed to support the objectives of the ICAN Program and to be of
maximum value to the ISHC contractor.

B.9.2 ICAM Program Office Scenarios

B.9.2.1 Definition of Integration (inserted here at the request
of the Air Force)

B.9.2.1.1 "Data Integrationn

B.9.2.2 Scenarios

1. Systematic development of integration technologies.

2. Provide visibility into cost and problems of
integration.

3. Demonstrate flexibility of the integration environment.

4. Demonstrate advanced concepts in information
manager.ent.

5. Demonstrate that integration is workable in an

evolutionary mode.

6. Support the 2201 U 2202 development and integration.

7. Simplify the task of the 2201 contractor.
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8. Validate subsystems before Implementation on INC.

9. identify, quantify Initial, performance Improvements.

10. Provide proof of tangible benefits by early 1963.

11. Run ICAN system on Test Bed before Implementation

12. Provide second verification and validation to ICAN
software.

13. Educate the ICAM community to the total MOAN picture.

3.10 2201 Contractor and ICAN Community

3.10.1 2201 Contractor

Aerospace company selected by the ICAN Program Office to
Implement the INC. The INC relies heavily on the Information
Management thread Implemented by the Test Bed.

3.10.2 2201 Contractor Role

The 2201 contractor Is taking advantage of the integration
technologies developed In the Test Bed project to support the
Implementation of the INC.

3.10.3 2201 Contractor Scenarios

3.11 Test Bed Demonstrators

3.11.1 Test Bed Demonstrator Definition

Persons who will demonstrate the features and capabilities
of the Test Bed to the ICAN community, the ICAM Program Office
and the 2201 contractor.

3.11.2 Demonstration of Basic Technologies

The demonstration environment Includes:

* Heterogeneous computer hardware
-- INK 4341. VAX 11/780. Honeywell L-6
(Later IBM 3011)

" Heterogeneous database m~anagement system
-- IDB-11. IDIIS. VAX-11 DBMS (Later INS. TOTAL. IN
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ORACLZ)

9 Local area network

1. Demonstrate simple test programs acquiring data from
one or many databases.

2. Demonstrate simple test programs updating data on
one or many databases.

3. Demonstrate test program execution control via IISS
messages.

4. Demonstrate oanoel/abort function vith roll back to
clean points.

5. Demonstrate generalized Interfacing capabilities.

6. Demonstrate user access control via the CD.

7. Demonstrate data check control via the CDII.

S. Demonstrate data modeling checks via the CDII.

9. Demonstrate LAY data transfer.

10. Demonstrate virtual terminal capabilities.

11. Demonstrate preplanned application processes.

12. Demonstrate user command language commands.

13. Demonstrate features of interest to the Program
Office.

14. Demonstrate features of interest to the 2201
contractor.

15. Demonstrate batch processing.

16. Bench Hark System against known stand alone
application.

3.11.3 Demonstrate the Integration of NRP, NCDE. XDSS

1. Implement selected manufacturing scenarios
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2. Demonstrate preplanned application processes requiring
multi-base queries.

3. Demonstrate preplanned application processes requiring
multi-base updates.

4. Conduct the demonstration of interest to the ICAM
Program Office.

5. Demonstrate Test Bed features of interest to the 2201

contractor.

B.12 Test Bed Software

B.12.1 Test Bed Software Classification

B.12.2 CDX Scenarios

B.12.2.1 Meta Data Input Functions

1. Provide interactive forms to enter/update/delete meta
data

2. Provide controlled access to enter/update/delete
functions.

3. Provide OODASYL consistency checks to meta data

definition.

4. Provide access to meta data by meta data item name.

5. Provide automatic revision number to meta data.

6. Provide temporary update of meta data without
effectivity (test mode).

B.12.2.2 CDM Maintenance

1. Provide backup facility.

2. Provide physical CDM data independence.

3. Provide CDM tuning capabilities.

B.12.2.3 CDM Access Control

1. Provide meta data access control to users.
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2. ]aintain met& data access audit trail.

B.12.2.4 CM Performance Monitoring

1. Log CDI errors in error file.

2. Provide controlled access to CDX error file.

3. Provide selective reset Capabilities of CDX error file.

4. Maintain CDM access statistics (service time by user)

5. Provide controlled access to CDX access statistics
file.

6. Provide selective reset capabilities to CDX access stat
file.

B.12.2.5 CDX Processino

1. Translate DBMS specific DXL call into neutral DXL
format.

2. Translate DML call in neutral format to target DML
format.

3. Translate DBMS specific DDL call into neutral DDL

format.

4. Translate neutral DDL call into target DDL format.

5. Supply message verification data upon request.

6. Supply user verification data upon request.

7. Supply data conversion data (units) upon request.

8. Log CDX errors in CDM error file.

9. Down-load selected CDM information on cold start to
hosts.

10. Control access to the meta data.

11. Provide data item records, set types description upon
request.
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12. Provide CODASYL consistency checks of the meta data.

13. Provide synonyms conversion.

14. Supply data items range check data upon request.

15. Provide ad hoc query language syntax checking.

16. Provide error code conversion between 1I8S DB~s

B.12.3 1SS Distributed Services

B.12.3.1 Transaction Processing

1. Provide processing of predefined system services.

2. Support execution of predefined procedures.

3. Support cancel/abort application processes.

4. Support subsystem execution control message.

5. Support batch mode subsystem execution control.

6. Support prioritized application processes.

7. Log user application process by user, application, time
stamp.

8. Support application process directory by user.

9. Support selection of output device for application
process.

10. Create/delete/update application process command file.

11. Execute an application process command file.

12. Test for application process completion status.

13. Support begin application process function.

14. Support end application process function.

15. Support message definition language.
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1. Invoke other application 
processes.

17. Transaction Definition Lanuguage (TDL) to be set
oriented.

18. TDL to be recursive.

19. TDL to contain text editor.

20. TDL to be non-procedural.

21. TDL to be as rich as PL/l.

22. Execute an application process in test mode.

B.12.3.2 Ad hoc Query Language

1. Provide ad hoc query language to query the various IISS
databases.

2. Provide ad hoc query language to query sequential IISS
data files.

3. Provide ad hoc query language command files.

4. Provide ad hoc query language help file.

5. Provide access control to the ad hoc query language.

6. Provide ad hoc query syntax checking.

7. Provide ad hoc query language functional expension.

8. Invoke ad hoc query processing.

9. Exit ad hoc query processing

B.12.3.3 Communication Services

1. Support information transfer between tvo subsystems.

2. Support information transfer between subsystem and the
CDK.

3. Support transparent Information transfer between two
users.
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4. Provide guaranteed delivery of data update requests.

5. Provide logging of data update requests for each
relevant process.

6. Provide logging of communication errors.

7. Support predefined terminals and application subsystem
protocols.

8. Accept and provide data to and from real time users.

9. Control user access to communication services.

10. Synchronize all IISS clocks.

11. Obtain terminal and application subsystem protocols
from the CDH.

12. Transmit/receive mail between two II88 users.

13. Download/upload binary data and programs.

14. Recover a down node.

B.12.3.4 1188 System Services

1. ISS log in function with user access control
enforcement.

2. IISS log out function.

3. IISS bye function.

4. KISS application accounting by user.

5. 1188 help function.

6. 1ISS file directory.

7. IISS application process directory.

G. KISS cancel/abort function.

9. KISS system and application status.
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B.12.4 IISS Hardware and DBNS Specific Functions

B.12.4.1 Virtual Terminal

1. Support predefined terminal protocols.

2. Support predefined application subsystem protocols.

3. Support binary download/upload.

B.12.4.2 Application Subsystem Execution

1. Support application subsystem execution via local
message processor.

2. Support application subsystem cancel/abort via local
message processor.

3. Support application subsystem status query via message
processor.

4. Send message to another IISS application subsystem (on
the same host).

5. Send message to another IISS application subsystem (on
another host).

B.12.4.3 Data Update Services (Interfaced or Integrated)

1. Update data contained in a local DBMS.

2. Update data contained in a local sequential file.

3. Update data contained in one or many remote DBNS.

4. Update data contained in one or many remote ISAM files.

5. Perform range checks on data to be updated.

6. Obtain range check data from the CDM.

7. Return range check errors to application program
requesting update. Do not update database.

B.12.4.4 Data Query Services (Interfaced or Integrated)

1. Query data contained in a local DBNS.
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2. Query data contained In a local sequential file via an
application process.

3. Query data contained in one or many remote DBMS via an
application process.

4. Query data contained in one or many sequential files
via an application process.

5. Check status of a local update application process
(DBMS) via a message.

6. Check status of a remote update application process
(DBMS) via a message.

7. Check status of a local update application process

(Sequential) via a message.

8. Check status of a remote update application process
(Sequential) via a message.

9. Perform range checks on data which is retreived.

10. Obtain range check data from the CDX.

B.12.5 Application Subsystem

B.12.5.1 Integrated Application

1. Execute an Integrated Application which queries data

contained in either one of:

- Local DBMS

- Local sequential file

- One or many DBMS, local or remote

- One or many sequential files, local or remote

2. Execute an Integrated Application which updates data

contained in either one of:

- Local DBMS

- Local sequential file
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- One or many DBMS, local or remote

- One or many sequential files, local or remote

3. Execute an Integrated Application in batch mode.

4. Cancel a running application subsystem, going back to a
clean point.

5. Execute an Integrated Application which contains the

following COBOL DXL calls or equivalent:

a. Commit

b. Connect

c. Disconnect

d. Erase

e. Fetch

f. Find

g. Free

h. Get

i. Keep

J. Modify

k. Order

1. Ready

m. Reconnect

n. Rollback

o. Store

6. Obtain meta data from CDM.

7. Perform user access control.
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8. Obtain status of previously requested query or update

action.

9. Obtain IISS system status.

10. Execute an application process command file with framed
commands.

11. Perform checks on data obtained from the IISS database.

12. Obtain check data from CDM.

13. Execute an application subsystem in test mode (w/o
update on DBMS).

B.12.5.2 Interfaced Application

1. Obtain data via interface mechanism from either one of:

a. Human user

b. Machine user

c. Other software user

2. Obtain interfacing meta data from the CDM.

3. Supply data via interface mechanism to either one of:

a. Human user

b. Machine user

c. Other software user

4. Report interfacing errors to the initiating program.

5. Perform checks on data acquired through interface.

6. Execute interfaced application in test mode (v/o\update
to DBMS).
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APPENDIX C

TEST BED MIGRATION PATH

C. 1 Acknovledfment

This document has been prepared by the General Zlectric
Company in the soope of activities conducted for the 10AM
Program Office under Project Priority 6201K.

The help and participation received by General Electric
from its 6201K Subcontractors in acknowledged.

C.2 Foreword

This document maps out a migration path for the ICAN Test
Bed into the foreseeable future. The time horison oonsidurd in
this study has been extended to 1990. It is felt that this end
point is reasonable when considering the accelerating rate of
change of the Computer Industry. Seven years [document written
in 19833 will undoubtedly bring tremendous changes in the
economics of hardware and software, which would make longer term
predictions unreliable.

This document thus sets out to Investigate the likely role.
configuration and features of the ICAM Test Bed circ& 1990. To
that effect, the following questions are considered:

1. What will be the role of the Test Bed in the U.S.
Aerospace environment?

2. What will be the implementation of the Test Bed in such
an environment?

3. How will applications be implemented on the Test Bed in
the same environment?

Taking & system view of the Test Bed requires considering
the architecture of the computer system (hardware and software)
implementing the Test Bed. the methodology and tools required to
implement additional application on the Test Bed. and lastly.
the data environment of the Test Bed. These three facets of the
Integration of manufacturing data on the Test Bed are portrayed
in Figure C-1.

The terms shown on Figure C-1. Control Architecture,
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Computer System Architecture and Information Architecture are
defined in the glossary.

Figure C-i serves as a configuration diagram for this
report. The Information architecture which in the environment
of the Test Bed, is described in sufficient detail to understand
the requirements placed on the 1990 Test Bed. This description
is contained in the section entitled, "Test Bed Manufaoturing
Environment". It must be observed, however, that the
manufacturing environment of the Test Bed is outside the scope
of the Test Bed. It is the forcing function of the Test Bed,
rather than a force controlled by the Test Bed itself. The
Control Architecture and the Computer Architecture are on the
other hand directly affected by the design strategy and by the
degree of implementation of the Test Bed. Consequently, this
report focuses on these two fundamental aspects of the Test Bed.

For the sake of saving both time and breath, the computer
system described here which supports distributed processing,
distributed intelligence and which integrates new or existing
manufacturing databases is referred to as the Test fed. The
rules and procedures used to implement additional applications
and their databases on the Test Bed are referred to as the
Integration Methodology.

C.3 Glossary

CBIS - Computer Based Information System - A CBIS is a
"technology environment" defined as a set of three
architectures, which are intended for the management of
information within a factory environment. The three
architectures include an information architecture, a computer
system architecture, and a control architecture. The CEIS
interfaces with the "real-time" environment, but it does not
contain real-time processor, such as robots and numerically
controlled machine tools.

Computer System Architecture - the aspect of a FOF that
includes all of the computer hardware, firmware, operating
systems, communication facilities, data management facilities.
programming languages, and system software necessary to support
the physical CBIS.

Control Architecture - the aspect of a CBIS that includes
the plans, organizational structure, standards, software
engineering methods, procedures, logical data models,
cost-tracking mechanisms, etc., necessary for integration of the
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This demest decribes the migration path seat likely to
he followed by the Teet 3ed as It moe fre, the ene msa
stage to full producotion status. Ybe miiratio at ha.U beom
established evr Uhe ISMO time frame.

This doovomst presents the hardware, software adi eoooemi c
dries whioh will shape up the use. structure md develepmmt
of the ftet Ded. Speoific milestones are presented in the
hardware. software sad control dimensions of the Test Med. A
prioritised list of items to he developed Is the near term (2
years) to also gives. ad in shown 13 the overall context.

C.5 Test *4e Manufacturin isa virosmest,

In The Third Wave. Alvin Toff ler devotes & full chapter to
what he soon will be the manufacturing environment of the years
to cowe. TofU 1er describes the future anufacturing environment
under the caption 03eyond Mass Productiono and forecasts an end
to the long production run characteristics of todays (perhaps
sore accura~tely of the aid 1950's) mass anufacturing. Through
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well maneabot statistics. b eteds this predioties to the
allttasy envirmest as ol1, 1 od forecasts sbouter and shorter
remss oe o I=. staidi -e-. The product Ios ruons of the
By (5.00o . of the -f8 (00 ). of the future o-1 ( O)
certainly Illustrates this point of view. moe surprisingly
= ra . "A to quote Toffle, OAK ee oremie amalysis of

teg sperd b th m r of end Iroducts a oae
wi =th tefidif tht out of 36.1 billie speed a goods for
lab the mebe :1 end items ws Identifiable. fully TO percent

(S7.1 billies) mt for goods produced in lots of under 100

In the civilian sector. as in the military sector of U.S.
masutoturing. the mood arises for manufacturing complex, high
quality preodcts at competitive prices with short production
start up tim. Im the military eiromnt. short production
start up time is of particulr Importanoo to the fat changing
threats poed by the over i croasing sophlstication of the
adversarios of the United tatos.

ftms. the ae Is as. omy from the moo production of
stamdardised products to tho small lot productions of usto
products.

The main obstacle to this trassformation is the information
Mi decision ning explosios implied In the effective
mnufacturing of custom products. In this ovirosment. product
ad process information needs to acoompamy the work in process
om a lot by lot bits. ftrthermore. mnmutacturimg decision
masking nst be nis OR a, lot by lot basis as well. since the
manufacturing process needs to be customised according to
product requiremets. In short, such a production environment
ha moved away from a process envirommest to that of a Job shop.
In the past. Job shops have not bee able to enjoy the
"ecoomies of soal0 associated with mass production. This is
the ohallosge of the Test Dd which integrates product
information. process information and decision making/support
capabilities. It successful, the Test Dod integrated product
ad process data resources coupled with advanced decision making
and support capabilities will bring full customisation on a
continuous flow basis. In such an onvironment. machines can be
autom&tically reprogranmed so that the units of output, each one
different from the next. stream continuously from the machines
in an unbroken flow.

The above illustrates the key contribution of the Test Bed
to the U.S. Aerospace Industry and by consequence to the U.S.
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Air Force. Stating clearly the objective in a necessary but not
sufficient condition for success. A computer system can only be
suocessful it the hardware, software architectures and
Implementation policies are commensurate to the task. The
following sections of this report set the stage for the likely
changes in the hardware and software cost drivers over the
forecast period (1990) and propose & migration path for the
hardware, software and for the Test Bed Control Architecture.

C.6 Test Bed Computer System Architecture

C.6.1 Test Bed Nardware Environment

The hardware environment of the Test Bed of the 1990
reflects the following considerations:

1. Increasingly large number of end-users

One major study Indicates that by 1985, 70% of the U.S.
working force would work with computers for at least
some portion of their work activity.

2. Microprocessor Eoonomics

The availability of small personal computers is evident
in all walks of life. The microprocessors have
proliferated because of their low cost. and the
resulting low cost per machine instruction they afford
make them ideally suited for application programs which
require only 8 or 16 bit arithmetic.

3. Information Storage Economics

The rapid advances of VLSI technology will change the
storage economics as megabit storage chips become
available. Four smgabit bubble chips have already been
developed by Intel (1982). Moore's Law. which links
the number of storage cells per circuit to time, has
consistently predicted a doubling of storage capacity
every year since 1964. In spite of these rapid
advances, Moore's Law predicts some future for the
rotating mass memories.

4. Software Path Length

The operating systems of large general purpose
computers are increasingly complex and add a very
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significant overhead to any application program.

The number of operating system instructions executed in
support of an application program is referred to a the
software path length. Studies have shown that ca large
main frames, the path length often exceeds 100,000
Instructions, whereas on smaller machines (mini's) the
software path length is often less than 2.000
instructions.

5. Advances in Teleprocessing

Local Area Networks have brought about a quantum Jump
in simplicity, capacity and reduced cost with which
computers can be interconnected. The current intense
standardization activities in this area will further
ease the Interconnection of heterogeneous computers via
off the shelf DNA Interfaces to the LAN. The
Involvement of companies such &as IM, Texas
Instruments, DEC. Intel and Xerox guarantees that
widely accepted LAN standards will coexist and that
gateways between standards will be available. Wide
Area Teleprocessing with increased capacity and reduced
cost is also a certainty.

C.6.2 Test Bed Hardware Architecture

The hardware architecture shown on Figure C-2 represents
the architecture of a production Test Bed suitable for
processing in the Aerospace Manufacturing Environment. This
architecture offers the following key features:

1. Local Area Network

A high performance, commercially available. Local Area
Network is used to interconnect the various computer
systems shown on Figure C-2. The Local Area Network is
characterized by:

e High data rates (in excess of 10 megabits)

* Network configuration capabilities

" Network resource management capabilities (errors,
data rates)

" Commercial availability of gateways to other LAN
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in IM. is th fte Isteri . e emits allow
the isteaomgti of ft OSM Ge, iee to the LAN.
T oielly. thee. its are mWOessse drivm smd
s et multiple (4em or ) M devices. no

typ. mew smeoi f rm h I t lterature.
is a direct lateraoe bewet L Uami the varios
Oe tr 6""M show em Figucre . luon i ateace
is Obarctoris. by hfb data tranfer rates a" hye
direct imtrf..iag vith empsut bee Itself re,
thba throm & serial I/O pert. Direct interfacing
with th will be s iaoreasim mee ioalan WWSI LAM inaterfaces become avai 0. ash preimots
have &l ready be m. ID. LLIO3. The sam
WWI interfaos will also allw the dirsit oomo•tilem
of workstatiems to th LAM.

"rid advanes i fiberoptiom isteroeinestion Mi
interface tosology coupled to the favorable price
treed is the fiberoptios itself allow te forecast of a
shift to fiberptiOs. aiy from coaxial cables.
Pibroptios have significant advatagos over coaxial
cables: isolatiom. high throuhput. esaellemt
eleotrosmqetio imumity. am are imbermetly difficult
to tap (therey Inoreasing the security of the
network). The key to oapitalislm cm the VLAI LAA
interfaoes is the seletion of a widely accepted IAN
standard and the selection of popular* oputers amd
work stations.

3. Mini-Computer

The hardware arohite ture of Figure C-2 can
interconnect & large number of mini-computers and other
processors. The mini-oomputers need not be entirely
dedicated to the Test Ned. They are used to support
the manufacturing appllcation programs now in existence
and their databases. These mini-computers will also
support the Test Ned services (ETH . CONN) required for
the integration of these databases. In the long run.
however, new application programs are most likely to
reside on the work stations. Such an architecture
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data Usao M. I& the system. There are so applicatio
ooemeoutie Moo the dedoated bhok en processor.
= = elosimatimg the threat f malevolent program
mMit.ri database activity trT). As of this
writi mg. te speed advantage claimed by hack end
data s has failed to materialise. This
sp ed adv stage o ulikely to materialme as lag as
th hack end processor uses the Sam Ms storage
teohaolegy as Its #mral purpos cousin.

a. Message Namdler Processors

8te Test Ded relies heavily on the processing of
mesusae for Its coordination and control. Dedicated
message handler processors are shown on Figure C-2 to
carry out the time consuming message handling
operations reuired for the reliable processing of Test
SD messages. This approach further off loads the back
end processors (and could also be applied to the
mini-cosputers of the Test Ded) and speeds up
processing. This approach has already been used
successfully by the Dank of America In Its on-line
basking system In California (WITS). The message
handling processors could implement part of the NTH
functionality.

6. Redundant Hardvare
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As the Test Bed moves into production, the demand for
one hundred percent availability viii &rise. This is
because the Test Bed will become effectively the eyes,
ears and brailnas of the manufacturing environment.
Redundant hardware provides & means for reaching (with
a high probability of success) the 100% availability
goal since single failures do not bring the system to a
halt. Redundant haware also facilitates the
scheduling of the maintenance operations. Figure C-2
shows how redundant hardware can be connected in a
cross over arrangement. An interprooessor link - high
speed. vendor supported - Is used to switch over the
back end processors and message handlers. Such
equipment is oommercially available. Mrdvware
redundancy should be used on the shared portion of the
system critical to Test Bed operations.

7. CAD/CAM Graphic System

As product information becomes increasingly more
intertwined with process information required to run
the factory, graphic systems will be brought into the
Test Red. Such addition will greatly facilitate
process planning and the programming of robots. Direct
interfacing of the turn key. oommeercil graphic systems
will be possible. Strong market forces and the
emergence of standard high performance VLSI LAN
interfaces make this development unavoidable by the
CAD/CAM vendors.

S. Workstation

Single or multiple user work stations provide computer
power to the user in a cost effective fashion. Work
stations are char&cterised by short software paths.
sufficient computing power (16 bit floating point) and
meory to support the User Interface functions
(screens, application processes, etc.) associated with
the Test Bed. The trends in RAN storage technologies
allow to forecast the availability of 1 to 4 megabits
of solid state RAN storage for the work stations.
Because of their computational capabilities, work
stations distribute the intelligence of the Test Bed
and support near real time machine sensors.

These sensors allow the monitoring of robots, NC
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machines and other process parameters. programs run on
the workstations are down loaded from the rotating mass
memories via the LAN. The distributed intelligenoe of
the workstations will increase significantly the
throughput of the Test Bed by relieving to a maximum
extent the processors performing the data access
operations.

9. Dial Up Capabilities

The Sao Interface Units, are part of the hardware
architecture of the 1990 Test Bed. These units allow
for the time shared and dedicated interfacing of
terminals and personal computers. Personal oomputers
can thus be temporarily connected to the Test Bed via
dial up modem. In this mode, a personal computer
becomes a non-dedicated work station of the Test Bed.

C.6.3 Test Bed Software ZnviroaMnt

The Software Eavironment of the Test Bed of the 1090
reflects the following considerations:

1. People and Computer Eoonomios

The year 1979 marked the crossover point of the
computer and people cost trend lines, with people cost
now exceeding computer cost in most DP installations.

2. Increasing Share of Purchased Software

The application backlog now existing in most dp
installations and the increasing cost of a debugged
line of software make purchased software that much more
desirable. It has been estimated that by 1983, 20% of
application software will be purchased, up from 9% in
1980 [ADNARTIM].

3. Itern Resistance to Changing Existing Applications

The high cost of a debugged line of code ($10 per line
of COBOL on the average, 1980) and the existing
development backlog deter DP installations from making
changes to running application programs.

4. Push for Data Processing Productivity
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The data processing departments are under Increasing
pressures to improve the productivity of their
programmIng staffs. In general, this push results in a
strong preference for program acquisition in lieu of
program development. Program acquisition has several
aspects: it can be accomplished via non-procedural
languages, very high level languages, shared code
(system services) and database management systems.

5. Fewer Professional Programmers

End users are becoming more and more knowledgeable in
computer science and are Increasingly desirous and
capable of developing application programs quickly
without the tedious and laborious interfacing with the
professional programming staffs, well versed in
computer science but ignorant of applications.

6. Database Management

Great productivity improvements are available when
application programs are developed for use with a
database management system. Furthermore, major
application programs are, for this economic efficiency
reason, based on commercially available database
management systems.

7. Distributed Data Processing

The above considerations must be viewed in the context
of Distributed Processing. Distributed Data Processing
problem Is a current state of research topic, with no
full fledged commercial solution to the Distributed
database Management problem.

C.6.4 Test Bed Software Architecture

The Software Architecture of the Test Bed of the 1990
reflects the ooncernsfor people productivity and for the
efficient use of computer resources. In particular, the
software architecture allows the distribution of
intelligenceamong the various work stations. This minimizes the
load placed on the processors having the burden of processing
the various data access operations.

1. Predefined and Ad-Hoc Capabilities

C-13
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Predefined and ad-hoo distributed query and update
capabilities coexist on the Test Bed for officiency
reasons.

2. Layered Software Structure

Figure C-3 shows the layered structure of the Test Bed
Software. Figure C-3 Illustrates a Test Bed
integrating three different databases supported by
three different databs managers. Figure C-3 depicts
the predefined and ad-hoc capabilitie.

3. Distributed Software Architecture

The distribution of the Test Bed Software across the
mini-oomputers, the workstations and the back end data
machines allows significant improvements in processing
performance. The functional distribution of the
software may take on several forms, depending on the
availability of the hardware, and on the location of
existing applications in the network.

a. Initial Distribution of the Test Bed Software

Figure C-4 shows the initi&l breakdown of the Test
Bed Software into independent functional modules.
For simplicity, the Test Bed Services are not shown
on Figure C-4. By reference to this figure. it can
be seen that some level of parallel processing can
be achieved. However, in this arrangement the User
Interface functions and the application program are
supported by the processors performing the data
access operations.

b. Future Distribution of the Test Bed Software

Future distribution of the Test Bed Software,
Figure C-5, shows the future distribution of the
Test Bed Software into independent software
modules. This figure assumes that a workstation of
sufficient computing power is available. In the
predefined query/update environment, & work station
of minimum sophistication is sufficient. In the
ad-hoc environment, more computing power and memory
are required to support the parsing and
deoomposition of tLe user requests into single node
transactions. Figure C-5 maximizes parallel
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processing and frees to & maximum extent possible
the processors performing the data access
operat 1ons.

This arrangement, it must be noted, accommodates a
large number of users in the ad-hoc environment,
since the overhead related to the ad-hoc
processing is maximally distributed.

4. Shared Code and Services

To maximize programmer productivity the Test Bed
allows the sharing of existing code. This applies
to system services such as user screens and data
Integrity cheoking software. Transaction
processors already written and tested are shared
among users.

5. Report Generator

A report generator facilitates the accessibility of
the data by the user.

6. Higher Level Language

A Higher Level Language allows the non-prooedural
definition of user specified processing. This
language offers control capabilities and defines
macro operations of special interest to the
manufacturing end user. These macro operations
represent frequent and well defined operations in
the manufacturing environment. Moving tools from
the tool crib to the manufacturing cell or station
represent an example of a typical macro operator
routinely performed by the Test Bed users.

7. Integration of Non-Codasyl Databases

The Test Bed allows the integration of non-Codasyl
databases. Of particular interest to the U.S.
Aerospace Environment are the hierarchical and
indexed sequential database structures. Specific
instances of these database structures will
progressively be integrated on the Test Bed by
extending to these DBMS the Neutral Data
Manipulation Language of the Test Bed. IMS, and
TOTAL are examples of the DBMS of interest.
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8. Intelligent Retrieval from Databases

Artificial Intelligence Techniques are becominy
avallable to oarry out intelligent data retrievals
from databases. Of paatioulax Importance to the
manufacturing environment is the fulfillment of a
query which requires knowledge not explicitly
stored in the database but which is oommon
knowledge among the users of the system. The
representation and usage of the required common
knowledge requires Artificial Intelligence
Methodology. ENILS].

9. Natural Language Prooessing

Although relational algebra permits the exact
definition of ad-hoc query, in a concise,
non-procedural format, it does suffer from a lack
of user-friendliness. Natural Language processors
provide a bridge between the user and the query
processors by performing the semantic analysis of
the user natural query and its transposition into
its relational algebra. ON-LINE-ENGLISH is such a
natural language processor which is commercially
available. The use of a natural language processor
in the manufacturing environment is very desirable
for obvious reasons CCDATE].

10. Performance Optimization

The initial Test Bed implementation provides a
first level of performance optimization. Given a
conceptual data retrieval path, the first
implementation of the Test Bed minimizes
transmission cost based on the actual volume and
pathing is performed without optimization. Further
performance gains can be realized by optimizing the
conceptual and internal paths followed to retrieve
the data. Such optimization requires the use of
heuristics graph search procedures described in the
Artificial Intelligence literature NILS]. The
performance optimization can be used for both
predefined queries and for ad-hoc queries.
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C.6.5 Test Bed Data Environment
The data environment of the Test Bed of the 1990 reflects

the following considerations:

1. Existing Databases

The databases which exist in a given manufacturing
environment maust be preserved. These databases contain
information of vital importance to the entreprise and
are tied to a gigantic software investment which cannot
be economically altered. These databases are, in
general, heterogeneous.

2. Data Integrity

The integration of databases places a premium on data
integrity since, in the distributed environment, errors
affect unsuspecting users and since errors may
propagate in a fashion unknown to the human user.

3. Data Independence

Although reasonably stable, the data resource must be
flexible to allow addition and deletion reflecting new
operating conditions or level of integration. Changes
to the data resources must not be allowed to impact the
investment made in the software processing the data.

4. Data Redundancy

Some level of data redundancy must be allowed to
improve system performance and availability. Data
redundancy is, however, a thorny issue since it impacts
adversely on data integrity and complicates
significantly the update logic. In the Test Bed, some
level of redundancy is inherited from existing
databases and must be dealt with.

5. Data Relatability

Addition to the data resource must be related to the
data already existing in the data resource. The new
addition blends in and can be manipulated by the same
tools and to the same extent than the original data.
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S. Data Accessibility

The data contained in the databases integrated by the
Test Bed must be easily accessible by the authorisd
users. Data acocessed frequently is accessed via
predefined and precompiled transactions. Data accessed
less frequently is accessed via ad-hoc queries.
Preoompiled transactions and precompiled queries must
coexist.

7. Data Shareability

The data contained in the databases integrated by the
Test Bed must be shared between several users. The
Test Bed must provide the environment where
simultaneous data can be retrieved and updated without
interference between the various users.

8. Data Security

Adequate level of data security must be provided to the
Test Bed data. Data security must be commensurate with
the threats of loss of confidentiality since the more
secure data security precautions are invariably the
more costly of system resources.

9. Data Effectivity

Management of the data life cycle is an important
aspect consideration for manufacturing data.
Manufacturing data evolves accordingly to a well
defined life cycle: preliminary, design, fabrication,
maintenance, archive. The ability to treat each datum
accordingly to its position in the data life cycle is
required to support Aerospace Manufacturing.

10. Data Typing

Well defined data types are provided. The definition
of the data types includes the definition of the
domains and of the legitimate operations that can be
applied to those domains. The enforcement of the
constraints on the defined data types are provided by
shared system services.
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C.7 Test Bed Control Architecture

The control architecture of the Test Bed provides the
methodology and the tools required to implement now applications
and databases on the Test Bed. The methodology and tools
provided a1low for the addition and modification to the data
structure which supports the Test Bed. In short, the control
architecture de&ls with the creation and maintenance of the Test
Bed Comm Data Mode l.

For the Test Bed to be Implementable in the production
environment, the integration methodology used to integrate
databases must be clearly established and further it must be
automated.

1. Application Development

Guidelines (in the form of programming guides) explain
how to develop an application process which utilises
the services of the Test Bed (screens, integrity
checks, etc.) and whioh performs distributed query and
updates on the databases integrated by the Test Bed.

2. Common Data Model Version Control

Version control of the Common Data Model is provided.
Changes to the Common Data Model are automatically
logged. Affected application processes and system
services are flagged for recompilation. Application
processes and system services obsoleted by changes to
the Common Data Model are prevented from being executed
by Test Bed services.

3. Computer Assisted IDEFI

Computer assisted IDEFl modelling tool allows the
generation of normalised IDEFI models in support of the
Test Bed integration methodology and activities. This
semi-autonated tool allows the interaotive checking and
building of IDEFI models. The tool is used to ensure:

" Uniqueness of key classes as identifiers of entity
Classes

" Migration of inherited key classes

" Compliance with the no null no repeat rule for

C-22

I M)AA * , * ,IL~ *~ . ~ ~ 0



SRDS20140000
I November 1985

attribute classes

" Detailing of relation classes (oardinality. time
dependenoe. boolean, etc. constraints)

" Detailing of path assertions

" Detailing attribute class domain constraints

The tool is used In the following scenarios:

" Construction of an isolated IDEFI model

" Construction of an IDEFI model of an existing
database defined by its external schema (which viii
become an internal schema for the Test Bed)

" Augmentation of the IDEFI model to the conceptual

schema of the Test Bed

4. Computer Assisted Napping Definition

A computer assisted tool allows the definition of the
External to Conceptual and Conceptual to Internal
mappings required to integrate databases and
application processes. This tool accepts as input the
External and Conceptual schemas already defined and
prompts the CDK Administrator to fully define the
corresponding mappings. Likewise, the tool accepts the
Conceptual and Internal schemas as input and prompts
the CDX Administrator to define the Conceptual to
Internal mappings.

5. On Line Data Dictionary

An on line data dictionary is automatically maintained
from the External. Conceptual and Internal schema
definitions. The dictionary is used by the CDX
Administrator to keep track of the entity classes,
attribute classes, and domain constraints already
defined to the Test Bed. Sufficient information is kept
about entity classes and attribute classes to
unequivocally identify the semantics of each class.

6. Application Process Interference

The data dictionary records the possible interference
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between the Application Processes. Interference
possibility I deducted from the external sohemas
associated with the application processes. This
approach allows concurrent processing of
non-interfering application processes and greatly
enhance system throughput (SDI-1).

7. Test Bed Resource Management

Resource management capabilities are provided to
support the assessment of Test Bed usage patterns.
This information Is required for the tuning of the Test
Bed, and for budgetary control.

8. Data Distribution Strategy

Guidelines assisting in distributing the data optimally
in the Test Bed are provided. These guidelines provide
the CDCDK Administrator with sufficient information to
decide upon the degree of redundancy desirable for
optimum system performance as well as the distribution
of the data in the various databases integrated by the
Test Bed.

9. Augmentation to the Conceptual Schema

A methodology supporting the development and
augmentation of the conceptual schema is provided. The
methodology provides an IDEFO of the procedures to be
followed and an IDEFI model of the information to be
gathered.

10. External Schema Definition

A computer assisted tool is provided to assist the CDM
Administrator in building the external schem&s used by
the various application programs. This tool provides a
systematic procedure to the definition of the external
schemas built by the user. The items contained in a
typical external schema are described on Figure C-6.

11. Internal Schema Definition

A computer assisted tool is provided to assist the CDM
Administrator in building the internal schema
definitions used in the Test Bed.
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12. Conceptual Schema Definition

A computer assisted tool is provided to assist the CDR
Administrator in building the internal schema
definitions used in the Test Bed. The items needed to
be defined in a typical conceptual schema are shown on
Figure C-7.

C.8 Mifration Path

C.8.1 Hardware Migration Path

Figure C-8 shows a likely migration path for the Test Bed
hardware. Figure C-8 does not imply a time scale, but portrays
what is believed to be the most likely sequencing of hardware
addition to the Test Bed.

It is realized that the ICAM Program Office is not in the
computer hardware business. This hardware progression is shown
to focus on the capabilities of the Test Bed as time goes on and
to help the planning of the software activities required to
support the evolution.

The items referenced in this section have been previously
described (see Hardware Architecture). Items 1 R 2 are
currently available.

Items 3 if 4 - The LAN configuration unit and self trouble
shooting capabilities (Item 3) and the Direct LAN interfaces
(Item 4) will be developed by the LAN vendors and will not
impact significantly the ICAN software.

Item 5 - The workstations and their direct LAN interfaces
will also be developed by independent hardware vendors. Some
rehosting of Test Bed software and application programs is
implied to take advantage of the work station concept.

Item 6 - The Message Handler processors will improve the
throughput of the Test Bed. The processors are off the shelf
computers (small mini, large micros) and are readily available.
Software rehosting and possible extension
(encryption/decryption) is implied.

Item 7 - The Back End processors are available (IDM, etc)
as their introduction in the Test Bed will imply integration
work with existing Test Bed software. The current NDML planned
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EXTERNAL SCHEMA

USER ID AND TYPE (HUMAN OR SOFTWARE MODULE)

EXTERNAL SCHEMA ID AND AUTHORIZED USERS

SURROGATE ENTITY CLASSES V/I EXTERNAL SCHEMA

DATA ITEMS W/I SURROGATE

DATA ITEM PAIRS BETWEEN SURROGATES

SEC RELATIONSHIPS BETWEEN SURROGATES W/ LINK TO DATA
ITEM PAIRS

DATA ITEM PAIRS

ALGORITHMS FOR DERIVED DATA ITEMS, CONSISTING OF:

* MODULE ID

" DATA ITEMS USED AS PARAMETERS

* SEC RELATIONSHIPS THAT SERVE AS "PATHS" FOR
OBTAINING VALUES

Figure C-6. External Schema

CONCEPTUAL SCHEMA

ENTITY CLASSES
ATTRIBUTE CLASSES AND DOMAINS
ATTRIBUTE USE CLASSES - KEYS

- OWNED
- INHERITED

RELATION CLASSES - TYPE
- INDEPENDENT ENTITY CLASS
- DEPENDENT ENTITY CLASS

ALGORITHMS FOR DERIVED ATTRIBUTE CLASS

Figure C-7. Conceptual Schema
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for the Test Bed will facilitate this integration.

Item S - The CAD/CAN systems available at the time of this
writing have limited or nonexistant networking capabilities.
This development is unavoidable. The addition of CAD/CAM
systems in the Test Bed will be facilitated by the IGES
standardization work now in progress at General Electric and
other research institutions. Significant software development
may be required to interface the graphic databases to the Test
Bed. Interfacing difficulties arise from the current lack of
standardization among the graphic databases of various vendors.

Item 9 - Hardware Redundancy is available from several
vendors (General Automation, etc.). Installation of redundant
hardware will only be Justified when the Test Bed moves into
heavy production status.

C.8.2 Communication Software Migration Path

Figure C-9 shows the likely migration of the Test Bed
Communication Software. Figure C-9 does not imply a time scale.

Item 1 - Binary File Transfer: Binary file Transfer
capabilities are needed on the Test Bed to transfer graphic
data, execute code between hosts and work stations, etc. The
transfer of binary files will become practical when the direct
LAN interfaces are provided.

Item 2 - Direct LAN Interfaces: The integration of Direct
LAN interfaces into the Test Bed requires some modification to
the COMM Software. Direct LAN Interface device drivers are to
be integrated into the existing COMM Software.

Item 3 - Message Handling Processors: Rehosting some of
the NTH functionality is required to take advantage of the
Message handling Processors described in Figure C-9. The
rehosting of the NTH functionality on the Message handling
processor also requires software interface between the software
resident on the Message Handling Processors and the software
resident on Test Bed Hosts and back end data machines.

C.8.3 Distributed Database Management Migration Path

Figure C-10 shows the likely migration of the Test Bed
Distributed Database Management Software. Figure C-10 does not
imply a time scale.
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Item I - Serialization and Conflict Analysis [DPHARTII:
Interference between two Application processes must be avoided
if the distributed database management system is to yield
consistent results. Interference between two Application
processes may occur when both Applications attempt'to update the
same data or when an application process is reading data being
updated by an other Application Process. The first case is the
well documented interference problem ooouring in distributed
updates. The second case, perhaps less obvious, occurs in the
Environment of the 6201H Test Bed. The following examples
illustrate these two types of conflict.

1. Distributed Update Interference

Two application programs A and B update the same datum
Xo. The following may occur:

a. No interference
A: Xo Xo + Xa
B: Xo + Xa Xo + Za + Xb (final state)

b. Interferences
A: Xo Xo + Xa
B: Xo Xo + Xb

The final state of the database will depend on the
actual sequence of execution of the two updates, and is
in either case incorrect.

2. Distributed Read Interference
Two Application Programs A and B read the same datum
Xo. Application Process A updates the datum, whereas B
does not. The following may occur: B will either
read Xo, or Xo + Xa. The value read by B depends upon
the actual sequencing of A and B. If B uses the
retrieved value to update an other database,
consistency may be lost.

These two examples show that in the distributed
environment, sequencing of the processing alters the
end results. The following important practical
implications result from the above examples:

a. Without system imposed sequencing (or
serialization) consistency may be lost, without
user warning

C-31



SRDS2O140000
I November 1985

b. Recovery and normal processing are not necessarily

equivalent

a. The system I not repeatable

In a centralized system, database looking is used to prevent the
above mentioned problems. This approach, although feasible,
results in severe degradation in system throughput and
performance in the distributed environment [SDD-1]. Instead,
systems such as SDD-1 rely on:

a. Time stamp driven processing

b. Application programs are oharacterized by the data
they access. This characterization allows the
determination of potential conflict, at run time,
between application processes. The Information
required to characterized the application processes
is determined at compile time or through analysis
prior to execution time.

Item 2 - Restart & Recovery: Restart and Recovery
capabilities must be provided to allow the restart and
correction of a database which has been temporarily unavailable
or which has been contaminated with erroneous data. The
following scenarios are typical scenarios requiring a recovery
action to be initiated:

a. Database is known to contain erroneous data.

b. Database contains inconsistent data.

c. Database has been updated with data which may be
erroneous.

d. Database has crashed.

Hardware failures, system software and Application Process
Software failures, operator errors are typical causes for the
above scenarios.

The third scenario typically arises from updates derived
from corrupted data contained in an other database. This
failure mechanism makes the recovery of databases in a
distributed environment that much more difficult to perform,
since the propagation of an error is system usage dependent.
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The restart/and recovery procedures implemented on the the
Test Bed rely on the following concepts:

a. The states of the databases used as starting points in
a recovery action must be valid and consistent.

b. Update Transactions are applied without omission or
duplication.

a. Recovery prooesssing is equivalent to normal
processing, so that the final states reached during
normal processing and during recovery processing are
identical.

d. Recovery procedures include the recovery of the
databases and of the serialized transactions queues.

e. Recovery procedures are initiated manually. The
operator can either roll back, roll forward, or reapply
transaction streams. The initial and final states used
in rolling back, rolling forward are specified by the
user. Selected Transactions can be omitted from the
input streams. This capability allows to repair
databases contaminated by erroneous Application
Processes by ignoring the Application Processes for the
time being.

Item 3 - Ad-Hoc Query (Predicate): Ad Hoc query
capabilities based on Relational Calculus enhance the power of
the Test Bed System, by making test bed information more readily
accessible to the user. This first level of ad-hoc query
capabilities is not as user friendly as may be desirable.
Friendlier query capabilities based on Natural language
processing are described under Item 9. The Capabilities
described here are viewed as the building blocks to the Natural
Language Query Capabilities.

The 6201H Test Bed provides for predefined queries. The
design of the 6201K query processors provide the building blocks
to the follow on ad-hoc capabilities.

The software required to input the query, parse the query,
generate the query generators and distribute the COBOL query
processor code must be developed. Of importance, is the
software required to enforce authorized access to the data.
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Item 4 - Distributed Updates: The software supporting
distributed updates needs to be developed. Specifically, the
distributed updates are performed in CSIS CLASS-I. that it is
the updates are performed under control of the (DK. This
capability brings about the full integration of the Test Bed
databases. Reliable implementation of the distributed updates
require services developed previously. The Guaranteed Delivery
service developed under the 6201H contract ensure that
Transactions are not lost nor duplicated. The serialization
logic and conflict analysis logic developed under item-i ensures
maximum system throughput. repeatability and the absoenoe of
dead looks.

Item 5 - Extension to INS, To Total: The update and query
capabilities developed against the 6201 specific instances of
database managers are extended to other database management
systems popular in the US Aerospace Industry. INS and TOTAL
have been singled out by the ICAM program office to be of
significant interest to the 2201 contractor. Extension to
TOTAL, a network type database manager requires the development
of a processor capable of translating Generic COOL query
processors into COBOL query processors written with TOTAL Data
Manipulation Language. The extension of the update and query
capabilities to INS will be significantly more complex since INS
is a hierarchical database manager. The added complexity of the
implementation of the Test Bed Neutral Data Manipulation
Language on INS stems from some undesirable properties of
hierarchical database managers [CJDATE]. These properties
result from the asymmetrical nature of hierarchies.

Get next operations must be qualified by an mundero clause
to specify context, and additional information must be provided
to solve problems introduced by the hierarchical data
structures. In this context, many to many relationships are
problematic. The hierarchical database has in addition the
following, well documented, anomalies:

a. Insertion: It is not possible to insert a dependent
record if the independent record has not been defined
first.

b. Deletion: It is not possible to delete an independent
record without deleting all dependent records
associated with it.

c. Update: Hierarchical database managers contain
redundant information. Changes to a dependant record
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may have to be duplioated. loading to a possible
consistency problem.

Item 6 - Extension to ISAR (SATRE]: Indexed Sequential
Access Nethod files (ISAM) are widely used in the US Aerospace
industry [Program Office]. This fact provides the incentive to
extend the implementation of the NDM to ISA files. The
difficulties arising from such an extension are as follows:

1. Lack of standardization

2. Access by any key other than the primary key (index)
are clumpsy

3. Efficiency is function of the Activity in the database.
None the less, It is believed that the NDKL of the
6201H Test Bed can be implemented against ISAM files.

Item 7 - Performance Optimization: The 620IN
Implementation of the Test Bed provides tactical optimization of
the data queries. The access paths followed to retrieve W
update data at the Conceptual and Internal levels are fixed.
Data Aggregation is optimized upon the volume and location of
the data retrieved. This optimization stop is necessary but not
sufficient. Further improvements in performance can be achieved
by optimizing the access paths followed to retrieve or update
data. Determination of the optimum path to retrieve data can be
done via heuristics graph search techniques described in the
literature of Artificial Intelligence [NILS]. Optimization of
the access paths would be followed by the optimization of the
query aggregation schedule, as done in the 6201 Test Bed.

Item 8 - Data Redundancy: The management of data
redundancy is one of the most challenging problems of
distributed data processing. Data redundancy has some benefits
on system availability, and data query response time but has
terrible stole effects on data integrity and system overhead in
the update environment. The 6201N Test Bed does not address the
issue of data redundancy. However, data redundancy must be dealt
with since data redundancy may be imposed on the CDIH
Administrator by the very structure of the databases already in
existence.

Furthermore, the systematic elimination of all redundancy
may prove to be prohibitively expensive when considering the
conversion cost of existing application programs. This, in
addition, runs contrary to the very purpose of the Test Bed.
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Data redundancy must be described in the CDK and rules must
be derived for the selection of the location of target data
under the query and update services environments. System
ensuring the quick convergence of redundant copies of the data
must be devised and implemented.

Item 9 - Natural Language Query: Natural Language
Translators are coming of age. and are capable of bridging the
gap between the English language and the formal - albeit user
unfriendly - Relational Calculus. Natural Language Translators
thus make the Test Bed Query capability available to a user not
trained In Relational Calculus. The techniques used to
construct Natural Language Processors have been described in the
literature (PYGLO]. Natural Language Processors perform lexical
analysis, syntax analysis, semantic and discourse analysis of
the query. Ambiguities of the natural language are flagged and
the Relational Calculus equivalent of the Natural Language is
contructed. The Ad-hoc query capabilities described in Item-3
is & building block to the natural language based ad-hoc query
capabilities.

Item 10 - Intelligent Retrieval From databases:
Intelligent retrieval from a database involves deductive
reasoning with the facts contained in the database. The
understanding of the query may be performed through the Natural
Language Processors described in Item-9 and may involve
knowledge beyond that explicitly represented in the database.
Common knowledge is typically omitted, and is however required
to interpret the semantics of a query. The representation of
the common knowledge is a state of research problem [NILS].

C.8.4 Test Bed Development Software Migration Path

The development of new Application Processes on the Test
Bed is subject to the economic consideration set forth in the
section entitled OSoftware Environment". Application Processes
specifically developed for the Test Bed reflect the concern for
accepted Software Engineering concepts of modularity, cohesion,
minimum coupling, data, terminal and host independence while
making maximum use of existing software or non procedural
software to improve programming staff productivity. Figure MP-4
illustrates a likely migration path for the Test Bed Application
Process Development Software. The nonprocedural data
manipulation language, used for query, and for update purposes,
has been implicitly described in the section "Distributed
database Management Migration Path."
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Item 1 - Fortran NDML PreProcessor: The 6201H contract
developed a COBOL NDML Preprocessor. This preprocessor is used
to prepass C0DOL programs containing NDL statements. It is
clear that a FORTRAN NDmL Preprocessor must be developed
promptly since a significant number of Application Processes are
written in FORTRAN and since conversion to COBOL is either
difficult or expensive. The functionality of the COBOL NDHL pre
processor Is that of the pre processor written under contract
62011.

Item 2 - Report Generator: Report Generators are an
example of shared code boosting programmer's productivity. Many
report generators exist today and are commercially available.
These systems, however, are not directly useable in the
distributed database management context, and need to be modified
or improved to provide a user friendly and economical way for
the end user to display and format the Information retrieved
from the Test Bed.

Item 3 - Message Definition Syntax: Coordination and
Communication in the Test Bed is performed via messages exhanged
between the various cooperating application processes. Data and
System Integrity is enhanced by checking messages which have
predefined syntax. The Message Definition Syntax allows the
definition of messages which can be easily checked by the
Network Transaction Manager. The Syntax could be defined, for
variable format messages, by transmitting the message format
along with the message.

Item 4 - Distributed Macros: Further programmer
productivity can be reaped by defining and implementing Macros
for functions frequently invoked. In the context of the Test
Bed, those Macros would perform distributed data retrievals and
updates, and could be invoked by messages.

These Macros implement operations of particular importance
to the manufacturing user. A Macro allowing the user to issue a
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tool from the tool crib to a particular workstation is an
example of such a acro.

Item 5 - Data Effectivity: Data Effectivity is of
particular interest to the manufacturing user. The
implementation of data effectivity checks. supported by system
software, would facilitate the use of effectivity data when it
has been defined.

Item 6 - Software Version Enforoement: Application
Processes and System Services are highly dependent upon the
version of the CDK data used for their compilation. Enforcement
of a match between Application Process version and corresponding
CDH data version improves the reliability of the Test Bed by
ensuring that Application Processes are using proper CDR data.

Item 7 - Shared Code: The Test Bed integrates many
applications and it is used by many users who may not have the
opportunity to communicate with one another. In such an
environment the likelihood that users develop similar
application processes is very high. To reduce the software
development duplication, a method needs to be devised (Group
Technology Classification) to allow for the systematic sharing
of existing application processes among users.

Item 8 - Data Types: Abstract data types have a
significant positive impact on software reliability. Abstract
data types facilitate the manipulation of the data by defining
allowable operations and by preventing the user from gaining
access to the internal representation of the data. Capsules
[SOFT] are defined to encapsulate both the internal
representation and the operation to be performed on the data.
The Capsules serve as non procedural building blocks to the
Application Programmers, and further improve productivity by
relieving the Application Programmer from knowing the details of
the internal data structure and associated constraints. System
services must prevent direct access to the data for data types
to be of maximum utility.

C.8.5 Graphics

The need for retrieving and for transmitting graphic data
files will arise as the Test Bed moves into the manufacturing
environment. Present and future graphic CAD/CAM systems are
turn key systems, which will be progressively brought under the
Test Bed. The following developments will enhance the use of
graphic data on the Test Bed.
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1. Virtual Terminal Graphic Capabilities

Line graphic capabilities on the Virtural Terminal
will facilitate the display (but not editing) of
graphic data prepared on the turn key graphic
systems. This capability allows the display of
graphic data in the shop without requiring special
hardware, as well as the display of line graphics
generated by other Test Bed application processes.

2. Integration of Graphic Databases

The graphic databases of turn key systems viii be
progressively integrated as documentation of existing
graphic database structures and direct LAN interfaces
become available. Conversion to a neutral format
(IGES) will further facilitate the integration of
graphic data.

C.8.6 Control Architecture Mifration Path

The Control Architecture Migration Path shown on Figure
C-12 facilitates the implementation of new application processes
on the Test Bed by providing more elaborate methodology and
tools as time progresses.

1. Test Bed Administrator Guide

A guide is provided to the Test Bed administrator to
assist him or her in the task of defining:

a. Users who should have access to the Test Bed

b. What information should be provided to these users

c. Which application processes are required

d. Which screens, etc. are required

e. How to audit system and data usage made by the
users

f. How to use the Test Bed Data Dictionary

2. Programmer's Guide
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A guide is provided to the application programmer to
assist in the design and coding of application
programs on the Test Bed. The programmer's guide
describes:

a. Neutral Data Definition Language

b. Neutral Data Manipulation Language

c. Services provided by the Test Bed

d. User Interface services

e. Prepassing and compilation procedures

f. Test Bed operating principles

g. Test Bed error messages

3. CDM Administrator Guide

The CDM Administrator Guide assists the CDM
Administrator in creating the schemas (external,
internal, conceptual) required to integrate new
applications and databases on the Test Bed. The CDM
Administrator guide describes:

a. IDEFI methodology and its extension

b. How to create an Internal schema for an existing
database

c. How to create and augment the Conceatual schema

d. How to create an External schema

e. How to define the mappings between the schemas

f. How to store, edit, schemas on the CDM

g. How to use the CDM data dictionary

4. User's Guide

The user guide describes the operations of the Test Bed
to the end user. This guide describes:
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&. The User Interface services, from the end user
point of view

b. Error messages

c. High level explanation of the Test Bed operating
principles

5. Forms Editor

The forms editor is a 6201K shortfall. This total
should be developed rapidly to give the user the
flexibility required to define forms graphically (by
moving strings on the CRT) and textually.

6. CDX Versioning

Versioning of the CDX is a 6201H shortfall. This
important service must be provided, since it will allow
making changes to the CDX without having to preprocess
and recompile all application processes. The
granularity of CDN Version numbering system must allow
to single out those application processes affected by a
change to the CDX data. It is noted that some changes
(passwords for example) have no impact on the
recompilation of application processes.

7. On Line Data Dictionary

An on line data dictionary is needed to assist the CDM
Administrator in the burdensome task of keeping track
of data definition, and semantics. The data dictionary
is updated automatically when changes are made to the
CDX.

8. Application Process Interference

Application process classes need to be defined
automatically by the Test Bed. An application process
class may contain one or more application processes,
provided that they are using the same logical read set
and write set of data (SDD-l). The grouping of
application processes into classes allow significant
improvements in system performance. This assignment
must be error free since conflict and inconsistencies
may result from the interleaved processing of
application processes of the same class. Automation of
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application process class definition is thought to be

more effective and reliable than manual definition.

9. Computer Assisted IDEFI

The methodology developed for the integr&tion of
existing databases calls for the development of
normalized IDEFI data models (DACOK). A computer
assisted IDEFI model building tool will make this
process more productive, less error prone. It will
provide the hand holding required for transitioning the
Test Bed away from its developers. The IDI model
builder cannot be fully automated. but it can be made
interactive and exhaustive. This tool should accept
input from the model builder, from IDIFI models already
stored in the CID or from the sohemas of existing
databases already defined.

10. Computer Assisted Schema Mapper

The task of mapping schemas is thought to be tedious
and is a good candidate for computer assistance.
Schema mapping cannot be automated, for it requires too
much common knowledge about data semantics. Schema
mapping can, however, be made highly interactive and
the computer be of significant assistance in checking
completeness and self consistency of the mappings.

11. Resource Management

The resource management capabilities provided for the
6201H Test Bed are satisfactory for the laboratory or
experimental phase of the life of the Test Bed.
However, as the Test Bed expands to full production
status, improved resource management capabilities must
be provided for budgetary control.

12. Data Security

The ad-hoc environment poses added data security
problems. In this environment, data security cannot be
enforced via access control. More granular data
security information must be provided, to allow
distinguishing between valid and invalid data usages of
a legitimate user. Subdividing users into security
levels is a convenient way of enforcing direct data
security among legitimate users of a datablse.

C-44

v e - 'Q



SRDS20140000
1 November 1965

Enforcement of this additional security constraint must
be provided in the Test Bed via shared system services.

The need for data encryption may arise as more
sensitive data (commeroial or military) Is brought
under the Test Bed. Approved encryption algorithms
(DES) may be used on the Test Bed, and be Implemented
on message handler processors and workstations.

C.9 Prioritised List of Development Activities

The following is a prioritized list of development
activities required to transition the Test Bed from its state of
completion at the end of the 6201N contract to full production
status. The development activities called are those described
in Section 8.

PHASE 1: DEMONSTRATION OF BASIC CAPABILITIES

1. Full Query Capabilities:

a. Serialization and conflict analysis
1. Time stamp processing or other conflict

avoiding technique
2. Transaction class processing

b. Restart/Recovery
c. Binary File Transfer
d. Fortran ND1/L Pre processor

2. Ad-Hoc Query Capabilities

a. Ad-Hoc Query (PREDICATE)

3. Distributed Update Capabilities

a. Distributed Updates

PHASE 2: DEVELOP, AUTOKATE INTEGRATION METHODOLOGY

a. Data Redundancy
b. Computer assisted IDEF-l
c. Computer assisted schema mapper
d. CD1 Versioning
e. CDM Utilities
f. On line Data Dictionary
g. Test Bed Administrator Guide
h. Programmer's Guide
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1. CDK Administrator Guide
J. User's Guide

PHASE 3: PREPARE FOR MI(RATION TO MANUFACTURING
ENVIRONMENT

a. Extension to INS and TOTAL
b. Extension to ISAM
c. Data effectivity
d. Application process interference classification
e. Performance optimization

1. Retrieval optimization - conceptual level
2. Retrieval optimization - internal level

f. Virtual terminal line graphic capabilities
g. Resource management
h. Data security
i. Workstations
J. LAN configuration unit W self troubleshooting

PHASE 4: DEVELOP TOOLS TO IMPLEMENT NEV APPLICATIONS

a. Forms editor
b. Report generator
c. Message definition syntax
d. Distributed manufacturing macros

PHASE 5: IMPROVE TEST BED PERFORMANCE

a. Direct LAN Interfaces
1. Procure, install hardware
2. Modify COMM software

b. Message handler processors
1. Procure, install hardware
2. Modify NTM software

c. Backend processors
1. Procure, install hardware
2. Modify query generators

d. Hardware redundancy

PHASE 6: GRAPHICS CAPABILITIES

a. Graphic/LAN direct interfaces
b. Integration of graphic databases

PHASE 7: ADVANCED CAPABILITIES

a. Shared code classification
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b. Abstract data types
c. Natural Language Query Processor
d. Intelligent database retrieval
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