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PREFACE

This system requirement document covers the work performed
under Air Force Contract F33615-80-C-5185 (ICAM Project 6201).
This contract is sponsored by the Materials Laboratory, Air
Force Systems Command, Wright-Patterson Air Force Base, Ohio.
It was administered under the techmnical direction of Mr. Gerald
C. Shumaker, ICAM Program Manager, Manufacturing Technology
Division, through Project Manager, Mr. David Judson. The Prime
Contractor was Production Resources Consulting of the General
Electric Company, Schenectady, New York, under the direction of
Mr. Alan Rubenstein. The General Electric Project Manager was
Mr. Myron Hurlbut of Industrial Automation Systems Department,
Albany, New York.

Certain work aimed at improving Test Bed Technology has
been performed by other contracts with Project 6201 performing
integrating functions. This work consisted of enhancements to
Test Bed software and establishment and operation of Test Bed
hardware and communications for developers and other users.
Documentation relating to the Test Bed from all of these
contractors and projects have been integrated under Project 6201
for publication and treatment as an integrated set of documents.
The particular contributors to each document are noted on the
Report Documentation Page (DD1473). A listing and description
of the entire project documentation system and how they are
related is contained in document FTR620100001, Project Overview.

The subcontractors and their contributing activities were
as follows:

TASK 4.2

Subcontractors Role

Boeing Military Aircraft Reviewver.
Company (BMAC)

D. Appleton Company Responsible for IDEF support,
(DACOM) state-of-the-art literature
search.
General Dynamics/ Responsible for factory view
Ft. Worth function and information
models.
iii
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Subcontractors

Illinols Institute of
Technology

North American Rockwell

Northrop Corporation

Pritsker and Associates

SofTech

TASKS 4.3 - 4.9 (TEST BED)

Subcontractors

Boeing Military Aircraft
Company (BMAC)

Computer Technology
Associates (CTA)

Control Data Corporation
(cpc)

D. Appleton Company
(DACOM)
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Role

Responsible for factory view
function research (IITRI)

and information models of

small and medium-size business.

Reviewer.

Responsible for factory view
function and information
models.

Responsible for IDEF2 support.
Responsible for IDEFO support.

Role

Responsible for consultation on
applications of the technology
and on IBM computer technology.

Assisted in the areas of
communications systems, systenm
design and integration
methodology, and design of the
Network Transaction Manager.

Responsible for the Common Data
Model (CDM) implementation and

part of the CDM design (shared

with DACOM).

Responsible for the overall CDM
Subsystem design integration
and test plan, as well as part
of the design of the CDM
(shared with CDC). DACOM also
developed the Integration
Methodology and did the schema
mappings for the Application
Subsystenms.
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Subcontractors

Digital Equipment
Corporation (DEC)

McDonnell Douglas
Automation Company
(McAuto)

On-Line Software
International (0OSI)

Rath and Strong Systems
Products (RSSP) (In 1985
became McCormack 8 Dodge)

SofTech, Inc.

Softwvare Performance
Engineering (SPE)

Structural Dynamics
Research Corporation
(SDRC)
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Role

Consulting and support of the
performance testing and on DEC
softvare and computer systems
operation.

Responsible for the support and
enhancements to the Network
Transaction Manager Subsystem
during 1984/1985 period.

Responsible for programming the
Communications Subsystem on the
IBM and for consulting on the
IBM.

Responsible for assistance in

the implementation and use of

the MRP 11 package (PIOS) that
they supplied.

Responsible for the design and
implementation of the Network
Transaction Manager (NTM) in
1981/1984 period.

Responsible for directing the
work on performance evaluation
and analysis.

Responsible for the User
Interface and Virtual Terminal
Interface Subsystenms.

Other prime contractors under other projects who have
contributed to Test Bed Technology., their contributing
activities and responsible projects are as follows:

ICAM Project

Contributing Activities

Contractors
Boeing Military 1701,
Aircraft Company 2202

(BMAC)

P AP Al AR

2201,

Enhancements for IBM
node use. Technology
Transfer to Integrated
Sheet Metal Center
(ISMC).
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Contractors

Control Data
Corporation (CDC)

D. Appleton Company
(DACONM)

General Electric

Hughes Aircraft
Company (HAC)

Structural Dynamics

Research Corporation
(SDRC)

Systran

ICAM Project
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Contributing Activities

1502,

1502

1502

1701

1502,

1703

1502

1701

1701,

vi

IISS enhancements to
Common Data Model
Processor (CDMP).

IISS enhancements to
Integration Methodology.

Operation of the Test
Bed and communications

equipment.
Test Bed enhancements.

IISS enhancements to
User Interface/Virtual
Terminal Interface
(o1/vTI1).

Test Bed enhancements.
Operation of Test Bed.
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FOREWORD

. Revision A of this System Requirements Document (SRD) has
been done at the end of the technical work in order to more
accurately reflect the system that was actually developed. The
primary revisions are to add indications of the level to which
listed requirements were satisfied by the system as implemented
in Release 2.0, the last release of the contract. Requirements
that were not addressed are listed as "(Future)", and in many
cases a "(Partial)", or further explanation, is appended to
requirements that were not addressed as fully as had been
envisioned at the time the requirements were specified.

The fact that a requirement, constraint, or function is
listed as "Future” does not imply that it should definitely be
done in the future, as there are many functions, for example,
that were not done because further design work revealed problems
and reasons why they should possibly not be done at all. This
further reasoning is left to other more detailed project
documents. Further, the fact that a function is not qualified
does not mean that there is not more that could be done in the
function in future work, it only implies that the functionality
provided was reasonable considering the expectations when the
requirments were developed.

It was also felt that this document would be of more value
to future developers to essentially leave it in its original
state with annotations of what was accomplished in order to
preserve the thinking that was considered and developed, rather
than completely revising it to an "As-Built"™ SRD.

vii
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SECTION 1
INTRODUCTION AND SYSTEM OVERVIEW

1.1 Background

The objective of this project is to establish and operate a
Test Bed to validate the concept of Integrated Applications
supported by an Integrated Information Support System (IISS).
In addition, the project is to establish a set of interim
standards and procedures to guide the design of the IISS and to
provide guidance to other ICAM projects. Finally, a set of
requirements is to be established which will be the basis for
enhancements to the 1ISS.

This project is intended to provide the test and
demonstration vehicle for the ICAM Information Support System
concepts described in the 30 September 1981 "Integrated Sheet
Metal Center"” (Threads Docnlentg and the Project Priority 3101
Computer Based Information System (CBIS) Requirements Document.
As the strategy for evolution to the "CBIS data Class II"* and
"CBIS data Class I"* environments is developed and implemented,
the associated costs and benefits can be tracked against the
baseline system.

The ICAM products being considered by the Project Priority
2201/2 contractors for implementation in the Integrated Sheet
Metal Center (ISMC) can be implemented first on the Test Bed.
In this process, the problems of rehosting the software,
integrating multiple ICAM products, and demonstrating
performance will be identified and solved, thus reducing the
risk to the ISMC implementator. Cost and performance
evaluations of the products can be done within the Test Bed.

*Four data classes are defined as follows:

Class I - data totally managed by CBIS

Class II - data directly accessed by CBIS, but externally
managed

Class III - data subject to CBIS standards and procedures
Class IV - data subject to CBIS guidelines

A fifth class, defined as "private data,” is totally outside of
the control of the CBIS policies and procedures.
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ICAM products not chosen for implementation in the ISMC
can also be installed on the Test Bed, providing the same

evaluation benefits and reduction of risk to other potential
1 users.

1.1.1 Relationship of the Test Bed to Other ICAM Projects

The first Test Bed demonstration (early 1983) is to include
the shop floor control system from Project Priority 6103
(Manufacturing Control Material Management - MCMM), integrated
vith appropriate modules of a commercially available
Manufacturing Resource Planning (MRP) system. This integration
will be supported by appropriate tools from the Integrated
Decision Support System (IDSS) similar in capability to the
"mid-configuration" described in the ICAM Program Office’'s 30
{ September 1981 ISMC "Threads Document.”

The contents of the subsequent demonstrations after early
1983 will depend on several factors and come from several
sources. For example, they could come from
requirements/recommendations from within this Test Bed project,
from the ICAM Program Office, from other ICAM Projects
(particularly ISMC Projects 2201/2), and from industry in
general. Enhanced capabilities in the manufacturing systems
applications area (technical and control threads) will come
mainly from Project 5501 (IPS) and the Integrated Decision
Support Systems (IDSS) Projects 8203 and 8205. System

Engineering Methodology (SEM) tools will come from SEM Project
1701.

TR

The Test Bed project has worked and will continue to work
closely with other related ICAM projects in determining system
requirements, defining standards and procedures for the initial
implementation, and identifying deficiencies and voids in the
available components. Beyond the functional and application
areas, methods to be used in all aspects of the system life
cycle are also to be addressed. Aspects to be coordinated with
the SEM (System Enginering Methodology - ICAM Project Priority
1701) include: data definition methods; database design; use of
the data dictionary; structured analysis methods; system
specification techniques; prototype development; standards for
data definition; data manipulation; message definition; and
documentation standards and performance analysis techniques.

Needs and priorities for enhancements will be defined by
the ICAM Program Office based on recommendations from the Test
Bed project coalition and related projects. Requirements for
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the enhancements will be defined by this Project (6201).
Project Priority 1701M (SEM) will have the responsibility for
designing and building the required software and defining the
required standards, procedures, and guidelines based on the
requirements. To facilitate the coordination of this Project
6201 with Project 1701, a formal working arrangement has been
established with the Project 1701 Prime Contractor.

1.1.2 Strategy for Evolution

It has been estimated that in large U.S. corporations, most
of the existing computer applications will be redesigned over
the next 10 to 20 years. It is further expected that, due to
the rapidly changing computer technology, the construction
techniques and operation modes of new applications will bear
little resemblence to those of existing systems.

The Project Priority 3101 CBIS coalition provided a set of
six principles as guides in formulating a solution for the
(relatively) near term which are also extensible for the
expected long term trends. Individually, each of these
principles reflects state-of-the-art technology; however, they
have not been implemented together to yield an integrated
system. These principles are stated as follows:

1. 1IISS is a key mechanism for the integration of
computerized manufacturing. It defines, controls, and
executes actions affecting information among various
functionally independent subsystems, based on the use
of common data.

2. 1I1ISS employs a coordinated databa:t e approach to support
information resource management of various application
systems in a closed loop environment within
manufacturing.

3. 1IISS implementation strategy employs several stages of
data and application control which allow for increased
usage of facilities as management seeks to gain greater
benefits from the IISS.

4. 1ISS operates as a transaction oriented system
responding interactively to user commands, rather than
to prescheduled batches of computer programs.

5. 1IISS is accessible from geographically dispersed ‘
locations.
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P

These principles and other results of the CBIS project have
¢ been taken as a starting point and extended and further
: articulated by the ICAM Program Office and the Project 6201
B coalition. Requirements, specifications, and the overall system
. design are being developed with a view of both short and
. long-term implementation plans for the Test Bed.

. The “"cost drivers” which the ICAM CBIS Requirements
Definition (Project Priority 310l1) defined as critically
associated with the CBIS environment are summarized in the
following nine categories, all of which are being considered as
part of the Test Bed IISS design:

1. Data independence - making computer data files
independent of the programs which use them.

2. Data nonredundancy - minimizing the number of
occurrences of the same data in different files.

3. Data relatability - facilitating the changing of file
X structure based on specific "views" required by
N different programs and transactions.

4. Data integrity - improving data quality, consistency,
and recoverability.

5. Data accessibility - providing low-cost, user-friendly
access to data stored in various files and computers.

6. Data shareability - ensuring that many programs can
access the same files simultaneously without degrading
performance.

Data security - ensuring that data are isolated from
users who should not have access to it.

PN XY
-3

8. Data performance - providing proper controls for
changing the CBIS environment over time as changing
user needs cause the basic system requirements to
change.

-~

9. Data administration - supplying appropriate standards,
procedures, and guidelines to ensure consistent
evolution of the CBIS environment as demands and
technologies change.
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Implied above is the need for the IISS to operate in a
mixed environment containing old and newly developed
applications. It is clearly recognized that the existing
applications must be supported, while techniques for technology

development and new applications development are concurrently
provided.

1.2 Summary of Expected Benefits of the Test Bed and IISS

The Test Bed will serve as a step toward realizing the full
benefits of a CBIS as represented by the "cost drivers" in the
preceding section (Section 1.1.2). It will also serve as a
facility to assist others to achieve these benefits faster and
with less risk. Some of the benefits of the Test Bed may be
summarized as follows:

1. Provide testing facility for individual ICAM software
products.

2. Demonstrate initial integration of ICAM products.
e Data integration via the Common Data Model

e Techniques and procedures for more extensive
integration of program functions

3. Provide a site for demonstration and evaluation of ICAM
products.

e Applications
e Methodologies
e Information support system

4. Reduce risk to subsequent users of ICAM products.

(4 )

Provide standards, guidelines, and procedures.

e For development of ICAM products

e For evaluation/adoption by industry

6. Demonstrate strategy for transition from current
application processing and development methods to use

of the evolving techniques which will subsequently
reduce cost and increase system flexibility.

1-5
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Distributed heterogeneous systems, distributed data,
and distributed processing.

Independence of application data from considerations
of actual internal storage organization and database
Management System access techniques.

Reduced data redundancy.

Automated data validation and constraint checking
through the Common Data Model.

Transaction-oriented applications.

Standardized User Interface (similar menu
construction for all applications, standard user
"HELP" procedures, standard error messages, etc.).

Control of execution, in a consistent manner, of
processes on different computers using different
operating systems.

Facilitate and control passing of data and messages
between processes on the same or different
computers.

Consistent error handling throughout the system.

System-wide control of startup, shutdown, restart,
and recovery.

Application programs written using relational
database languages referencing nonrelational
databases.

Independence of application program from the
computer on which the user terminal is located.

Independence of application program from the
characteristics of the terminal on which it will be
used.

System-supported translation of information formats
to host-specific representations.

1-6
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1.3 Test Bed System Overview

The following is an overview of the presently envisioned
Hardware and Software Architecture.

1.3.1 Hardware Architecture

The hardware architecture of the Test Bed supports the
interconnection of the heterogeneous computer systems required
to demonstrate the functionality of the Test Bed (Figure 1-1).

The Test Bed hardware architecture supports the
x interconnection of three computer systems via a Local Area
: Network (LAN) complemented by Wide Area Communication Services.
The three computers embedded in the Test Bed are:

1. A Honeywell Level 6 computer supporting the MCMM
database and MCMM application programs.

- e L

2. A VAX 11/780 computer or equivalent supporting:

P

® Test Bed User Interface

® Test Bed Common Data Model

o~ o -

e IDSS 2.0 and its database

\ 3. An IBM 3033 computer supporting an MRP package to be
selected in conjunction with the IPS Project Priority
: 5501 team.

The Test Bed makes use of a Local Area Network to
interconnect the Honeywell Level 6 and the VAX 11/780 which are
in close geographical proximity. This approach offers high
; throughput, ease of installation, expansion capabilities, and
. supports the process-to-process communication capabilities
: required to integrate the heterogeneous databases present in the

Test Bed environment.

The Test Bed makes use of Wide Area Communication lines to
N extend the functionality and usefulness of the Test Bed to
computers which are remote geographically.

1. A synchronous leased line provides medium speed
communication capabilities to the General Electric
owned IBM 3033 located 3.5 miles away from the

PPN
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computer center used to develop the Test Bed.

2. Asynchronous lines are provided to interconnect the
ICAM (CIDS) and ISMC development computers to the Local
Area Network hardware, as well as to interconnect ISMC
development terminals to the VAX 11/780 of the Test Bed
through the User Interface.

The Test Bed hardware architecture allows for expansibility
and flexibility.

1. The Test Bed hardware architecture can be expanded to

: the MAX Configuration described in the Threads

' Document. Back end data machines and/or additional
general purpose computers can be interconnected via the

| Local Area Network.

2. The Test Bed hardware architecture can be expanded to a
full size production system with minimal changes to the
& software.

1.3.2 Software Architecture

The ma jor software subsystems are also indicated in Figure
b 1-1.

1.3.2.1 Distributed Application Data on Heterogeneous Databases

The application data are distributed in heterogeneous
database management systems, themselves resident in
heterogeneous processors. This approach allows for the
integrated query of existing databases by new integrated
applications without conversion of the database.

1.3.2.2 Class 1I Data Integration

The Test Bed software and system utilities support Class 11
(see footnote, page 1-1) data inquiries. These inquiries may be
directed toward any database resident in the Test Bed, and are
under the direct control of the Test Bed Common Data Model
Processor. System utilities perform data integrity checks
A selectively on the data being retrieved in the system. The
- early 1983 implementation of the Test Bed supports updates on
the databases bound to the Application Subsystems. Update
activities are under the control of the Application Subsystems
and are under indirect control of the CDM to the extent that
data entry and messages are checked by the CDM. The data

1-9
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integrity checks performed include edit, domain, and range
checking. The data required to support the data integrity
checks are contained in the Common Data Model, and is under
control of the Common Data Model Administrator. Data inquiries
use the Test Bed Neutral Data Manipulation Language to query
Common Data contained in the databases integrated by the Test
Bed. The Test Bed Neutral Data Manipulation Language allows the
definition of nonprocedural queries which are independent of the
structure of the database(s) being accessed. System services
allow the retrieval of data contained in more than one database
in more than one system.

1.3.2.3 User Interface and Data Query via Preplanned
Transactions

In the early 1983 implementation, User Interface and data
query are accomplished by preplanned transactions and messages.
This method will evolve toward ad-hoc inquiries as development
of the Test Bed continues after early 1983. Information queries
via preplanned transactions support the manufacturing scenarios
which have been identified and constitute a natural first step
toward ad-hoc query. Message integrity checking is supported by
system functions, and is performed selectively. The information
required to support the message integrity checks is contained in
the Common Data Model and is under the control of the Common
Data Model Administrator. (Message integrity checking = Future)

1.3.2.4 Integration and Coordination Through the Common Data
Model

The Common Data Model is a resource which is maintained in
a centralized fashion to support the following functions:

e Define logical structure of the information common to
two or more Application Subsystems. The definition
includes entities, their attributes, and the
relationships between entities.

e Define the domain and values of the entities.

® Access control or authorization information identifying
the operations that can be accessed by a particular
user. (Future)

e Define the format of the data as stored. I

e Catalog of Common database procedures such as schema




1.3.2.5

The Common Data Model provides a repository for the data
describing the data, procedures, and policies which are shared
between the various IISS Application Subsystems.

The Network Transaction Manager provides the operational
implementation of the above concepts, the control of the
execution of transactions, the control of the flow of messages
through the network, the restart and recovery requirements, and
the monitoring of performance.

The Network Transaction Manager is invoked to carry out the
following functions:

SRD820140000
1 November 19835

translation, schema definition, Neutral Data
Manipulation Language statement translation, and data
translation procedures.

Locate the specified data in the logical data structure
(Test Bed Conceptual Schema).

Convert query requests to fit the locations of the data
and the required processing.

Aggregate the responses from the various databases.

Check for the validity and completeness of update
requests (Class II environment). (Future)

Support the user interface.

Integration and Coordination Through the Integrated
Netwvork Transaction Manager

Dispatch of messages through the IISS Network
Follow-up on open transactions

Logging, time stamping of messages

Monitoring of system performance (Future)
System synchronization

Restart of the IISS system

Restart and recovery of the databases (Future)
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N e Control of Application Subsystems

The Network Transaction Manager controls the execution of
: application subsystems by processing the Transaction Message
X queues built on each node. The queues provide the necessary
< buffering action resulting from the asynchronous nature of the
! Test Bed Application Subsystem.

1.3.2.6 Guaranteed Delivery of Messages

» The Network Transaction Manager is also invoked to

" * guarantee the delivery of messages. This service is provided to
facilitate the migration of the Test Bed to the Class I

; environment.

' This capability guarantees that messages will be delivered,

s even if the destination application subsystem is temporarily

i unavailable. To that effect, the messages are uniquely

] identified at the level of the IISS by journalizing

: the message type and Application Subsystem of origin, and by
time stamping. Time stamping and journalizing allow for the

y chronological reconstruction of the transaction input stream.

? This technique supports the recovery of unavailable nodes or

i Application Processes.

It should be further noted that the system can guarantee

R * that the message was given to the destination process, and even
& that the process acknowledged having completed processing. The
i system cannot, however, guarantee that the receiving process

, actually did process the message and perform the requested
functions, or, for that matter, that the message was even read.
The proper processing of messages is totally dependent on the
receiving application process and cannot be controlled or
guaranteed by the IISS system.

- .-

1.3.2.7 Standard User Interface

e e e e

Test Bed User Interface

A Test Bed User Command Language simplifies the task of the
user when interacting with the Test Bed. User inputs are
through a forms system including menus, formatted data displays,
and forms for data entry. The inputs are then formulated into
standard messages that are sent to the application processes in
the proper host computer.

N R St

“am D

The User Interface thus provides a unified format to invoke

)
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Test Bed System Utilities as well as to support the user
dialogues of Application Subsystems specifically designed for
the Test Bed.

Virtual Terminal

The proliferation of terminal hardware and the wide
disparity in capabilities and features of commercially available
teraminals create an interfacing problem between I1IISS and its
terminals.

This problem is resolved by defining a specific set of
terminal features and protocols which must be supported by the
I1ISS software. This set of features and protocols constitutes
the IISS virtual terminal definition.

Specific terminals are then mapped against the IISS virtual
terminal software by specific software modules written for each
type of real terminal interfaced to IISS. This approach is
consistent with the layered software philosophy of I1ISS since it
permits the interfacing of a wide variety of terminals without
changes to the 1ISS application programs.

System-WVide Forms and Protocols

User forms and user protocols are defined at the IISS
system level. These forms and protocols define the manner in
vhich the IISS user interfaces with IISS. The forms are data
structures with attributes which are enforced by the forms
package. Mandatory fields, alphanumeric fields, and numeric
only fields are examples of the attributes which are enforced by
the forms package.

The forms and protocols are defined by data stored in the
CDM, and as such are very flexible and extensible.

1.4 Terms and Abbreviations

Active: Computer enforced (at compile time or at run time).

Activity Framing: Feature which allows to declare a set of
Application Processes as being part of a single operation which
makes sense from the user viewpoint. All database changes
contained within an activity frame are incorporated or else none
are incorporated in the databases.

Application Process: A cohesive unit of software that can be

1-13
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initiated as a unit to perform some function or functions.

Application Process Cluster: An Application Process Cluster is
the logical grouping of Application Processes and of one Message
Processing Unit (MPU) NTM component.

Application Subsystem: An Application Subsystem is composed of
one or more application processes and performs specific
manufacturing management functions. Instances of ICAM
Application Subsystems are: MCMM, IDSS, and a commercially
avalilable MRP Systenm.

Class I1II Data: Data for which query activity is under direct
control of the IISS and for which update activity is under
indirect control of the IISS.

Common Data

1. Data used by more than one application Subsystenm.

2. Data updated by one Application Subsystem and used by
another.

3. Data planned to evolve into a category described by (1)
or (2) above.

Common Data Model: Describes common data application process
formats, screen definitions, etc. of the IISS and includes
conceptual schema, external schemas, internal schemas, and
schema transformation operators.

Data Integrity: Improved data quality, consistency and
recoverability. The Test Bed common data is subject to the
following integrity checks:

1. Type checking
Existence checking

Edit checking (7 digit telephone number)

» a N

Attribute value checking (shirtsize = small, medium,
large)

5. Range checking

Deadlock: Two processes are sald to be dead locked when each
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process is waiting on the other to complete before proceeding.
Domain Check: Operation which ensures that the values of a

given attribute lie within some prescribed set of values. These
values may be continuous, discrete, numeric or non-numeric.

Expert/Novice Mode: The User Interface supports the concept of
Expert/Novice mode of user interaction. 1In the novice mode, the
user receives tutorial assistance from the system to guide his

selection of system features and functions. In the expert mode,

the time consuming tutorial assistance is suppressed for maximum
efficliency.

Form: Predefined screen format description. The description
includes the textual, cursor positioning, data checking
information required to display or input data into IISS.

Guaranteed Delivery: Test Bed provided service which ensures
the delivery of a message to its destination even if the
destination process is unavailable at the time the message is
issued.

Integrated (Test Bed) Application Process: An Application
Process which:

1. Uses the Neutral Data Manipulation Language to retrieve
Class II data which may be distributed on several
databases resident on the Test Bed.

2. By the end of the contract, it uses the local database
manipulation language to update the local database to
which it is bound.

3. Performs its terminal Input/Output operations on the
Test Bed terminals.

4. 1Is controlled from the Test Bed terminals.

Non-Integrated (Test Bed) Application Process: An Application
Process which:

1. Does not use the Neutral Data Manipulation Language to
retrieve Class II data. The local database Management
System data manipulation language is used for local
database manipulation (update, retrieval).

2. Performs its terminal Input/Output operations on the

1-15
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Test Bed terminals.
i S. 1s controlled from the Test Bed terminals.
Non Procedural Query: Value stated query. The query statement

focuses on what needs to be retrieved rather than on how to
carry out the retrieval operations.

Paired Message: A message which contains either one of the
following:

a. A request for a reply
or

b. A reply to a uniquely identified request.

f Pre-defined Query Application Processes: Information processing
functions implementing predefined data query application
processes. The code required for implementation is predefined
(manually if necessary) precompiled and linked.

Response Time: Duration of wall clock time between submission
of a user request and receipt of the first character of output.

Synchronization Point: Quiet point where the following is true:

1. The Test Bed databases are in a consistent state

2. The state of the queues of pending application process
is known and available for future reference

3. The state of the databases is known and available for
future reference

4. The state of the queues of pending application process
and the state of the databases have been given a common
identifijer.

System Clean Point: State of the system which satisfies to:

1. The Test Bed databases are in a consisteny state.

2. The state of the databases is known and available.

3. The state of the queues of pending messages is known
and available.
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System Quiet Point: Period of time during which ithe following
is true:

1. The dispatch of messages triggering the execution of
application processes is suspended.

2. All dispatched application processes are closed
(processing is completed).

3. System quiet points are invoked and terminated under
control of the Test Bed operator or Test Bed control
mechanisnm.

Terminal Control Words: A neutral representation of terminal
features implemented by specific control characters.

Test Bed Utilities: Test Bed functions that either provide Test
Bed operability or facilitate the execution and terminal

input/output operations of the Application Processes resident on
the Test Bed.

Time to Complete: Duration of wall clock time between
submission and completion of a user request.

User Interface : Test Bed services which facilitate the man
machine dialogs between the Test Bed services, some of the
Integrated or Non-Integrated Application Process resident on the
Test Bed and the Test Bed user. The User Interface services are
available through the Test Bed terminals.




SRD620140000
1 November 1985

SECTION 2
TEST BED SYSTEM REQUIREMENTS DOCUMENT

2.1 Scope
2.1.1 JIdentification

This document defines the concepts, objectives, functions,
and other requirements for the ICAM Integrated Information
Support System (IISS) Test Bed. This system is intended to be a
test computing environment providing integrated data management
facilities and distributed processing for heterogeneous
databases resident on heterogeneous computer systems
interconnected via a Local Area Network.

This document has been prepared by Project Priority 6201 of
the Air Force’'s ICAM Program. This project is being conducted
by the General Electric Company, with the participation of
SofTech, Inc. and of Control Data Corporation, supported by
various consultants and contributors.

This project is sponsored by the Manufacturing Technology
Division of the Air Force Wright Aeronautical Laboratories.

2.1.2 Background

The requirements stated herein are derived from many
sources, including ICAM subsystems documents, state-of-the-art
technical publication and the authors’ experience in the
development of computer systems. The CBIS state-of-the-art,
Environment, System Requirement Documents, and the various
documents transmitted by the ICAM Program Office to the General
Electric Company are central to the establishment of the present
document. These documents are referenced in Section 2.2. This
document states the requirements which must be met by the Test
Bed.

2.1.3 Functional Description

This document is written to provide:

1. System Requirements that must be satisfied by the IISS
Test Bed. These requirements are stated to serve as a
basis for mutual understanding between the users, ICAM
Program Office personnel, General Electric and the




2.2
2.2.1

developaent subcontractors.

2. A basis for system design.
S. A basis for system test.

4. Traceability between system requirements and system
needs as expressed in various Air Force documents.

References

Applicable Documents

Systran, Inc., ICAM Documentation Standards, ICAM Document
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IDS 130120000A, 28 Dec 81.

A.D. Little, ICAM Computer Based Information System
(CBIS)., System Environment Document, ICAM Document SED
310140000, Sept 81.

A.D. Little, ICAM Computer Based Information System
(CB1s), State of the Art Document, ICAM Document SAD
310140000, Sept 81.

A.D. Little, ICAM Computer Based Information System
(CBIS), System Requirement Document, ICAM Document SRD
310140000, Sept 81.

ICAM Program Office, The Integrated Sheet Metal Center, 30

Sept 81.

N. Tupper, Memorandum for the Record, 5 Oct 81.

2.2.2 Terms and Abbreviations

2.3

2.3.1

See Section 1.4 of this document.

Requirements

Specific Requirements

2.3.1.1 Specific Requirements and Constraint Summary

from

Functional requirements for the IISS Test Bed are derived
a needs analysis attached to this document as Appendix A.

Table 2-1 is a succinct 1list of these requirements.
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TABLE 2-1
FUNCTIONAL REQUIREMENTS

e

| FUNCTIONS | NEEDS

Rl | Provide Data Shareadbility Between | Needs A.3.1
| Integrated and Non-Integrated Application |
| Subsystems |
| |

R2 | Provide Common User Interface to | Needs A.3.7
| Integrated and Non-Integrated |
| Applications Subsystems !
| 1

R3 | Measure and Report System Performance I Needs A.3.11
1 !

R4 | Provide Test Bed System Control | Needs A.3.3
| | Needs A.3.6

R5 | Maintain Test Bed System Control | Engineering
| Information | Judgment
| !

R6 | Provide Capability to Implement and Test | Engineering
| Programs on Test Bed | Judgment
| SYSTEM CONSTRAINTS I NEEDS

SC1 | General System Constraints | Needs A.3.12

[ | | Needs A.4.1
] | Needs A.4.2
| | Needs A.5.0
Notation:

1. Each requirement is identified by a unique requirement
number (Example R3).

2. Each system constraint number is uniquely identified
by a unique system constraint number (Example SCl).

3. Each constraint is uniquely identified by its
constraint number within the scope of the requirement

: to which it applies (Example C3.2).

¢ 4. The above table cross references Requirements and

' System Constraints to the Specific Needs shown in

Appendix A, or to accepted Engineering principles.
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Table 2-2 lists all constraints bearing on the
requirements identified in Table 2-1. The remainder of this
subsection is a description of the requirements and constraints
identified in Table 2-1 and 2-2.

TABLE 2-2

R1l: DATA SHAREABILITY BETWEEN INTEGRATED AND
NON-INTEGRATED APPLICATION SUBSYSTEMS

[ CONSTRAINTS |  NEEDS

|  PERFORMANCE |
C.1.0 | Query Capabilities | Engineering

! t Judgment
C.1.01 I Dead Lock Resolution | Engineering

| I  Judgment

I PHYSICAL !
C.1.1 | Heterogeneous Computer Systems | Needs A.3.5.1
C.1.2 | Heterogeneous Database Managers | Needs A.3.4.1
C.1.3 | CODASYL Databases | Needs A.3.4.2

1 |

| TEST !
C.1.4 | Traceable Messages | Engineering

| I Judgment

I DESIGN |
C.1.5 | Query Transactions | Engineering

( ! Judgment
C.1.5.11 Integrated Application Processes | Needs A.3.9.1
C.1.6 | Migration to Class I Integration | CBIS A.2.6.4
C.1.7 | Class II Data Integrity Checking I Engineering

I I Judgment
C.1.7.11 Message Integrity Checking | Engineering

| i Judgment
C.1.8 1 Minimize Modifications to Host | Engineering

] Operating Systems | Judgment
C.1.9 | Minimize Modifications to Existing | Engineering

| Application Systems |  Judgment
C.1.10 | Transparent Data Location | Needs A.3.6.3
C.1.11 I Transaction Processing | Needs A.3.9.3
C.1.12 | Prioritized Transaction Processing | Needs A.3.9.4
C.1.13 1+ Predefined Transaction Messages | Engineering

i (Early Implementation) I Judgment
C.1.14 | Active Data Security | Needs A.3.3.7

2-4 |
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TABLE 2-2 (Cont‘d)

R2: PROVIDE COMMON USER INTERFACE TO INTEGRATED AND
MON-INTEGRATED APPLICATION SUBSYSTEMS

! CONSTRAINTS | NEEDS
|  PHYSICAL [
I meemee e |
2.0 1 Single Terminal Interface | Engineering
‘ | |  Judgment
X C.2.1 | Virtual Terminal Interface | Needs A.4.2.4
: l |
| DESIGN i
Il ————— |
C.2.2 | Consistent Invocation and Control | Needs A.3.7.1
' | of Application Subsystems [
‘ C.2.3 | Invocation and Control of | Needs A.3.7.4
! | Test Bed Utilities |
C.2.4 | Extensibility, Flexibility of | Needs A.3.7.2
; I  User Interface |
G C.2.5 | Application Subsystems Security | Needs A.3.6.2
4 C.2.6 | Centralized User Interface Support Data! Needs A.3.6.8
4 C.2.7 | Forms Generator | Needs A.3.7.3
E C.2.8 | Report Generator | Needs A.3.7.3
¥
" R3: MEASURE AND REPORT SYSTEM PERFORMANCE
’4 I CONSTRAINTS | NEEDS
) I PERFORMANCE !
! | cmmmmeeee |
: C.3.1 | Measure Elapsed Time and Response Time | Engineering
: i Within the Time Resolution of the Host| Judgment
s | Operating Systems !
C.3.2 | Measure Transaction Frequency, | Needs A.3.11
I Elapsed Time, Response Time, and |
: I Provide Selective Reporting |
) C.3.3 | Measure Test Bed Resource Usage and | Needs A.3.11
: I  Provide Selective Reporting |
' C.3.4 | Use vendor Supported Resource Monitors | Engineering
| I Judgment
‘ .3.5 | Support User Accountability |
2-5
i
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TABLE 2-2 (Cont’‘'d)

R4: PROVIDE TEST BED SYSTEM CONTROL

! CONSTRAINTS | NKEEDS
C.4.1 | Provide Communication Between | Engineering

| Application Processes I  Judgment
C.4.2 | Provide Active Routine of Transaction 1| Needs A.35.6.3

| Messages |
C.4.3 | Control Execution of Application | Engineering

| Processes I Judgment
C.4.4 | Provide Error Processing | BEngineering

| |  Judgment
C.4.5 | Maintain Test Bed Operability | Needs A.3.6.1
C.4.6 | Support Test Bed Recovery | Needs A.3.4.3
C.4.7 | Provide Message Guaranteed Delivery | USAF Verbal

| Service |  Request

—— ———————— o —— —— —— - S — —— e G s e s D G g W . — G T - T D ST T I S m G S - ———
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| CONSTRAINTS I NEEDS
I  PHYSICAL |
| ——————— I
C.5.1 | Centralized System and Common |
! Data Control i CBIS A.1.4
C.5.2 | Controlled Access of System and Common | CBIS A.1.13
| Data Control Information !
C.5.3 | Flexibility of the Common Data Control | Engineering
| Structure I Judgment
C.5.4 | Test Bed System Control Migration | Needs A.4.2.5
C.5.5 | The Maintenance of the Test Bed Control| Engineering
| Information Is Computer Assisted I Judgment
| !
| DESIGN |
I et |
C.5.6 | A Common Data Model Supports |
| the System and I CBIS A.1.1
1 Common Data Control Information !
C.5.7 | Selective Access to the Maintenance | Engineering
! |

Functions
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TABLE 2-2 (Cont‘d)

R6: PROVIDE CAPABILITY TO IMPLEMENT AND TEST PROGRAMS ON TEST BED

a
o
N

9]
(/]
)

Q
(]
F 3

Q
o
4]

C.6.6

Q
o
-3

Q
o
[+

Protect System from New Application
Programs

Provide Real Data for Testing

Make Maximum Use of Vendor Supplied
Utilities

Allow Analysis of Message Journals

Test Bed May Be Shut Down for Special
Conditions

Test Bed Shall Be Accessible

Tests Shall Be Repeatable

Test Protection Modes Shall Be Easily
Changeable

Engineering
Judgment

Engineering
Judgment

Engineering
Judgment

Engineering
Judgment

Engineering
Judgment

Engineering
Judgment

Engineering
Judgment

Engineering
Judgment




SC1.1

SC1.2
SC1.3

SCl.4
SC1.5
SCl.6

SCl1.7
SC1.8

SCl1.9
sCl.10

SCl.11

SCl.12

SCl.
SC1.

13
14

TABLE 2-2 (Cont‘’d)

Engineering Trade-offs Consider
Impacts on Performance

Test Bed Design Is Expansible

Test Bed Performance Improvements

Heterogeneous Hardware Environment

Geographic Constraint

Looal Area Network Requirements

Heterogeneous Database Management
Systenms

Test Bed Terminals

Technology Transfer by 1 Feb 83

Test Bed Hardware Is Expansible

TEST
;;;; Configuration

Modular Testing, Phased Integration
Demonstration Class II Integration
MC-MM,

MRP Selection Criterion

IDSS 2.0, and MRP Demonstration
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Engineering
Judgment
Needs A.3.5.5
Engineering
Judgment

Hardware
Availability
Hardware
Availability
Needs A.3.5.3
Needs A.3.5.4
Needs A.3.5.5
Availability
Engineering
Engineering
Judgment
Needs A.5.1
Engineering
Judgment

Engineering
Judgment

Engineering
Judgment

Needs A.5.2
USAF Verbal
Request

USAF Verbal
Request
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SCl.

SCl.

17

18

The System and Common Data Control

Promotes Integration Through Sharable

databases

The Test Bed Architecture Is Layered
and Modular

The Test Bed Software Adheres to the
Test Bed Standard Guidelines and
Procedures

The Test Bed Software Is Extensible
and Flexible

Physical and Logical Data Structures
Are Decoupled

The Test Bed Software 1Is Portable

Binary Data Transfer

Engineering
Judgment

|

|

1

1

|

| Needs A.3.12.1
| Needs A.3.12.3
| Needs A.4.1.5
| Engineering

I Judgment

|

I

I

|

|

}

I

CBIS B.3
Needs A.4.2.1

Needs A.3.3.2
Needs A.3.2.4
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Table 2-3

SYSTEM REQUIREMENT DOCUMENT AND
NEEDS ANALYSIS CROSS REFERENCE TABLE

|
|
1
!
1 n |
A.3.1.1 Integration Demonstration Needs! SCl1.13
A.3.1.2 Integration Definition I Glossary
A.3.1.3 Integration Scope |
A.3.1.4 Excessive Data Redundancy |
|
A.3.2 Interfacing Needs !
A.3.2.1 Interfacing Stand Alone !
CADBCAM Systenms |
A.3.2.2 Interfacing Standards !
A.3.2.3 Interface to Process Planning |
A.3.2.4 Machine to Machine Interface I 8C1.21
Problems |
|
A.3.3 Data Management Needs I RS
A.3.3.1 Data Structuring Needs I C5.6
A.3.3.2 Data Portability Needs | ———
A.3.3.3 Data Validation Needs |1 C1.7, C1.7.1
A.3.3.4 Data Integrity Needs |1 C1.7, C1.7.1
A.3.3.5 Data Redundancy Elimination I Consequence of
Needs I C5.6
A.3.3.6 Time Dependency of Data Needs | ————
A.3.3.7 Data Security Needs |1 Cl.14
A.3.3.8 Active Data Dictionary Needs | -——
|
A.3.4 Distributed Database Needs |
A.3.4.1 Distributed Database Needs I C1.2
A.3.4.2 database Codasyl |
Compatibility Needs I C1.3
A.3.4.3 1Individual Database Recovery I C4.6
and Backup Needs |
{
A.3.5 Heterogeneous Hardware Needs |
A.3.5.1 Multiprocessors Heterogeneous | Cl.1
Hardware Needs |
2-10
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Table 2-3

SYSTEM REQUIREMENT DOCUMENT AND
NEEDS ANALYSIS CROSS REFERENCE TABLE (Cont’‘d)

|
|
) A.3.5.2 Back End Database Machine |
"\ Needs | C5.4
B A.3.5.3 Local Area Network Needs I SC1.6
" A.3.5.4 Local Area Network | 8C1.6
I Standardization and Planning ]
Needs i
¢ A.3.5.83 Local Area Network I SCl.2
[ Expansibility Needs I
R |
1 A.5.6 Common Data Control Needs | RS
) A.3.6.1 System Usable Directory of I C5.1
Network Characteristics Needs |
N A.3.6.2 System Usable Security I C2.5
A Directory Need I
” A.3.6.3 System Usable Location I C1.10; C4.2
! Directory Needs |
M A.3.6.4 Comprehensive Data Dictionary | ----
Needs |
N A.3.6.5 Active Data Dictionary Needs | ———
o A.3.6.6 ISMC Common Data Needs (Min) N
; A.3.6.7 Common Data Definition Needs | Glossary
v A.3.6.8 1ISMC Common Data Needs (Max) | C2.6
X A.3.6.9 ISMC Improved Constraint I C1.5
Checking of Common Data (Max) |
Ol l
\ A.3.7 User Interface Needs I R2
W A.3.7.1 User Interface Consistency 1 C2.2
» Needs |
! A.3.7.2 User Interface Flexibility 1 C2.4
R Needs |
N A.3.7.3 Standard Query/Report 1 C2.7; C2.8
? Generator Needs (Min) I
‘ A.3.7.4 User Command Language Needs | C2.3
(Mia 82) I
A.3.7.5 ?tan?ard User Interface Needs | C2.2
Mid I
. A.3.7.6 User Ad-Hoc Queries Needs (Min)| ----
I

- e S @ S S TR D G e R S S e R R W G G G T D D G e e e e e | - - - - -

PRy S died

]

s e ‘ . - FRTCT S " A" AR AT N U N P W T AT
A I R ey ST S SN D R R N ..c A L L ™ ,‘_ .'. _... E 3 N VATANANN T MR

Ba N



> > >P»>0

A.3.

i
8.
.8.
8
8

.9.1

Table 2-3

SYSTEN REQUIREMENT DOCUMENT AND
MEEDS ANALYSIS CROSS REFERENCE TABLE (Cont’‘d)

- S - — — - —— T T — S G — - ———— > -—

Simulation Needs

Manufacturing Planning
Simulation Needs

Master Schedule Planning
Simulation Needs

Simulation Batch-Run Needs
Simulation Implementation

Needs: IDSS

Processing Needs
database Updating Needs (Min)
database Updating Needs (Mid)

Transaction and Batch
Processing Needs (Min)

Transaction Prioritization

Needs
Processor Load Leveling
Needs (Max)

10 Response Time Needs

A.3.10.1

Imnmediate Retrieval of

Engineering Changes Needs

A.3.10.2 Eight Hour Retrieval of

Needs

Needs

A.3.12.1 Test Bed Development Standard
A.3.12.2 Test Bed Application Standard
A.3.12.3 Test Bed Layering Standard

Engineering Change Preparation

Data

.11 Test Bed Resource Usage Statistics

.12 Test Bed Standards and Procedures

Needs
Needs
Needs
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Provided by
IDSS 2.0 (Not
Test Bed Re-
quirement)

Cl.11
ci1.12

Not Applicable
to Demonstration
Test Bed

R3

SC1.18
SC1.18
SC1.17
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Table 2-3
SYSTEM REQUIREMENT DOCUMENT AND

NEEDS ANALYSIS CROSS REFERENCE TABLE (Cont‘d)

S — - —  — — — T — T T — —— - - G S . . - —— -

A.4.0 PROJECT DRIVERS

A.4.1 Responslveness to Change Needs

A. . Responsiveness to Changes
in Application Needs
Responsiveness to Changes in
Data Needs
Responsiveness to Changes in
Equipment and Technology Needs
Responsiveness to New Data
Processing Technology Needs
Layered Architecture Needs

1.2
1.3
1.4

o & A b b

.1.8

|
|
i
l
|
1
|
|
|
1
|
1
!
{
|
Portability Needs \
.2.1 Decoupling Logical and Physicall
Data Structures Needs |
Eliminating Program Dependency |
on Peripherals Needs |
Eliminating Dependency on |
Vendor Data Systems Needs I
Virtual Terminal Needs (Mid) |
Migrating IISS Dictionary to |
Back End Processor Needs |
|

I

i

i

{

(

[

I

|

|

[

|

I

I

\

!

>> > > >N > > > >

O Y G G
DY b
ad o N

.4.3 Technology Development Needs
A.4.3.1 Systematic Development of
Integration Technology Needs
A.4.3.2 Evolutionary Technology
Development Needs

PROJECT MANAGEMENT NEEDS

Schedule Needs

Test Bed Configuration Needs:
MRP and IDSS

Test Bed Expected Life Needs
Project Traceability Needs
Test Bed Affordability Needs
Technology Transfer Needs

>>>> >>» O

- - D D s . - —————— . ——— . W m G ————

- N . S LA S SR . R
By l'n' (f.‘ f f.‘{“r"f* " ('7' "’.‘. ; .' -"l:' o -'r"' S ..".’"- S S I
....... v 2 s

SCl.20

C2.1
C5.4

Project Manage-
ment Not System
Requirement

SC1.9
SCl1.14; SC1.15

Project Manage-
ment Not System
Requirement
SCl1.9
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The above Needs Analysis cross reference table show the
relationship existing between the statements of Needs taken from
the Needs Analysis Document and the Requirements, Constraints
and gyste- Constraints shown in the System Requirement Document
(SRD).

2.5.1.2 Cross Reference of Needs and Requirements

This subsection contains a cross reference of the Test Bed
needs (see Appendix A) and of the specific requirements and
constraints identified in Section 2.3.1.1. The cross reference
list is given in Table 2-3.

2.3.1.3 Specific Requirement and Constraint Statements

This subsection contain a description of the specific
requirements and constraints identified in Section 2.3.1.1.

e (R1) REQUIREMENT 1: Provide data shareability between
integrated and non-integrated Application Subsystems.

Description: The Test Bed provides the integration
environment for integrated and non-integrated
Application Subsystems. In this environment, data items
which are used by more than one Application Subsystem
may be shared. Access to common data is performed via
Test Bed system services.

Requirement 1 is subject to the following constraints:
PERFORMANCE

Cl.0 - Query Capabilities

Relational database oriented (one or more records rather
than one record at a time) query capabilities are
provided to support new applications specifically
designed to be integrated on the Test Bed.

Cl.0.1 - Deadlock Resolution

The Test Bed resolves Application Subsystem deadlocks
over shared system resources. (Future)

PHYSICAL CONSTRAINTS

Cl.1 - Heterogeneous Computer Systems
The Test Bed is implemented by interconnecting several
distinct and dissimilar computer systems, each running

2-14
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under commercially available operating system.

Cl.2 - Heterogeneous Database Managers

The application subsystems integrated by the test bed
are supported by commercially available database
management systems. Since the application subsystems
already exist, these database management systems are, in
general, dissimilar.

Cl

.3 - Databases Structures

1. The database managers which support the application
subsystems to be integrated by the test bed are
compatible with CODASYL DDLC specifications.

2. The design used to support CODASYL DDLC database

managers must be expansible to:
A. Hierarchical Database Managers
B. Index Sequential Files

Note: Paragraph 2 results from a verbal request from
the ICAM program office.

Test

Cl.4 - Traceable Messages
Tracing of messages is supported to facilitate the
debugging and testing of the Test Bed software.

DESIGN

Cl.5 - Query Transactions

Query transactions use the Test Bed Neutral Data
Manipulation Language (NDML) to query Common Data
contained in the databases integrated by the Test Bed.
These query transactions allow access to Class II data.

Cl1.5.1 - Integrated Application Processes

Integrated application processes use query transactions
to query Common Data. Updates are only performed on
the database bound to the application. These updates
are performed without supervision of the Common Data
Model.

Cl1.6 - Migration To Class I Integration

The Early Implementation Test Bed is restricted to
Class II data integration to satisfy the schedule and
dollar constraint of the project. However, enhancements
to the Test Bed will strive to include Class I data

2-15
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integration. The Early Implementation design must be
compatible with a Test Bed Class I design.

Cl.7 - Class 1I Data Integrity Checking

The data integrity checks are performed selectively on
data being updated or retrieved. In test mode, these

checks are performed in a mandatory fashion. (Future)

Cl1.7.1 - Message Integrity Checking

Message integrity checks are performed selectively on
messages exchanged in the Test Bed. These checks
include edit, domain and range checking of the
information conveyed in the message. (Future)

Cl.8 - NMinimize Modifications to Host Operating Systems
The design of the Test Bed ainimizes the number and the
complexity of the changes required to the operating
systems of the hosts computers. It is desirable that
such modifications be avoided, if at all possible.

Cl.9 - Minimize Modifications to Existing Application
Subsystens

The design of the Test Bed minimizes the number and the
complexity of the changes required to install existing
Application Subsystems. Existing Application
Subsystems may be modified and recompiled to facilitate
installation.

Cl.10 - Transparent Data Location

A system supported procedure is used by the new
application processes to retrieve data distributed in
the Test Bed databases. This procedure is not
dependent upon the location of the data, as viewed from
the application process.

Cl.11 - Transaction Processing

The Early Implementation Test Bed provides transaction
processing. This implementation is restricted to
preplanned application processes.

Cl.12 - Prioritized Transaction Processing
Application processes are prioritized by schedule time
of execution and by relative importance for those
scheduled to run at the same time. The priority
information is associated with in the message
initiating the application process. (Future)
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Cl1.13 - Predefined Transaction Messages

The Early Implementation Test Bed relies on predefined
messages to control the execution (initiate, abort) of
predefined application processes. The format of the
predefined messages is compatible with the format of
messages to be defined in the message definition
language which will be developed as enhancement to the
Early Implementation Test Bed. (Future)

Cl.14 - Active Data Security

For the ad-hoc environment, the access to common data
is discriminatory, and is dependent upon the access
privileges of the user. For predefined, the
application process environment access to common data
is granted to specific application processes. (Future)

e (R2) REQUIREMENT 2 - Provide Common User Interface to

Integrated and Non-Integrated Applications Subsystems

Description: a Common User Interface to the integrated
and non-integrated Application Subsystems and Test Bed
utilities is provided.

Requirement 2 is subject to the following constraints:
PHYSICAL

C2.0 - Common Terminal Interface
A common terminal interface is used to access the
various Application Subsystems and Test Bed utilities.

C2.1 - Virtual Terminal Interface

A standard set of terminal features and formats is
defined for the Test Bed. The conversion of these
features and formats to and from the specific features
and formats of a given terminal hardware or Application
Subsystem is performed by the Virtual Terminal
Interface.

DESIGN

C2.2 -~ Consistent Invocation and Control of Application
Subsystems

The User Interface provides the ability to invoke and to

control the Application Subsystems included on the Test
Bed. The User Interface does not depend upon the host
on which the Application Subsystem reside. The User
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Interface is only available to the Test Bed users.

C2.3 - Invocation and Control of Test Bed Utilities

The User Interface provides the ability to invoke and to
control the utilities provided by the Test Bed System
(user help facility, menu selection program, etc.).

C2.4 - Extensibility, Flexibility of User Interface
The User Interface is extensible and flexible. It
allows nev functions and new hosts to be supported.

C2.5 - Application Subsystem Security

The User Interface controls the access of users to the
various Test Bed Application Subsystems. The
information required to support this function is
provided by the Test Bed system control and common data
description repository.

C2.6 - Centralized User Interface Support Data

The User Interface support data (forms., error messages,
etc.) is centrally controlled to improve User Interface
consistency. (Partial)

C2.7 - Forms Generator

A general purpose forms generator is provided to enhance
the flexibility of the User Interface for new
Application Subsystems and Test Bed utilities.

C2.8 - Report Generator

A general purpose report generator is provided to
enhance the flexibility of the User Interface for new
Application Subsystems. The report generator is not
included in the Early Implementation Test Bed. (Provided
in Release 2.0)

e (R3) REQUIREMENT 3 - Measure and Report System
Performance (Future)

Description: the Test Bed resource usage and
transaction frequency and performance are monitored to
support the objective assessment of the Test Bed.
Requirement 3 is subject to the following constraints:
PERFORMANCE

C3.1 - Measure Elapsed Time and Response Time Within the
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Time Resolution of the Host Operating Systems

C3.2 - Measure Transaction Frequency, Elapsed Time,
Response Time, and Provide Selective Reporting

User and system transaction frequency, elapsed time, and
response time will be measured. Totals, means and
standard deviations of the transaction measures are
selectively provided upon request.

C3.3 - Measure Test Bed Resource Usage, and Provide
Selective Reporting

Measure the usage of the Test Bed hardware and software
resources. These measurements include the usage of the
Test Bed hosts and of the Test Bed local area network.
Totals, means and standard deviations of these
measurements are selectively provided upon request.

C3.4 - Use Vendor Supported Resources Monitors

Resource usage monitors provided by the various vendors
are used to the maximum extent possible to reduce system
overhead.

C3.5 - Support User Accountability
An audit trail is kept on users and data that are
entered.

(R4) REQUIREMENT 4 - Provide Test Bed System Control

Description: 1) Control the Test Bed system
2) Maintain operability

Requirement 4 is subject to the following constraints:
PHYSICAL

C4.1 - Provide Communication Between Application
Processes The Test Bed provides communication services
to facilitate communication between Application
Processes and other Test Bed software.

C4.2 - Provide Active Routing of Transaction Messages
Transaction messages are automatically routed in the
Test Bed. The information required to route the
transaction messages is supplied by the system control
information repository.

C4.3 - Control Execution of Application Processes
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The execution of Application Processes is controlled by
transaction messages. These messages are used to
initiate, to abort and to redirect the 1/0 of nevw or
existing Application Processes.
C4.4 - Provide Error Processing
1. Detect and log the errors originating in

a. Transmission of messages

b. Retrieval and manipulation of system and Common
Data control information

c. Execution of any program part of the Test Bed
systenm

2. Support the error processing capabilities provided
by the Application Processes prior to their
installation.

C4.5 - Maintain Test Bed Operability

e Test Bed start-up

e Test Bed shut down

e Test Bed host restart/stop

® Test Bed back-up (Future)

o Test Bed Subsystem (cf: Local Area Network, etc.)
restart/stop

C4.6 - Support Test Bed Recovery (Future)

1. Automatic recovery and synchronization of databases
following abnormal termination of Application
Processes, to the extent supported by the local
database managers.

2. Manual recovery and synchronization of databases
for other abnormal operating conditions (crash,
etc.), to the extent supported by the local
database managers.

C4.7 - Provide Message Guarantee Delivery Service
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1. The delivery of Test Bed Messages may be guaranteed
to ococur, even though the destination process is
not available at the time the message is generated.

2. Even though the delivery of the message may be
guaranteed, no constraint is placed on the timing
of the delivery.

o (RS5) REQUIREMENT 5 - Maintain Test Bed System
Control Information

Description: The information supporting the active Test
Bed system and common data control must be maintained.
Maintenance functions include the creation, deletion,
updating and retrieval functions.

Requirement 5 is subject to the following constraints:
PHYSICAL

C5.1 - Centralized System and Common Data Control
The information required to control System (Future) and
Common Data is centrally controlled.

C5.2 - Controlled Access of System and Common Data
Control Information

The description of the common data is protected, and is
supplied to authorized users only.

C5.3 - Flexibility of the Common Data Control Structure
The Common Data Control Structure can describe a wide
variety of different data structures. It can be
extended without disrupting Test Bed services.
(Partial)

C5.4 - Test Bed System Control Migration
The structure of the Test Bed system control information
allows migration to a back end data machine.

C5.5 - The Maintenance of the Test Bed Control
Information Is Computer Assisted

Computer supported functions assist the user in
creating, deleting, updating, retrieving and checking
the information used to support the control of the Test
Bed System and Common Data.
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DESIGN

C5.6 - A Common Data Model Supports the System and
Common Data Control Information

A complete description of the common data is required to
achieve integration. This description is supported by a
well defined structure that allows for the description
of:

1. Entity classes and the relations among them

2. Mappings between entity classes and their attribute
classes

3. Constraints which define permissible values for
attributes

C5.7 - Selective Access to the Maintenance Functions
Access to the system control information maintenance
functions is provided to authorized users only.

(R6) REQUIREMENT 6 - Provide Capability to Implement and
Test Programs on Test Bed

Description: the Test Bed should provide an environment
to allovw new programs to be tested and installed into
the total system.

C6.1 - Protect System from New Application Programs
(Future)

During testing, the new application programs should be
prevented from making unauthorized changes to the system
including the system data.

C6.2 - Provide Real Data for Testing

A capability shall be provided to allow real data to be
used during testing, but to prevent modifving any
protected system data or Application Subsystem data.
(Protection = Future)

C6.3 - Make Maximum Use of Vendor Supplied Utilities
The vendor supplied utilities should be used where
possible for development and test. Actual development
will be host dependent, but provisions must be made to
introduce and use the Test Bed capabilities as the
program is integrated into the total system.
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C8.4 - Allow Analysis of Message Journals
A capability will be provided to allowv analysis of
message journals for messages affecting a given program.

C6.5 - Test Bed May Be Shutdown for Special Conditions
The Test Bed is not required to run continuously, and
can be shutdown under special conditions.

C68.6 - Test Results Shall Be Accessible

The results of calculations and data updates made during
testing shall be avajilable to the programmer even if the
results are not permanently stored.

C6.7 - Tests Shall Be Repeatable
It shall be possible to repeat tests with known test
data.

C6.8 - Test Protection Modes Shall Be Easily Changeable
The degree of protection of a program and the data it
references shall be easily changeable, though with
proper access security to provide reasonable protection
for the total system. (Partial)

SCl1 - GENERAL SYSTEM CONSTRAINTS
The Test Bed must, in addition, satisfy the following
constraints.

PERFORMANCE

SCl1.1 - Engineering Trade-0ffs Consider Impact on
Performance

The Test Bed is experimental in nature, and its expected
level of performance cannot be quantified. Careful
design trade-offs are made to minimize user response and
elapsed time.

SCl1.2 - Test Bed Design Is Expansible

The Test Bed design allows reasonable expansion of the
number of users and Application Subsystems to be
accommodated, subject to environmental constraints.

SC1.3 - Test Bed Performance Improvements
The Test Bed design allows improving performance through
reconfiguration of hardware and software.

PHYSICAL
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8Cl.4 - Heterogeneous Hardware Environment
The Early Implementation Test Bed is implemented by
interconnecting:

1. A Vax 11/780 under VMS

2. A Homeywell Level 6 under GCOS6/MOD400 OS
3. An IBM 3033 under MVS

S§Cl1.5 - Geographic Constraint

The Vax 11/780 and the Honeywell Level 6 are located in
Building 4 of the General Electric Schenectady complex.
The IBM 3033 is located at the General Electric CIPO
facility. (GE's main facility later moved to Albany, NY,
and IBM support to GE/Rockville, MA., and then to
Boeing/Wichita.)

SC1.6 - Local Area Network Requirements

A standard, commercially available, Local Area Network
system is used to interconnect the Test Bed host
computers. Owing to the geographic constraint bearing
on the Early Implementation Test Bed, wide area services
are required to interconnect the IBM 3033 to the local
area network.

SCl1.7 - Heterogeneous database Management Systems

The Early Implementation Test Bed integrates Application
Subsystems or appropriate test programs supported by the
following database management systems:

1. Honeywell Level 6 : 1IDS II
2. Vax 11/780. : IDBMS

3. 1IBM 3033 : Codasyl DBMS Supporting
Selected MRP.

[(Later extended to VAX-11 DBMS and ORACLE on VAX, IDMS
(Cullinet), TOTAL, and IMS on IBM]

SC1.8 - Test Bed Terminals

The Test Bed terminals are ASCII terminals which are
supported by the vendor supplied host operating systems
and which provide the following capabilities:

1. 8Scroll mode
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8. Cursor position control
3. Clear soreen
4. Forms mode

In addition, graphic capabilities compatible to the
Tektronix 4014 or 4112 are desirable to support the
animation capabilities of IDSS\2.0.

8Cl1.9 - Technology Transfer by 1 Feb 83
The Test Bed design is constrained to provide
integration technology in the Early Implementation.

8C1.10 - Test Bed Hardware is Expansible

The Test Bed hardware design allows for expansion, and
is not restricted to the Early Implementation hardware
configuration.

TEST

S§Cl1.11 - Test Configuration

Test programs or selected functions taken from new or
existing Application Subsystems are used to test and
demonstrate the Test Bed software and concepts.

SCl1.12 - Modular Testing, Phased Integration
The design of the Test Bed supports the testing of
individual modules and a phased integration.

S§Cl1.13 - Demonstration of Class II Integration
The Test Bed scenarios support the demonstration of
Class II integration.

SCl1.14 - MCMM, IDSS 2.0 and MRP Demonstration

The Test Bed demonstrates the operations of selected
functions belonging to MCMM and IDSS 2.0, in an
integrated environment. The Test Bed also includes
specific functions from an MRP system to be selected.
[IDSS 2.0 runs as a stand-alone application subsystem]

SC1.18 - MRP Selection Criterion

The MRP system to be selected is subject to the
following constraints:

1. Runnable on IBM 3033, under MVS.
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2. Relies on CODASYL database manager.
S. Adheres to 6201 Standard Guidelines and Procedures.
DESIGN

SC1.16 - The System and Common Data Control Promotes
Integration Through Sharable databases

S$C1.17 - The Test Bed Architecture is Layered and
Modular

8Cl1.18 - The Test Bed Software Adheres to the Test Bed
Standard Guidelines and Procedures

SC1.19 - The Test Bed Software Is Extensible and
Flexible

The Test Bed design is extensible and flexible. That
is, new technological developments and added
functionality can be readily accomodated.

SC1.20 - Physical and Logical Data Structures and
Addresses Are Decoupled

SC1.21 - The Test Bed Software Is Portable

The Test Bed is implemented to maximize software
portability. Reliance on host specific features must be
minimiged.

SC1.22 - Binary Data Transfer
The Test Bed design allows the transfer of binary files.
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SECTION 3
SYSTEM SPECIFICATION

3.1 Scope
3.1.1 Identification

This specification establishes the prioritized detailed
functional requirements for the ICAM Integrated Information
Support System (IISS) Test Bed. This system is intended to be a
test computing environment providing integrated data management
facilities and distributed processing for heterogeneous
databases resident on heterogeneous computer systems
interconnected via a Local Area Network.

This document has been prepared by Project Priority 6201 of
the Air Force’'s ICAM Program. This project is being conducted
by the General Electric Company, with the participation of
SofTech, Inc. and of Control Data Corporation, supported by
various consultants and contributors.

This project is sponsored by the Manufacturing Technology
Division of the Air Force Wright Aeronautical Laboratories.

3.1.2 Purpose

The purpose of this document is to decompose the system
requirements to the maximum extent possible, to assure validity
of the requirements and to promote maximum understanding between
ICAM Program Office personnel, General Electric and the
development subcontractors before system design begins.

3.2 References

3.2.1 Applicable Documents

1. S8ystran, Inc., ICAM Documentation Standards, ICAM
Document IDS 150120000, 28 Dec 81.

2. A.D. Little, ICAM Computer Based Information System
(CBIS), System Environment Document, ICAM Document SED
310140000, Sept 81.

3. A.D. Little, ICAM Computer Based Information System
(CBIS), State of the Art Document, ICAM Document SAD
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N 310140000, Sept 81.

4. A.D. Little, ICAM Computer Based Information System
(CBIS), System Requirement Document, ICAM Document SRD
310140000, Sept 81.

-

L
" P
-

o g
-

§. Control Data Corporation, System Requirements
Document .

6. General Electric Company, Test-Bed System Requirements
Document, Revised June 11, 1982.

- 7. SofTech, ICAM Test-Bed Interim Standards and
B Procedures, ICAM Document ISP 620150000, February
1982.

8. ICAM Program Office, The Integrated Sheet Metal
Center, 30 Sept 8l.

"

W, 9. N. Tupper, Memorandum for the Record, 5 Oct 81.

3 10. SofTech, IISS Test Bed Network Transaction Manager
. System Design Specification, Document 1098-7, June
' 1982.

Y

) 3.2.2 Terms and Abbreviations

v
-

See Section 1.4 of this document.

Saan

3.3 Requirements

ot

This subsection is written from the point of view of the
System Engineer for the purpose of allocating functional
o specifications to the Requirements, Constraints and System
' Constraints listed in the System Requirement Document (Section 2
of this document). The System Specification is the first
document in the life cycle which addresses the implementation
aspects of the system design.

-
-

¢ In the following, the requirements are identified by unique
) R numbers (Ex: R3), the constraints are identified by unique C
G numbers (Ex C 1-1) and the functional specifications are

" identified within each constraint by sequential F numbers (Ex:
- F3).
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3.3.1 Functional Requirements

Rl Data Shareability Between Nevw or Existing ICAM Application
Processes

Cl1.0 Query Capabilities

F1 Predefined query capabilities are provided to
enable Integrated Processes to query data

‘ contained in the Test Bed databases

) F2 Predefined query capabilities provided are

non-procedural

Cl1.01 Deadlock Resolution

Fl Prevent system deadlocks by designing out
database managers deadlock (Future)

F2 Local host computer system capabilities are
relied upon for preventing, detection and
resolution of local dead locks

- o B we ar wm

Cl.1 Heterogeneous Computer Systems

-

Fl Provide system capabilities to support conversion
of messages to specific host internal
representation

' Cl.2 Heterogeneous Database Managers

v No functional requirements identified

Cl1.3 CODASYL Databases / Database Structures

‘ Fl The following CODASYL databases are supported:

' VAX/VMS IDBMS FOR IDSS I1II.2.0
¢ VAX1l DBMS FOR MCMM
IBM 3033 IDMS FOR MRP System
LEVEL 6 IDS 1I FOR MCMM

F2 The design will be extensible to allow the
following non-Codasyl database management systems
to be supported:

IBM 3033 IMS

IBM, VAX, UNIVAC ISAM FILES

[Release 2.0: The design was extended to support
ORACLE on VAX, and TOTAL and IMS on IBM]
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Cl.4 Traceable Messages

Messages are uniquely identified

Messages are tagged by origin

Messages are tagged by destination

Message logs are selectively accessible
Message logs can be sorted in ohronological order
Message logs can be sorted by origin

Message logs can be sorted by destination
Message logs are selectively cleared

Message logs are centrally accessible (Future)
Message logs can be enabled/disabled by the
Common Data Administrator (Future)

Messages are defined in the Common Data NModel
(Future)

Cl.3 Query Transactions

Fl
F2

F3

F4
FS

F6
F7
F8
F9
F10
Fl1

Fl2
F13
Fl4

Fl

Predefined retrieve only application processes
will be supported by end of contract

Query application processes to Class II data are
specified in the Neutral Data Manipulation
Language (NDML)

The Neutral Data Manipulation Language (NDML) is
non-procedural (non-navigational)

Query format is independent of target database
Query implementation is independent of target
data structure

Support migration to ad-hoc query

Access data contained in more than one database
Support select capabilities

Support join capabilities

Support project capabilities

Perform unit conversion between data units
(example metric/ English). The data required to
support the data conversion operations is defined
in the CDM

Error status can be provided to query originator
The data checking operations defined in C1.7
The common data queried by the query application
processes is described in the Common Data Model

Cl1.5.1 Integrated Application Processes

Integrated applications use query transactions
(C1.5) to query data contained in Test Bed
databases.
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F2 A pre-compiler is used to preprocess new
applications which utilize neutral DML
statements.

F3 By end of contract, the pre-compilation may be
manually performed. [Extended to be automatic]

F4a Integrated application processes query Class I1I
data.

Cl1.5.2 Non-Integrated Application Processes

Fl Non-integrated application process queries and
updates the database to which it is bound.

F2 JNon-integrated application processes are not
supervised by the Common Data Model processor.

F3 Data integrity checks may be performed on data
supplied to a non-integrated application process.

F4 Data integrity checks are performed on data
supplied by a non-integrated application process
to the Test Bed. (Future)

Cl1.6 MNigration to Class I Data

Fl The Test Bed design supports migration to Class I
data environment.

C1.7 Class II Data Integrity

Fl Class II data integrity checks include:

o Edit Checking (Ex: % Alpha Characters)

o Domain Checking (Ex: shirtsize: small,
medium)

o Range Checking (Ex: o, n, 15)

F2 Data integrity checks are performed selectively.
The information required to support and control
these checks are contained in the CDM. This
information may be distributed to improve
performance. Data checking selection is made by
query.

F3 Standard error messages are issued to the data
query originator when data integrity checks are
violated. The text of the error message is
contained in the CDM.

F4 Error correction/disposition action is selected
and performed by the data query originator

FS Error messages are logged and are selectively
accessible from a central location. [Release 2.0
- Accessible on each host)
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Cl.7.1 Message Integrity Checking

Fl Message integrity checks include:
o Edit Checking
o Domain Checking
o Range Checking

F2 The format of the messages and information
required to support and control message integrity
checking is contained in the CDM.

F3 Standard error messages are issued when message
integrity checks are violated. VWhen possible,
the message originator is notified of the
violation.

F4 Error correction/disposition action is selected
by the system administrator, and is implemented
by the distributed services of the Test Bed.

FS Error messages are logged and are centrally
accessible. [Rel 2.0 - Accessible on each host]

F6 Message integrity checks can be enabled/disabled
by message type, by source and by destination.
(Future)

Cl1.8 Minimize Modifications to Host Operating Systems

Fl Modifications to the host operating systems will
be limited to 1/0 device drivers, and these
modifications will be made only if they are
necessary.

Cl1.9 Minimize Modifications to Existing Application
Subsystems

Fl Redirection of application processes terminal
input/output on the host computer systems may be
required.

C1.10 Transparent Data Location

Fl NDML query format is independent of data location

F2 Data locations are contained in the Common Data
Model

F3 Integrated application processes need not know
the location of Class II data

Cl.11 Transaction Processing
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Fl1 Application processes perforam predefined data
processing tasks.

F2 Only predefined application processes are
provided by end of contract.

F3 Application Processes can execute without user
interaction.

Cl.12 Prioritized Transaction Processing

Fl1 Application process release to the local host
operating system can be scheduled by wall clock
time, or by relative priority within the host.
(Future)

F2 Application process execution is controlled by
the host, in its local environment.

F3 Application process priority is assigned by the
CDM Administrator and is stored in the CDM.
(Future)

F4 Application process priority information can be
defined by message type.

Cl.14 Active Data Security

F1 Active data security is provided. (Future)

F2 For predefined application processes, access to
common data is granted via the schema and
application process logic.

F3 Access to predefined application processes is
controlled on a user role basis.

F4 Data supporting application process access control
is contained in the Common Data Model, and can be
changed by the CDM Administrator. (Future)

R2 Provide Common User Interface to New or Existing Application
Processes

C2.0 Common Terminal Interface

Fl A common terminal is used for input and for
output to Test Bed functions, integrated and
non-integrated application processes.

F2 The common terminal supports the following
functions: clear screen, cursor positioning,
scroll mode, and is supported by VAX VMS.

C2.1 Virtual Terminal Interface
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Fl The virtual teraminal defines a standard set of
terainal features supported by IISS terainals and
recognized by IISS application programs.

F2 The virtual terminal implements standard
communication protocol to communicate between
itself and the hardware terminal. ANSI teraminals
such as the VT-100, VIP7200 and ADM-3 are
supported.

F3 The virtual terminal defines a standard
communication protocol to communicate between two
virtual teraminals.

F4 The virtual teraminal defines a set of control
words.

FS8 The virtual terminal maps specific hardware
terminal control characters into the
corresponding virtual terminal control words.

F6 The virtual terminal maps the virtual terainal
control words into specific hardware terminal
control characters.

F7 The virtual terminal implements the bidirectional
virtugl terminal communication protocol (defined
in F3).

F8 The virtual terminal implements the bidirectional
virtual to hardware terminal protocol supported
hy)the specific hardware terminal (defined in
F2).

F9 The conversions of virtual terminal control words
into control character conversions are table
driven. (Revised to program code)

F10 The implementation of the virtual terainal to
hardware terminal protocol is table driven.
(Revised to program code)

Fll The virtual terminal defines and implements a
standard data structure representing the terminal
image.

Fl12 The Common Data Model contains administrative
utilities for maintaining information relative to
terminal types. (Future)

F13 The information relative to terminal types etc.
is provided to the virtual terainal by the Common
Data Model. (Future) :

C2.2 Consistent Invocation and Control of Application
Subsystem

Fl The User Interface provides the ability to invoke
all application processes in a consistent
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fashion.

F2 The User Interface is independent of the host on
wvhich the application process of interest
resides.

FS The user need not know on which host the
application process of interest resides.

C2.3 Invocation and Control of Test Bed Utilities

Fl The User Interface provides the ability to invoke
all Test Bed Utilities in a consistent fashion.

F2 The User Interface is independent of the host on
wvhich the Test Bed Utility of interest resides.

F3 The user needs not know on which host the Test
Bed Utility of interest resides.

F4 The Test Bed utilities can be invoked in a novice
or in an expert mode.

F5 The User Interface validates the entries made by
the user. Error messages are issued when
appropriate and are contained in tables
maintained by the Common Data Model. [Message
Management tables independently managed)

F6 The User Interface is tutorial through a help
facility.

C2.4 Extensibility, Flexibility of the User Interface

Fl The User Interface provides a help facility. The
help facility makes use of help messages
contained in the Common Data Model.

F2 The User Interface allows the definition of new
application processes, and new Test Bed
Utilities.

F3 The User Interface services may be invoked by an
Integrated Application for user interaction.

F4 The semantic contents of user entries recognized
by the User Interface must be readily changeable.

F5 User entry syntax and semantics to invoke
application processes and Test Bed services are
stored in the Common Data Model. [Defined in UI
and forms]

F6 The textual contents of the User Interface foras
is supplied to the User Interface by the Common
Data Model. [Defined in forms definitions]

F? A form restore/refresh capability is provided.

F8 The Help Utility can be invoked within a sequence
of forms.
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C2.83 Application Subsystea Security

Fl

F2

F3

F4

F8

Centralized User Interface Support Data

Fl
F2

F3
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The User Interface provides a Help Facility which
is table driven. The Help Facility can be
invoked without exiting the command mode of the
User Interface. Exiting from the Help Facility
leads back to the command mode (Indirection).

Access to the various application processes is
controlled by user role. User role is established
by the user logon process.

The information required to support the Test Bed
application process access coantrol is contained
in the Common Data Model. [In UI files])

The Common Data Model contains the administrative
utilities to update, delete and modify the access
control data. (Future)

Access to application processes are logged. The
log contains sufficient information to uniquely
identify the user.

Access to the Common Data Model administrative
utilities is controlled. User access
authoriszation is required.

The data required to support the User Interface
is contained in the Common Data Model. (Future)
The Common Data Model processor contains the
administrative utilities to update, delete, and
modify the User Interface support data (security,
syntax, semantic contents, etc.).

Access to the administrative utilities used to
modify the User Interface data is selective.

Forms Generator

Fl
F2
F3
F4

F5

The forms generator is used to define, modify,
delete and test forms.

The data used to define a form is stored in the
Common Data Model. (Future)

Access to the forms generator administrative
utilities is selective.

The forms generator allows the definition of a
form by using forms already defined.

A form is uniquely identified by its name.

A form consists of fields, each of which is
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characterized by its attributes.
The forms generator allows the definition of
attributes to be decided and selected froam the

following list:

Field Attribute
Protected/unmodifiable
Numeric

Alpha

Non-displayable
Non-printable

Right justification
Left justification
Mandatory entry
Selectable

Not Transmittable
Blinking/reverse video
Scroll

Page

Top Jjustifiable
Bottom justifiable
Color

Intensity

Background

Variable description

3-11

o Definition

Cannot be changed
Contains only
numerals

Contains only
alphabetic
characters

Used for entry
passwords

Cannot be printed
locally

Character string may
be right justified

Character string may
be left justified

Entries must be made
before transmission

Light pen or
equivalent can be
used (Future)

For local display
only

Contents of field
are highlighted

Field is overwritten
as a scroll

Field is overwritten
as a page

Lines may be
Justified to top of
field [NA - Delete]

Lines may be
Justified to bottom
of field
[NA-Delete]

Color of characters
when displayed

Brightness of field
wvhen displayed

Color of background
of field

Description of the

ty
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F8

Fl10
Fll

Fl12

Fl13

Fl4

F15

F16

F17

F18

F19
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variable contained
in the Common Data
Model

The forms generator defimes forms in a manner
that is not specific to a given hardware
terminal. The definition is made in terms of the
control words recogniszed by the Virtual Terainal
Interface.

The forms generator allows the display of a fora
on the terminal of an interactive IISS user.
Field information defined in forms that are
ourrently active is available to the application.
The application process which invoked the Ucer
Interface can obtain the name of the form
currently active.

The forms generator performs data integrity
checking on one or more fields defined within a
previously displayed form.

The forms generator writes information to one or
more fields defined in the current and in the
previous active form (i.e., two forms may be
accessed).

A 1ist of nested forms can be displayed.
Facility is provided to select the form to be
returned to.

The forms generator can be invoked by an
application subsystem or a Test Bed utility. The
name of the form to be specified is supplied by
the user.

The forms generator provide diagnostic messages
to assist in the definition of forms.
Overlapping and adjacent fields are detected.
The forms generator allows the definition of the
size of the largest form to be displayed. Error
messages flag overcrowding violation.

The forms generator supports the following
run-time diagnostics:

© Fora not supported

o Form not displayed

The forms generator allows for the testing of
forms.

Report Generator
Not included in the scope of the current contract.
(vas included in Release 2.0]

3-12
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R3 Measure and Report System Performance

C3.1 Measure Elapsed Time and Response Time For Processing
a Transaction Within the Time Resolution of the Host
Operating Systems (Future)

Fl Elapsed times for processing an application
process are measured within the time resolution
of the host operating system.

C3.2 Measure Transaction Frequency, Elapsed Time, Response
Time, and Provide Selective Reporting (Future)

Fl Provide application process frequency, elapsed
time and response time statistics by application
process source and destination.

F2 Provide totals, means, standard deviations of
application process measurements by source and by
destination.

F3 Application process statistics are provided over
the period of interest.

F4 Application process time measurement resolution:
TBD.

F5 Application process classification includes:
system and user classes. Additional subclasses
of application processes for performance
monitoring purposes: TBD.

F6 Performance measurements are selectively enabled,
at the system level, by the system administrator.

C3.3 Measure Test Bed Resource Usage, and Provide Selective
Reporting

Fl Measure Test Bed resource (hardware, software) |
usage selectively, by application process.
(Futuge except for tests with special performance
tools
F2 Test Bed resource measurements include Test Bed
hosts, and Local Area Network as provided by the
Vendors.

C3.4 Use Vendor Supported Resources Monitors
Fl The execution of vendor supported software

resource monitors can be controlled from Test Bed
host terminals.

3-13
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Resource monitoring statistics can be obtained
from Test Bed host terminals.

C3.83 Support User Accountability

Fl
F2

Provide audit trail linking users to data
entered. (Future)

Provide log of application process usage by users
and by time of day. (Partial - information in
messages logs)

R4 Provide Test Bed System Control

C4.1 Provide Communication Between Application Processes

F1
F2

F3
F4

F5

F?

F8

Fl10
Fll
Fl2
F13
Fl4

Application processes are uniquely addressable.
Application process addresses can be used to
identify the host running the application
process.

A Local Area Network is used to communicate
between hosts. (Partial)

The modes of host to host communications (virtual
circuit, datagrams) supported by the Test Bed are
TBD.

Error messages are logged. Error messages
identify the requesting process.

Messages are classified into classes and
subclasses to be decided. Message processing
functions are settable by class, subclass, origin
and destination TBD.

Messages are prioritized, according to scheduled
time of execution (within seconds), relative
priority levels (256/levels), or else are
processed on a first-in, first-out basis.
(Partial - uses FIFO only)

Messages are classified into classes, subclasses,
to be decided.

Messages are prioritized. (Partial)

Asynchronous communication environment is
provided.

Application process Priority Levels and priority
schemes are TBD. (Future)

Message queues are recoverable. (Future except
Guaranteed Delivery messages)

Messages are selectively acknowledged to the
source. Message acknowledgement scheme is TBD.
Transmission error checking is provided. Error
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checking methods are TBD.

Error messages are stored in the CDM. (Future)
The guaranteed delivery of messages is provided
selectively. The information controlling the
guaranteed delivery service is contained in the
CDM (Future). Guaranteed delivery control
information can be defined by message type,
source, destination, and is carried in the
message. (Message type only)

Provide Active Routing of Transaction Messages

Fl
F2

F3

The automatic routing of the messages is
provided.

The information required to route the messages is
contained in the Common Data Model. [NTM System
Data, not CDM])

Routing of a message to a non-available or
non-existing resource results in an error message
being sent to the originator. (Partial)

Control Execution of Application Processes

Fl
F2

F3

F4

F5
F6

Messages are used to load, initiate, cancel a
specific application process.

Messages are used to control the redirection of
the I/0 of a specific application process.
(Future)

Messages controlling the execution of application
messages are selectively acknowledged by the
receiver: status information and error messages
are provided to the sender.

Error messages with unique identification of the
sender and receiver processes are logged and are
centrally accessible. [Accessible on each host]
Messages are prioritigzed. (Partial)

Abort messages have the highest priority.
(Future)

Provide Error Processing

Fl

F2

Error detection is provided during the retrieval

and manjpulation of information contained in the

Common Data Model.

Error messages resulting from transmission errors
or Common Data Model errors (processing or data)

are logged, and are centrally accessible. If
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possible, the originating user or process will be
notified. The interpretation of error messages
and their resolution is left to the originating
user or process if it can be notified.

Otherwise, the interpretation of error messages
is performed by the Test Bed distributed
services. [Error Log per host only]

The Test Bed supports the same level of error
processing capabilities than that provided by the
application program prior to their installation.
Error calls to local host operating systems are
trapped and handled as described in F2. (Partial)

C4.5 Maintain Test Bed Operability
C4.5.1 Test Bed Cold Start

Provide IISS bootstrap capabilities on all IISS
hosts.

Test Bed cold start functions support:

Host to host communication (LAN Start-up)

. Access to Common Data Model for all hosts

. User interface

. Resource and performance logging (Future)

. Downloading of IISS configuration data (LAN)
from CDM (Future)

. System synchronigation (TBD)

System coordination (restart, shutdown)
COnpletion of the cold start phase is detected
and reported to the Operator Console.

Abnormal conditions encountered during cold start
are logged and displayed on the system operator
terminal

Provide LAN bootstrap capabilities

qo NN -

C4.5.2 Test Bed Shutdown

Provide for the orderly, graceful shutdown of the
Test Bed

Test Bed shutdown does not result in loss of user
data [except abnormal shutdowns])

Test Bed shutdown completion is detected and
reported to the Operator’'s Console

Test Bed shutdown is initiated by the Test Bed
operator

Control access to the Test Bed shutdown function
Shutdown of the Test Bed occurs after the system
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reaches a quiet point [within time 1limit]

F7 Initiation of the Test Bed shutdown sequence
inhibits further Test Bed user logins

F8 Test Bed users are notified when a shutdown
sequence is initiated and given reasonable time
to finish up

C4.5.3 Test Bed Host Restart

Fl Provide for the restart of 1IISS services on a
host by host basis

F2 Provide for cold start of one host while the Test
Bed is running on other hosts

F3 Report completion of cold start of isolated host
to the User Interface and to the Test Bed
operating system [System operator only]

F4q Test Bed host restart can be initiated from:
a. The host terminals (privileged function)
b. The IISS terminals (privileged functions)
(Future)

F5 Reset status information

C4.5.4 Test Bed Selective Host Drop Off

Fl Provide for termination of Test Bed services on a
host by host basis

F2 Test Bed shutdown is initiated either from:

a. The host terminals (privileged function)
b. The Test Bed terminals (privileged function)
(Future)

F3 Selective host drop off is orderly and graceful,
without loss of user data [except abnormal
shutdowns]

F4 The selective shutdown of a host is reported to ;
the User Interface and to the Test Bed system !
[operator onlyl

C4.5.5 Test Bed Back-Up/Restore

Fl Back-up facilities are provided for:
1. The Common Data Model
2. The Test Bed databases
3. The user application process files
4. The Test Bed service files (statistics, audit
trail, etc.)
F2 Back-up can be initiated from the user interface
(Future)
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FS The Test Bed back-up facilities use existing host
and data management system back-up facilities

F4 Restore capabilities are provided for the files
listed in F1

F8 Restore capabilities use the vendor supplied
restore capabilities

C4.5.6 Test Bed Coordinmation and Control

Fl Initiate application process or Test Bed utility
Load

1.

2. Execute

S. Redirect 1/0
4. Abort

F2 Receive and route messages

F3 Generate and distribute status information

F4 Receive and interpret status information

FS Queue messages and regulate flow

F6 Trap host operating system error messages and
generate status information (Partial)

F7 Guarantee delivery of messages

F8 Provide & record application processes completion
status

F9 DMonitor resource status. Obtain and provide
status information

C4.8.7 Perform IISS Recovery Operations (Future)

Fl Support manual and automatic initiation of
recovery operations.
Recovery scenarios: TBD. (Partial - Manual)

F2 Support system wide synchronigation of
application process logs, databases and journals

F3 Report completion and status of recovery
operations

F4 Coordinate with recovery facilities provided by
local host operating systems and by local
database management systems

FS Support manual selection of recovery
synchronigation point

F6 Provide system wide sequencing of pending
messages

F7 Acknowledge system wide synchronization points

F8 Execute system vwide synchronization point

F9 Involke and terminate IISS systemwide Quiet
Points. Quiet Points may be controlled by the
Test Bed Administrator/Operator or by a Test Bed

3-18
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progranm.
F10 Define other recovery functions to be supported
by the systenm.

. R8 Maintain Test Bed System Control Information

C8.1 Centralized System and Common Data Control

Fl The information required to control system and
common data is centrally maintained and
controlled (Partial - System data is
distributed)

F2 Access to the Common Data Model is controlled

F3 Information contained in the Common data Model
may be distributed to improve performance

(Future)

F4 Versions of the Common Data Model are supported
(Future)

F5 The Common Data Model can be backed-up and
restored

C5.2 Controlled Access of Systems and Common Data Control

Information

Fl The description of Common Data is protected and
is supplied to authorigzed users only

F2 Common Data Model processor supports asynchronous
processing environment

FS The Common Data Model supports error processing

F4 The Common Data Model supports multiple user
processing

F5 The Common Data Model acknowledges all requests,
either with data or status information

CS8.3 Flexibility of the Common Data Control Structure

Fl The Common Data Model can describe a wide variety
of data structures

F2 The Common Data Model can be expanded without
disrupting Test Bed services

C5.4 Test Bed System Control Migration
Fl The structure of the Test Bed system control
information allows migration to a back end
database machine

C5.5 The Maintenance of the Test Bed Control Information is
Computer Assisted
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Interactive maintenance of the Common Data Model
and System Control Information

Computer assisted maintenance of the Common Data
Model and data includes: creation, deletion,
updating, editing

Provide mechanisms to verify the validity of the
Common Data Model. The mechanisms to be provided
must allow mechanization of their implementation
Provide listings of the Common Data Model

The effectivity of update versions of the Common
Data Model is controlled by the Common Data
Administrator

C5.6 A Common Data Model Supports the System and Common
Data Control Information

The Common Data Model defines the entity classes
and relations among them

Mappings between entity classes and their
attribute classes

Constraints defining permissible values for
attributes

The Common Data Model contains the syntax and
semantics of the user form entries (Future)

The Common Data Model contains help data

The Common Data Model contains pre-defined forms
(Future)

The Common Data Model contains a description of
the Test Bed Network (Future)

The Common Data Model contains the virtual
terminal data (Future)

R6 Provide Capability to Implement and Test Programs on the

C6.1 Protect System from New Application Programs

During testing, application programs are
prevented from changing system data (Future)

C6.2 Provide Real Data for Testing

Application programs under test may use real data
for input

Application programs under test are prevented
from updating the Test Bed databases (Future)
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F3 Application programs under test direct their
output to a test database or terminal (Future)

F4 Application programs are declared in test mode
via the Common Data Model by its Administrator
(Future)

Make Maximum Use of Vendor Supplied Utilities

Fl Maximum use is made of Vendor supplied utilities
for process implementation and testing

Allow Analysis of Message Journals

Fl Message journals can be sorted by source,
destination and by message type

F2 Sorted message journals can be output to a
terminal selected by the user

F3 Sorted message journals are cleared at the option
of the user

Test Bed May Be Shutdown for Special Conditions
No functional requirements identified

Test Results Shall be Accessible

See C6.2 - F3

Tests Shall be Repeatable

Fl Copies of system databases can be created to
provide stable test data for test purposes

F2 The system database copies are created at the
request of the user (Partial)

F3 The system database copies are released at the
request of the user (Partial)

F4 The system database copies can be write protected
(Partial)

F5 The version of the Common Data Model being used
is accessible to the user (Future)

Test Protection Modes Shall be Easily Changeable
(Future)

Fl The test protection modes are settable via the
CDM
F2 The test protection modes include: write
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protection of output, redirection of output to a
test output file, or to the test input file (in
the case of an input/output file)
FS Test protection modes may be declared without .
recompiling the programs under test [Test mode
requires program recompilation)

3.3.2 Physical/Performance Requirements
3.3.2.1 Physical Requirements

To satisfy the requirements levied against the Test Bed,
three host computers must be interconnected via a Local Area
Network. The host computers are:

e VAX 11/780
e Honeywell Level 6
e IBM 3033 (or 30xx)

The Test Bed system and application processes must be
controlled from a single terminal. The early implementation
relies on VT-100 terminals for demonstration purposes. In
keeping with the concept of the Virtual Terminal described in
this document, none of the application processes or Test Bed
system utilities is relying on the non-standard (as defined in
the Test Bed) hardware features provided by the VT-100.

3.3.2.2 Performance Requirements

The Test Bed is experimental in nature, and its expected
level of performance cannot be quantified. Careful design
trade-offs are made to minimize user responses and elapsed time.

To allow optimization and experimentation, a number of Test
Bed processing features (message logging, for example) are
settable at the system level via the Common Data Model. (Future)

Furthermore, the Test Bed design allows for improving
performance through reconfiguration of the hardware and
software. The portability of the application processes
facilitate reconfiguration.
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3.3.3 Interfaces : Requirements

3.3.3.1 Test Bed User Interface

The user interfaces with the Test Bed via the User
Interface. The functional requirements of the User Interface
have been descoribed in Subsection R2, "Provide Common User
Interface to New or Existing application processes”. The user
interfaces with the Test Bed via a terminal. The early
implementation Test Bed accommodates DEC VT-100 terminals.
There are no additional hardware interface requirements. The
data supplied by the user are ejither system commands or
application process commands and data. The nature and syntax of
the system commands are to be decided. On the other hand, the
nature and syntax of the existing application process commands
and data is already defined and will not be modified.

3.3.3.2 Common Data Model Administrator

The Common Data Model Administrator is eantrusted with the
definition and population of the Test Bed Common Data Model.
The Administrator interfaces with the Test Bed Common Data
through a terminal, and exercises administrative utilities which
have been described functionally in Subsection 3.3.1. The
method of interaction of the CDM Administrator and the CDNM is
TBD. It is anticipated that the CDM Administrator performs the
majority of his/her work interactively.

3.3.3.3 Application Subsystem Interfaces

Specific interface programs are used to interface selected
application processes to the Test Bed. These programs are using
data provided by the Common Data Model to coantrol the data
brought into the Test Bed. Froa a hardware point of view, the
interfacing is implemented via magnetic tapes, disk drives, or
ASCII communication lines. The exact format, encoding of the
common data required by the interface programs is entirely
dependent upon the application processes which are interfaced.
Hence, the Test Bed must support the transfer of binary
information.

3.3.4 Technology Voids

In the context of this system specifications, technology
voids (TV's) are those activities which present significant
challenges from a technology or implementation point of view.
These activities are listed here because of their impact on the
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completion of the Test Bed project.
S.5.4.1 Communication Technology

3.3.4.1.1 Host-to-Host Communication

TV: Define and implement a set of communication services which
satisfy the following requirements:

1. Provide reliadble host to host communication services.

2. Are implementable, with minimum modifications, on the
VAX 11/780, the IBM 3033, the Honeywell Level 6.

S. Are implemented with minimum of modification to the
Host Operating System and terminal drivers.

4. Are implementable in a High Order language (FORTRAN,
COBOL) whenever feasible. Assembly language routines
may be required.

8. Support communication protocol (virtual circuits or
datagrams) to be decided.

6. Are upgradable to high speed data transfers.
7. Are modularized to contain hardware dependencies.
8. Are controllable and manageable.

3.3.4.1.2 Guaranteed Delivery

TV1: Define and implement procedures and algorithms required to
guarantee the delivery of messages within the Test Bed.
Message delivery must be guaranteed even if the destination
process is temporarily unavailable.

3.3.4.1.3 Process to Process Communication

TV1: Define and implement a set of communication services which
satisfy the following requirements:

1. Provide process to process communication services

2. Are implementable, with minimum modifications, on the
VAX 11/780, the IBM 3033, the Honeywell Level 6
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3. Are implementable on the various Host Operating Systems

without modifications to the host 0S (other than 1/0
drivers)

4. Are callable from FORTRAN and Cobol programs

5.5.4.2 IISS System Control

3.3.4.2.1 System Control Strategy

K R
M RAAONR X M N 4

TV1: Define and implement a System Contirol Strategy which

provides:

1. Message and application process control

2. Deadlock prevention

3. System quiet point

Coordination of commands, status and responses

Hardware resource status acquisition

o o b

Guaranteed delivery of messages

3.3.4.2.2 System Restart/Recovery

TV1: Define and implement the procedures required to provide a

coordinated and synchronized restart of the Test Bed.
Procedures support:

1. Execution of synchronization point
Roll back to synchronigation point
Orderly restart of Test Bed services

Synchronization of application process logs

a & O D

System status broadcasting

“ 3.3.4.2.3 Databases Recovery

N TV1l: Define and implement the procedures required to support the

recovery/synchronization of the Test Bed data. Procedures
support:
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1. Synchronization of databases with application process
logs and application process queues on the same node.

2. Synchronization of databases application process logs
and application process queues at the systea level.

3.3.4.3 Schema Definition

S5.3.4.3.1 Conceptual Schema Definition and Storage

TV1: Define the techniques and procedures Lo be used to create

an integrated conceptual schema from existing application
schemas.

TV2: Define and implement procedures to support the definition
effort of a conceptual schema.

TV3: Define a methodology to show a conceptual schema in a
machine useable form. This definition of the conceptual
schema supports the description of the entities, relation
among entities and their attributes, range of allowable
values for the attributes.

This methodology is sufficiently flexible to describe the
data structures which can be supported on CODASYL database
managers, and allows for the description of data with synonyms,
homonyms, scale differences, structural differences, and
abstraction differences.

3.3.4.3.2 Define a Distributed Schema Architecture

TV1: Define a schema architecture that extends the benefits of
the CODASYL three schema architecture to the distributed
environment.

3.3.4.3.3 Define Schema Mapping Transformations

TV1l: Define the transformations required to support the schema
architecture defined in 3.3.4.3.2.

To be practical, these transformations must be computer
imp.ementable, and be non-ambiguous.

Ideally, the transformations are performed from data
provided by:

1. The various schemas defined in 3.3.4.3.2.
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2. The conceptual schema defined in 3.3.4.3.1.

These transformations take into account homonyms, synonyms,
and various machine representation of the data.

3.3.4.4 DNeutral Data Manipulation Languade

TV1: Define and implement system wide data manipulation
primitives allowing the definition of set oriented data
manipulation operations which satisfy the following
requirements:

1. Non-navigational

2. Extendable to the ad-hoc query environment
3. Selection, join, project capabilities

4. Programmer friendly non-procedural

$. Predefined error message specifications

3.3.4.5 Data Retrieval Operation

3.3.4.5.1 Mapping of Data From Single Off-Node database

TV1l: Define and implement the data mapping algorithms required
to transmit data to a requesting program from a single,
off-node database. The mapping algorithms must take into
account the differences in schemas, and data
characteristics which may exist between the database and
the application program requesting the data.

3.3.4.5.2 Mapping of Data From Multiple Off-Node databases

TV1: Define and implement the data mapping algorithms required
to transmit data to a requesting program from multiple
off-node databases. The mapping algorithms must take into
account the differences in schemas, data characteristics
wvhich may exist between the databases, and the application
program requesting the data.

TV2: Define and implement the procedures and algorithms required
to aggregate the data provided by multiple off-node
databases into a single data packet useable by the
requesting program. Support adequate level of error
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processing to detect and flag possible errors occurring in
the various databases. Status information will be provided
to the requesting application process.

3.5.4.5.3 Data Constraint Checking

TV1: Define and implement the strategy used to provide data
constraint checking. This strategy reflects concerns for:

1. Overall data integrity
2. Ease of implementation
3. Overall system throughput

The data required to support the data constraint checking
is supplied by the Common Data Model.

TV2: Data Constraint checking is selectable. The mechanisms
responsible for the selection and implementation of the
data constraint checks must be identified.

3.3.4.6 Automatic Translation of Data Manipulation Statements

TV1l: Define and demonstrate the algorithms and procedures
required to support the automatic translation of data
manipulation statements into procedures targeted toward a
single CODASYL database manager. The translation
algorithms must be practical and capable of accommodating
the data structures defined by the various schemas.
Adequate level of error processing must be provided.

TV2: Define and demonstrate the algorithms and procedures
required to support the automatic translation of data
manipulation statement into procedures targeted toward
multiple CODASYL database managers. The translation
algorithms must be practical, capable of accommodating the
data structure, defined by the various schemas, and provide
the information required to control the aggregation of the
data retrieval operations. An adequate level of error
processing must be provided.

3.3.4.7 User Interface Command Form Processor

TV1l: Define and implement a command form processor sufficiently
flexible to allow for the definition of command menus and
command semantics in tables.

3-28 ;
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3.3.5 Data Requirements

3.5.5.1 Logical Organigation of Static System Data

The static system data is the data used for reference

during operations. It characterizes system parameters and
attributes.

The following classes of system parameters, attributes and
information included in the static system data:

1. Schema definitions
. Message definition

Screen data

2
3
4. User description
5 Network description
6 Virtual terminal data
7 User command language syntax and semantics
The static system data used to describe the Test Bed is
contained and defined in the Common Data Model. This data is
declared and updated by the Common Data Model Administrator.
The static system data may be distributed by the Common
Data Model Processor to improve performance or to reduce
software complexity.

3.3.5.1.1 Schema Definition

The Test Bed uses a three schema architecture to facilitate
integration. The schema definition data allows the definition
of the schemas and of the implied relationship existing between
the various schema types existing in the Test Bed.

The following data is required to define the schemas of the
Test Bed:

e Entity class description (Neutral Conceptual)

® Attribute class

o
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e Entity/attribute relationship

e Entity/entity relationships

® Attribute domain description

e Key., inherited key classes

e Entity class description (Neutral External)
e External/conceptual attributes relationships
e External schema access authorigzation

e Conceptual/internal schema representation

e Entity class description (Internal)

e Pathing assertions

The above listed data must be obtained to support the Test
Bed demonstration scenarios.

3.3.5.1.2 Message Definition

Test Bed message headers contain information that reflects
the characteristics of the Test Bed. This information is
obtained from the Common Data Model. [System Data is not in CDM]

¢ Message routing information

e Message delivery, acknowledgement, processing
requirements

® Message priority and trigger information (initiator,
receiver)

e Message type
e Message data access requirements

3.3.5.1.3 8Screen Data Definition

The Test Bed user screens are defined at the system level
The following information is required:
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e Screen name

® Screen security data

e Screen constant parameters (text, etc.)

e Screen data items are derived from the conceptual schema
3.3.5.1.4 Test Bed User Definition

The following information is used to define the Test Bed
user:

e User name, password
e Legal user roles

e User role privileges access to Application and Systenm
utilities

3.3.5.1.5 Network Description

The Network description data defines the configuration of
the Local Area Network, the location of System Services (CDM),
and of the application processes.

The following data is required to desoribe the Test Bed
Netwvork:

e Local Area Network configuration data (terminals,
hardware, protocol)

e Host on which Test Bed System Services resides

e Host on which Test Bed Application Subsystems

e Host system description

3.3.8.1.6 Virtual Terminal Description

The Virtual Terminal interface requires a description of
the real terminal or application program with which it
interfaces. This description is provided by the Common Data
Model and defines:

e The features supported by the real terminal
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e The character set of the real terminal
e The communication protocol
3.3.5.1.7 User Command Menus and Semantics
The syntax and semantics of the user command menus is
defined in the Common Data Model. The following information is
required: [Future - System Data is not in CDM]
e User command menus
e User command semantics
e User command security data

e User Interface help messages

3.3.5.2 Logical Organization of Dynamic Input Data

The Test Bed dynamic input data falls into three broad
classes:

1. User Test Bed System Commands

2. User application process commands

3. User application process data

For existing subsystems, the structure, syntax of the
subsystem commands and data is already in place, and is outside
of the scope of the Test Bed.

For new application subsystems, the structure of the

subsystem commands will be identical to the organization of the
Test Bed commands, and share the same implementation and syntax.

The organization of new application subsystems input data
is not defined at this time. It must conform to the Test Bed
standards.

The organization and syntax of the Test Bed commands is to
be decided. It is known that the Test Bed commands will provide
an expert and novice mode of operation, and will interface with
a system wide Help Facility.

It is desirable that system commands be entered either from
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a file or interactively from a terminal.

3.3.8.3 Logical Organization of Dynamic Output Data

The dynamic output data which a user may either receive or
select while interacting with the Test Bed falls into four broad
classes:

1. Test Bed system service module acknovwledgement to user
commands

2. Host operating system error/status messages
3. Application process error/status messages
4. Application process output data

As an enhancement, the user may select to direct all four
classes of output data to the same device, or may elect to
direct the application process output data to a distinct device.
This capability prevents the other classes of output data from
%arbling)the output data generated by the application processes.

Partial

The Test Bed user thus is able to direct output data
classes 1 through 3 to either a terminal or to a file of his
choice. Likewise, he may direct the output of an application
process to a terminal or to a file of his own choice. (Future)

3.3.5.4 Internally Generated Data

The information internally generated by the Test Bed falls
into four broad classes:

1. Status information supporting the internal management
of the Test Bed

2. Statistics gathered on the usage of resources and
response time

3. Error messages (application process and Test Bed
Services)

4. Audit trails

The experimental nature of the Test Bed emphasiges the
importance of this internally generated data.
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This data is stored in separate files, with sufficient
supporting information to facilitate interpretation.

The Test Bed error messages are displayed on the user
selected device (terminal, file) are simultaneously logged on
the Test Bed system error file.

The above classes of internally generated inforsation can
be accessed and cleared by authorized users. The information is
displayed on a device selected by the user.

3.4 Quality Assurance

The Quality Assurance and Configuration Management
activities take place during all phases of the Test Bed
development, beginning with Requirement Engineering and ending
with Integration. Documentation is viewed as an integral part
of the development process rather than an add-on phase to the
development cycle.

3.4.1 Requirement Engineering Phase

The requirement engineering phase of a project is
important. It must be conducted thoroughly, with method to
ensure that the product being specified and design meets the
goals of the customer.

The outputs of the Requirement Engineering phase of the
Test Bed project are:

1. System Needs Analysis document
2. System Requirements document

3. 8System Specification document

Generation of the documents: General Electric is responsible for
the production of the above documents; SofTech, CDC, and other

contractors as listed in the Preface, support GE in this effort
by supplying specific inputs and documents. A formal review is ‘
conducted jointly by General Electric and its subcontractors.

ICAM program office reviews: The above documentis are reviewed by
the ICAM program office, who may request modifications required
to better serve its General Electric and its subcontractor shall
respond to the request for modifications by amending, when

3-34

Matea RN, t-r,-'- “, !'¢,‘...P‘.‘-’-
B &

G 20 X i e X



o e .

SRD620140000
1 November 1985

possible, the original documents. This cycle is repeated until
the program office is satisfied that the Test Bed, as specified,
will meet the Air Force needs.

Configuration Management: Once the above documents have been
reviewed and have been accepted by the Air Force, the documents
are placed under configuration management control with Systran,
the ICAM Librarian. The documents are promptly distributed to
any subsequent effort. The documents, once under configuration
management control, can no longer be changed casually. Changes
must be made through the Change Control function.

Change Control Function: Requests for changes are reviewed by
General Electric and its subcontractors for feasibility and
impact on cost and schedule. Requests may be foramulated by the
ICAM program office, General Electric and its subcontractors.
Requests for changes that are approved for implementation are
documented at the appropriate level and placed under
configuration management control. The existing documents and
resulting amendments form a new base line on which any
subsequent effort is based. The new base line is promptly
distributed to all parties.

Review Mechanisms: The review of the documents produced during
the Requirement Engineering phase is facilitated by the
meticulous and exacting traceability provided in the documents
themselves.

Review Procedure: The chief objective of the reviews conducted
of the documents produced during the Requirement Engineering
phase is to ensure congruence of the Test Bed features and of
the Air Force Needs. The review is facilitated by the
meticulous and exacting traceability built into the documents.
Each function must be traceable to a needs expressed by the Air
Force. As the specification and design progress, the review
must focus on the soundness of the technical approaches proposed
in support of the Air Force needs. Specification validation by
ingspection is the main procedure used to carry out such revievs.

3.4.2 Design and Implementation Phase

The Test Bed is designed and implemented using the
documents produced during the Requirement Engineering phase as a
base line. Recall that these documents have been reviewed and
validated by inspection and are under Configuration Management
control.
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The documents produced during the Design and Implementation
phase are:

1. System Design Specification
System Test Plan
Development Specifications

Product Specification - as designed
Product Specifiocation - as built
Unit Test Plan

System Test Plan

System Test Report

© o 4 O o »& 0 »

Users Manuals

Documents 1 through 4 benefit from the review prooedure
used in the Requirement Engineering phase.

Item 5 is generated by wvalking through the programs written
to support the implementation of Item 4. These walk throughs
are conducted by people other than the programmers responsible
for writing the programs. This acoepted approach eliminates the
well known psychological obstacles which surface when a
programmer is asked to oriticize his or her own work.

The Product Specification - as built - and the software it
describes are jointly placed under configuration coatrol.
Modifications to either one requires invoking the change
management procedures.

Unit Testing is conducted by the application programmers,
since independent testing, although desirable, is a very costly
procedure. The Unit Test Plan, is however, generated jointly by
the programmer and the Quality Assurance Engineer.

System Testing is conducted under the direction of the
System Engineer with support from the Quality Engineer.

! 3.4.3 Test Bed Software Quality Attridbutes

The quality of software can be described in terms of
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quality factors which are mission dependent. Bearing in mind
: the experimental and changing nature of the Test Bed software,
it is required that the Test Bed Software be:

1. Traceable

Complete

.

Consistent

Accurate

Simple
Modular
General

Expandable
System software independent

© o N O o0 & 0 D

[
Q

. Machine independent

. Terminal independence

[
[

[
N

. Use common data definitions
13. Database management system independent

The above criteria will be used when reviewing software as
well as when making the unavoidable engineering trade-offs
facing designers. Efficiency, although desirable, is not
thought to be of sufficlent concern to override the above listed
quality criteria.
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APPENDIX A
TEST BED MEEDS ANALYSIS

A.} Background Inforsation

The Needs Analysis presented in this Section is founded on
the following documents.

1. “The Integrated Sheet Metal Center”
Source: ICAM Program Office
Date: 30 September 81
Document Mnemonic: ISMC

2. "NReeds Issues” Documents
Source: Richard Mayer
Date: 8-9 March 82
Document Mnemonic: NEEDS

3. “"Memorandum For The Record”
Source: Nathan Tupper
Date: S5 October 81
Document Mnemonic: MEMO

A. i} Needs Analysis Methodology

End User and System Needs definition. The above documents
have been reviewed for their needs contents. The explicit and
implied needs contained in these documents have been extracted
and referenced to form the Test Bed Needs Analysis Document.
The Test Bed NMeeds Analysis Document and the documents prepared
for the ICAM program office, such as the CBIS Needs Analysis,
state of the art, and requirement documents, form the basis on
which the Test Bed requirement document will be prepared..

A.1 Mission Statement

In the following, needs are listed and explained, then a
reference is given to one of the documents listed in section A.i
above (i.e., ISMC, Needs, or MEMO) where the need is found.

A.1.1 To Develop and Demonstrate Integration Technology

A.1.1.1 To Systematically Develop Combination of Technologies

Systematically develop combination of technologies required
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to solve the Information System Integration problea.
(18MC, 111, 17)

A.1.1.2 To Provide Visibility into Cost and Problems of
Integration

Provide visibility into the cost and problems associated
with doing integration (at least in a test environment).

(Meeds, B, 1)

A.1.1.3 To Demonstrate the Flexibility of the Integration
Environment

The need to propose and demonstrate advanced information
system development concepts (a la system development thread)
(not how you do it necessarily but how flexible is the resulting
environment to change).

(Needs, A)

A.1.1.4 To Demonstrate Advanced Concepts in Information
Management

The need to propose and demonstirate advanced conoeptis in
information management (a la the Information Management Thread)

(Needs, A, iv)

A.1.1.85 To Demonstrate that Integration is ¥Workable in an
Evolutionary Mode

The solution must be workable in current environmeants. It
must also support an evolutionary implementation of the new
Information Management Thread (IMT) technology into the existing
hardvare, software and particularly the management systems of
these environments.

(1sMCc, 111, 17)

A.1.2 To Support the 3201 Contractor in the Implementation of
the 1ISMC

A.1.2.1 To Support the 2201 ¥ 2202 Developmsent and
Implementation
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Establish a center of excellence and a cadre of experienced
ICAM companies personnel to support 2201 concept development and

2202 implementation.
; (¥eeds, B, 1)

A.1.2.2 To Simplify the Task of the 2201 Contractor in
Integrating other ICAM Subsystems

-

.. .Thereby considerably reducing the risk to the successful
2201 contractor, ..., and shortening the lead time for
implementation of the ISMC.

.y

e

(Memo, page 1, paragraph 2)

-

A.1.2.3 To Validate System before Implementation on the ISMC

’ (6201) is to be a Test Bed for Information Management

K System concepts, for individual advanced manufacturing systenms,

! and for the initial integration of two or more systems. The
intent is that all such systems (or at least most of them) will |
be run through the Test Bed before implementation in the ISMC. |

(Memo, page 1, paragraph 2)

A.1.2.4 To Identify, to Quantify Initial Performance
Imnprovements

’ Such a Test Bed will identify and solve problems, as well
as demonstrate and quantify initial performance improvements.

(Memo, page 1, paragraph 2)
A.1.3 To Support the ICAM Program Activities

Ta T

L]

? A.1.3.1 To Provide a Proof of Tangible Benefits by Early 83

)

A

‘ The solution strategy must provide proof of tangible
benefits by early\1983 in order to assist in transferring these
concepts into the ISMC demonstration.

B (IsMC, III, 17)

¢ A.1.3.2 To Demonstrate Integration of Manufacturing
Applications

y The need to demonstrate integration of manufacturing

) A-3
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applications.

(Meeds, A, 1)

A.1.3.3 To Demonstrate Major Steps in Long Range Paperless
Factory

A.1.3.4 To Demonstrate ICAM Software Viability

The Need to Demonstrate ICAM Software Viability.
(Needs, A, 1)
A.1.3.5 To Run ICAM Systems on Test Bed Before Implementation

A potential user (of ICAM Systems) will mnever be the first
user of any ICAM product run through the Test Bed even if
something (...... ) is not used in the ISMC, it still will have
been integrated into and demonstrated in the Test Bed.

(Memo, page 1, paragraph 2)

A.1.3.6 To Provide a Second Verification and Validation to the
ICAM Software

Get a second opinion of ICAM developed software
systems.(a\backdoor\approach to V8V)

(Needs, B, iii)

A.1.3.7 To Educate the ICAM Community to the Total ICAM Picture

Educate the Program Office and the ICAM community to the
total picture.

(Needs, B, iv)

A.1.4 To Support the Following High Level Needs of the Air
Force

The Air Force "needs” those needs associated with improving
our defense posture.

(Needs, D)
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o A.1.4.1 To Reduce Weapons Cost
K (Needs, D, 1)
)
2 A.1.4.2 To Increase Surge Capability
M
E (Needs, D, ii)
‘ A.1.4.3 To Improve Planning Capability
4
s (Needs, D, iii)
¢
v A.1.4.4 To Improve Capabilities of Defense Contractors
y
' (Needs, D, iv)
3l
A.1.5 To Support the Following High Level Needs of the
L4 Aerospace Industry
? Manufacturing “"needs” those needs associated with improving
productivity through the systematic application of SDM and
. computer technology.
¢
§ (Needs, C)
" A.1.5.1 To Increase Profits
(Needs, C, i)
4
: A.1.5.2 To Improve Responsiveness
' To improve responsiveness to change in:
. 1. Order timing, quantity or configuration
‘s
; 2. Engineering
)
4 3. Technology
, (Needs, C, ii)
) A.1.5.3 To Improve Product Quality
iy
" (Needs, C, iii)
¥ A.1.5.4 To Improve Schedule Realization
K
L
N
1 A-5
3
)
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(Needs, C, iv)

A.1.5.5 To Improve Competitive Position

(Needs, C, v)

NOTE: “The following scenarios are listed here because the Test
Bed, per Mission Statement A.1.3 supports the ISMC
implementation and development. These scenarios shed additional
1ight on the requirements which must be satisfied by the Test
Bed to be of value to ISMC".

A.2 ISMC Scenarios

A.2.1 Product Engineering Needs

A.2.1.1 To Provide for Manufacturing Engineering to Review
Designs

To provide for manufacturing engineering to review designs
and design changes for producibility prior to release of firm
design.

A.2.1.2 To Provide for Coordination of Engineering Changes

To provide for coordination of engineering changes with all
affected activities prior to release to determine impacts of
engineering changes on schedule, costs...

A.2.1.3 To Establish Effectiveness Basd on Type of Change

To establish effectiveness based on type of change, cost of
retrofit, versus cost of production installation, availability
of new parts and customer requirements.

A.2.1.4 To Withdraw an 0Old Bill of Material

To withdraw an old bill of material and insert a new bill
of material on a net change basis.

(IsMc, I1II, 5)

A.2.2 Manufacturing Engineering Needs

A.2.2.1 To Provide History of the Activities

To provide a history of the activities which led to the
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design of the center, including alternatives considered or
rejected.

(1sMCc, 111, 7)
A.2.2.2 To Provide a Description, in Detail

To provide a description, in detail, of the operating
strategy (or strategies) for the proposed center, including the
strategies to control and handle material and tools in the
material handling system, and strategies for machine tool
processing and quality control.

(ISMC, III, 7)
A.2.2.3 To Conduct Appropriate Simulations

Appropriate simulations of the proposed center and elements
of it which address system configuration, operating strategies,
parts spectrum and performance measures. The performance
measures to be addressed should include at least the direct and
indirect hours of persomnel, scrap hours, throughput
time, machine utiligation, span time, queue time, jobs
completion route, number of late/expedited jobs.

(IsMCc, III, 7)

A.2.2.4 To Consider Those Automation Priorities Defined in 2103

In addition, the design of ISMC shall consider those
automation opportunities identified in ICAM Project Priorities
2103, 2108, 9104 and 9301.

(IsMc, III, 7)

A.2.3 Process Planning Needs

A.2.3.1 To Provide Direct Access to Logical Data

The ISMC must contain an interface to the Process Planning
activity of the technical thread to provide direct access and
transfer of the logical data generated in Process Planning.

(IsMC, III, 8)
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A.2.3.2 To Provide Automation Communication to Create ¥Work
Instructions

It is required that the capability exist for automated
communication, storage and retrieval of the appropriate
information in order to create work imnstructions for the shop
floor.

(1sMc, I1I1I, 8)

A.2.3.3 To Structure and to Store Process Planning Data

Process Planning data must be structured and stored to
support the operation of numerical control processes by on-line
communication of information to numerical controlled processes
and control functions.

(1sMc, III, 9)
A.2.4 Master Schedule Planning Needs

A.2.4.1 To Simulate the Effects of Proposed Changes on
Production Resources

The Master Schedule Planning activity shall have the
capability to simulate the effects on production resources,
including machine types. personnel, inventory levels, of
proposed changes in the production schedule or product mix.

(1sMC, III, 9)

A.2.4.2 To Load and to Execute Simulation in Batch Mode

‘The simulation can be loaded and executed in a batch mode,
provided that on-line access to such information as Schedules,
current resources status, ........ , can be accomplished.

(IsMc, I11I, 9)

A.2.4.3 To Receive the Indentured Bill of Material from
Manufacturing Planning

Production Requirements Planning from Manufacturing
Planning and Process Planning, it receives the manufacturing
indentured bill of material, and information regarding set-up
time, run time per piece, and material move time.

A-8
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(18sMC, III, 10)
A.2.4.4 To Retrieve Recent Actual Manufacturing Statistics

Vhere a significant variance exists, Production
Requirements Planning could then examine the factors on which
the forecast was made (such as set-up time, run time, scrappage
and the like), call up the recent actual data on these factors,
and update where necessary the planning factors using recent
actual data.

(1sMCc, III, 10)
A.2.5 Capacity Planning

A.2.5.1 To Access Automatically the Inventory Requirement Files

To include the following (minimum) capabilities:

1. Automatically access inventory requirements files and
process planning files and then convert production
requirements into loads on production resources.

2. Automatically generate requirements for personnel.

3. Automatically identify overload conditions at the
available resource level.

4. Provide capability to interactively evaluate
alternatives (..... ) for resolving overload conditionmns.

(IsMc, III, 11)

A.2.5.2 To Retrieve Automatically the Inventory Requirements

As a minimum Capacity Planning must have a capability which
provides the automatic retrieval of inventory requirements and
process planning data needed to convert production requirements
into loads on production resources.

(IsMc, III, 11)
A.2.6 Production Facilities Loading Needs

A.2.6.1 To Access Automatically the Tool and Material Files

To Include the Following (Minimum) Capabilities:

‘e \
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As a minimum the capability is required to:

1. Automatically verify availability of tools and
materials for each production order, and generate
shortage list.

2. Automatically call for delivery of required tools and
materials when selected load is released to the
dispatch function.

3. Automatically generate initial shop floor load based on
inventory requirements and tool/material availability.

4. Automatically identify bottleneck conditions of
individual resources.

5. Provide for interactive intervention to undo
bottlenecks, or to maintain full loading of resources
which are of high value.

6. Provide simulation capability for use in interactive
intervention.

(ISMC, III, 12)
A.2.7 Dispatch Load Needs

A.2.7.1 To Maintain, On Line, the Following Information

The following information required for this decision must
be stored on line with real-time access.

1. Set-up and run time for each machine (..... )

2. Status of each machine, automatically incorporated into
history files (loaded with operator ID, out of service,
current set-up - with code or other ID, availability,
and any other machine data required).

3. Operator(s) available.

(1sMc, 111, 12)
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A.2.7.2 To Perform the Dispatch Function Manually or
Automatically

The dispatch function can be either automatic or manual, a
simulation/optimization capability to assist in assigning jobs
and operators to mcchines required for either approach.

(1sMc, I1I1I, 12)
A.2.7.3 To Access Automatically Process Performance Data

To Maintain the Following (Minimum) Information:
The following information is required as a minimum

1. Actual set-up and run times, machine used, operator,
and disposition of output. (..... )

2. Amount and cause of down time for each machine.

3. Amount of maintenance performed on each machine.

4. Time spent with no work assigned to each machine.

5. Any "significant” performance among operators.
(IsMC, I1II, 13)

A.2.7.4 To Agglomerate the Above Information

(The above information) must be amendable to agglomeration
in order to arrive at appropriate performance data across the
entire center, e.g. total span time for a specific order across

the center.
(IsMC, III, 13)

A.3 . Test Bed Needs

A.3.1 Integration Needs

A.3.1.1 1Integration Demonstration Needs

1. The ISMC is intended to demonstrate the validity of the
basic ICAM concept. Integration as well as to show
specific payoffs resulting from incorporating various
tools to affect integration.

A-11
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(18MCc, I1II, 2)

2. Demonstrating various systems engineering tools and
techniques in the design and construction of a truly
integrated center is equally important.

(1sMc, III, 2)
3. The key concept being demonstrated is integration.
(1sMc, I1I, 3)

A.3.1.2 Integration Definition

Everyone using a piece of data....is exactly using the same
data, and further that the data is accurate at the time it is
used.

(1sMc, 11, 3)

A.3.1.3 Integration Scope

It has proven helpful to consider responsiveness to change
and integration from the viewpoint of 4 major groups or threads
of functions.

1. Product Technology

Control

Information Management

& O N

System Development

A.3.1.4 Excessive Data Redundancy:
Excessive Redundancy of Data Exists

(ISMC, I1I, 18)

A.3.2 Interfacing Needs

A.3.2.1 Interfacing Stand Alone CAD & CAM Systems

Interfacing stand alone CAD & CAM systems. It is desirable
that this CAD/CAM interface be made automatic.
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(1smc, 1II, 6)
A.3.2.2 Interfacing Standards

Recommendations regarding interface standards and the use
and integration of manufacturing applications programs such as
process planning and manufacturing comtrol language prograa
generation should be considered.

(18MCc, 11I, 8)

A.3.2.3 Interface to Process Planning

The ISMC must contain an interface to the Process Planning
activity of the technical thread to provide direct access and
transfer of the logical data generated in Process Planning.

(IsMCc, I1II, B)

A.3.2.4 MNMachine to Machine Interface Problems

Machine to machine interface problems are encountered in
some type of data transfers. Programs, user and system messages
transactions (Application Processes), data elements and files
must be transferrable between similar or unlike processors.

(IsSMGC, 111, 14)
A.3.3 Data Management Needs

A.3.3.1 Data Structuring Needs

1. It is required that the process plan database
information be structured and stored to provide access
and retrieval of those process plans having specific
characteristics.

(ISMC, III, 8)

2. Process Planning data must be structured and stored to
support the operation of numerical control processes by
on-line communication of information to numerical
controlled processes and control functions.

(ISMC, III, 9)
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S. Data used by the applications must conform to a set of
standards and structure to be defined prior to the
detajiled design of the applications.

(1sxc, I11I, 22)

A.3.3.2 Data Portability Meeds

Installations are tied to a particular vendor’'s data
support system which dictates and generally restricts the range
of options for data structuring and the possible access mates.

(1sMc, I11I, 18)

A.3.3.3 Data Validation Needs

There are inadequate facilities for enforcement of
constraint checks during initial entry of data.

(1sMc, I11I, 15)
A.3.3.4 Data Integrity Needs

Data is inaccurate and untimely because it is not collected
at the source.

(IsMCc, I1I1I, 15)

A.3.3.5 Data Redundancy Elimination Needs

Elimination of Data Duplication Needs Excessive Redundancy
if Data Exists.

(IsMc, 111, 15)

A.3.3.6 Time Dependency of Data Needs

Most systems have inadequate provision for retention and
control of time dependent versions of data.

(IsMc, I1I1I, 15)
A.3.3.7 Data Security Needs

Tight security over permission to access and update data is
not generally provided in today’'s systenm.

A-14
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(1sMCc, III, 18)
A.3.3.8 Active Data Dictionary Needs

Most data dictionaries are not comprehensive. They do not
include all the relevant entity and attribute classes. They
tend to be used as static repositories of documentary
information rather than as dynamic mechanisms used in the actual
accessing and processing of data.

(IsMc, III, 15)
A.3.4 Distributed Database Needs

A.3.4.1 Distributed Databases

Concept explicitly set forth in Figure 2, Figure 3, and
Figure 4 appearing in ISMC pages 21, 23, 24.

A.3.4.2 Database CODASYL Compatibility Needs

Database management systems used by the ISMC applications
are assumed to be CODASYL compatible.

(I1sMCc, III, 22)

A.3.4.3 Individual Database Recovery and Backup Needs

Individual database Recovery and Backup Needs providing for
concurrent updating, standard data integrity, security, and
backup/recovery capabilities.

(I1sMC, III, 22)

A.3.5 Heterogeneous Hardware Needs

A.3.5.1 Multiprocessor Heterogeneous Hardware Needs

A heterogeneous processing environment, with some
processors being transactions oriented and others supporting
primarily batch or mixed batch and on-line interactive
applications can be supported.

(ISMC, III, 22)
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A.353.5.2 Back-end Database Machine Needs

A back-end database computer or "intelligent” disc drives
could also be incorporated at this level (ISMC Mid Level) to
improve performance.

(IsSMC, III, 24)
A.5.5.3 Local Area Network Needs

\ The local area network (single continuous cable or
: interconnected bus or ring architecture) and adoption of a
standard protocol facilitate the faster access to all types of
data.
(1sMc, I11I, 22)
*Figure 3 and Figure 4 exhibit local area networks".

A.3.5.4 Local Area NRetwork Standardization & Planning Needs

Lack of overall planning and mangement in the bujilding of
! communication networks leads to capacity problems,

X incompatibilities between equipment thus requiring interface

. "kludges”.

(1sMc, 111, 14)

A.3.5.5 Local Area Network Expansibility Needs

Inflexibility in types of equipment which can be supported,
and inability to upgrade to more powerful units or to make use
of new technologies as they become avajlable.

(IsMC, I11I, 14)

A.3.6 Common Data Control Needs

A.3.6.1 System Usable Directory of Network Characteristics
Needs

Most organizations do not maintain an on-line system
usable definition and directory of network characteristics.
(Capabilities and protocols of each node; primary and alternate
access paths).

(ISMC, III, 14) l
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A.3.6.2 8ystem Usable Directory Needs

Most organizations do not maintain an on-line system
usable definition/directory of network characteristics.
(Capabilities and protocols of each node; primary and alternate

access paths);
(I1sMc, III, 14)

¢ A.3.6.3 System Usable Location Directory Needs

(Most organizations do not maintain of A.3.6.2) security
X information about legal users; legal transactions (Application
Processes) by node; location directory for programs and data,

etc.) thus preventing adequate management and control of the
system ...

SN

(1sMC, I1I, 14)

P e

A.3.6.4 Comprehensive Data Dictionary Needs

Most data dictionaries are not comprehensive. They do not
include all relevant entity and attribute classes.

- - - e

(1IsMc, 111, 15)

A.3.6.5 Active Data Dictionary Needs

(Data dictionaries) tend to be used as static repositories
of documentary information rather than as dynamic mechanisms
used in the actual accessing and processing of data.

B i

-
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(I1sMC, I11I, 15)

-
-

A.3.6.6 ISMC Common Data Needs (Min Configuration)

e

-

Additional information defined and brought under
centralized control includes: Jlocation of data, data
by relationships, some data constraints, protocols and definition
X of all "common" data used by ISMC applications.

U
" (ISMC, III, 22)

A.3.6.7 1ISMC Common Data Definition Needs

K (ISMC) Common data is defined as (1) data used by more than

i A-17
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one individual, or (2) data updated by one and used by another
or (3) data planned to evolve into a category desoribed in
oriteria (1) or (2) above or (4) any data which affects
information in the above categories.

(I1sMc, 111, 22)
A.3.6.8 ISMC Common Data Needs (Max Configuration)

Information about the linkages of documentation,
procedures, programs, screen formats, reports, user roles and
responsibilities, support personnel roles, standards and
guidelines are all maintained within the system and can be
used as needed to control various functions.

(1sMc, 111, 24)
A.3.6.9 ISMC Improved Constraint Checking of Common Data (Max)

ISMC Common Data Growth Version Needs (Max Configuration)

Improved constraint checking will be provided such
capabilities as condition checking on existence, non\existence,
or specific values of elements related to incoming transaction
(Message), in addition to the standard constraint checking of
the values of the transaction (Message) parameters.

(ISMC, I11, 24)

A.3.7 User Interface Needs

A.3.7.1 User Interface Consistency Needs

Independently developed applications and system utility
programs lack consistency in format, command interpretation menu
presentation and handling, user prompting, lead through, error
diagnostic messages, etc.

(IsMC, III, 13)

A.3.7.2 Users Interface Flexibility Needs

Systems are frequently inflexible and difficult to change.
Users cannot get rapid response to changing requirements for
information and are dependent upon the data processing staff for
all changes.

A-18
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(IsMc, III, 14)
A.3.7.3 Standard Query/Report Gemerator Needs (Min)

A standard query/report generator language would be
desirable (in the Min ISMC configuration).

(IsMC, I1I, 24)
¢ A.3.7.4 User Command Language Needs

User Command Language Needs (Mid 82) and the User Command
Language(s) must be defined and developed by Mid 82.

(ISMC, III, 24)

X A.3.7.5 Standard User Interface Needs (Mid Configuration)

A standard User Interface is provided to insure consistency
' in user interaction, to provide for standard menu presentation
and handling, user help facilities, novice/expert mode of
interaction,