
D-AISI 161 LOCATION ESTIMATION USING REGIONAL ARRAY DATA(U) 1/t
SCIENCE APPLICATIONS INTERNATIONAL CORP SAN DIEGO CR
S R RRATT ET AL ii DEC 8b SAIC 87/i5b4 AFGL-TR-87-elBO

UNCLAS Fi962686-960 2 F/G 8/11 NL

EhhmhohEEmhhhI
EomhhhhEmhmhhhE
EEEohhohEohhhE
EEEmomhEEmohEE



-L.2

Lmm

1.1!4:



RT IE COIY
AFGL-TR-97-0108 SAIC7/I564

0 0 LOCATION ESTIMATION

USINGI

REGIONAL ARRAY DATA

by

Steven R. Bratt
Thomas C. Bache

SEMI-ANNUAL TECHNICAL REPORT NO. 1

Science Applications International Corporation
10210 Campus Point Drive
San Diegs, California 92121 T C"=" """"_DTIC '

31 December 196 ELECTE

JUN I 1
Apoved for Public Releme; Distibution Unlimited J

AIR FORCE GEOPHYSICS LABORATORY
AIR FORCE SYSTEMS COMMAND
UNITE) STATES AIR FORCE
MANSCOM AIR FORCE BASE, MA 01731 Io



The views and conditions contained in the document are those of the authors and should
not be interpreted as necessarily representing the official policies, expressed or
implied of the Air Force Technical Applications Center or the U.S. Government.

SPONSORED BY:
Defense Advanced Research Project Agency (DoD)

Defense Sciences Office, Geophysical Sciences Division
DARPA/DSO Signal Analysis and Identification Methods Program

DARPA Order No. 5307

Issued by:
Air Force Geophysics Laboratory Under

Contract No. F19628-86-C-0052

Principal Investigator: Dr. Thomas Bache (619) 458-2531

"This technical report has been reviewed and is approved for publication."

SAMES F. LEWKOWICZ HENRY A'2OSSING 7
i Contract Manager Branch Chief

FOR THE COMMANDER

DONALD H. ECKHARDT
Division Director

This report has been reviewed by the ESD Public Affairs Office
(PA) and is releasable to the National Technical Information
Service (NTIS).

Qualified requestors may obtain additional copies from the Defense
Technical Information Center. All others should apply to the
National Technical Information Service.

If your address has changed, or if you wish to be removed from the
mailing list, or if the addressee is no longer employed by your
organization, please notify AFCL/DAA, Hanscom AFB, MA 01731. This
will assist us in maintaining a current mailing list.

Do not return copies of this report unless contractual obligations
or notices on a specific document requires that it be returned.



UNCLASSIFIED

REPORT DOCUMENTATION PAGE
I& REPORT SECURITY CLASS;CATION 1b. RESTRICTIVE MARKINGS

Unclassified
2a. SECURITY CLASSFCATION AUTHORiTY 3 DISTRIBUTION/ AVAILABILITY OF REPORT

____________________________________ Approved for Public Release; Distribution
2b. DECLASSIFICATION / DOWNGRADING SCHEDULE unlimited

£ PERFORMING ORGANIZAFhON REPORT NUMBER(S) S. MONITORING ORGANIZATION REPORT NUMBER(S)
SAIC 87/1564 AFGL-TR-87 -0108

6a NAME OF PERFORMING ORGANIZATION f6b OFFICE SYMBOL 7a. NAME OF MONITORING ORGANIZATION
Science Applications (If apolicable) AiFocGepycsLbrty WH
International Corporation_ AiIoc epyisLbrtr LH

6C. ADDRESS (City, State, and ZIP Code) 7b. ADDRESS (City, State, and ZIP Code)
10210 Campus Point Drive Hanscom Air Force Base, MA 01731
San Diego, CA 92121

ft- NAME OF FUNDINGJSPONSORING jab. OFFICE SYMBOL 9. PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER
ORGANIZATION O (f appliable)

DARPA I GSD F19626-86-C-0052

Sc. ADDRESS (City. State, and ZIP Code) 10 SOURCE Of FUNDING NUMBERS
1400 Wilson Blvd. PROGRAM IPROJECT TASK IWORK UNIT
Arlington, VA 22209 ELEMENT NO.I NO No, jACCESSION NO.

________________________________62714E I 6A10 I DA BE
1'. TITLE (Include Security Classdicataon)

Location Estimation Using Regional Array Data

'2 PERSONAL AUTHIOR(S)
Stavpn R- Bratt and Thomas C. Bache

Ila TYPE OF REPQRT 11b TIME p(RED 14. QA3.Tg~fFB59RT (Year, Pota) S. PAGE COUNT
Semi-Annual Report #1FROM ____ O 8/86 -L z I1.l 66

16 SUPPLEMENTARY NOTATION

17 COSATI CODES 18 SUBJECT TERMS (Continue on reverse it necessary and identifyj by block number)
FED GROUP SUB-GROUP Seismic Verification, Seismic Location, Seismic Array

'9 AiSTR T (Cotneo ooni eesr n identifyv by block number)

bA location estimation procedure for locating regional seismic events with a network including

ways and single element seismometers is described. The method incorporates back~zimuth

estimates, arrvalhime data and associated uncertainties int a generalized-inverse location esti-

nm. The formulation is essentially tha of Jordan and Sverdrup (1981) extended to incor-

pora iu I : Thivormulation allows the use of both a priori and a pomtriori infor-

mation about data uncertainties to compute confidence ellipsoids for the location estimates.

This is important for obtaining realistic conlfidence ellipsoids for solutions based on few data. X

20 DISTRIIUTiONiAVAILAILiTY OF ABSTRACT 121. ABSTRACT SECURITY CLASSIFICATION
OUNCLASSIFIEDIUNLIMITED 0 SAME AS RPT. C3DTIC USERS Unclass ified

32a NAME OF RESPONSIBLE INDIVIDUAL 1 22b. TELEPHONE (Include Area Code) I22c. OFFICE SYMBOL
James F. Lowkovicz I(619) 377-3028 1 AFGL/LW4

DO FORM 1473.8s4 MAR 83 APR edition may be use unt exhausted. SECURITY CLASSIFICATION OF THIS PAGE
All other editions are obsolete.



* INCLASSTFTED
SECURITY CLASSIFICATION OF T041S PAGE

Another important attribute of the Jordan and Sverdrup (1981) formulation is that it provides

for a refinement of the confidence ellipsoid calculations as experience accumulates for events in

a particular area, and this is an important element of our regional location estimation pro-

cedure. Small arrays like NORESS in Norway provide accurate estimates for the back~zimuth

of regional phase. These azimuth data provide a strong constraint on the location for events

detected by a small number of stotia, including at least ota array. The strength of the con-

straint depends on the geometry, and in some situations azimuth data are as important as

arrival"~m daka. Synthetic examples illustrating this are given for a network including two

arrsAtdta frm~ oteNRESS array in southern Norway and the FIHISA array near

Hel '-. todemooistate dho use of the regional location procedure.

There are independent locations from a local ntokfrosofheevents stdeCompar-

N ing one/may and two~irsy locations and their confidence ellipses with these independent loca-

tions provides a preliminiary validatloe of our estimates of the (signal-dependent) a priori

uirival-tim and azimuth variances, and demonstrates the effectiveness of out location procedure

for a sparse network of regional arays

LN r-Aqq I PIM
SECURITY CLASSIFICATIO4 09 TkS PA ',



Table of Contents

INTROD UC ION ................................................................................................................ 1

ESTIMATING LOCATIONS WITH SMALL DATA SETS .................................................... 3

EXTENDING LOCATION SO.TIONS
TO INCLUDE AZIMUTH DATA ................................................................................... 8

DESCRIPTION OF EXAMPLES .......................................................................................... 12

LOCATION SOLUTIONS ............................................ 20

Application to Synthetic Data ................................................................................ 21

Application to Actual Data ................................................................................... 32

DISCUSSION . .................................................... so

ACKNOWLEDGMENTS ............................................. 52

REFERENCES ................................................................................................................... 53

Avo"uuomi For

unewomx" i "-

Juatityati . -

TABLE OF CONTENTS
Iii



INTRODUCTION

The NORESS array, a 25 element, 3 km aperture array in Norway, (Mykkeltveit et at., 1983)

is designed for detecting regional signals from small events. The underlying motivation is the

need for improved capabilities to monitor underground nuclear explosion testing down to very

low magnitudes. The array design cannot be said to represent an entirely new concept, since

the 'Geneva arrays' deployed in the 1960's were similar in many ways (e.g., Romney, 1985).

However, the improved instrumentation and processing capability now available make it possi-

ble to more effectively use the data from small, dense, high frequency arrays.

Our focus in this paper is on the use of data from NORESS-type arrays to locate regional

events. We anticipate a network that includes several of these arrays, along with single

seismometer stations. The events of primry interest are small and detectable by only a few

arrays (perhaps only one). Thus, our objective is to develop and test a regional event location

estimation procedure which takes full advantage of unique characteristics of data from these

arrays and which is suitable for a network including arrays and lower quality stations. For

location estimation, the unique feature of the dama from the NORESS-type arrays (aside from

the low detection threshold) is that one can obtain quite accurate estimates of the azimuth of

detected phases. Thus, we need a location estimation procedure which takes maximum advan-

tage of this capability.

The NORESS data are now automatically processed (Mykkeltveit and Bungum, 1984) to pro-

duce a bulletin of regional seismicity that is quite good for a single station (Mykkeltveit,

1985). The locations are computed from Lg - Pn travel time and Lg azimuth. Thus, azimuth

data are now used routinely. Our objective is to extend this idea by developing a formal inver-

sion procedure that allows the incorporation of all useful data (from one or more arrays and

stations) and that provides an estimate of the solution uncertainty. We are particularly con-

cerned with the calculation of the confidence ellipsoid for the solution and evaluation of its

validity as a measure of solution accuracy. Azimuth estimates play an important role, and with

a single array no confidence ellipsoid estimate is possible without them. Parenthetically, we

note that the confidence ellipsoid for a single array location estimate provides key information

for associating signals from the same event recorded at different stations and arrays.
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Several investigators have examined the utility of including azimuth measurements as con-

straints on event location. Early studies by Shlien and Toksoz (1973), Julian (1973), Gjoystdal

et al. (1973) considered the use of azimuth estimates from arrays, but were primarily con-

cerned with teleseismic data. Smart (1978) used Lg azimuth estimates to locate regional

events, and the work of Rivers et al., 1981 extended this study to incorporate these azimuths in

formal location inversion procedures. However, their azimuth estimates were obtained from

three-component stations and were much less accurate than those available from frequency-

wavenumber (f-k) processing of NORESS-type array data. Thus, Rivers et al. concluded that

their azimuth estimates were not very useful, which is quite different from our conclusion

based on the accurate azimuth estimates available from NORESS-type array data.

The location algorithm used (and extended) in our work is that of Jordan and Sverdrup (1981),

which was specifically designed to provide reasonable confidence bounds when the data are

few. This is the situation of primary interest, so this algorithm is especially well-suited to our

problem. The confidence bounds are functions of the solution residuals, a priori estimates for

the data variances, and a parameter which weights their relative contribution. These data vari-

ances can to some degree be estimated from the data, and as empirical experience is accumu-

lated, the weight applied to them can be increased.

In this study we begin by describing the location estimation procedure of Jordan and Sverdrup

(1981) and our extensions to incorporate azimuth data. We demonstrate the major features

with 'synthetic' data. We then consider solutions obtained with actual data from a single array

(NORESS) and from two arrays. The second array, FINESA (Korhonen et al., 1986), is

smaller (10 elements) and is located near Helsinki. We examine both the location precision,

expressed by the confidence ellipsoid, and the location accuracy, which can best be evaluated

by comparing estimated locations with actual locations determined by independent methods.

The examples we present are relatively few, but illustrate all important aspects of the technique

and the quality of the solutions obtained. Further, they demonstrate that our choice of algo-

rithms to compute the arrival time and azimuth variances for particular phases and our initial

choice of the parameters controlling the confidence ellipsoids appear to be appropriate. We

also demonstrate how the parameters can be adjusted to reflect accumulated experience.
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ESTIMATING LOCATION WITH SMALL DATA SETS

Most methods for the estimation seismic event hypocenters are based on variations of the

method of Geiger (1910). The unknown solution i is a vector with up to four elements: event

latitude, longitude, depth, and origin time. (In our notation we will use x to represent an esti-

mate for _, and similarly for other variables). In conventional solutions the N observations are
arrival times tQ of various phases at each station in the network. A theoretical estimate

(.,(x,)) of the data is computed from a trial solution at x and an assumed earth model. An

estimate for the actual location . is obtained by minimizing the residual vector:

r = (L - ) (1)

Linearized versions of the equations relating t to x are obtained by expansion in a Taylor series

about the trial hypocenter xc. Based on these equations, the residuals can be represented by:

r = A Ax (2)

where A is an N x M system matrix of the partial derivatives of travel time with respect to x.

The Ax is a vector of perturbations from the trial solution toward a solution that minimizes r.

It is assumed that each element of r is a normally distributed random variable with zero mean

and variance &. The 6 are typically estimated a priori, and are represented by an "assigned"

standard deviation, oYi. Though the ai may adequately characterize the effects of

approximately-random processes such as reading errors and small-scale variation in velocity

structure, they may poorly account for sources of bias like station elevation and gross structural

heterogeneity. The bias effects are typically handled by applying station corrections to the data

or by computing joint or relative location solutions (e.g., Douglas, 1967; Jordan and Sverdrup,

1981).
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The assigned variances are frequently used to weight the data and associated partial derivatives.

The assigned variance matrix is:

oo 0

0d 0Oo023 (3)

If the elements of r are independent and the ratios of the o i were assigned correctly, the
assigned variance matrix V is related to the actual variance matrix __ by:

V = VI d, (4)

where s2 is the variance scale factor, to be discussed later. Of course, when the cOi - di, that

is, when the assigned variances accurately describe the scatter in r, the I is unity. Weighting

by the variances transforms the residual and system matrices:

= Vl2 " (5)

Aw = -V 2 ,A

As a result of (5), a relative decrease in the assigned standard deviation of a given datum

increases the weight of that datum in determining the final solution.

If the trial solution (1c) is sufficiently close to the actual solution (Q) for (2) to be linear, x can

be determined immediately by inverting (2) for Ax, using any number of methods (see Aki and

Richards, 1980). We use the generalized inverse technique:

AX = (AA,)-' A. (6)
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where A" is the transpose of AW and ( )1 denotes the matrix inverse. The new estimate of x

is x. + Ax. Usually the problem is nonlinear, and several iterations are required before r, is

minimized.

Estimation of confidence bounds on the final solution x has been the topic of numerous studies

(e.g., Flinn 1965, Evernden, 1969). We have adopted the Jordan and Sverdrup (1981) method

which takes advantage of a priori knowledge about data uncertainties to permit reasonable esti-

mation of the location confidence ellipse when few data are available. We will briefly review

this procedure.

A general formula for points x, on the p percent confidence ellipsoid for solution x is:

(e- 6T K'jc- 1) = IK, (7)

where Vx is an estimate for the parameter covariance matrix,

V = (A, )-. (8)

The confidence coefficient X2p is.

K2= = l SP F[L, N - M], (9)p

where F. is the F statistic with M and N - M degrees of freedom at the p percent confidence

level. The is usually not known, but has been traditionally been estimated a posteriori by

the normalized sample variance, s:

t v12 (10)
N- M

The error ellipse described by (7) through (10) is essentially that of Flinn (1965) and is incor-

porated into most widely used location algorithms such as HYPOINVERSE (Klein, 1978).

L 
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The 4 from (10) is a satisfactory approximation of f only for large data sets (N:PM). How-

ever, as N approaches M, the ss, the F, and therefore the dimensions of the confidence ellip-

soid, become unreasonably large. Alternatively, both s and the confidence ellipse can become

unreasonably small when r.2 is near zero; a situation more likely when the number of data

used is small. Evemden (1969) suggested an alternative approach which mitigates these prob-

lems. If one assumes the variances Vd to be perfectly known a priori, then S2 . 1, and the

confidence coefficient reduces to:

where 2 is the p percent chi-squared statistic with M degrees of freedom. But this estimate is

incorrect to the extent that the Od are not perfectly known, and in many cases our estimate is

rather poor.

The unique contribution of the Jordan and Sverdrup (1981) method is its incorporation of both

a priori and a posteriori information about the data to derive location confidence bounds.

Using Bayesian statistical theory, they rederive (9) and (10) and obtain the confidence

coefficient:

K2 = MS FIpM, K+ N - MI, (12)

where the new effective a posteriori estimate for the variance scale factor s is given by:

F, = K Ai + Ir 12

K+N-M' (13)

The s2 is an a priori estimate for S and can be determined from the normalized sample vari-

ances computed during a series of J location experiments:

S =2.. £( )b. (14)
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K can be viewed as a measure of uncertainty in s2K. Jordan and Sverdrup (1981) relate K

directly to the standard deviation of the quantity (1 / s.) for the J experiments used to estimate

s. When K = 0, s is not known a priori, and it must be estimated from the data. In this

case equation (13) reduces to (10). The dimensions of the resulting confidence ellipsoid

depend only on the variance-weighted misfit between the observations and the solution (i.e.,

the Flinn (1965) solution). When K = -. , s is assumed to be known perfectly a priori, i.e., ss

= . In this case equations (12) and (13) reduce to (11), using Fp[M, a] = X [M] / M

(i.e., the Evernden (1969) solution). For intermediate values of K the dimensions of the

confidence ellipsoid depend both on the solution residuals and the a priori assumptions about

the data variances, with the weighting determined by the chosen K. For example, when K = I

and 8, the implied standard deviations in (1 / s,) are about ± 60 % and 25 %, respectively.

The use of this procedure for sparse network location estimation is straightforward. As more

data are accumulated, area-specific values of s2 are computed. If the assigned data variances

have been estimated reasonable well, s should be close to unity. Alternatively, the s2K and

residuals for individual types of data (i.e., P-waves at a particular station) can be used to re-

adjust the variances so that S4 moves toward unity. As the variances for data from events in a

particular region become better understood, the standard deviation of (1 / ss), should decrease,

and this is reflected by an increase in K. Thus, the accuracy of the "K-weighted" confidence

ellipsoid (as we will refer to it throughout the text) improves with experience, even though the

number of data used to locate individual events remains small.
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EXTEN'DING LOCATION SOLUTIONS TO INCLUDE AZIMUTH DATA

The Jordan and Sverdrup (1981) location algorithm can easily be extended to include azimuth

data. This is done by including additional rows in the residual (r and system (A) matrices as

follows:

t -t c

r= (15)

at, al at1  dt1

ax ay az aTo

A (16)

-~ 0 0
ax dy

Azimuth residuals are computed as the difference between the observed azimuth (measured

clockwise from the north) and the azimuth from the station to the trial location. As before, the

solution is obtained by minimizing the norm of r , the normalized residual vector. The A

includes partials of azimuth with respect to cartesian coordinates x (easterly) and y (northerly).

Figure la illustrates the change in a produced by a eastward change (Wx, in radians) in event

lcation from x~o to E. The station is initially A radians distant and a, radians azimuth from

the event. Side b is drawn from :E to side A to form two right spherical triangles. From

spherical trigonometry, the change in azimuth at the station may be represented by:

sin_(-8) sin (b) (17)
sin (A - 8A)

8



(a)

STATION

8X0 x

(b)

Sa STATION

x

Figure 1. Geometry for determining the partial derivatives of azimuth (a) with respect to

cartesian coordinates (a) x (easterly direction) and (b) y (northerly direction).
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Assuming angle 8Q and sides b and 8A are small, we simplify equation (17):

bb =(18)

sin (A)'

The small distances involved permit 8x" at the event to be estimated using plane trigonometry:

b (19)

cos (cie)

Combining (18) and (19) and changing units we obtain:

Cos (a) 0.0090(

ax sin (A) /m(

The partial with respect to y are obtained in a similar fashion (see Figure lb):

aa sin (a e) 0.0090o (21)

sin(A) km

The partials of azimuth with respect to depth (z) and origin time (T.) are zero. The non-

linearity of these partials poses little problem, as long as the first trial solution is within the

same quadrant as the correct azimuth for most of the stations providing azimuth data. This cri-

terion is easily satisfied by using the azimuth data themselves to compute the first trial location,

as explained below.

We have written a program (7TAZLOC) implementing this location procedure in the following

way. If there are data from multiple arrays, the initial trial location (&) is defined as the cross-

ing point of great-circle paths along the best determined (smallest standard deviation) azimuths

from the two closest arrays. If azimuth data are available from only one array, x. is assumed

to be at a range of 100 km and at the best determined azimuth. If no azimuth data are avail-

able, x. is placed near the station reporting the earliest arrival time. The theoretical arrival

10



times and azimuths are calculated from this trial hypocenter, and the data residuals are deter-

mined. The A matrix is filled by computing finite difference wavel-time partials for the

appropriate phases, and by using (20) and (21) to compute the azimuth partials. We next nor-

malize r and A by the appropriate standard deviations (5) and compute the parameter perturba-

tions using (6). The program iterates until convergence criteria are met. The epicentral error

ellipse, the depth uncertainty, and the origin time uncertainty are all computed separately, using

the method of Jordan and Sverdrup (1981) described in the previous section.

11



DESCRIPTION OF EXAMPLES

The motivation for developing ITAZLWC was the need to compute accurate locations for a

sparse network including NORESS-type arrays, and we will illustrate its application with

examples from a network including two arrays. In this section we describe these arrays and

the examples. The two small-aperture arrays are NORESS, located within NORSAR, and

FINESA, located near Helsinki, Finland. NORESS includes a single center element and 24

others distributed in three concentric rings. The diameter of the outer ring is 3 kin. Its design

and capabilities are described in a number of papers by the NORSAR staff, including Myk-

keltveit, et at. (1983), Mykkeltveit and Bungum (1984), and Bungum et at. 1985. FINESA

(Korhonen a at. 1986) is composed of a center element, eight elements in two concentric rings

(the largest of which has a diameter of about 600 in), and a tenth seismometer located approxi-

mately 1 km from the center. The locations are listed in Table I and plotted in Figure 2.

Table 1

Center Element Location
Array Abbreviation Latitde Longitude

NORESS NOR 60.735 N 11.542 E
FINESA FIN 61.444 N 26.079 E

The velocity model in Table 2 is used for regional phases recorded at both arrays. This is

most appropriate for travel paths to NORESS from the east, and there are known differences

for paths from the west and for the vicinity of FINESA (Mykkeltveit, personal communica-

tion). However, these differences are small, and we choose to keep the model simple for these

examples. Incorporation of laterally and vertically varying velocity structure into the location

procedure is straighforward.
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* 363-21

0350-16

NORESS FINESA 351-13

359-44 S3'11

52.\ ---3 5 9 -1 2 7 ~

361-12

0o ,40 0 k m
-- 

260

* STATIONS

S1 1 OREAL EVENTS

* SYNTHETIC EVENTS

Figure 2. Locations of arrays (astmisks) , synthetic events (boxes) and real events (circles)

used in this study. See also Table 3.
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Table 2

Velocity Saucture.
Layer Thickness (kn) Vp (knms) VS (km/s) VL4(knVs)

1 16 6.2 3.6 3.5
2 24 6.7 3.9
3 15 8.1 4.7
4 8.3 4.8

The examples include actual and synthetic data. The actual data are from seven regional

events occurring between December 16 and 29, 1985. Most have been located by independent

networks, and these locations are given in Table 3 and plotted in Figure 2. Five of the seven

are explosions in known mines and are probably accurate to ±1 km. Event 359-14 (Julian date

359, hour 14) appears to be a mine blast, but was not detected by the local networks. The

location for the seventh event (363-21) is from the Preliminary Determination of Epicenters

and may be in error by tens of kilometers. We assume that the focal depths for the mine blasts

are zero. The depth for 363-21 is unknown.

We also consider four hypothetical events that allow us to isolate certain features of the solu-

tions, and these appear at the bottom of Table 3. For these examples, synthetic arrival-time

and azimuth data are generated by tracing rays through the structure of Table 2.

Table 3

Independent Event Locations
Designation Type Latitude Longitude Depth Magnitude

350-16 Mine Blast 67.1 20.6 0 mL 2.5
361-11 Mine Blast 61.4 31.6 0 mL 2.2
359-12 Mine Blast 60.9 29.3 0 mL 2.1
359-14 Mine Blast* 61.0 28.9 0 mLG 2.6
361-12 Mine Blast 59.4 28.5 0 mL 2.4
351-13 Mine Blast 61.1 30.2 0 mL 2.5
363-21 Earthquake 73.2 5.7 ? mb 4.7

SI Synthetic 54.0 18.0 0
S2 Synthetic 60.0 14.0 0
S3 Synthetic 61.0 31.0 0
S4 Synthetic 60.0 14.0 20

* Location from this study. No independent location available.

14



The location solutions are obtained as part of a larger system for automatically processing data

from a network including arrays. As currently implemented, the signal detection is done with

relevant portions of the RONAPP program (Mykkeltveit and Bungum, 1984). Signal detection

occurs when the ratio of short-term average amplitude to long-term average amplitude

(STA/LTA) is greater than an empirically-determined threshold on one or more of a set of

fixed beams. The beam parameters are slowness, azimuth, band-pass filter, and weighting

applied to individual when forming beams. Figure 3 shows two beams for NORESS and

FINESA for event 361-11. For each array the top trace is a delay-and-sum beam at high velo-

city (8 km/&) and high frequency (2 to 8 Hz). It is designed to accentuate P arrivals. The

lower trace is an incoherent beam (rectify, delay-and-sum). It is beamed for low velocity (4.5

km/s) and low frequency (2 to 4 Hz), and so is configured to accentuate Lg and Sn arrivals.

Both beams are steered toward the actual location of the event. To compute the location, the

required information includes the onset time, phase identity (i.e., Pn, Pg, etc.), and azimuth for

each detection. The onset time is determined with the RONAPP algorithm (Mykkeltveit and

Bungam, 1984). Phase identification is is a complex task done by a rule-based expert system,

but a description of this is outside the scope of this study.

Estimates for the azimuth for each detection are computed with frequency-wavenumber (f-k)

analysis. We are using a program developed by Kvaerna and Doornbos (1986), which com-

putes the average power versus wavenumber over a band of frequencies. Examples of power

contours computed with this method for the NORESS detections of Figure 3 are shown in Fig-

ure 4. The frequency averaging is done over one octave centered about the dominant fre-

quency of the detection. Estimates of the slowness and azimuth of the incoming wave are pro-

vided by the wavenumber of the peak of the power contours. For assigning a variance to the

azimuth estimate, we need a measure of the quality of the solution. A simple measure is

obtained from the relative height of the highest peak. We call thisfkq. It is assigned the value

I when the amplitude of the second peak is more than 6 dB less than the highest peak. The

assigned Aq is 2, 3, and 4 when the difference between the first and second peaks is 4 to 6

dB, 2 to 4 dB, and 0 to 2 dB, respectively. The jq for the spectra in Figures 4a, b, and c are

indicated.
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NORESS

Pn Sn S

bWM .fb Al' -

5

., 1gs l - . . . . . l .. .
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Figure 3. Examples of NORESS (top) and FINESA (bottom) beamed seismograms for event

361-11. The top tram for each array is a coherent, high velocity, high frequency

beam. The bottom race is an incoherent, low velocity, low frequency beam. All

beams are steered to the actual event azimuth. See text for details.
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The location solution and confidence bounds on that solution depend on the variance assigned

to the data. Currently, we compute the afrival-time (7ap and 78) and azimuth ((I) standard

deviations automatically using the formulas described below. With more experience these rela-

tions will be refined to more accurately portray the true uncertainty in the hypocenter estimate

(as will be illustrated in a later section).

The OY represent uncertainties in the arrival time due to random errors in estimating the arrival

time and random deviations from the theoretical earth model. They are computed as functions

of the STA/LTA (snr) and STA/LTA threshold (bth) for the beam upon which the detection is

declared. The F, for Pn and Pg phases is given by:

0.75 for snr > 2 bth

atp = (2.25 - 0.75 bth/snr for bth < snr < 2 bth (22)

That is, the standard deviation on the arrival time is assumed to be 0.75 seconds, except for

small snr, when it is increased to a maximum of 1.5 seconds. Sn and Lg phases are assumed

to have double the standard deviation of P-type phases with the same snr/bth ratio. That is,

they vary from 1.5 to 3.0 seconds.

The azimuthal standard deviations (0 a) are based on the beam resolution at the selected fre-

quency and the quality of the particular solution (given by the fklq). The beam resolution is

determined from the theoretical beam pattern for the dominant frequency; in particular, from

the azimuthal difference between the peak power and the 1 dB contour (daz). The daz and

jfq are related to a by:

~0.5 daz, for ficq = 1,

a = 10.75 daz, for flq =2,. (23)

daz, for flq= 3

Detections with fkq - 4 are not used for location. Note that ca is proportional to daz, which

increases with phase velocity and is inversely proportional to frequency. The daz also depends

on array geometry, with the smaller and asymetric FINESA array having larger and
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azimuthally-dependent daz for a given frequency. Note that the standard deviations represent

random processes and may not adequately account for systematic bias due to, for example,
lateral heterogeneity in earth stucture. The values computed with (22) and (23) are reason-

able, but somewhat arbitrary. The only way to validate them is to study how well the resulting
confidence ellipse represents the true precision of the location solutions. The standard devia-
tions assigned to the synthetic data are given in Table 4. These values are slightly larger than

those usually encountered with real data, but this choice highlights the effects of adding or sub-

tracting a datum.

Table 4

Standard Deviations for Synthetic Data.
Data Symbol Value

Pn, Pg arrival times aYp 1.5 s
Sn, Lg arrival times OtS 3.0 s
Pn, Pg. Sn, Lg back azimuths Oct 0°

19



LOCATION SOLUTIONS

In this section, we demonstrate the use of 7TAZLOC with examples. In particular, we are

concerned with an assessment of the precision and accuracy of the solutions obtained. The pre-

cision is represented by the size of the hypocentral confidence ellipsoid. This depends on the

data residuals, data variances, uncertainty in these variances (the K in equations 12 and 13),

and the parameter covariance matrix, which is a function of network geometry. Thus, the vali-

dity of the confidence ellipsoid as a measure of precision depends on the validity of both a

priori and a postriori assumptions about random characteristics of the data. If there is bias in

the data, solutions can be precise, but not accurate. The accuracy is simply the proximity of the

actual location to the estimated location, and depends largely on the validity of the assumption

that the elements of the residual vector r are samples of zero-mean, random processes. Sys-

tematic errors or bias due to structural heterogeneity, station elevation, etc., reduce the accu-

racy. Data selection and weighting also play a role in determining location accuracy.

We illustrate the capabilities of TTAZLWC by examining solutions for the hypothetical and real

events of Table 3 and Figure 2. Synthetic data furnishes a level of consistency that allows

solutions for different events and for different subsets of data from a given event to be easily

compared. We use these solutions to demonstrate the effect on location precision of varying

the number, type, and quality of data used. We also present some examples where arrival

times are not adequate to determine a solution, so the azimuths are critical.

Application of TTAZLOC to data from actual events demonstrates the use of our technique in

2practice. We show how the a priori variance scale factor sK and associated uncertainty

(represented by K) are derived from preliminary solutions for these events. We then use these

quantities to determine new "K-weighted" confidence bounds on the solutions. Comparing our

solutions to well-constrained independent locations, we assess the accuracy of locations with

and without azimuth data and the validity of the sj, K, C, and the K-weighted confidence

ellipsoids.
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Application to Synthetic Data

Without azimuth information, the determination of event location and confidence bounds with

data from a single array is impossible. Figures 5 and 6 show single-array locations and

confidence ellipses computed by TTAZLOC from hypothetical NORESS detections of signals

from synthetic events. The base map shows the region around the NORESS and FINESA

arrays, which are indicated by asterisks. The interstrion distance is about 780 km. Dashed

lines radiating from an array show the azimuth of incoming phases. Each such line is labeled

at its termination by a phase identifier. Two character identifiers (PN, PG, SN, LG) are phases

used to locate the event, while single character markers denote other detected phases from the

same even. Sparsely-dotted arcs are drawn to azimuths that are + 2 aca from the mean azimuth

estimate. The 90% confidence ellipses are shown for each location solution. The depths are

fixed at zero unless stated otherwise. All our solution plots are in this format. For the syn-

thetic examples we set A - 1.0 and K = as (see equations 12 and 13). The resulting

confidence ellipsoids are X2 error bounds, and thus they are independent of the data residuals.

They depend only on the parameter covariance matrix, which reflects the geometry of the

observing network and the assigned data variances.

The single-array solutions depend on the assigned data variances in a simple way. The radial

dimension of the epicentral error ellipse is controlled by the arrival-time variances, and the

azimuthal dimension is controlled by both the azimuthal variances and the distance to the

event. These relationships are illustrated in Figure 5 (Table 5). The effect of event distance

on the confidence ellipse is demonstrated by comparing ellipses (1) and (2). The two solutions

differ only in the Pn - Sn time separation of the data used. This illustrates what is apparent

from the geometry and (20) and (21); the location constraint imposed by azimuth data

decreases inversely with distance A. Ellipses (2) and (3) differ only in the standard deviation

assigned to the azimuth measurements. Decreasing Ca from 100 to 30 produces a propor-

tionate decrease in the azimuthal dimension of the X2 confidence region.
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0 200 400 km

Figure 5. Confidence ellipses (90%) computed using Pn and Sn data from synthetic events

recorded at NORESS. NORESS and FINESA arrays are plotted as asterisks.

Azimuths of arrivals are shown by dashed lines. The + 2 (Y error on azimuth

measurements are indicated by the dotted arcs. The examples are: (1) event S2 at

1.40 distanc; (2) Sl at 7.60; and (3) Sl with azimuth standard deviation reduced

from 100P to 30.
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Table 5

Azimuthal Constraint as Function of Event Distance and Data Uncertainty.
Location Solutions of Figure 5.

Event cla Event Latitude Longitude Semi-major Semi-minor
Distance axis (kin) axis (km)

(1) 1.40 10 S2 60 140 81 42
(2) 7.60 100 S1 540 180 223 81
(3) 7.60 30 S1 540 180 81 74

The X2 ellipses become more precise (i.e., smaller confidence ellipsoid) as more data are used

for the solution. This is illustrated in Figure 6 (Table 6). Ellipse (1) is for a location with

arrival-time data for Pn and both arrival time and azimuth data for Sn. This is the minimum

data set for a unique solution for latitude, longitude and origin time. If we add the Pn azimuth,

ellipse (2) is the result Thus, a second azimuth datum with the same standard deviation

reduces the azimuthal uncertainty about 30%. Ellipse (3) is the single array solution for all

arrival time and azimuth information for Pn, Sn and Lg. The solution precision could be made

still better with azimuths from additional detections (e.g., P coda detections). However, further

study is required to be sure that adding such secondary detection data will generally act to

improve location accuracy, as well as the precision measured by the confidence ellipsoid.

Table 6

Effects of Additional Data
Location Solutions of Figure 6.

Noes Event Latitude Longitude Semi-major Semi-minor
axis (km) axis (kin)

(1) Pn (t), Sn (f,) Sl 540 18O 315 81
(2) PnSn (tC) SI 540 180 223 81
(3) PnSnLs (t,MZ) S1 540 180 182 41

Azimuth data can play a major role in location solutions determined by a network of stations,

especially when the detecting network is small and/or the event is close to at least one station.

For in ance, for small events it is common for the arrays to detect only a single phase. In this
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Figure 6. Effect of additional data on the shape of the single-array confidence ellipses. The

data included are: (1) Pn arrival time and Sn time and azimuth; (2) Pn and Sn

times and azimuths; (3) Pn, Sn and LS times and azimuths. (Table 6).
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situation no single-array location is possible. If two arrays each detect a single phase, a loca-

tion is not possible with arrival times alone. However, with azimuth data one can compute a

unique location and its confidence ellipse, as illustrated in Figure 7 and (Table 7). Latitude

and longitude (but not origin time) can be estimated with the azimuths alone.

Table 7

Event Located with a Single Phase at Each Array.
NORESS - Sn, FINESA Pn (Figure 7).

Distances Event Latitude Longitude Semi-major Semi-minor
NOR/FIN axis (kin) axis (kin)

(1) 1.4/6.10 $2 60P 140 60 20

In Figure 8 (Table 8) we compare solutions with arrival time only (using azimuth estimates

only to select the appropriate quadrant) with solutions obtained with azimuths formally

included in the inversion. For the farther event, solutions with and without azimuth data are

indistinguishable. This is not unexpected in view of the fact that azimuthal constraint decreases

with distance (Figure 5), and that for this example the arrival times from the two arrays pro-

vide near-orthogonal constraints on the solution. For the closer event the NORESS azimuths

provide a strong constraint, and they reduce the northerly dimension of the confidence ellipse

to less than half that computed with arrival times alone.

Table 8

Effect of Including Azimuth in Two-Array Locations
Pn and Sn Data (Figure 8).

Notes Distames Event Latitude Longitude Semi-major Semi-minor
NOR/FIN a (kin) axis (kin)

(1) t only 7.6/8.60 S1 540 18°  63 33
(2) t, a 7.6/8.60 $1 540 180 63 32
(3) t only 1.4/6.10 S2 60P 140 119 14
(4) t, a 1.4/6.10 S2 600 140 42 14
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Figure 7. Confidence ellipse for epicenter S2 using only the arrival times and azimuths from

a Sn detection at NORESS and a Pn detection at FINESA. (Table 7).

26



.L2

PNS .N

(4)S2tims nd tiuf. (Tbl 18.

* SW 27



The importance of the azimuth data also depend on the geomety of the problem, and in some

geometries azimuth data play a crucial role in defining the precision of the solutions. The most

striking example is for an event nearly colinear with two arrays (Figure 9 and Table 9).

Without azimuth data, there is little control on the location in the direction perpendicular to the

line connecting the arrays. Addition of azimuth information, particularly from the closer aray,

decreases the dimension of the confidence ellipse in this direction by 75%. In general, we find

that when only two NORESS-quality arrays furnish data, the azimuth information provide a

significant constraint for events within about 500 km of one array. Azimuth data of lower

quality (e.g., from polarization analysis of three-component data) or from more distant events

do less to improve location precision.

Table 9

Effect of Azimuth Data for Events Nearly Colinear with Two Arrays.
Pn and Sn (Figure 9).

Noes Distances Event Latitude Longitude Semi-major Semi-minor
NOR/FIN axis (kin) axis (kin)

(1) t only 9.4/2.40 S3 610 310 275 57
(2) t, a 9.4/2.40 S3 610 310 67 57

As we have demonstrated, the importance of azimuth data to constraining location depends on

the event distance and the assigned uncertainty. Therefore, the relatively accurate azimuth esti-

mates from NORESS-type arrays are much more important than larger variance azimuths

obtained otherwise (e.g., from polarization analysis of three-component data). In general, we

find that when only two NORESS-type arrays furnish data, the azimuth information provide a

significant constraint for events within about 500 kmn of an array.

In the final example of this section we briefly examine the depth resolution of our location pro-

cedure with data from two arrays. Figure 10 (Table 10) shows recomputed locations for event

S4, which has the same epicenter as S2 but a depth of 20 km. The depth was left uncon-

strained during the location procedure. Ellipse (I) was computed with arrival times and

azimuths for three detections, and the resulting depth uncertainty is ± 148 km. Adding a fourth
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Figm 10. Plan view of confidence ellipsoid for epicenter S4 (20 km depth) with depth

unconstrained in the solution. The ellipses are: (1) Pn and Sn amval times and

azimuths at NORESS, Pn time and azimuth at FINESA; (2) Pn and Sn times and

azimuths at both arrays.
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arrival time and azimuth (Sn from FINESA) has litle effect on the epicenter confidence, but

the depth uncertainty is reduced by 35% (ellipse 2). While the depths are poorly constrained b.-

either data set, the results suggest that two arays can give location solutions that at least allowk

many sub-crustal earthquakes to be identified.

Table 10

Locations with Depth Unconstrained.
Pu uid Sn Azimuth and Arrival Time (Figure 10),

Notes Event Latude Longitude Deh Seim-ma*or Semi-minor Depth
(kin) axis (kin) ais (km) Error

(1) no FIN SN S4 6(°  140 20 47 17 148
(2) S4 600 140 20 46 is 97
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Application to Actual Data

Many of the events recorded by the NORESS and FINESA arrays were located by independent

networks operated by Bergen and Helsinki Universities. These local network locations are

generally thought to be accurate within 5 -10 kin, particularly when the events occur inside the

network. Further, many of the recorded events were chemical explosions in known mines, and

these are often identified and then located very accurately (within ± I kin). These independent

locations can be used to assess the accuracy of our locations with one or two arrays. In this

study we use the seven events of Figure 2 (Table 3) to make a preliminary assessment. We

also consider the accuracy of two-array location solutions computed with and without azimuth

data. Using a subset of the events, we show how information about the data variances and

associated uncertainties (specifically, sK and K) can be improved with empirical experience,

and then incorporated into estimates of location confidence bounds ("K-weighted" ellipses).

Comparison of the independent locations to both the traditional F-statistic and K-weighted

confidence ellipses demonstrates the utility of the latter approach when the available dataset is

small.

For each example we show two tables and two figures. The tables marked "a" give the data

and standard deviations used for each location. The "b" tables give the location results includ-

ing confidence ellipse parameters. In the figures we show the NORESS and FINESS single-

array solutions (labeled ellipses I and 2), the joint solutions using the time data alone (ellipse

3), and the solution using both time and azimuth data (ellipse 4). The "a" figures show these

ellipses computed via the traditional F-statistic approach (equations 7 through 10), while the

"b" figures show the corresponding K-weighted ellipses. All solutions presented were com-

puted with the depth constrained to the surface. Note that the location solutions are based on a

single velocity model which is most appropriate for paths to the east of NORESS where five of

the seven events were located. A somewhat different model is better for the FINESA data and

other paths to NORESS, and this has some effect on our examples. Also, the 10-element

FINESA array provides less accurate data on detections than the 25-elements of NORESS.

We first consider the accuracy of our solutions by computing the mislocation, AL, defined as

the difference in kilometers between the TTAZLOC and independent epicenters. The first
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example, event 350-16, is presented in Figure II and Table II. The independent location (star)

is in a mine at 67. 10 N and 20.60 E. The available data include Pn arrival time and azimuth at

NORESS and arrival time and azimuth for Pn and Sn phases at FINESA. Also detected was a

later P phase at NORESS, but we are not now using such secondary arrivals in the location

solution. Only FINESA has adequate data for a single array location, but the azimuth esti-

mates are biased to the east, so the solution is not very accurate. The AL of the FINESA loca-

tion is 188 km. For solution (3) we use only the arrival time data from the two arrays, and the

AL is reduced to 37 km. Because of the inaccuracy of the FINESA azimuth estimates, adding

all three azimuth data (solution 4) increases AL by 38%.

Table I Ia

Data for Event 350-16, 1985.

Array Datum t (min:sec) O! (sec) Cc Oag

NOR Pn 46:30.0 0.8 260 70
NOR P 47:54.4 80 70

FIN Pn 46:11.4 0.8 358 °  110
FIN Sn 47:20.8 2.7 3510 120

Table l1b

Locations for Event 350-16, 1985 (Figure 11).

# Data Latitude Longitude sf Semi-major Semi-minor AL
Noress Finess axis (kin) axis (kin) (kin)
t a t CZ F/K F/K

Independent 67.10 20.60

(2) 2 2 67.820 24.590 0.19 429/ 343 139/I11 188
(3) 1 2 67.430 20.720 1.00 o./142 -/ 32 37
(4) 1 1 2 2 67.550 20.800 1.02 122/121 28/28 51

Event 361-11 (Table/Figure 12) is an explosion in a mine about 290 km east of FINESS. The

beamfortned seismograms for this event were displayed in Figure 3. Both single array epicen-

tral estimates are within 41 km of the true location. The two-array solution computed from

only the arrival times (solution 3) is 79 km north of the independent epicenter; twice as far
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away as either of the one-array solutions. This is not surprising given the result of Figure 9

which demonstrates the poor constraint afforded by arrival times at two stations for a nearly

colinear event. Adding the corresponding azimuth data, however, improves the location accu-

racy by about 50%.

Table 12a

Data for Event 361-11, 1985.

Array Datum t (min:sec) 0, (sec) a 0y

NOR Pn 8:44.8 0.8 780 110
NOR Sn 10:29.4 2.8 780 60
NOR S 10:33.8 830 90

FIN Pg 7:14.6 0.8 980 160
FIN S 7:20.5 940 120
FIN Lg 7:46.6 1.5 710 160
FIN S 7:53.3 740 160

Table 12b

Locations for Event 361-11, 1985 (Figure 12).

# Data Latitude Longitude s Semi-major Semi-minor AL
Noress Finess axis (km) axis (km) (kin)
t a t a F/K F/K

Independent 61.40 31.60

(1) 2 2 61.260 32.150 0.00 0/327 0/ 111 33
(2) 2 2 61.580 30.920 1.46 603 / 180 163 / 49 41
(3) 2 2 62.070 31.100 5.20 890/ 154 220/ 38 79
(4) 2 2 2 2 61.710 31.300 1.54 135 /131 34/ 33 38

Presented in Tables 13 - 17 are the solutions for the remaining five examples. The effect on

event mislocation of adding azimuth data based on all seven examples can be summarized as

follows. The addition of azimuth data moved the solution farther (relative to the solution using

time data alone) from the independent location for one event (350-16). It moved the solution

closer for two events (361-11, 351-13) and made no significant difference for two others (361-
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12, 363-21). For two events (359-12, 359-14), TTAZLOC failed to converge on a solution

using arrival time data alone (arrival time solutions listed in Tables 13 and 14b are the

minimum residual solution from the first 20 iterations of each run). However, the program

quickly converged on solutions for both events when time and azimuth data were included.

These few examples indicate that the azimuth data from these arrays allow computation of rea-

sonable location solutions when they would otherwise be impossible. They also improve loca-

tion accuracy in many cases.

The estimated precision of these locations is reflected in the 90% confidence ellipsoid com-

puted by TTAZLOC. As discussed previously, the traditional F-statistic ellipse is largely con-

trolled by the a posteriori estimate of the variance scale factor s2. The Jordan and Sverdrup

(1981) "K-weighted" ellipse incorporates both a priori and a posterior information on the qual-

ity of the data, and this permits reasonable confidence bounds even for small data sets. Our

examples illustrate the drawbacks of the F-statistic approach when few data are available, and

the benefits of incorporating the K-weighting approach.

The dimensions of the F-statistic confidence ellipses for the seven NORESS-FINESA events

are given in the column marked "F' in Tables II through 17b and plotted in Figures I I

through 17a. As is evident from equations (7) - (10), the uncertainty bounds are a strong func-

tion of the normalized sample variance s2, which in turn depends on the normalized data resi-

dual vector a,, divided by the difference between the number of data (N) and parameters (M -

3).

When the available data are highly consistent (relative to the assigned C), the F-statistic ellipse

may grossly underestimate the actual region of uncertainty. Examples are the NORESS solu-

tion (1) for event 361-11 (Table 12b) and the FINESA solution (2) for 359-12 (Table 13b)

where the F-statistic solutions indicate no uncertainty. This occurs because each event has one

P and one S arrival time that provide an unambiguous estimate of event distance and associated

azimuth measurements that are identical (Tables 12 and 13a). As a result, the computed r s_

and confidence dimensions are zero. Though not quite as extreme, the F-statistic ellipse (4) of

events 361-12, 351-13, and 363-21 (Figures 15 - 17a) appear underestimated because they fail

to include the independent event location. Again, the reason is a misleading consistency
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among the few available data.

In most cases, the F-statistic confidence ellipse appears overestimated. As discussed by

Evernden (1969), this problem results because A and F become large as the N approaches M.

Examples include the one-array (1 and 2) and arrival time only (3) ellipses for events 361-11

(Figure 12a), 359-12 (13a) and 359-14 (14a). For example, though the lengths of the semi-

major axes for solutions (2) and (3) of event 361-11 are about 600 and 900 kin, respectively,

the AL. is less than 10% as large. When N - M, the F-statistic (Fp(M,O)) is undefined. There-

fore, no confidence bounds may be placed on the location. The arrival-time only solutions for

events 350-16, 351-13, 363-21 (Figures 11, 16 and 17a) suffer from this problem.

The above-described problems can be mitigated by incorporating a priori information from

location solutions in a region of interest into the the calculation of K-weighted confidence

bounds. The a priori variance scale factor A and associated measure of uncertainty K which

contribute to the K-weighted ellipse are computed from the s. of past events in a selected area.

Five of the events examined in this study are concentrated in the area between 150 and 275 km

east of FINESA (351-13, 359-12, 359-14, 361-11 and 361-12). We use s- from solutions (4)

(i.e., solutions using all available data) for the four events that occurred on days 359 and 361

to demonstrate the derivation of s and K. The very low A for the fifth event in the vicinity

(351-13) indicates that the data for this event were exceptionally accurate and uncharacteristic

of the other four events. We therefore exclude it from the following analysis so as to avoid

biasing the small sample of .

The s is the mean of the . Using the A from locations (4) in Tables 12 through 15b, 42
2.4. The fact that 42K is is not unity suggests that the assigned variances were on the average

underestimated (see equation 4). In an operational situation, it might be desirable to continu-

ally update the variance matrix, V, so as to keep the s2K close to unity. The mean and stan-

dard deviation of the quantity (1/s.) are 0.70 and 0.17. A standard deviation of 24%

corresponds to a value of K of about 8 (see Jordan and Sverdrup, 1981, Figure 3).

The s4 and K are inserted into equations (12) and (13) to derive a new a posterior estimate,

s2, for the variance scale factor and new confidence coefficient K2 . The dimensions of the
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resulting K-weighted solutions are given in the columns marked "K" in Tables/Figures 12 -

15b. The same K and s were applied in all one and two array solutions. Though, the sind

a) and K are expected to be area-specific values, we have applied these values to the other

three events shown in Tables/Figures 11, 16 and 17b.

The advantages of the K-weighted ellipses are obvious from the figures. All K-weighted solu-

tions have finite confidence bounds. The reason is evident from examination of equations (12)

and (13). As long as K + N > M, both and the confidence coefficient i will be finite.

Furthermore, the ellipses that appeared greatly overestimated by the F-statistic approach have

been reduced by including the a priori information. Most importantly, all independent loca-

tions now fall within or on the K-weighted confidence bounds derived from all subsets of data

(single array, two array, arrival time only, and time plus azimuth). Thus even with the few

data examined here, the Jordon and Sverdrup (1981) method provides consistent and apparently

realistic measures of the solution accuracy.
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Table 13a

Data for Event 359-I2Z 1985.

Array Daterm t (min:sec) (7, (sac) CE ,,

NOR PR 6:30.3 0.8 00 60
NOR Sn 8:05.5 2.7 990 6P
NOR S 8:54.1 820 60
NOR LB 9:00.5 2.9 990 80

FIN Pg 4:51 A 0.8 1090 150
FIN P 4:56.2 1230 120
FIN 14 5:12.8 1.5 1090 110
FIN S 5:20.0 1110 170

Table l3lb

Locations for Event 359-1IZ 1985 (Figure 13).

*Data Latide Longitude 4 Semi-ao Seimor tL
Noress Finess axis (kmn) axis (kin) (kin)
t at t at F /K F/ K

Indepmndent 60.9'9 29.30

(1) 3 3 59.300 2886P 2.46 325 /228 85/I59 180
(2) 2 2 60.910 29-090 0.00 0/94 0/47 11
(3) 3 2 61.040 29.430 8.53 493/ 180 113/41 17
(4) 3 3 2 2 61.100 29.090 4.16 108/85 48/ 38 25
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Table 14a

Dat for Event 359-14, 1985.

Array Datum t (min:sec) 0t (sac) L (Ta

NOR Pn 20-07.4 0.8 970 8°

NOR P 20:12.4 86°  210

NOR Sn 21:42.6 2.9 86°  110
NOR Lg 22:31.8 2.8 830 100

FIN Pg 18:28.7 0.8 1200 90
FIN N 18:34.5 1150 50
FIN LB 18:50.0 1.5 1010 90
FIN S 18:59.7 1210 140

Table 14b

Locations for Event 359-14, 1985 (Figure 14).

# Data Latitude Longitude ss Semi-major Semi-minor AL
Noress Finess axis (km) axis (km) (km)
t a t a F/K F/K

Independent

(1) 3 3 59.600 28.530 1.77 398 / 316 71/ 56
(2) 2 2 60.890 29.050 2.34 282/68 206/50
(3) 3 2 61.290 29.080 3.61 865 /412 74 /35
(4) 3 3 2 2 61.050 28.900 2.37 59/53 36/ 32
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Table 15a

Data for Event 361-12, 1985.

Array Dawm I (min:sec) (sec) a ,

NOR Pn 18:10.5 0.8 810 110

NOR Sn 19:44.4 2.6 940 40

NOR S 19:49.5 860 60
NOR Lg 20:31.8 2.0 980 60
NOR S 20:37.1 1000 so
NOR N 23:06.1 960 30

FIN Pg 16:51.2 0.8 1480 80

FIN P 16:58.4 1500 140
FIN L. 17:22.4 1.5 1590 80

FIN S 17:28.3 1480 80

Table 15b

Locations for Event 361-1Z 1985 (Figure 15).

# Data Laiude Longitude ss Semi-major Semi-minor AL
Noress Finess axis (kin) axis (kin) (kin)
t a t a F/K F/K

Independen 59.40 28.50

(1) 3 3 59.110 27.790 2.69 260/ 176 45/ 67 52
(2) 2 2 59.410 28.060 0.88 240/ 91 126 / 48 25
(3) 3 2 59.380 27.950 3.03 76 / 38 46 /23 31
(4) 3 3 2 2 59.380 27.960 1.35 29/ 31 18/ 19 31
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Table 16a

Data for Event 351-13, 1985.

Array Datum t (min:sec) (7 (sac) (a (Y

NOR Pn 10.38.2 0.8 810 150

FIN Pg 9:04.0 0.8 1050 100
FIN P 9.08.7 800 170
FIN Lg 9:29.8 1.5 1030 120
FIN N 9:34.4 790 5 °

FIN S 9:39.4 950 250

Table 16b

Locations for Event 351-13. 1985 (Figure 16).

# Data Latitude Longitude s' Semi-major Semi-minor AL
Noress Finess axis (kin) axis (kin) (kmo)
t a t (Z F/K F/K

Independent 61.10 30.20

(2) 2 2 60.940 29.800 0.02 36/94 18/47 28
(3) 1 2 60.80P 29.700 0.00 -/ 173 -0/36 43
(4) 1 1 2 2 60.909 29.830 0.04 15/76 6/30 30
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Table 17a

Dana for Event 363-21, 1985.

Affy Datum t (min:sec) 2i (sac) l ( 4

NOR Pm 40:58.3 0.8 3480 100
NOR P 41:05.2 3560 110
NOR P 41:10.8 3.480 80
NOR Sn 43:11.6 1.5 3520 110
NOR S 43:29.0 10 5
NOR S 43:33.7 3510 90

FIN Prk 41:17.2 0.8 347 0 260
FIN P 41:21.7 3540 150

Table 17b

Locations for Event 363-21, 1985 (Figure 17).

# Data Latitude Longitude ;,2 Sem-i-major Semi-minor
Noress Finess axis (kmn) axis (kin)
t at at F /K F/K

Independent 73.20 5.70

(1) 2 2 73.260 3.680  0.07 495 / 642 50 /66
(3) 2 1 73.350 4.830 0.00 oo/90 -1/49
(4) 2 2 1 1 73.350 4.82P 0.11 26/74 15/41
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DISCUSSION

We have shown that extending location algorithms to formally include azimuth estimates pro-

vides a significant improvement in the location solution for regional events detected by one or

a few arrays. Azimuth data have been neglected in location estimation because they are too

uncertain (e.g., from polarization analysis of three-component data) or because they are not

important when the event is far away (most arrays emphasize teleseismic monitoring). But the

NORESS-type arrays are designed to monitor small regional events that are detected by only a

few stations or arrays, and in this situation the azimuth estimates provide a powerful constraint

on the solution and the estimates for the confidence ellipsoid.

The particular location algorithm we have chosen is that of Jordan and Sverdrup (1981) which

is especially well-suited to this problem. The key feature is that it includes the capability to

weight the relative contribution to the confidence ellipsoid of a priori knowledge of the data

variances (developed from past experience) and the solution residuals. It also provides a basis

for refining the validity of the a priori variances, and therefore the confidence ellipsoid, as

experience is accumulated with events in a particular region.

The relative contribution of arrival time data and azimuth data to the solution and the dimen-

sions of the confidence ellipsoid depend on the data variances. We have implemented a pro-

cedure in which the values of these variances depend on the character of the particular signal

(signal/noise, f-k solution quality, beam resolution). But the algorithm for computing the vari-

ances includes some arbitrary factors whose validity can only be assessed with experience.

Thus, we expect to refine the basis for assigning the variances themselves, as well as the

parameters that weight their contribution to the confidence ellipsoid, as experience is accumu-

lated. The examples presented in this study indicate that our initial selection is rather good.

There are some potentially important aspects of the problem that were not examined in any

detail in this initial study. One is the value of including azimuth estimates from secondary

phases with useless arrival times (e.g., a detection in the P coda). For the examples presented

here, the secondary phase azimuths appear to be as accurate as those for primary phases. If all

azimuth estimates are viewed as equally unbiased samples of a random population of estimates
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of the true azimuth, including these secondary azimuth estimates would improve the solution.

More experience and further study is needed to decide how reasonable this assumption seems

to be.

Finally, we plan a straightforward extension of the location estimation procedure to add the

capability for 'master event' location. The formulation presented assumes that the elements of

the residual vector () are due to random, zero mean processes. This does not account for sys-

tematic bias due to, for example, systematic errors in the earth model. Bias can be substan-

tially reduced by computing locations relative to a nearby 'master event' which is well-located

(e.g., Douglas, 1967; Jordan and Sverdrup, 1981).
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