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PREFACE

The first edition of the Radiofrequency Radiation Dosimetry Handbook,
SAM~TR-76-35 (September 1976), %was published with the objective of providing
the best information then available about electromagnelic energy absorption.
In that edition the dosimetric data were limited mostly to the lower part of
the electromagnetic spectrum, principally in the 10 kHz-1.5 GHz range, and
also to homogeneous spheroidal and ellipsoidal models of humans and other
animals. The data clearly demonstrated the importance of frequency, geometric
configuration, and orien:ation in the assessment of biological effects induced
by radiofrequency (RF) rsdiation.

The second edition of the handbook, SAM-TR~78-22 (May 1978), provided
expanded dosimetric data. The frequency range was broadened to the 10 MHz-100
GHz band, The data included absorption of models irradiated By planewaves in
free space, absorption of models on or near ground planes, heat-response
calculations, and some scattering data. Empirical relations for calculating
the rate of energy absorption; some rules of thumb for électromagnetic absorp-
tion; and data from the literature for metabolic rates, dielectric constants,
and conductivities were also included as well as tables summarizing the exper-
imental data and theoretical techniques Iound in the literature.

The third edition of the handbook, SAM-TR-80-32 (August 1980), was
published mainly to provide new data on near-fieid absorptioa, which up until
that time was scarce because near-field calculations are so difficult to
make. The data consisted of specific absorption rates (SARs) for spheroids
and cylinders irradiated by short dipcles and small loops, and a block model
of man irradiated by simple aperture fields. Also included were absorption
data for spberoidal models irradiated by circularly polarized planewaves,
multilayered cylindricai models irradiatea by planewaves, and spheroidal

models irradiated in K polarizacion by planewaves for frequency ranges in

which calculations had not been possible for the second edition. Tables in N
the second edition that summarized experimental data and theoretical tech- E;

niques found in the literature were updated; although generally speaking,
material contained in the first and second editions was not included in the -
third edition. e e,

Ly
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The third edition also had a section ou. dosimetric techniques, which

included a history of electromagnetic dosimetry and a section on qualitative

| Cola- ¢ |

near-field dosimetry. Tue material or qualitative explanations of near-field

SARs is especially important because near-field SARs cannot be normalized to

iy |

incident-power density, as planewave SA2s can be. Since near-field radiation
fields vary 8o much from one radiation source to another, near-field dosi-

metric data for specific sources could not be given; only near-field SAR data

for simple illustrative radiation fields were presented.

The purpose of this fourth edition is to provide a convenient compila-

b3y

tion of information contained in the previous editions, including updated

tables of published data, and to add new information.
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RADIOFREQUENCY RADIATION. DOSIMETRY HANDBOOK
(Fourch Edition)

CHAPTER 1. INTRODUCTION

The radiofrequency portion of the electromagnetic spectrum extends over
a wide range of frequencies, from about 10 kHz to 300 GHz. Ian the last two or
three decades, the use of devices that emit radiofrequency radiation (RFR) has
increased dramatically. Radiofrequency devices include, for example, radio
and television transmitters, military and civilian radar systems, extensive
communications systems (including satellite communications systems and a wide
assortmént of mobile tadios), microwave ovens, industrial RF heat sealers, and
various medical devices.

The proliferation of RF devices has been accompanied by increased
concern about ensuring the safety of their use, Throughout the world many
organizations, both government and nongovernment, have established RFR safety
standards or guidelines for exposure. Because of different criteria, the USSR
and some of the Eastern European countries have more stringent safety
standards than most Western countries. The Soviet standards are based on
central-nervous-system and behavioral responses attributed to RFR exposure in
animals. In Western countries the standards are based primarily on the calcu~
lated thermal burden that would be produced in people exposed to RFR., In each
case, better methods are needed to properly extrapolate or relate effects
observed in animals to similar effects expected to be found in people. (The
development of nmow RFR csafety guidelines is discussed in Chapter 11.) Safety
standards will be revised as more knowledge is obtained about RFR effects on
the humaun body.

An essential element of the research in biological effects of RFR is
dosimetry-~the determination of energy cbsorbed by an object exposed to the
electromdgnetic (EM) fields composing RFR. Since the energy absorbed is
directly related to the internal EM fields (that is, the EM fields inside the
object, not the EM fields incident upon the object), dosimetry is also inter-—
preted to mean the detc wmination of internal EM fields. Tae internal and

incident EM fields can be quite different, depending on the size and shape of
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the objec-, its electrical properties, its orientation with respect to the
incident EM fields, and the frequency of the incident fields. Because any
biological effects will be related directly to the internal f£iclds, any cause-
and-effect relationship must be formulated in terms of these fields, not the
incident fields. However, direct measurement of the incident fields is easier
and more practical than of the internal fields, especially in people, so we

use dosimetry to relate the internal fields (which cause the effect) to the

incident fields (which are more easily measured), Az used here, the term

"internal fielde" is o be broadly interpreted as fields that interact

o2 p—m—

directly with the biological system and include, for example, the fields that,
in perception of 60-Hz EM fields, move hair on the skin as well as fields that
act on nerves well inside the body. In general, the presence of the body
causes the internal fields to be different from the incident fields (the
fields without the body present).

Lacam .« 24 Lo

Dosimetry is important in experiments designed to discover biological

effects produced by RFR and in relating those effects to RFR exposure of

r=.

people. First, we need dosimetry to determine which internal fields in

animals cause a given biological effect. Then we need dosimetry to determine

f e ]

which incident fields would produce similar internal fields in people, and

therefore a similar biological effect. Dosimetry is needed whether the

e

effects are produced by low-level internal fields or the higher level fields

that cause body temperature to rise.

e

In small-animal experiments dosimetry is especially important because
size greatly affects energy absorption. For example, at 2450 MHz the average

absorption per unit mass in a medium rat could be about 10 times that in an

R

average man for the same incideut fields. Thus at 2450 MHz at the same aver-

age energy absorption per unit mass, a hypothetical biological effect that

LR

octurred in the rat should not be expected to occur in man unless the incident

fields for the man were much higher than those irradiating the rat. Simi-

| g,

larly, an effect observed in one animal in some given incident fields may not

be observed in a different-size animal in the same incident fields, only

g

because the internal fields could be quite different in the two animals.

Another possibility is that the physiological response to the internal fields

o2 1
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of the two species could be quite ¢ifferent. For example, different species
often respond differently to the added heat burden of applied EM fields.

‘The dosimetric data are presented here in terms of the specific absorp-
Tioir vate (SAR) in watts per kilogram. Adoption of the term "SAR" was sug-
gested by the National Council on Radiation Protection and Measurement and has
been. generally accepted by the engineering and scientific community. The
terms "dose rate" and "density of absorbed power" (often called abeerbed~power
density), which commonly appear in the engineering literature, are equivalent

to SAR. Each of these terms refers to the amount of energy absorbed per unit

m i

time per unit volume, or per unit time per unit mass. In this document we

give the SAR in watts per kilogram by assuming that the average tissue density

is 1 g/cm3. The total power absorbed in comparison with the body surface 1is
also of interest. In many animals heat is dissipated through the surface by
evaporation or radiative heat transfer; thus power density in watts per square
meter of body surface area may indicate the animal's ability to dissipate
electromagnetic power. This is not a rigorous indicator of hazard for
animals, however, as many other heat-dissipation mechanisms specific to

species are also important, as well as environmental temperature and humidity

m¢‘:m i m A

effects.

The rigorous analysis of a realistically shaped inhomogeneous model for

gt ulh ko s
m
e

humans or experiméntal animals would be an enormous theoretical task. Because

of the difficulty of solving Maxwell's equations, which form the basis of

Eic‘r}.

analysis, a variety of special models and techniques have been used, each

valid only in a limited range of frequency or other parameter. Early analyses

were based on plane-layered, cylindrical, and spherical models. The calcu-
lated dosimetric data presented in this handbook are based primarily on a
combination of cylindrical, ellipsoidal, spheroidal, and block models of
people and experimental animals. Although these models are relatively crude
representations of the size and shape of the human body, experimental results
show that calculatious of the average S5AR agree reasonably well with measured

values, Calculatiouns of the local distribution of the SAR, however, are much

more difficult and ave still in early stages of development.

- 1.3 -
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CEAPTER 2. BOW TO USE DOSIMETRIC DATA IN THIS HANDBOOK

The material in this section is intended to help the reader interpret
and use the qud.. itative dosimetric information contained in this handbook.
Readers not familiar with some of the concepts or terms used in this chapter
may wish to read Chapter 3 (background and qualitative information about
dosimetry) in conjunction with this material.

Although the dosiwmetry data are given in terms of SAR, the internal E-
field can be obtained directly from the SAR by solving for the internal E-

field from Equation 3.49 (Section 3.3.6):

pm SAR
Ein “\pe e (2.1)
(o]

For a given frequency, the internal fields in irradiated objects are a strong
function of the size of the object (see Chapters 6 and 8). 1In extrapolating
results obtained from an experimental animal of one size to an animal of
another size or from an experimental animal to a man, it is often important
to determine what incident fields would produce the same (or approximately the
same) internal fields in these different-size animals. For example, a pexrson
studying biological effects in rats irradiated at 2450 MHz may want to relate
those to effects expected to occur in humans exposed to the same radiation.
Since the rat and man are very different in size, exposing them to the same
incident fields would result in quite different internal fields. Therefore,
if their internal fields are to be similar, the incident fields irradiating

- -~ .

each must be different.

3o Ve oaneo -
we 1nave twoe

eneral ways to adjust the incident
fields to get similar internal fields:

1. Change the power density of the incident radiation.

2. Change the frequency of the incident radiationm.
The first might be called power extrapolation; the second, frequency extrap-
olation. Under either condition, the internal-field patterns in the two cases
would differ even if the average SARs were the same. The internal distribu-
tions can be made similar in a very approximate sense, however, by relating

the wavelength of the incident radiation to the length of the object,
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When biological effects are due to heat generated by the radiation,
combined power and frequency extrapolation is probably the better course; it
makes the average SARs nearly the same and results in a similar distribution
of internzl fields, which depends strongly on the relationship of absorber
size to wavelength. For studying effects that might be strongly £frequency
dependent, such as a molecular resonance of some kind, f-:quency extrapolation
would not be appropriate.

The following examples will illustrate both kinds of extrapolation and

generally how the dosimetric data in this handbook might be used.

EYAMPLE 1

Suppose that in a study of RF-induced biological effects a 320-g rat is
being exposed to E-polarized RF radiation at 2450 MHz with an incident-power
density of 20 nM/cmz. The researcher desires to know what exposure conditions
would cause approximately the same average SAR and internal-field distribution
in an average man that the 20 mW/cm2 at 2450 MHz produces in the rat, Since
the physiological charactéristics of rats differ significantly in many
respects from those of people, any interpretation of the rat's biological
responses in terms of possible human responses must be made with great care.
By this example we are not implying that any such interpretation would be at
all meaningful; that must be left to the judgment of the researcher for a
particular experiment. On the other hand, knowing exposure conditions that
would produce similar average SARs and internal-field distributions in rats
and people is desirable for many experiments. The following information is
provided for such cases.

First, because the rat is much smaller than a man, at 2450 MHz their
internal field patterns will differ considerably. One indication of this
difference can be obtained from Equation 3.46 (Section 3.3.4). The skin
depth (8) at 2450 MHz is about 2 cm. From Tables 5.2 and 5.4, the values of
the semiminor axis (b) for prolate spheroidal models of an average man and a
320-g rat are 13.8 and 2.76 cm respectively; thus the ratio §/b for an average
man is 0.14; for the rat, 0.72. These ratios indicate that any RF heating

would be like surface heating for the man but more like whole-body heating for
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the rat. Consequently, comparing RF effects in bumans and smaller animals may
'gg not be meaningful at 2450 MHz. Comparison might be more meaningful at a lower
frequency, where the internal field patterns in the man and the rat would be

T

e s sy

g} more similar. A simple way to choose an approximate frequency for human
) exposure 1is to make A/2a, the ratio of the free-~space wavelength to length,
the same for both the man and the rat. This approximation neglects the change
in permittivity with frequency, which is acceptable for these approximate
calculaticns. (More precise methods that include the dependence of permitti-

Eg vity are described in Section 7.2.6.) Since A = ¢/f (Equation 3.29, Section
g

R A g Ay e artr e e

3.2.8), requiring 2af to be the same for the rat and the man would be 2quiva-

lent., Thus, we can calculate the frequency for the human exposure to be:

: 8 2a £, = 2a £_ (2.2)
T
' 2a
)
: @ fo=—Lf =-20S1 5,50 vz = 280 MHz (2.3)
h Zah r 175 em
; !! where subscripts h and r stand for human and rat respectively. This result

’ shows that we should choose a frequency in the range 200-400 MHz for human

Bg exposure to compare with the rat exposure at 2450 MHz., Permittivity changes

with frequency, so the A/2a ratio does not correspond to the §/b ratio; how-

ever, since both ratios are approximations and the A/2a ratio is easier to
gg calculate, it seems just as well to use it. Another point regarding fregquency

extrapolation is that meaningful comparisons can probably be made when the
:g frequency for both absorbers is below resonance; but if the frequency for one

absorber is far above resonance and the frequency for the other absorber is
gg below resonance, comparisons of SAR will not be meaningful.

Now that we have completed the frequency extrapolacion, we can calculate
the incident~power density required at 280 MHz to p:ovide the same average SAR
in an average man that is produced in a 320-g rat at 2450 MHz with 20-mW/cm?

The average SAR in the rat for 1-mW/cm2 incident-
power density is 0.22 W/kg (Figure 6.16); thus the average SAR in the rat for
20—mW/cm2 incident-power density is 4.4 W/kg. The average SAR in the average
man at 280 MHz is 0.041 W/kg for 1 o/ cm? (Figure 6.3); thus to produce an

8@ incident-power density.
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average SAR of 4.4 W/kg in the average man would require an incident-power
densicy of (4.4/C.041)(1 mw/cmz), or 107 mw/gmz.

Our frequency extrapolation resulted in similar relative positions with

b

respect to resonance on the SAR curves for the rat and the man. Yet because

the SAR curve for the rat is gemerally hi_her than that for man, equivalent

E=Ya

exposure of man requires considerably higher incident-power density. The
generally higher level of the SAR curve in the rat is due to the combination

of size and variation of permittivity with frequency.

=n B3

EXAMPLE 2

¥

£

An average man is exposed to an electromagnetic planewave with a power
density of 10 mW/cm2 at 70 MHz with E polarization. What radiation frequency
would produce the same average SAR in a small rat as was produced in the man?

Here, as in the previous example, comparing SARs may be meaningful only

at frequencies for which the A/2a ratios are similar. From the relaticn

e

developed in the last example, we find that

__nh - 175 cm
fr T 2a fh 14 cm

13 3

70 MHz = 875 MHz (2.4)

Since 70 MHz is approximately the resonant frequeicy for man (Figure 6.3) and
875 MHz is close to the resonant frequency (900 MHz) for the small rat (Figure
6.15), let's use 900 MHz for the rat. At 70 MHz the average SAR for the
average man exposed to 10 mW/cm2 is 2.4 W/kg (Figure 6.3). For the small rat,
the average SAR for 1 mW/cm2 at 900 mHz is 1.1 W/kg. Hence at 900 MHz, the
incident power deusity for the rat should be (2.4/1.1)(1 mW/cmz), or 2.18

mW/cmz.

Eel BXB  BER

EXAMPLE 3

£ &=

A 420-g rat (22,5 cm long) 1is irradiated with an incident planewave

power density of 25 mW/cm2 at a frequency of 400 MHz with E polarization.

&=

What incident planewave power density and frequency would be expected to

produce a similar internal-field distribution and average SAR in an average

man?

%
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Again, frequency extrapolation shoula be used because 400 MHz is above
resonance for the man and below resonance for the rat. The approximate equiv-

alent exposure frequency for man is

_22.5 cm _
£ = 175 em 400 MHz = 51 MHz (2.5)

Since a curve for a 420-g rat is not included in the dosimetric data, we will
calculate the average SAR for the rat by using the empirical formula given in
Equation 5.1. The first step is to calculate b for the rat. Since 2a = 22.5
cm and the volume of the rat is 420 cm> (assuming a density of 1 g/cm3), we

can solve for b from the relation for the volume of a prolate spheroid:

v = % TIabz (2.6)
b=4§y_=1§__(£2_0_>__gn3=299 = 0.0299 (2.7)
4ra 4n 11.25 cm 07 em ) " .

Now, substituting a = 0.1125 m and b = 0.0299 m into Equations 5.2 through 5.6

gives us
£ = 567 MHz
)

= 860 MHz

L1}
n

ol

= 1579 Mhz

h
i

02

A =717

1226

>
n

Since fol and foz are both larger than 400 MHz, we need not calculate A3, A&’
and Ag because u( £ - fol) = ulf - f°2) = 0, Substituting into Equation 5.1
results in SAR = 0.44 W/kg for the rat exposed to 1 mW/cm2 at 400 MHz. The
average SAR for the rat exposed to 25 mW/cm2 at 400 MHz is 11.0 W/kg. For the
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average man at 51 MHz for l-mW/cm2 incident-power density, the average SAR is
0.11 W/kg (Figure 6.3); hence, to produce 1l W/kg in the man would require
11/0.11 mW/cmz,or 100 mW/cmz.

| ot § =Tern

EXAMPLE 4

With E polarization, what incident-power density at resonance would

|- mrn

produce in a small rat an average SAR equal to twice the resting metabolic
rate? Compare this with the incident-power density at resonance that would
produce in an average man an average SAR equal to twice the resting metabolic

rate.

For a small rat the resting metabolic rate is 8.51 W/kg (Table 10.4),

eyaey | 1= gt

and the average SAR at resonance is 1.1 W/kg for 1--mW/cm2 incident—-power
density (Figure 6.15). The incident—power density to produce an average SAR
of 2 x 8,51 Wkg is therefore 17.02/1.1 wW per cmz, or 15.5 mW/cm®. For an
average man the resting metabolic rate is 1.26 W/kg (Table 10.2), and the

| 1 pagie] | g2l

average SAR at resonance is 0.24 W/kg for 1-—mW/cm2 incident~-power density

(Figure 6.3). The incident-power density required to produce an average SAR

000 2=

equal to twice the resting metabolic rate is therefore 2.52/0.24 mW per cmz,

or 10.5 mW/cmz. Even though the resting metabolic rate for the rat is nearly

A

7 times larger than that for the man, the incident-power density required for
the rat is only 1.5 times that required for the man because the average SAR

for the rat is higher than for the man. In general, since smaller animals

[ a2 04

have higher metabolic rates and also higher values of average SAR at reso-
nance, the ratio of resting metabolic rate to average SAR at resonance

probably does not vary by more than an order of magnitude for most enimal

sizes,

) PREe

EXAMPLE 5

Suppose that experiments were conducted in which a 200-g rat (16 cm

long) was irradiated with an incident planewave power density of 10 uW/cm2 at

5574

a frequency of 2375 MHz, with experimental conditions similar to those of

Shandala et &l. (1977). Since the incident E-~ and H-field vectors were paral-

lel t& a horizontal plane in which the rat was free to move, the rat was

[ W
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CHAPTER 3. SOME BASICS OF ELECTROMAGNETICS

A number of concepts are importsnt to understanding any work that
involves electromagnetic (EM) fields. The purpose of this chapter is to

summarize the most important of these concepts as background for the .specific

applications described in this handbook. So that they can be understood by

readers without an extensive background in electrical engineering or physics,
the concepts are explained without complicated mathematical expressions where
practical. This material is intended not to encompass all of EM theory but

to provide a convenient summary.
3.1. TERMS AND UNITS

3.1.1. -Glossary

The following terms are used in this section and throughout this hand-

book. The list is more an explanation of terms than precise definitions.

Boldface symbols indicate vector quantities (see Section 3.1.3 for an explana-

]

tion of vectors and vector notation).

Sa

antenna: A structure that is designed to radiate or pick up electromagnetic
fields efficiently. Individual antennas are often used in combinations

called antenna arrays.

[

dielectric comstant: Another name for relative permittivity.

electric dipole: Two equal charges of opposite sign separated by an infini-

o

tesimally small distance.
electric field: A term often used to mean the same as E~field intensity, or
strength,

electric-field intensity: Another term for E-field strength.

=E B

electric~field strength: A vector-force field used to represent the forces

between electric charges. E-field strength is defined as the vector force

=2

T Eipearsivas Dol b L p ey ey o ot e g e et T —
o

per unit charge on an infinitesimal charge at a given place in space.

o

electric~flux density (displacement): The electric flux passing through a
Ez surface, divided by the area of the surface. The total electric flux
! -
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passing through a closed surface is equal to the total charge enclosed
inside the surface, also equal to the E-field intensity times the permit-
tivity,

electric polarization: Separation of charges in a material to form electric
dipoles or alignment of existing electric dipoles in a material when an E-
field is applied. VUsually designated P, the units of polarization are
dipole moments per cubic meter.

energy density: Electromagnetic energy in a given volume of space divided by
the volume. The units are joules per cubic meter (J/m3).

far fields: Electromagnetic fields far enough away from the source producing
them that the fields are approximately planewave in nature.

field: A correspondence between a set _f points and a set of values. That
is, & value is assigned to each of the points. If the value is a scalar,
the field is a scalar field; if the value is a vector, the field is a
vector field. The temperature at all points in a room is an example of a
scalar field. The velocity of the air at all points in a rcom is an exam-
ple of a vector field.

field point: A point at which the electric or magnetic field is being evalu-
ated.

frequency: The vime rate at which a quantity, such as electric field, oscil- !
lates. Frequency is equal to the number of cycles through which the quan- '
tity changes per second.

impedance, wave: The ratio of the electric field to magnetic field in a }
wave, For a planewave in free space, the wave impedance is 377 ohms. For

he wave impedance is equal to 377 Limes the
square root of the permeability divided by the square root of the permit-
tivity.

magnetic field: A term often used to mean the same as magnetic-flux density,
algso commonly used to mean the same as magnetic-field intensity. The term
has no clear definition or pattern of usage.

magnetic-field intensity: A vector field equal to the magretic-flux density

divided by the permeability. H 1is a useful designation because it is

independent of the magnetization cuzcent in materials.

—3'2"' . {
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magnetic~flux density: A vector-force field used to describa the force on 2
moving charged particle, and perpendicular to the wvelocity of the par~
“ticie.  Magnetic-f£lux density is defined as the force per uiit charge on
an inficitesimal- charge at a given poirZz in Spacé: Flq = v x {, where ¥
is the vector force acting on the particle, q i$ the particle's charge, v
is its velocity, and B ig the magﬁe;i§~£lux density. \

near fields: Electromagretic fields close -enough to a scurce that the fields
are not planewave in nature. Near fields usually vary more rapidly with
space than far fields do.

nodes: Positions at which the amplitude is always zero in a standing wave.

permeability: A property of 'material that indicates how much magnetization
occurs when a magnetic £ield is applied.

permittivity: A property of material that indicates how much polarization

occurs when an electric field is applied. Complex permittivity is a
property that describes both polarization and absorption of energy, The
real part is related to polarization; the imaginary part, to energy
absorption.

planewave: A wave in -which the wave fronts are planar. The E and H vectors

are uniform in the planes of the wave fronts; and E, H, and the direction
of propagation (k) are all mutually perpendicular.

polarization: Orientation of the incident E- and H-field vectors with respect

to the absorbing object.

Poynting vector: A vector equal to the cross product of E and H. The

Poynting vecter represents the instantaneous power transmitted through a

-

surface per unit surface area. i is usually ignated as §, is also
known as energy-flux {power) density, and has units of watts per square
meter (W/m?).

propagation comstant: A quantity that describes the propagation of a wave.
Usually designated k, it is -equal to the radian frequency divided by the
phase velocity, and has units of per meter (m”l). A complex propagation
constant describes both propagation and attenuation. The real part
describes attenuation; the imaginary part, propagation.

radian frequency: Number of radians per second at which a quantity is oscil-

lating. The radian frequency is equal to 2nf, where f is the frequency.
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radiation: Electromagnetic fields emitted by a source.

reflection coefficient: Ra.io of reflected-wave magnitude to incident-wave
- magnitude.

relative permittivity: Permittivity of a material divided by the permittivity
of free space.

scalar field: Sée field.

specific absorption rate (SAR): Time r..e of energy absorbed in an incre-
mental mass, divided by .that mass. Average SAR in a body is the time rate
of the total energy ahsorbed divided by the total mass of the body. The
units are watts per kilogram (W/kg).

spherical wave: A wave in which the wave fronts are spheres. An idealized
point source radiates spherical waves.

standing wave: The wave pattern that results from two waves of the same fre-
quency and amplitude propagating in opposite directions.  Destructive
interference produces nodes at regularly spaced positions.,

standing-wave ratio: Ratio of E .. to E . where Eax is the maximum value,

mi
the minimum, of the magnitude of the E-field intensity anywhere

and E_.
along the path of the wave. A similar definition holds for other quanti-
ties that have wave properties.

vector: A quantity having both a magnitude and a direction. Velocity is an
example of a vector: Direction of motion 1s the direction of the velocity
vector, and speed is its magnitude.

vector field: See field.

velocity of propagation: Velocity at which a wave propagates. Units are
meters ner ~econd (mfs). It is egual tc how far on int on the wav
such as the crest or trough, travels in 1 s,

wave impedance: (See impedance, wave).

wavelength: The distance between two crests of the wave (or between two

troughs or other corresponding points). Units are meters (m).

- 3.4 -
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3.1.2. Measurement Units

_ The SI system of units was adopted by the Eleventh General Conference on

Weights and Measures, held in Paris in 1970. SI is an internationally agreed-

upon abbreviation for Systéme International d'Unités (International System of

Units). Some units we use are listed in Tables 3.1 and 3.2.

TABLE 3.1.

Quantity
Length

Mass

Time

Electric current
Temperature

Luminous intensity

THE SI BASIC UNITS

Unit Symbol
meter m
kilogram kg
second s
ampere A
Kelvin K
candela cd
- 3.5 -
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TABLE 3.2. SOME DERIVED SI UNITS
Quantity Measurement Term g-
Name Symbol  Expression in Expression in E
Common of for Terms of Other Terms of SI
Name Symbol Onit Unit Units Base Units
. - - 2
capacitance c farad c/v m 2~kg 1'84‘A @
charge q coulomb Aes S*A
. -1 -2 -1 3 2
conductance G siemens R " or A/V m “ekg e8 A E
conductivity ¢  siemens per S/m n'l-m'l m--?'-kg--l-ssx-lx2 )
meter
current density J ampere per A/m2 m_z-A E
square meter
electric-field E  volts per meter V/m mekges 'A_l
intensity »
electric-flux D coulomb per C/m2 m CeseA
density square meter g
(displacement)
energy joule J Nem mzokg-s-
energy-flux S watt per square W/mz Jos ~m~2 kg-s_ E
density (power meter
density)
frequency f  hertz Hz g1
impedance Z ohm Q V/A m rkges 'A-z
inductance L  henry H Wb/A n ekges 'A-z @
mnagnetic—-field H  ampere per A/m m A
intensity meter I
magnetic-flux B  tesla T Wb /m? kges OA-1 @
density
permeability p  henry per meter H/m mekges -A-.2
permittivity € farad per meter F/m m-3~kg_ -34°A2
power P  watt W J/s m ekges
reactance X ohm Q V/A m ekges °A~2 i
resistance R  ohm Q V/A m2°kg°s— A
resistivity P ohm meters Qm m3~kg-s— 'An2 @
voltage (potential V  volt \4 W/A m2°kg-s_ 'A-1
difference) ﬁ
o
M
- 3.6 - a4
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3.1.3. Vectors and Fields

=

Vector Algebra--Vectors are used extensively in descriptions of electric
and magnetic fields, so in this section we briefly explain vectors and vector
notation. A scalar is a quantity that has only a magnitude; in contrast, a
vector is a quantity that has a direction and a magnitude. A familiar example

of a vector quantity is velocity of a particle. The direction of movement of

&0 =3

the particle is the vector's direction, and the speed of the particle is the

vector's magnitude. Vectors are represented graphically 'y directed line

segments, as illustrated in Figure 3.1. The length of the line represents the

vector's magnitude, and the direction of the line represents its direction.

=54

s =23 3=
>

Figure 3.1. A vector quantity represented by a directed line seguent.

225

In this handbook, vectors are represented by boldface type; e.g., A.

2N

The magnitude of a vector is represented by the same symbol in plain type;

thus A is the magnitude of vector A.
ig beyond the

i

A summary of vector calculus, or even vector a
scope of this handbook, but we will describe the basic vector addition and

multiplication operations because they are important in understanding electro-

BEs

magnetic-field characteristics described later. Because vectors have the two

properties, magnitude and direction, algebraic vector operations are more

=

complicated than algebraic scalar operations.

Addition of any two vectors A and B is defined as

R

A+B=2¢C (3.1)

A

[3

523
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where C is the vector along the parallelogram shown in Figure 3.2. 1the nega-
tive of a vector A is defined as a vector having the same magnitude as A but
oppnsite direction. Subtraction of any two vectors A and B is defined as

A-B=A+(-B) (3.2)

where =B is the negative of B.

Figure 3.2. Vector addition.

There are two kinds of vector multiplication. One is called the vector

dot product. If A and B are any two vectors, their vector dot product is

defined as

A°*B=ABcos 8 (3.3)

where H is the angle betweer A and B, as shown in Figure 3.3. The dot product
of two vectors is a scalar. As indicated in Figure 3.3, A+ B is also equal
to the projection of A on B, times B. This interpretation is often very use-
ful. When two vectors are perpendicular, their dot product is zero because

the cosine of 90° is zero (the projection of one along the other is zero).
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Figure 3.3. Vector dect product A « B.

==

The other kind of vector multiplication is called the vector cross

product and is defined as

&5

AXB=C¢C (3.4)

Eotie

where € is a vector whose direction is perpendicular to both A and B and whnse

£33

magnitude is given by

C=AB sin 6 (3.5)

CI:

As shown in Figure 3.4, the direction of C is the direction a right-handed

7]

screw would travel if turned in the direction of A turned into B. The cross

product of two parallel vectors is always zero because the sine of zero is

Zero.

B3 =5 ET

£

AxB=C

Figure 3.4. Vector cross product A x B,

R TR g

| &0

~ 3.9 -




Fields-~Two kinds of fields are used extensively in electromagnetic-
field theory, scalar fields and vector fields. A field is a correspondence
between a set of points and a set of values; that is, in a set of points a
value is assigned to each point. When the value assigned is a scalar, the

field is called a scalar field. Temperature at all points in a room is an

example of a scalar field. When the value assigned to each point is a vector,
the field is called a vector field. Air velocity at all points in a room is
an example of a vector field. Electric potential is a scalar field., Electric

and magnetic fields are vector fields.

Scalar fields are usually represented graphically by connecting poiats
of equal value by lines, as illustrated in Figure 3.5. In a temperature
field, these lines are called isotherms. In a potential field, the lines are

called equipotential lines. In the general three-dimensional fiela, points of

equal potential form equipotential surfaces.

200

Figure 3.5. Graphical representation of a scalar field, such as temper-
ature. Each line represents all points of equal value.

Vector fields are more difficult to represent graphically because both

the magnitude and direction of the vector values must be represented. This is

- 3.10 -
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done by drawing lines tangent to the direction of the vectcr field at each

point, with arrowheads showing the direction of the vector. The mu; ‘itude of

s |

the field is represented by the spacing between the lines. When the lines are

far apart, the magnitude is small. An example of air velocity for air flowing

between two plates is shown in Figure 3.6. Since many vector fields represent

a physical flow of particles, such as fluid velocity, the field lines often

21 &=

represent a flux density. Hence, the field lines have come to be called flux
lines, even for fields like electric and magnetic fields that do not represent

X a flow of particles, and fields are said to be a flux density. In electromag-

netic~field theory, the £lux passing through a surface is often calculated by

finding the component of the flux density normal to the surface and integrat-

]

ing (summing) it over the surface.

3=

4___,,/"’

|

|

—

Figure 3.6. Graphical representation of a vector field,
such as air velocity between two plates.

? 9
P

FIRID CHARACTERTISTICS

=28 &=

3.2.1. Electric Fields

G

o
£5

All of electromagnetics is based on the phenomenon of the forces that

electric charges exert on each other. The mathematical statement of the force

=3

on one charge, q, due to the presence of another charge, Q, 1is called

Couloumb's law:

B

F = qQR/4neoR2 (3.6)

=2

3|
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where R is a unit vector along a straight line from Q to q and pointing toward
q, and R is the distance between the two charges, as shown in Figure 3.7. In

the SI system of units, €, is a constant called the permittivity of free

space. The units of charge are coulombs, and the units of permittivity are
farads per meter (sez Section 3.1). When both q and Q have the same sign, the
force in Equation 3.5 is repulsive. When the cuarges have opposite signs, the
force is attractive. When more than one charge is present, the force on one
charge is the summation of all forces acting on it due to each of the other
individual charges. Keeping track of all the charges in a complicated elec-
trical system is not always convenient, so we use a quantity called electric-

field strength vector E-field) to account for the forces exerted on charges
by each other.

N

'
Figure 3.7. Force on = charge, q, due to the presence of another charge, Q.
The E-field is defined in terms of a very simple and idealized model
experiment., A point test body charged to a very small net positive charge, q,
is brought into a region of space where an E-field exists. According to

Coulonb's iaw, the force, ¥, on the test charge is proporticnal to q. The E-

field ctrengtkh vector is defined as

E = F/q (3.7)

- 3.12 ~
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¢ where it is understood that q is infinitesimally small, so it does not affect
the measurement. The units of E are volts per meter. Thus we could, in
principle, determine whether an E-field existed at a given point in space by

placing a small charge at that point and measuring the foxce on it. If no

- |

force, the E-field would be zero at that point. If a force were on it, the
force's direction would be the direction of the E-field at that point, and the

magnitude of the E-field would be equal to the force's magnitude divided by

Ol S e s

the charge. Although not a practical way to detect or measure E-field inten-

sity, this idealized "thought" expeviment is valuable for understanding the

&=

basic nature of E-fields.
From the definition of electric field, it follows that the force on a

2

o ey e e Jpu gt

charge, q, placed in an E-field is given by

-
e

{La¥

F=gqE (3.8)

Thus if E is known, the force on any charge placed in E can easily be found.

3.2.2. Magnetic Fields

When electric charges are moving, a force in addition to that described

2

by Coulomb's law (Equation 3.6) is exerted on them. To account for this

additional force, we defined another force £field, andlogous to the E-field

&=

definition in the previous section. This second force field is called the
magnetic~flux~density (B-field) vector, B. It is defined in terms of the

force exerted on a small test charge, q. 'The magnitude of B is

B=F /qu (3.9)

B2 B=

where F_ is the maximum force on q in any direction, and v is the velocity of

2

q. The units of B are webers per square meter. The B-field is more compli-
cated than the E-field in that the direction of force exerted on q by the B-
field is always perpendicular to both the velocity of the particle and to the

b-field. This force is given by

2 OER B2
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F = q(v x B) (3.10)

(which ie analogous to Equation 3.7). The quantity in parentheses is called a
vector cross product. The direction of the vector cross product is perpen-
dicular to both v and B and is in the direction that a right-handed screw
would travel if v were turned into B (see Section 3.1.3). When a moving
charge, q, is placed in a space where both an E-field and a B-field exist, the

total force exerted on the charge is given by the sum of Equations 3.8 and
3.10:

F=q(E+vxB) (3.11)
Equation 3.1l is called the Lorentz force equation.

3.2.3. Static Fields

The basic concepts of E~ and B-fields are easier to understand in terms

of static fields than time-varying fields for two main reasons:

1. Time variation complicates the description of the fields.

2. Static E- and B-fields are independent of each other and can be
treated separately, but time-varying E- and B-fields are coupled
together and must be analyzed by simultaneous solution of equations.

Static Electric Fields--Perhaps the simplest example of an E-field is

that of one static point charge, Q, in space. Let q be a small test charge
used to determine the field produced by Q. Then using the definition of E in
Equation 3.7 and the force on q from Equation 3.6, we see that the E-field due
to Q is

2 2
E = QR/lan:oR (3.12)
A graphical representation of this vector E-field is shown in Figure
3.8(a). The direction of the arrows shows the direction of the E-field, and

the spacing between the field lines shows the intensity of the field. The

field is most intense when the spacing of the field lines is the closest.
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(See Section 3.1.3 for a discussion of vector-field representations.) Thus
near the charge, where the field lines are close together, the field is
strong; and it dies away as the reciprocal of the distance squared from the
charge, as indicated by Equation 3.12. The E-field produced by an infinitely
long, uniform line of positive charge is shown in Figure 3.8(b). In this case
the field dies away as the reciprocal of the distance from the line charge.
Note that, in every case, the direction of the E-field iline is the direction
of the force that would be exerted on a small positive test charge, q, placed

at that point in the field. For a negative point charge, the E-field lines

BE & B e 5

would point toward the charge, since a positive test charge would be attracted

toward the negative charge producing the field.

=l B
=
— e

xd

///4,,/fhne charge
o — - —
Q = .

223 G
N
m
m

e

(a) (b)

B

Figure 3.8, (a) E-~field produced by one point charge, Q, in space.
(b) E-field produced by a uniform line of charge
(looking down at the top of the line charge).

20

The sources of static E-fields are charges. For example, E-fields camn
be produced by charges picked up by a person walking across a deep pile rug.
This kind of E-field sometimes produces an unpleasant shock when the person
touches a grounded object, such as a water faucet. The charge configurations

that produce E-fields are often mechanical devices (such as electric genera-

tcrs) or electrochemical devices (such as automobile batteries).

55211
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Figure 3.9 depicts E-field lines between a pair of parallel infinite
plates. This field could be produced by connecting a voltage source across

the plates, which would charge one plate with positive charge and the other

plate with negative charge.

o
Y

T T

T T Ir]

Figure 3.9, Field lines between infinite parallel conducting
plates. Solid lines are E-field lines.
Dashed lines are equipotential surfaces,

An important characteristic of E-fields is illustrated in Figure
3.10(a); a small metallic object is placed in the field between the parallel
plates of Figure 3.9. The sharp corners of the object coucentrate the E-
field, as indicated by the crowding of the field lines around the corners.
Figure 3.10(b) shows how the edges of finite plates also concentrate the field
lines.  Generally, any sharp object will tend to concentrate the E-field
lines. This explains why arcs often occur at corners or sharp points in high-
voltage devices. Rounding sharp edges and corners will often prevent such
arcs. Another important principle is that static E-field lines must always be
perpendicular to surfaces with high ohmic conductivity. An approximate sketch
of E-field lines can often be made on the basis of this principle. For
example, consider the field plot in Figure 3.10(a). This sketch can be made
by noting that the originally even1§ spaced field lines of Figure 3.9 must be
modified so that they will be normal to the surface of the metallic object
placed between the plates, and they must also be normal teo the plates. This
concept is often sufficient to understand qualitatively the E-field behavior

for a given configuration.
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(b)

BZ23

Figure 3.10. (a) E~field lines when a small metallic
object is placed between the plates.

(b) E-field 1lines between parallel

conducting plates of finite size.

Static Magnetic Fields--Perhaps the simplest example of a static B-field

=5

is that produced by an infinitely long, straight dc element, as shown in

Figure 3.11. The field lines circle around the current, and the field dies

=R
.

away as the reciprocal of the distance from the current.

B S

©

Figure 3.11. B-field produced by an infinitely long,
straight dc element out of the paper.
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Figure 3.12 shows another example, the B-field produced by a simple
circular loop of current. A simple qualitative rule for sketching static B
field lines is that the field linc- circle around the current element and are
strongest near the current. The direction of the field lines with respect to

the direction of the current is obtained from the right~hand rule: Put the

thumb in the direction of the positive current and the fingers will circle in

the direction of the field lines.

A
— (O

current loop

looking at the edge of the current loop

Figure 3.12. B-field produced by a circular current loop.

3.2.4. Quasi-Static Fields

An important class o electromagnetic fields is quasi-static fields.
These fields have the same spatial patterns as static fields but vary with
time. For example, if the charges that produce the E-fields in Figures 3.8-
3.10 were to vary slowly with time, the field patterns would vary correspond-
ingly with time but at any one instant would be similar to the static-field
patterns shown in the figures. Similar statements could be made for the
static B-fields shown in Figures 3.11 and 3.12, Thus when the frequency of
the source charges or currents is low enough, the fields produced by the
sources can be considered quasi-static fields; the field patterns will be the
same as the static-field patterns but will change with time. Analysis of
quasi~static fields is thus much easier than analysis of fields that change

more rapidly with time, as explained in Section 3.2.7.
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3.2.5. Electric Potential

P

Because of the force exerted by an electric field on a charge placed in
that field, the charge possesses potential energy. If a charge were placed in
an E-field and releaced, its potential energy would be changed to kinetic
energy as the force exerted by the E~field on the charge caused it to move.
Moving a charge from one point' to another in an E-field requires work by
whatever moves the charge. This work is equivalent to the change in potential

energy of the charge. The potential energy of a charge divided by the magni-

tude of the charge is called electric-field potential. E-field potential is a

scalar field (see Section 3.1.3). This potential scalar field is illustrated

=2z

in Figure 3.13 for two cases:
a, Fields produced by a point charge

b. PFields between two infinite parallel conducting plates

it

The equipotential surfaces for (a) are spheres; those for (b) are planes. The

static E-field lines are always perpendicular to the equipotential surfaces.

(RS

For static and quasi-static fields, the difference in E~field potential

is the familiar potential difference (commonly called voltage) between two

24

points, which is used extensively in electric-circuit theory. The difference

-of potential between two points in an E-field is illustrated in Figure 3.13.
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(a) (b)

E2SH

Figure 3.13, Potential scalar fields (a) for a point charge
and (b) between infinite parallel conducting
plates. Solid lines are E-field lines;
dashed lines are equipotential surfaces.
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In each case the potential difference of point P, with respect to point P1 is
positive: Work must be done against the E-field to move a test charge from By
to P, because the force exerted on a positive charge by the E-field would be
in the gemeral direction from P, to P;. In Figure 3.13(b) the E-field between
the plates could be produced by charge on the plates transferred by a dc
source, such as a battery connected between the plates. In this case the
difference in potential of one plate with respect to the other would be the
same as the voltage of the battery. This potential difference would be equal
to the work required to move a unit charge from one plate to tha other.

The concepts of potential difference (voltage) and current are very
useful act the lower frequencies, but at higher frequencies (for example,
microwave frequencies) these concepts are not useful and electromagnetic-field

theory must be used. More is said about this in Section 3.2.7.

3.2.6. Interaction of Fields with Materials

Electric and magnetic fields interact with materials in two ways.
First, The E- and B-fields exert forces on the charged particles in the mate-
rials, thus altering the charge patterns that originally existed. Second, the
altered charge patterns in the materials produce additional E- and B-fields
(in addition to the {ields that were originally applied). Materials are

usually classified as being either magneti.. or nommagnetic. Magnetic materials

have magnetic dipoles that are strongly affected by applied fields; nonrig-

netic materials do not.

Nonmagnetic Materials-~In nonmagnetic wmaterials, mainly the applied E-
field has an effect on the charges in the material. This occurs in three
primary ways:

1. Polarization of bound charges

2. Orientation of permanent dipoles

3. Drift of conduction charges (both electronic and ionic)

Materials primarily affected ey the first two kinds are called dielectrics;

materials primarily affected by the third kind, conductors.

- 3.20 -
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The polarization of bound charges is illustrated in Figure 3.14(a).

d

g Bound charges are so tightly bound by restoring forces in a material that they
can move only very slightly. Without an applied E-field, positive and nega-
tive bound charges in an atom or molecule are essentially superimposed upon

§§ each other and effectively cancel out; but when an E-field is applied, the
forces on the positive and negative charges are in opposite directions and the

V’* .
gi charges separate, resulting in an induced electric dipole. A dipole consists

of a combination of a positive and a negative charge separated by a small
§ distance., In tris cise the dipole is said to be induced because it is caused
by the applied E-field; when the field is removed, the dipole disappears.
When the charges are separated by the applied E-field, the charges no longer

cancel; in effect a new charge is created, called polarization charge, which

creates new fields that did not exist previously.

=25 ==

The orientation of permanent dipoles is illustrated in Figure 3.14(b).

The arrangement of charges in some molecules produces permanent dipoles that

[ A ré 4

exist whether or not an E-field is applied to the material. With no E-field
applied, the permanent dipoles are randomly oriented because of thermal exci-
tation. With an E-field applied, the resulting forces on the permanent
dipoles tend to align the dipole with the applied E-field (Figure 3.14(b)).

i Force up

R 5

:

Force down

(b)

s v Bt
)

Figure 3.14, (a) Polarization of bound charges.
(b) Orientation of permanent dipoles.
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The orientation of each dipole is slight because the thermal excitation is

relatively strong, but on the average there is a net alignment of dipoles over

the randomness that existed without an applied E-field. Like induced dipoles,

this net alignment of permanent dipoles produces new fields.

The drift of conduction charges in an applied E-field occurs because

these charges are free enough to rove significant distances in response to
forces of the applied fields. Both electrons and ions can be conduction
charges. Movement of the conduction charges is called drift Lecause thermal
excitation causes random motion of the conduction charges, and the forces due
to the applied fields superimpose only a slight movement in the direction of
the forces on this random movement. The drift of conduction charges amounts

to a current, and this current produces new fields that did not exist before

E-fields were applied.

Permittivity--The two effects—-creation of new charges by an applied
field and creation of new fields by these new charges--are both taken into
account for induced dipoles and orientation of permanent dipoles by a quantity
called permittivity. Permittivity is a measure of how easily the polarization
in a material occurs. If an applied E-field results in many induced dipoles
per unit volume or a high net alignment of permanent dipoles per unit volume,
the permittivity is high. The drift of conduction charges is accounted for by

a quantity called conductivity. Conductivity is a measure of how much drift

occurs for a given applied E-field. A large drift means a high conduc-

tivicy. For sinusoidal steady-state applied fields, complex permittivity is

-~ P et I e

IS -
v avwuuLty

oth dipole charges and conduction-charge deifi.

Complex permittivity is usually designated as

*

e =c¢ (e - je") F/m (3.13)

where €, is the permittivity of free space; €' - je", the complex relative

permittivity; €', the real part of the complex relative permittivity (e' is
y P p

also called the dielectric constant); and €", the imaginary part of the com-

plex relative permittivity. This notation is used when the time variation of

the electromagnetic fields is described by ert, where j = V-1 and w is the

- 3.22 -
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radian frequency. Another common practice is to describe the time wvariation

CoTE

of the fields by o M0k , where i = Y=1, For this case complex permittivity is

defined by e* = eo(e' + ie")., €' is related to the effective conductivity by

(et

3 e

vt AT
e

e" = olmao (3.14)

where ¢ is the effective couductivity, €q is the permittivity of free space,

ey

B B3 Ed EH

and

o

w = 2uf radians/s (3.15)

e P A

is the radian frequency of the applied fields. The &' of a material is pri-

s

marily a measure of the relstive amount of polarization that occurs for a

oot

given applied E-field, and the €" is a measure of both the friction associated

foaxs

with changing polarization and the drift of conducticn charges.

o4

Generally € is used to designate permittivity; e* is usually used only

STRLT A

for sinusoidsl steady-state fields.

e

Energy Absorption--Energy transferred from applied E-fields to materials
is in the form of kinetic energy of the charged particles in the material.
The rate of change of the energy transferred to the material is the power

transferred to the material, This power is often called absorbed power, but

S

=3

the bioelectromagnetics community has accepted specific absorption rate (SAR)
as a preferred term (see Section 3.3.6).

A typiczl manifestation of average {with respcct to time) absorbed power
is heat. The average absorbed power results from the friction associated with

movement of induced dipoles, the permanent dipoles, and the drifting conduc-

B2 =2

tion charges. If there were no friction in the material, the average power

absorbed would be zero.
A material that absorbs a significant amount of power for a given

applied field is said to be a lossy material because of the loss of energy

R Es

from the applied fields. A measure of the lossiness of a material is ¢": The

larger the €", the more lossy the material. In some tables a quantity called
y

Ry HE
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the loss tangent is listed ingstead of €". The loss tangent, often designated

as tan 6, is defined as

tan § = ¢"/¢! (3.16)

The loss tangent usually varies with frequency. For example, the loss tangent
of distillad water is about 0.040 at 1 MHz and 0.2650 at 25 GHz. Sometimes

the loss factor is called the dissipation factor. Generally speaking, the

wetter a material is, the more lossy it is; and the drier it is, the less
lossy it is. For example, in a micrewave oven a wet piece of paper will get
hot as long as it is wet; but when the paper dries out, it will no longer be
heated by the oven's electromagnetic fields.

For steady-state sinusoidal fields, the time-averaged power absorbed per

unit volume at a point inside an absorber is given by

P = aIEIz = meoe"lﬁlz (3.17)

where IEI is the root-mean-square (rms) magnitude of the E-field vector at
that point inside the material. If the peak value of the E-field vector is

used, a factor of 1/2 must be included on the right-hand side of Equation

= e | (273 wa 1

3.17." The rms and peak values are explained in Section 3.2.8. Unless other-

wise noted, rms values are usually given. To find the total power absorbed by

[ pe v |

an object, the power density given by Equation 3.17 must be calculated at each
point inside the body and summed (integrated) over the entire volume of the

body. This is usually a very complicated calculation.

Electric-Flux Density-—-A quantity called electric-flux density or dis-

placement-£flux density is defined as

e Vs | 0}

D = €E (3.18)

An important property of D is that its integral over any closed surface (that
is, the total flux passing through the closed surface) is equal to the total

free charge (not including polarization or conduction charge in materials)

LF B

eeen]
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inside the closed surface. This relationship is called Gauss's law. Figure

3.15 shows an example of this. The total flux passing out through the closed

3|

mathamatical surface, S, is equal to the total charge, Q, inside S, regardless
of what the permittivity of the spherical shell is. Electric-flux density is

a convenieni quantity because it is independent of the charges in materials,

I B3 R

]

spherical
// shell

integral of D
over $5=Q

Da

€

B B3

mathematical closed
surface S

==

Figure 3.15. Charge Q inside a dielectric spherical shell.
S is a closed mathematical surface.

Magnetic Materials--Magnetic materials have magnetic dipoles that tend

to be oriented by applied magnetic fields. The resulting motion of the mag-

B2 =22 5ER

netic dipoles produces a current that creates new E- and B-fields. Both the

effec: of the applied fields on the material and the creation of new fields by

DAY
o~
Lo

w»
*

the moving magnetic dipoles in the material are accounted for by a property of

the material called permeability.

{ B e i i - { §
R &
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For sinusoidal steady-state fields, the complex permeability is usually

designated as

*
TS po(u' - ju") (3.19)

where p' - ju" is the 2omplex relative permeability and o is the permeability

of free space. For the general case, permeability is usually designated by u.

Another field quantity, H, or magnetic-field intensity, is defined by

H = B/yp (3.20)

The magnetic-field intensity is a useful quantity because it is independent of
magnetic currents in materials. The term "magnetic field" is often applied to
both B and R. Whether to use B or H in a given situation is not always clear,
but since they are related by Equation 3.20, either could usually be speci-
fied. A

Since biological materials are mostly nonmagnetic, permeability is

usually not an important factor in bioelectromagnetic interactiomns.

3.2.7. Maxwell's Equatioms

Four equations, along with some auxiliary relations, form the theoreti-
cal foundation for all classical electromagnetic-field theory. These are
called Maxwell's equations, named for James Clerk Maxwell, the famous Scotsman
who added a missing link ¢o the electromagnetic-field laws known at %hat time
and formulated them in a unified form. Tlese equations are very powerful, but
they are also complicated and difficult u» solve. Although mathematice]
treatment of these equations is beyond the stated scope of this document, for
background information we will list the equations and describe them qualita-

tively. Maxwell's equations for fields are
vV x E = -9B/ot (3.21)

VxH=J+ dD/ot (3.22)
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VeD=op (3.23)
VeB=0 (3.24)
where

B = ud

D= ek

J is free-current density in A/m2

p is free-charge density in C/m3

V % stands for a mathematical operatior .volving partial derivatives,

called the curl
» stands for another mathematical op ration involving partial

derivatives, called the divergence
9B/3t and 9D/3t are the time rate of change ~F B and D respectively.

<\

The other quantities have been defined previously.

Apy vector field can be completely defined by specifying both the curl
and the divergence of the field. Thus the quantities equal to the curl and
the divergence of a field are called sources of the field. The terms on the
right-hand side of Equations 3.21 and 3.22 are souxces related to the curl of
the fields on the left-hand side, and the terms on the right-hand side of
Equations 3.23 and 3.24 are sources related to the divergence of the fields on
the left-hand side.

Equation 3.21 thus means that a time-varying B-field produces an E-
nd the relationship is such that the E-field lines so produced tend to
encircle the B-field lines. Equation 3.21 is called Faraday's law.

Equation 3.22 states that both current density and a time-varying E-

field produce a B-field. The B-field lines so produced tend to encircle the
current density and the E-~field lines. Since a time-varying E-field acts like

current density in producing a B-field, the last term on the right in Equation

3.22 is called displacement current density.

~ 3.27 ~
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Zquation 3.23 states that charge density produces an E-field, and the E-
field lines produced by the charges begin and end on those charges.

Equation 3.24 states that no sources are related to the divergence of
the B~field. This means that the B-field lines always exist in closed loops;
there is nothing analogous to electric charge for the B-field lines either to
begin or end on.

Equations 3.21 and 3.22 show that the E- and B-fields are coupled
together in the time-varying case because a changing B is a source of E in
Equation 3.21 and a changing D is a source of H in Equnation 3.Z2. For static
fields, however, 9B/dt = 0 and 3D/3t = 0 and the E- and B-fields are not
coupled together; thus the static equations are easier to solve.

Since Maxwell's equations are generally difficult to solve, special
techniques have been develcped to solve them within certain ranges of parame-
ters. One class of solutions, electromagnetic waves, is discussed next.

Techniques useful for specific frequency ranges are discussed in Section
3.2.9.

3.2.8. Wave Solutions to Maxwell's Equations

One class of solutions to Maxwell's equations results in wave descrip-
tions of the electric and magnetic fields. When the frequency of the source
charges or currents 1is high enough, the E- and B-fields produced by these
sources will radiate out from them. A convenient and commonly used descrip-
tion of this radiation is wave propagation. Although a wave description of
electromagnetic fields is not necessary, it has many advantages. The basic
ideas of wave propagation are illustrated in Figures 3.16 and 3.17. Electro-
magnetic wave propagation is analogous to water waves rolling in on a beach.
As shown in Figure 3.16, the distance from one crest to the next (in meters or
some other appropriate unit of length) is defined as the wavelength, which is

usually designated as A. The velocity of propagation is the velocity at which

the wave is traveling and (from Figure 3.16) is equal to the distance traveled

divided by the time it took to travel:

v = Az/(t2 - tl) (3.25)
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Figure 3.16. Snapshots of a traveling wave at
two instants of time, £y and ty.

e =2 S

g3
——
<
~
3
S

B B= =a
o S
\
L
H

=s

Figure 3.17. The variation of E at one point
in space as a function of time.
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A detector at one point iIn space would observe a function that oscil-

lated with time as the wave passed by. This is like someone standing on the g
becach and watching the wave go by. The height of the water above some refer— K

ence plane would change with time, as in Figure 3.17. The peak value of the

Prsce)

crest is called the wave's amplitude; in Figure 3.17, the peak value (ampli-
tude) is 10 V/m.

Another important value is that of the period, T, of the oscillation,

sy

which is defined as the time between corresponding points on the function (see

Figure 3.17). The frequency, f, is defined as

et}

f=1/T (3.26)

The units of T are seconds; those of f are hertz (equivalent to cycles per

g2 2o, B,

second). The frequency of a water wave could be obtained by standing in one

place and counting the number of crests (or troughs) that passed by in 1 s.

5
For convenience in power relationships (as explained in Section 3.2.6), E
the rms value of a function is defined. For a given periodic function, f(t),
the rms value, F, is g
¢ 47 1/2 E
1 [o] 2 &
F=|z] £°(t)dt (3.27)
T t
o

where T is the period of the function and t, is any value of t. Equation 3,27

-

T AR

shows that the rms value is obtained by squaring the function, integrating the
square of the function over any period, dividing by the period, and taking the
square root. Integrating over a period is equivalent to calculating the area

between the functioa, f2, and the t axis. Dividing this area by T is equiva-

lent to calculating the average, or mean, of f2 over one period. For example, g
the rms value of the f(t) shown in Figure 3.18 is calculated as follows: The
area between the fz(t) curve and the t axis between t, and t, + T is (25 x 30)

+ (4 x 10) = 790; hence the rms value of f is g

I ) 790 _ 3

F = 440 [(23 x 30) + (4 x 10)] = l 40 = 444 i

s
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Figure 3.18. (a) A given periodic function [£(t)] versus time (t).

. 2 .
(b) The square of the function [£°(t)] versus time.
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The rms value of a sinusoid is given by

G = gp//i (3.28)

where 8p is the peak value of the sinusoid.

The quantities defined above are related by the following equation:

A =v/f (3.29)

In free space, v is equivalent to the speed of light (¢). 1In a dielectric

material the velocity of the wave is slower than that of free space.

Two idealizations of wave propagation are commonly used:  spherical

waves and planewaves.

Spherical Waves--A spherical wave is a model that represents approxi-—

mately some electromagnetic waves that occur physically, although no true

spherical wave exists. In a spherical wave, wave fronts are spherical sur-

faces, as illustrated in Figure 3.19. Each crest and each trough is a spheri-

cal surface. On every spherical surface, the E- and H~-fields have constant

values everywhere on the surface. The wave fronts propagate radially outward

from the source. (A true spherical wave would have a point source.) E and H
are both tangential to the spherical surfaces.

point
[ ]

source

peak

Figure 3.19. A spherical wave. The wave fronts are spherical surfaces.
The wave propagates radially outward in all directions.
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Spherical waves have several characteristic properties:

The wave fronts are spheres.

E, H, and the direction of propagation (k) are all mutually perpen-
dicular.

E/H = Yu/¢ (called the wave impedance). TFor free space, E/H = 377
ohms. For the sinusoidal steady-state fields, the wave impedance,
Vnxfex , is a complex number that includes losses in the medium in
which the wave is traveling.

Both E and H vary as 1/r, where r is the distance from the source.
Velocity of propagation is givem by v = 1//ue. The velocity is
less and the wavelength is shorter for a wave propagating in matter
than for one propagating in free space. For sinusoidal steady-state
fields, the phase velocity 1is the real part of the complex number
1/Vw¥e*, The imaginary parl: describes attenuation of the wave

caused by losses in the medium.

Planewaves-~A planewave is another model that approximately represents
some electromagnetic waves, but true planewaves do not exist. Planewaves have

characteristics similar to spherical waves:

The wave fronts are planes.

E, H, and the direction of propagation (k) are all mutually perpen-
dicular.

E/M = Yu/e (called the wave impedance). For free space, E/H = 377
ohms. For the sinusoidal steady-state fields, the wave impedance,
Yu*fe¥ , is a complex number that includes losses in the medium in
which the wave is traveling.

E and H are constant in any plane perpendicular to k.

Velocity of propagation is given by v = 1/Ype. The velocity is less
and the wavelength is shorter for a wave propagating in matter than
for one propagating in free space. For sinusoidal steady-state
fields, the phase velocity is the real part of the complex number
1//u¥*e* ,  The imaginary part describes attenuation of the wave

caused by losses in the medium.

- 3.33 -

far s - :
w e L TR S i g i b o ey s sy e e e SO S

i ooyt v =
LI S T G S h A~ e e s e gy



g, S i e g mfmmm Mlummmm b, Dl K it At S

Figure 3.20 shows a planewave. E and H could have any directions in the plane
as long as they are perpendicular to each other. Far away from its scurce, a
spherical wave can be considered to be approximately a planewave in a limited
region of space, because the curvzture of the epherical wavefronts is so small

that they appear to be almost planar. The source for a true planewave would

be a planar source, infinite in extent.

*‘E
direction
8} ——  of
H .
propagation
peak trough peak trough

Figure 3.20. A planewave.

3.2,9. Solutions of Maxwell's Equations Related to Wavelength

Maxwell's equatious apply over the entire electromagnetic frequency
spectrum, They apply from zero frequency (static fields) through the 1low
frequencies, the RF frequencies, the microwave region of the spectrum, the
infrared and visible portions of the spectrum, the ultraviole: frequencies,
and even through the x-ray portion of the spectrum. Because they apply over
this tremendously wide range of frequencies, Maxwell's equations are powerful
but are generally very difficult to solve except for special cases. Conse

quently, special techniques have been developed for several ranges of the
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frequency spectrum. The special techniques are each valid in a particular

g frequency range defined by the relationship between wavelength and the
’ nominal size of the system or objects to which Maxwell's equations are being
applied. Let the nominal size of the system (some general approximate measure
: of the size of the system) be L. For example, if the system included a power

transmission line 500 lm long, then L would be 500 km; if the system were an

% electric circuit that would £it on a l- % 2-m table, then L would be the
‘ diagonal of the table, ‘|12 + 22 m = Y5 m,
g, Three main special techniques are used for solving Maxwell's equations--

according to the relationship between A (the wavelength of the electromagnetic
@ fields involved) and L:

AL electric circuit theory (Kirchhoff's laws)

% A= L microwave theory or electromagnetic-field theory
< A KL optics or ray theory
[ When A >> L, Maxwell's equations may be approximated by circuit-theory
§ equations, principally Kirchhoff's laws, which are much easier to solve than

Maxwell's equations. Since the free-space wavelength at 1 MHz is 300 m, any
g system that will fit in an ordinary room can usually be treated by circuit
theory at frequencies of 1 MHz and below. Historically, circuit theory did
@ not evolve as an approximation to Maxwell's equations--the laws of circuit
theory were formulated independently--but it is indeed an approximation to the

more general Maxwell's equations. Fortunately we do have circuit theory; in

3

ﬁ comparison, having to solve Maxwell's equations for such applications would be

Eﬂ very difficult and cumbersome.

o when the nominal eize of the system and the wavelength are of the same
order of magnitude, microwave theory must be used. This essentially amounts

%\ to solving Maxwell's equations directly, with a minimum of approximations.
From frequencies of 300 MHz to 300 GHz, the corresponding wavelengths range

@ from 1 m to 1 mm. Hence in this part of the electromagnetic spectrum, most

systems must be treated by microwave theory.
F& When A < L--such as above frequencies of 3000 GHz, where the wavelength
& is smaller than 100 pm--the theory of optics can be used for most systems.

The equations of optics also approximate Maxwell's equations, but optical

E theory did not historically evolve as such approximations; it was formulated

s
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independently from physical observations. In the frequency ranges beyond the
visible and ultraviolet 1light regions, ray theory and particle theory are
usually used.

Wavelength boundaries that define the regione where these techniques are
valid are not sharply defined; as the wavelength changes in the transitional
regions, the technique becomes a poorer and poorer approximation until it
finally becomes useless and another technique must be used. Combinations of
those techniques are often used in the tramnsitional regions between circuit
theory and microwave theory; and in the transitional regions between microwave
theory and optics, hybrid techniques are frequently used.

Important qualitative understanding can often be obtained by considering
the size of an object compared to the wavelength of the electromagnetic
fields. For example, if a particle small compared to a wavelength is irradi-
ated by an electromagnetic wave, the particle will have little effect on the
wave; that is, it will not produce much scattering of the wave and will prob-
ably absorb relatively little energy. On the other hand, a particle of
approximately the same size as a wavelength will usually produce significant
scattering and will absorb relatively larger amounts of energy. Likewise, a
metallic screen with a mesh size small compared to a wavelength will reflect a
wave almost as well as a solid metallic plate; only small amounts of energy
will be transmitted through the holes in the screen. If the mesh size is
large compared to a wavelength, though, the screen will appear semitrans-

parent, as ordinary window screen does to visible light,

3.2.10. Near Fields

In regions close to sources, the fields are calied near fields. 1In the
near fields the E~ and H-fields are not necessarily perpendicular; in fact,
they are not always conveniently characterized by waves. They are often more

nonpropagating in nature and are therefore called fringing fields or induction

fields. The near fields often vary rapidly with space. The mathematical
expressions for near fields generally contain the terms 1l/r, 1/r2, 1/r3, Ceeey
where r is the distance from the source to the field point (point at which the

field is being determined). Objects placed near sources may strongly affect
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the nature of the near fields. For example, placing & probe near a source to

measure the fields may change the nature of the fields considerably.

==~ |

2,2.11. Par Pields

LN s - 0 i
At larger distances from the source, the 1/r<, 1/r3, and higher-order

terms are negligible compared with the 1/r term in the field variation; aund

7 R

the fields are called far fields. These fields are approximately spherical
waves that can in turn be approximated in a limited region of space by plane-
weves. Making measurements is usually easier in far fields than in near

fields, and calculations for far-field absorption are much easier than for

Bl R

near-field absowption.
The boundary between the near-field and far-field regions is often taken

to be

d = a2/ (3.30)

where

ERA

d is the distance from the source
L is the largest dimension of the gource antenna
A is the wavelength of the fields

The boundary between the near-field and far-field regions is not sharp because

=S O

the near fields gradually become less important as the distance from the

source lncreases.

322

3.2.12. Guided Waves

Electromagnetic energy often must be transmitted from one location to
another and can be transmitted through space without any transmission lines
whatsoever. Communication systems of many kinds are based on signals trans-
mitted through space. At frequencies below the GHz range., however, electro-
magnetic energy cannot be focused into narrow beams. PFeaming electromagnetic
energv through space, therefore, is very inefficient ir cerms of the amount of
energy received at a location compared to the amount of energy transmitted.
The transmitted energy simply spreads out too much as it travels. This is not
a serious problem in communication systems, such as broadcast radio, where

the main objective 1is transmission of information, not energy. For many

BE IR B4 I8 ©E&3 ===
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applications, though, transmitting electromagnetic energy through space with-
out a transmission line is not prastical because of either poor efficiency,
poor reliability, or poor signal-to-noise ratios. For these applications,
guiding structures (Lransmission lines) are used.

At very low frequencies, like the 60 Hz used in many power systems,
transmission lines can be simply two or more wires. At these frequencies
quasi-static-field theory and voltage and current relationships can be used to
analyze and design the systems. At higher frequencies, however, transmission
along a guiding structure is best described in terms of wave propagation. In
the MHz range two-conductor lines such as twin-lead or coaxial cables ave
commonly used for transmission. In the GHz range the loss in two-conductor
transmission lines is often too high, and waveguides are usually used as

guiding structures.

Two-Conductor Tracsmission Lines--Twin-lead line (often used for con-
necting antennas to television sets) and ccaxial cables are the two most
commonly used two-conductor transmission lines, The E- and H-fields' configu-
ration that exists on most two-conductor transmission lines is called the TEM
(transve.se electromagnetic) mode. It means that no component of the E- or H-
field is in the direction of wave propagation on the transmission line.

Examples of the field patterns in the TEM mode are shown in Figure 3.21.

Coaxial cable Twin lead
—— E-field
— ——H-field

Figure 3.21. Cross-sectional views of the electric- and magnetic-field
lines in the TEM mcde for coaxial cable and twin lead.
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Voltage and current concepts are valid for the TEM mode, even at the

higher frequencies. The potential difference between the two conductors and

5~

the current in each conductor both form wave patterns that prcpagate along the

transmigssion line. These traveling waves of voltags and current have the same

223

form as the traveling wave shown in Figuwe 3.1, An infinitely long two-

conductor transmission line excited by a generator with an impedance Zg is

shown in Figure 3.22(a). On an infinitely long line, the voltage wiil be a

i

wave propagating only to the right. The current also will consist of a wave

propagating only to vhe right. The ratio of the voltage to the current when

ok

zll waves propagate in only one direction is called the characteristic imped-

ance of the transmission line. The characteristic impedance, usually “=sig-

Lo

L et

nated Zy, is an important parameter of the transmission line. Coaxial cables

~

are manufactured with a variety of characteristic impedances, but the most -

.

5%

N

e.-

common are 50 Q and 75 Q.

e

i

schin)

Zg
: J
Ve
@ {(n) Infinitely long transmission line
X 3
Vé ZL

g = l ~

{b) Transmission line of length £ aond load impedance Z

Figure 3.22. Schematic diagrams of two-conductor transmission lines,
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A transmission line of finite length with a load impedance at the end is

shown in Figure 3.22(b). 1If the load impedance is pnot exactly equal to the

g

characteristic impedance of the transmissicn line, reflected waves of voltage

and current will occur so that at the end of the line the ratio of the total

R

voltage in both waves to the total current in both waves will be equal to the

load impedance, as it must be, In other words, the total voltage and current

1555

must satisfy the boundary conditions at the load impedance. Since the volt-
age-to-current ratio in one wave is the characteristic impedance, one wave

alone could not satisfy the boundary condition unless the load impedance were

exactly equal to the characteristic impedance. In the special case where they

are exactly enual, there is no reflected wave, the transmission line is said

B

to be terminated, and the load is said to be matched to the transmission

line. For best transmission of energy from a generator to a load, having the

E»’.»?, E

load matched to the 1line is usually desirable; also, having the generator

impedance matched to the line--that is, Z_, = ZO-—is usually best,

g

P

Stapding Waves--When the load impedance is either zero (a perfect short
circuit) or infinite (a perfect open circuit), the reflected and incident
waves are equal in magnitude and their cowbination forms a special pattern

ciilled a standing wave., A graph of total voltage, V, and current, I, on a

“ransmission line with a perfect short at the end is shown in Figure 3.23.
The total voltage as a function of posilion for two times (tl and tz) is shown

in Figure 3.23(a). At any instant of time, the variation of the field with

[ #wga S
a4 2

position is sinusoidal; and at any position, the variation of the voltage with
time is sinusoidal. Figure 3.23(L) shows the envelope of voltage variation
with posit.i~— through a full cycle in time. AL cerialn positions the voltage

is zero for all values of time; these positions are called nodes. The voltage

£ 555

is zero at the shorted end, and the nodes for the voitage occur at multipies

of one-half wavelength from the shorted end. The current is not zero at the

¥

shorted end, but the anodes for current are still spaced a half-wavelength

apart (Figure 3.23(c)).

L

A standing wave is always produced by the combination of a wae travel-

e

ing to the right (incideat wave) and a wave of equal magnitude .raveling to

the left (reflected wave). When the load impedance 1is not zero or infinite

S S~

2]
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(b) Total voltage as a function of position for various times
through a full cycle, and the envelope of the standing wave.

BEE .

-2

b3

-

=23

25

(¢) Total current as a function of position at various times
EE through a full cycle, and the envelope of the i«tanding wave.

Figure 3.23. Total waves, incident plus reflected.
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and is not equal to the characteristic impedance, the magnitude of the
reflected wave is not equal to the incident wave. The pattern formed is
similar to a standing wave pattern except the waves do not add to form nodes,
but rather minima. Figure 3.24 shows the top half of the envelope of the
voltage pattern produced by the sum of an incident wave and a wave reflected
by the load impedsnce. The voltage at each position is a sinusoidal function
of time., The graph shows only the magnitude of the sinusoid at each posi-
tion. Since the magnitude of the reflected wave is smaller than that of the
incident wave, there are no nodes; however, maximum and minimum values of the
sinusoid occur at specific positions along the line. The maximum valuves are
spaced one-half wavelength apart, and the minimum values are spaced like-
wise. A suitable voltage probe that measures the magnitude of the voltage

could be used to obtain a graph like the one shown in Figure 3.24.

- 7

Figure 3,24. Top half of the envelope resulting from
an incident and reflected voltage wave.
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For any wave pattern the standing-wave ratio (often designated by S) is

defined as the ratio of the maximum value of the sinusoid at any position to
its minimum value at any position. For the wave pattern shown in Figure 3.24,
the definition of the standing-wave ratio is

/v (3.31)

5=V min

max

The values of S range from unity to infinity., For the standing wave shown in
Figure 3.23(b), § = », A wave pattern is called a standing wavz only when

nodes exist, so the minimum value of the sinusoid is zero.
The standing~wave ratio is a measure of reflection. With no reflection,

S = 1; with total reflection, § = », 1In terms of the reflection coefficient,

8 is given by
s =(1+p)/(L ~p) (3.32)

where p is the magnitude of the reflection coefficient--the ratio of the

reflected wave's wmagnitude to the incident wave's magnitude. For a terminated
transmission line (the load impedance is equal to the characteristic imped-

ance), the reflection coefficient is zero and the standing-wave ratio 1is

unity.

Waveguides--Two-conductor transmission lines are not usually used in the
GHz frequency range because they are too lossy at higher frequencies. In-
stead, hollow conducting structures called waveguides are used. Electromag-
netic waves propagate inside hollow conductors much Llike water flows im
pipes. Although hollow conductors of any shape will guide electromagnetic
waves, the two most commonly used waveguides are rectangular and circular.

Electromagnetic fields that propagate in waveguides are described as the
sum of a series of characteristic field patterns called modes. Waveguides
have tuo kinds of modes, TE and TM. TE stands for transverse electric, which
means that no E-field component is in the direction of propagation. TM stards

for trunsverse magnetic, which means that there is no H-field component along

the direction of propagation.
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Each TE and TM mode is labeled with two subscripts (TEmn, Tan) that

indicate the variation of the E- and H-field across the waveguide. Subscript

e WPy
] .

m tells how many half-cycle variations of the fields are in the x direction,

,. _%.

and subscript n tells the same thing for the y direction. The field variation
of the TE;, mode is illustrated in Figure 3.25. The E-field goes to zero on
the side walls and is maximum in the center. The H-field is maximum on the
‘walls and circles around the E-field. The pattern reverses direction every
half~-wavelength down the waveguide and propagates down the waveguide like the
wave onit a two—-coaductor transmission line, Thus in the TE;, mode, the E-field
has one one-half-cycle variation in the x direction and no variation in the y
direction, This means that the E-field is maximum in the center of the wave-
guide and goes to zero at each of the side walls. 1In the TEyq mode, the E-
field would have two half-cycle variations in the x direction and none in the
y direction, which means that the E-field is zero at both side walls and in

the center of the waveguide,

|

0 O 1 e R

(a) (b)

Figure 3.25. Field variatjon of the TE,, mode in a rectangular waveguide
(a) as would be seen lookilng Gown the waveguide and (b) as
seen looking at the side of the waveguide. The solid lines
are electric field and the dotted lines are magnetic field.

In general, the electromagnetic fields inside a waveguide will consist
of the sum of an infinite number of both TE and TM modes. Depending on the
frequency and dimensions of the waveguide, however, some modes will propagate

with low attenuation and some will attenuate very rapidly as they travel down
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the guide. The modes that attenuate very rapidly arc said to be evanescent or

cutoff modes. For each mode in a waveguide of given dimensions, the mode will

e =g

cut off below some particular frequency (the cutoff frequency). The cutoff
: §§ frequency is related to the dimensions of the waveguide by
fo o = (e/2) { (/2)2 + (afb)? (3.33)

e

where
¢ = 3 x 108 m/s (the velocity of propagation of a planewave in free

space)
a and b are the inside dimensions of the waveguide in meters, as shown

AP

in Figure 3.25

1

The cutoff frequency for the TE;, mode is given by £ = c/2a.  Using the

relation between frequency and wavelength given in Equation 3.29, this cutoff

frequency is the frequency at which one~half wavelength just fits across the

waveguide, i.e., A/2 = a,
For b = a/2, which is a typical case, the cutoff frequency is given by

£ = (c/2a) mZ + 4n2 (3.34)

co mn

SOA R

The relative cutoff frequencies for a few modes are shown in Figure 3.26.

B2

Both m and n cannot be zero for

any mede, because that would require all the

g fields to be zero. For the same reason, neither m nor n can be zero for the
R
@ Ty TEy
@ TEjp TEyp TMy
: t } t .
@ ] 2 V5 feo normalized
Figure 3.25. Some relative cutoff frequencies for a waveguide

B35 R

vy
g

&5

with b = a/2, normalized to that of the TE1g mode.
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TM modes. As indicated in the diagram, the TE; o modz has the lowest cutoff
frequency. Since having only one mode propagating in a waveguide is usually
desirable, the waveguide dimensions and the frequency are often adjusted so
that only the TE;, mode will be propagating and the higher-crder modes will be
cut off. This requires that the bandwidth be limited to the separation
between the cutoff frequency for the TElO mode and that of the TE01 and TEsp
modes. This separation is a maximum for waveguides wich b = a/2.

Each mode in a waveguide has its own characteristic impedance, which is
the ratio of the E- and H-field components in a cross section of the waveguide
for a wave propagating in only one direction. Any discontinuity in a wave-
guide (such as an object placed in it or a change in its dimensions) which
does not have an impedance equivilent to the characteristic impedance of the
incident wave, will, when the incident wave strikes it, cause a reflected wave
to be generated. If all modes are cut off except one, the discontinuity will
also generate all the cutoff modes. Since these cutoff modes will attenuate
very rapidly away from the discontinuity, they will exist only in a small
region around it., They must be present, however, to satisfy the boundary
conditions at the discontinuity. In single~mode waveguides, the incident and
reflected waves of the mode will produce wave pattecrns 1n the waveguide
exactly like those on a two-conductor transmission line. The reflection
coefficient and the standing-wave ratio are defined just as they are for TEM
modes in two-conductor transmission lines. Concepts of voltage and curreat
are not wuseful for waveguides in the same sense that they are for two-
conductor transmission lines. In waveguides, the E and the H form the wave
patterns. These patterns are usually measured by putting E- or H-field probes

vk

through narrow slots in the waveguide walls,

A highly conducting wall across the opening of the waveguide will pro-
duce a "short" im it. This causes a standing-wave pattern, just as a short
does in a TEM-mode transmission line. A lcssy tapered material in the wave-
guide will terminate it. The lossy material absorbs the energy in the inci-

dent wave, and an appropriate taper causes essentially no reflection.
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3.3. ABSORPTION CHARACTERISTICS

The previous section describes primarily the characteristics of the
electromagnetic fields themselves. This section describes how energy is

absorbed by objects irradiated by electromagnetic fields.
3.3.1. Poynting's Theorem (Energy Conservation Theorem)

Poynting's theorem is a powerful statement of energy conservation. It
can be used to relate power absorption in an object to incident fields but is
often misunderstood and misinterpreted. Avoiding complicated mathematical
expressions f(as stated in the beginning) is still a gcal of this chapter, but
Poynting's theorem requires a mathematical statement for a satisfactory
description. We will explain enough to allow understanding with only a mini-
mum knowledge of mathematics. According to Poynting's theorem, if § is any

closed mathematical surface and V is the volume inside S, then

G %/ + €€ ¢« E + uH « H}dV ExB=-d5=0 (3.35)
at v ¢ s

where
]/; is the enrergy possessed by charged particles at a given point in V

eE * E is the energy stored in the E-field at a given point in V

PH ¢« H is the energy stored in the B-field at a given point in V.

» surface that completely encloses a volume. The inte-

ot e
arsy “a

)

A closed surface i
gral over the volume V corresponds to a sum of the terms in the integrand over
all points inside V, Thus the integral over V corresponds to the total emergy
inside V possessed by all charged particles and that stcred in the E- and H-
fields. The term on the left, then, is the time rate of change of the total
energy inside V, which is total power. The term on the right is an integral

over the closed mathematical surface enclosing V. For convenience, let

? = EX H (3-36)
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fﬁ which is called the Poynting vector, has units of watts per square meter

and is interpreted as a power demsity. As explained in Section 3.1.3, the
direction of the cross product of E and H is perpendicular to both E and H,
and the vector dot product of E X H and dS selects the component of E x H that
is paraliel to dS (see Figure 3.27). P. ds is the power passing out through
the differential surface element (dS), and the surface integral is the sum of
the power passing through the dS elemen:s over the entire surface (8), which
is equal to the total power passing out through S. Thus Poynting's theorem is
a statement of the conservation of energy: the time rate of change of the
total energy ingide V is equal to the total power passing out through S.

The Poynting vector £ x H is very useful in understanding energy absorp-
tion, but Poynting's theorem applies only to a closed surface and the volume
enclosed by that surface. Misapplying Poynting's theorem to field relations
at a given point, or to only part of a closed surface instead of to an entire
closed surface, can lead to serious misunderstanding of energy absorption
characteristics. We will illustrate this after considering Poynting's theorem

for time-averaged fields.

Figure 3.27. A volume (V) bounded by a closed surface (8). dS is the
differential surface vector. + dS is the projection of
P on dS, which corresponds to power passing out through dS.
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Poynting's theorem for time-averaged power and energy of steady-state
sinusoidal E- and H-fields is of special interest. Equation 3.35 is valid at
any instant of time for fields of general time variation. For sinusoidal

fields, however, the time average of the energy stored in the E- and H-fields

B2

is zero; this is analogous to storing energy in a frictionless spring. Over

one part of the cycle the spring is compressed so that it stores energy, but

&2

over the next part of the cycle the spring extends and gives back the energy,
so the average energy stored is zero. The time average of energy possessed by
charged particles is also zero if no friction (such as due to collisions) is
involved in the particles' motion. Friction, however, results in energy loss
(usually transformed to heat) that camnnot be returned, which corresponds to a
nonzero time-average change in energy.

In terms of average power, Poynting's theorem is

[ €>av+$ <P>.ds=0 (3.37)
v s

where the brackets designate the time average of the quanctity inside. Equa-

tion 3.37 states that the sum of the average power possessed by charged par-

£ 8

ticles in V and the total average power passing out through S is always equal

to zero. Equation 3.38 shows this relationship in another way:

-6 <>« ds = [ <P >dv (3.38)
v o]

The term on the left is the total average power passing in through S, which is

equal to the total average power transferred to the charged particles in V.

g = =3

Thus, if interpreted properly with respect to a closed surface, the Poynting

ot

vector E x H can be a useful parameter in describing radiation fields, but it

=

must be used with considerable caution. Some examples will help clarify this

point.

(=5
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. Consider the case of a planewave incident on an absorbing object, as
i1lustrated in Figure 3.28. Using the impedance relationship for planewaves,
] E/H = 377 (see Section 3.2.8), the magnitude of the Poynting vector for a

planewave in free space is the familiar expression

S3 B

P = g2/377 (3.39)

Sy
=1

When the incident fields impinge on the absorber, E- and H-fields are scat-~
tered by the absorber. Poynting's theorem applied to this situation gives

; ~$ <E, + E> x CH +H> -« ds= Iv <P >av (3.40)

Since

P 2R &7

{ = b
(13i + ES) x (B, + Hs) = (13]l x “1) + (1;:L x ns) + (Es X ui) + (ns x ns) (3.41)

Y SELE
’ = A ;

integrating Ei X H,, the Poynting vector for the incident wave, over S would

not give the total power transferred from the incident wave to the absorber.

2

Finding this total power from integration of the Poynting vector over S would
require knowing the scattered fields and including them in the calculation
< according to Equation 2.40. Calculating the scattered fields is generally

Fpcty-Pyd

very difficult. It is true that the power transferred to the absorber would
be proportional to the Poynting vector of the incident planewave. For a given
absorber and a given planewave, for example, the power transferred to the
absorber would be twice as much if the incident-power density (Poynting vector
of the incident wave) were 2 mW/cm2 as it would if that density were 1

mW/cmz. The actual amount of power transferred to the absorbe. in each case,

s BEX R

however, would depend on the characteristics of the absorber. Thus although

the incident-power density of planewaves is commonly used to indicate their

Xy

ability to cause power absorption in objects they irradiate, this is only a

I

relative indication, not an absolute one.
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planewave incident from
the left on an absorber

scattered fields
Esr Hg

Figure 3.28. A planewave irradiating an absorber. § is a closed surface
used with Poynting's theorem. Scattered fields are pro-
duced by the incidence of the planewave on the absorber.
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The situation shown in Figure 3.29 further illustrates difficulties
sometimes encountered in applying Poynting's theorem. Suppose a planewave is
incident on a perfectly conducting plane, thus causing a reflected wave that
combines with the incident wave to produce 2 standing wave (see Sections
3.2.12, 3.3.2). Then suppose that an absorber is placed in front of the
conducting plane at a position where the incident and reflected E-fields add
to produce a field of twice the magnitude as that of the incident wave. How
would the power transferred to the absorber with the reflector compare to the
power transferred to the absorber without the reflector? The first important
point is that the Poynting vectec:s of the incident and reflected wave cannot
be added, as indicated by Equation 3.41. So it is not correct to say that the
power density incident on the absorber with the reflector would be twice that
without it. The principle of superposition can be used with the incident E
and H but not with (. The second point is that we cannot draw conclusions
from the Poynting vector about power transmitted to the absorber without
considering the scattered fields and integrating over a closed surface. For
example, suppose that we were to use superposition to add the E-fields and add
the H-fields of the incident and reflected waves, and then calculate the
Poynting vector from these total fields. Considering what the F would be at a
distance of A/2 from the reflector shows the incorrectness of this procadure.
As explained later (Section 3.3.2 and Figure 3.32), the total H at that dis-
tance is zero. A calculation of (P based on the total E and H at that distance
would therefore give a value of zero for J{ which does not make sense.

In summary, the Poynting vector should not be used to draw conclusions
about energy absorption unless an integration over a closed surface is carried

out. Furthermore, the principle of superposition applies to E- and H-fields
but not to .
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Figure 3.29. Absorber placed between an incident
planewave and a conducting plane.
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3.3.2. Interaction of Fields with Objects

Boundary Conditions-—-At any boundary betweer. differenc materials, the E-
and H-fields must satisfy certain cenditions. These boundary conditions,
which can often be used to help explain qualitatively the interaction of

fields with objects, are

€1E1n = S2Fan (3.42)
Elp = Ezp (3.43)
wH, = oH, (3.44)
Hlp = Hzp (3.45)

where subscript n stands for the component of E or H normal {perpendicular) to
the boundary, and subscript p stands for the component parallel to the bound-
ary. Subscripts 1 and 2 stand for the two different materials, as indicated
in Figure 3.30 for two dielectrics. In each case the field is the total field
in the material, which may consist of the fields in both an incident and a

reflected wave., These relatious hold only at the boundary; with distance away

from it, the fields may vary rapidly.

€ 62/
/
Eln /EZn

E]p T 1 E2p/

Figure 3.30. Electric-field components at a boundary between two materials.
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The relationships contained in Equations 3.42-3.45 can sometimes be used
to understand field behavior qualitatively. For example, if a high-permit-
tivity dielectric object were placed in a low-frequency uniform E-field with
the E-field essentially normal to the dielectric object, Equation 3.42 would
require that the field inside the object be smaller than the field outside by
the ratio of the permittivities of the two materials, the object and its
surrounding. This would be true only at the boundary, but it would give a
general idea of the field pattern. On the other hand, if the object were
placed parallel to the field, Equation 3.43 would require that the field
inside the object be equal to the field outside the object at the boundary.

At low frequencies the boundary conditions at the surface of a perfect
conductor are that the parallel component of the E-field must be zero. This
was explained in Section 3.2.1.

Planar Conductors--When a propagating wave strikes an object, part of
the wave is reflected or scattered by the object and part penetrates into the
objects The total E~ and H-fields at any point outside the object consist of
the incident and the scattered fields. The simplest example of scattering is
a planewave incident on a planar object. Figure 3.31 shows a planewave nor-
mally incident on a planar conductor. When the incident wave enters the
conductor, it produces currents that are sources of additional E~ and H-

fields, called scattered fields (or reflected fields). If the conductor has

infinite conductivity (perfect conductor), the sum of the incident and the
scattered fields is zero everywhere inside the conductor. A graph of the
total E- and B-fields (sum of the incident and scattered fields) to the left
of the perfect conductor is shown in Figure 3.32: (a) shows the total E-field
as a function of position for times ty and Eye At any instant of time, the
variation of the field with position is sinusoidal; and at any position, the
variation of the field with time is sinusoidal. As the field varies through a
full cycle in time, the envelope of the field varies with position (Figures
3.32(b) and (c)). These wave patterns are identical to those for voltage and
current on a two-conductor transmission line with a short at the end (Figure
3.23), and the same definitions are made for nodes, standing wave, etc. The
nodes for the E-field occur at multiples of half a wavelength from the conduc-

tor, and the E-field is zero at the surfac: of the conductor. The H-field is

-~ 3.55 =
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not zero at the surface of the conductor, but the nodes for H are still spaced

e
L

a half wavelength apart. Remember that E and H are constant everywhere in a
plane perpendiculdr to the direction of propagation. The patterns shown in
Figure 3.32 thus represent the wagnitudes of E and H in planes parallel to the

conductor. At the nodes, the E and X are zero everywhere in that plane.

AN

planar
conductor
E;

NN NN

Figure 3.31. Planewave incident on a planar conductor.
The conductor produces a scattered wave.
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(a) Total E-field as a function of position at two times, t; and t,.
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(b) Total E-field as a function of position at various times
through a full cycle, and the envelope of the standing wave.
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(c) Total B~field as a function of position at various times
through a full cycle, and the envelope of the standing wave,

Figure 3.32. Total fields, incident plus scattered.
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Figure 3,33 is a diagram of a planewave obliquely incident on a perfect
planar conductor. In this case the angle of reflection is equal to the angle
of incidence. The angles are defined as the angles between the direction of
propagation and the normal to the planar conductor. The sum of the incident
and scattered waves for oblique incidence is also a standing wave, but in this
case the nodes do not occur at half-wavelength spacing., Their spacing depends
on the angle of incidence. For large angles of incidence, the spacing between

nodes is much smaller than half a wavelength.

/

planar
conductor

NN\

8i = angle of incidence

8¢ = angle of reflection

ANNN

Figure 3.33. Planewave obliquely incident on a planar conductor.

Planar Dielectrics—~When a planewave is inciuent on a planar dielectric,
the incident wave produces currents in the dielectric which produce additional
fields, just as a conductor does. Unlike the fields inside a conductor,
however, the fields inside a dielectric do not necessarily add to zero. A
planewave incident on a planar dielectric produces scattered fields outside
the dielectric and a wave inside the dielectric called the transmitted

(refracted} wave, as shown diagramatically in Figuve 3.34 for oblique
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incidence. With a lossy dielectric (see Section 3,2.6), the transmitted wave
is attenuated as it travels into the dielectric, becoming essentially zero at

some depth related to the €'" of the dielectric. For large €", the transmitted

wave does not penetrate very far into the dielectric.

e

planar dielectric

=l

scattered
wave

Bs I3

refracted
wave

incident
wave

-
/
/
7

Bl =3 O B2 9

Figure 3.34. Planewave obliquely incident on a planar dielectric.

=2

Nonplanar Objects--The scattering of E- and H~fields by nonplanar
objects is more complicated tham that by planar objects. The scattering
depends on the size, shape, and material properties of the object and the
frequency of the incident fields, If the object is very small compared to a
wavelength of the incident fields or if the object's relative permittivity is
very close to unity, not much scattering occurs. When the o®ject's size is
comparable to or larger than a wavelength, significant scattering generally

occurs., More specific information about scattering and absorption by biologi-

= =8 23 ma

cal tissue is given next.

B
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§ 3.3.3. Electrical Properties of Biological Tissue

&

. The permeability of biological tissue is essentially equal to that of
§ free space; in other words, biological tissue is essentially nonmagnetic. The
g permittivity of biological tissue is a strong function of frequency. Figure
§ 3.35 shows the average €' and €" for the human body as a function of fre-
o quency. Calculations have shown that the average €' and e" for the whole
4? human body are equal to approximately two-thirds that of muscle tissue. At
ﬁ frequencies below about 1 MHz, body tissue is anisotropic; i.e., conductivity
% in one direction is significantly different from the conductivity in another
3' direction.

§ Permittivity generally decreases with frequency. This manifests the
% inability of the charges in the tissue to respond to the higher frequencies of
X the applied fields, thus resulting in lower permittivity values.

. In tissue the €" represents mostly ionic conductivity and absorption due
g to relaxational processes, including friction associated with the alignment of

electric dipoles and with vibrational and rotational motion in molecules.

3.3.4. Planewave Absorption Versus Frequency

The absorption of energy by an object irradiated by electromagnetic
fields is a strong function of frequency. Many calculations of absorbed
energy, although generally very difficult, have been made; and significant
data, both calculated and measured, are available. Absorption characteristics
are explained below, first for planar models, which are the simplest but

least representative of humans, and then for more realistic models.

Planar Models~-Although planar models do not represent humans well,
analyses of these models have provided important qualitative understanding of
energy-absorption characteristics. When a planewave is incident on a planar
dielectric object, the wave transmitted intc the dielectric attenuates as it
travels and transfers energy to the dielectric (as explained in Section
3.3.2). For very lossy dielectrics, the wave attenuates rapidly. This char-

acteristic is described by skin depth--the depth at which the E- and H-fields
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have decayed to el (e-1 = 0.368) of their value at the surface of the dielec-
tric. Skin depth is also the depth at which th. Poynting vector has decayed
to e 2 (e-z = 0.135) of its value at the surface. For a planewave incident on

a planar dielectric, skin depth is given by

i -1/2 )
§ = (67.52/f)“(e')2 + (eM? - eJ n (3.46)

where £ is the frequency in MHz. Figure 3.36 shows skin depth as a function
of frequency for a planar dielectric with a permittivity equal to two-thirds
that of muscle tissue (see Figure 3.35). At higher frequencies, the skin
depth is very small; thus most of the energy from the fields is absorbed near
the surface. For example, at 2450 MHz the skin depth is about 2 cm; at 10
GHz, about 0.4 cm.

30 —
25
20

15 p—

SKIN DEPTH (cm)

[ I I I I | I |

100 200 300 400 500 600 700 800 900 10
FREQUENCY (MHz)

Figure 3.36. Skin depth versus frequency for a dielectric half-space
with permittivity equal to two-thirds that of muscle.
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The results for planar models have a characteristic generally true for
other objects as well: At low frequencies the fields penetrate much deeper
than at high frequencies. At very high frequencies any lossy-material heating

due to planewave irradiation will be primarily surface heating.

Other Models--Other models—-spheres, cylinders, prolate spheroids, block
models (cubical mathematical cells arranged in a shape like a human body)--
have been uged to represent the human body in caleulating and measuring energy
absorbed during planewave irradiation. The internal E and H are a function of
the incident fields, the frequency, and the permittivity and size and shape of
the object. Some typical absorption results and characteristics are given in
the following sections. Especially important for nonplanar objects are the

effects of polarization of the incident fields.

3.3.5. Pplarization

Orientation of incident E- and ‘H~-fields with respect to the irradiated
object has a very strong effect on the strength of fields inside the object.
This orientation is defined in terms of polarjization of the incident fields.

Polarization for objects of revolution (circular symmetry abour the long
axis) is defined by the incidenc-field vector--E, H, or k--parallel to the
long axis of the body. The polarization is called E polarization if E is
parallel to the long axis, H if H is parallel, and K if k is parallel. This

definition is illustrated in terms of prolate spheroids in Figure 3.37.

E polarization H polarization K polarization

Figure 3.37. Polarization of the incident field with
respect to an irradiated object.
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For objects (like the human bedy) that are not objects of revolution,
six polarizations are defined, as illustrated in Figure 3.38 for ellipsoids.
The ellipsoid has three semiaxes with lengths a, b, and c, where a > b > c.
The polarization is defined by which vector (E, H, or k) is parallel to which
axis. For example, EHK polarization is the orientation where E lies along a,

H lies along b, and k lies along c.

\\ \ E
— nlb - J\ b l g
H Y Y H
z i z I k
‘_I/' / /
E X 5 -
X X X
EHK pclarization HEK polarization EKH polarization
\
- \
~Nb y
/
¢ /
a
X
E k
4
KEH polarization KHE polarization HKE polarization

Figure 3.38. Polarization for objects that do not have
circular symmetry about the long axis.
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3.3.6. Specific Absorption Rate

Definition--In dosimetry, the transfer of energy from electric and
magnetic fields. to charged particles in an absorber is described in terms of
the specific absorption rate (SAR). "Specific" refers to the normalization to

' the absorption of energy; and '"rate," the time rate of

mass; "absorptionm,'
change of the energy absorption. SAK is defined, at a point in the absorber,
as the time rate of change of energy transferred to charged particles in an
infinitesimal volume at that point, divided by the mass of the infinitesimal

volume, From Equation 3.35,
sAR = (aW//3t)/p_ (3.47)
where P is the mass density of the object at that point. For sinusoidal

fields, the time—average SAR at a point i3 given by the term <Pc>/pm in Equa-
tion 3.38. This is also called the local SAR or SAR distribution to distin'-

guish it from the whole-body average SAR. The whole-body average SAR is

defined as the time rate of change of the total energy transferred to the
absorber, divided by the total mass of the body. From Poynting's theorem for
the time-average sinussidal steady-state case (see Equatien 3.38), the whole-

body average SAR is given by

Avarage SAR = | <F;>dV/M (3.48)
v
where M 15 the total mass cof the absorber. 1In practice, the term "whole-body
average SAR" is .often shortemed to just "average SAR."

The local SAR is related to the internal E-field through Equation 3.17:
saR = p/p_ = o|E|%/p_ = ue ¢"|E|%/0 (3.49)
m P ' ) m
Thus if the E-field and the conductivity are known at a point inside the
object, the SAR at that point can easily be found; conversely, if the SAR and

conductivity at a point in the object are known, the E-field at that point can

easily be found Traditionally P has been called absorbed-power density, and
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the relation in Equation 3.49 illustrates why SAR is also called absorbed-
power density. The bioelectromagnetics community, however, has generally

accepted SAR as the preferred term.

SAR Versus Frequency--SAR is an important quantity in dosimetry both
because it gives a measu~e of the energy absorption that can be manifest as
heat and because it gives a measure of the internal fields which could affect
tt> biological system in ways other than through ordinary heat. The internal
fields, and hence the SAR, are a strong function of the incident fields, the
frequency, and the properties of the absorber. Since any biological effects
would be caused by internal fields, not incident fields, being able to deter-
mine internal fields or SARs in people and experimental animals for given
radiation conditions is important. Without such determination in both the
animal and the person, we could not meaningfully extrapolate observed biologi-
cal effects in irradiated animals to similar effects that might occur in
irradiated people.

The general dependence of average SAR on frequency is 1illustrated by
Figures 3.39 and 3.40 for models of an average-sized man and a medium-sized
rat for the three standard polarizations. For E polarization a resonance
occurs at about 80 MHz for the man; at about 600 MHz for the rat. From these
two graphs the resonance frequency appears to be related to the length of the
body, and indeed it is. In general, resonance occurs for long thin metallic
objects at a frequency for which the object 1is approximately one-half of a
free-space wavelength long. For biological bodies, resonance vccurs at a
frequency for which the length of the body is about equal to four-tenths of a
wavelength. A more accurate formula for the resonant frequency is given in
Section 3.5. Below resonance the SAR varies approximately as fz; and just

beyond resonance, as 1/f£.
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Figure 3.39. OCalculated whole-body average SAR versus frequency
Eﬁ for models of an average man for three standard 9
polarizations. The incident-power density is 1 mW/cm”.
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Figure 3.40. Calculated whole-body average SAR versus frequency for
models of a medium-sized rat for three standard _polari-
zations. The incident-power density is 1 mW/cm“,
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! Figures 3.39 and 3.40 also indicate that below resonance the SAR. is
generally higher for E polarization, intermediate for K, and lower for H.
Again, this is generally true. These characteristics can be explained by two
qualitative principles:

1. The SAR is higher when the incidént E-field is more parallel to -the

e e

body than perpendicular,

2. The SAR is higher when the cross section of the body perpendicular

|25 |

to the incident H-field is larger than whean it is smaller.

==

The average SAR is higher for E polarization because the incidént E-
field is more parallel to the body than perpendicular to it, and the cross

section of the body perpendicular to the incident B-field is relatively larger

(see Figure 3.37)., For H polarization, however, the incident E-field is more
perpendicular to the body than parallel to it, and the cross section -of the
body perpendicular to the inciden: H-field is relatively smaller; both condi-
tions contribute to a lower average‘SAR. The average SAR for K pclarization
is intermediate between the other two because the incident E-field is more
perpendicular to the body, contributing to a lower SAR; but the cross section
perpendicular to the incident B-field is large, contributing to a larger SAR.
When a man is standing on a perfectly conducting ground plane, for E

polarization the ground plane has the effect of making the man appear elec-

S e D =

trically to be about twice as tall, which lowers the resonant frequency to,
approximately half of that in free space, For a man on a ground plane, the
graph of SAR versus frequency for E polarization would therefore be almost
like the one in Figure 3.39 but shifted to the left by approximately 40 MHz.

This is generally true for objects on ground pianes for E polarization.

= R

Another important qualitative characteristic is that when the incident
E~field is mostly parallel to the body, the average SAR goes up if the body is
made longer and thinnmer. Some of these "rules of thumb" are summarized in

Section 3.5. More detailed information about SAR characteristics is given in

2 R %

Section 5.1.
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3.4, CONCKPTS OF MEASUREMENTS

Three kinds of electromagnetic measurement techniques are of primary
interest: the electric field, the magnetic field, and the SAR. The basic
concepts underlying these measurement techniques are discussed in this sec-

tion. More detailed information is given in Chapter 7.

3.4.1. Electric-Field Measurements

Devices for measuring an E-field usually consist of two main compo-
nents: a small antenrna or other pickup device that is sensitive to the pres-
ence of an E-field, and a detector that converts the signal to a form that can
be registered on a readout device such as a meter. The pickup is typically a
short dipole. The dipole can be two short pieces of thin wire (Figure
3.41(a)) or two short strips of thir metal as on a printed circuit (Figure
3.41(b)). Sometimes the dipole is flared out to look like a bow tie (Figure
3.41(c)) to improve the bandwidth of the dipole.

| =

(a) (b) (c)

Figure 3.41l. Short dipole used to sense the presence of an electric field.

The detector is usually a dinde or a thermal sensor. A diode rectifies
the signal so that it can register on a dc meter. A thermal sensor responds
to heat produced in some losesy material that absorbs energy from the E-~
field. The heat produces a voltage or current that can be registered on a
meter. An example of a thermal sensor is a thermocouple, which consists of
two junctions of dissimilar metals. The two junctions produce a voltage

proportional to the .eamperature difference between them.
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Leads are required to transmit the voltage or current from the detector
to the meter or other readout devices, as illustrated in Figure 3.42. The
leads often cause problems because they themselves can be sensitive to the
presence of an E-field and may produce erroneous readings through unwanted E~
field pickup. To overcome this problem, high-resistance leads are often used
in E-field probes. The sensitivity of the pickup element is roughly propor-
tional to its length compared to a wavelength of the E-field to be measured.
At low frequencies, whare the wavelength is very long, short elements are
sometimes not sensitive enough; however, if the element is too long it may
perturb the field to be measured, To avoid field perturbation, the element
should be short compared to a wavelength; thus the tradeoff between sensi-

tivity and perturbation is difficult.

//diode

line to meter

Figure 3.42. Simple electric-field probe with a diode detector.

The dipole element is sensitive only to the E-field component parallel
to the dipole; an E-field perpendicular to the dipole will not be sensed.
This can be understood in terms of the force that the E-{ield exerts on the
charges in the dipole, for that is the basic mechanism by which the dipole
senses the E-field. An E-field parallel to the dipole produces forces on
charges that tend to make them move along the dipole from end to end, which
amounts to a current in the dipole. An E-field perpendicular to the dipole,
however, tries to force the charges out through the walls of the dipole, which
produces essentially no current useful for sensing the E-field. In practice,
three orthogonal dipoles are often used, one to sense the E-field component in
each direction. By electronic circuitry, each component is then squared and

the results are added to get the magnitude of the E-field wvector.
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Although commercial instruments for measuring E-field are based on the
simple concepts described here, they are very sophisticated in their design

and fabrication. Some of them are des¢ribed in Chapter 7.

-3.4.2. Magnetic~Field Measurements

Devices for measuring B-field also consist of two basic components, the
pickup and the detector. TFor the B-field the pickup is usually some kind of
loop, as shown in Figure 3.43. The loop is sensitive only to the B-field
component perpendicular to the plane of the loop, as indicated. A time-
varying B-field produces a voltage in the loop that is proportional to the
loop's area and the rapidity (frequency) of the B-field's time variation.
Thus at 1low frequencies the loop must be large to be sensitive to weak
fields, As with the E-field probe, making the .probe large to improve the
sensitivity yet small enough to minimize the perturbation of the field being

measured requires a tradeoff,

oB

1

Figure 3.43. Loop antenna used as a pickup for measuring magnetic field.

Diode detectors are commonly used with B-field probes, although some
‘thermal sensors have been used. Leads can also cause unwanted pickup of
fields in B-field measurements. Another problem with the loop sensors is that
they may be sensitive to E~ as well as B-field. 8;ecial techniques have been

used to minimize the E~field pickup in loops used with commercial B-field
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probes., Some of the available commercial B-field protes are described in

Chapter 7.

Usually only research laboratories make SAR measurements because they

E§ 3.4.3. SAR Measurements
gg are relatively difficult and require specialized equipment and conditions (see
Chapter 7). Three basic techniques are used for measuring SARs. One is to
Eg measure the E-~field inside the body, using implantable E~field probes, and
- then to calculate the SAR from Equation 3.49; this requires knowing the con-
ductivity of the material. This technique is suitable for measuring the SAR
only at specific points in an experimental animal. Even in models using
tissue-equivalent synthetic material, measuring the internal E-field at more
than a few points is often not practical.
A second basic technique for measuring SAR is to measure the temperature

change due to the heat produced by the radiation, and then to calculate the

BT ¥ EBER

SAR from that. ©Probes inserted into experimental animals or wmodels can mea-
sure local temperatures, and then the SAR at a given point can be calculated
from the temperature rise. Such calculation is easy if the temperature rise

is linear with time; that is, the irradiating fields are intense enough so

3

that heat transfer within and out of the body has but negligible influence on

the temperature rise. Generating fields intense enough is sometimes diffi-

EZn

cult., If the temperature rise is not linear with time, calculation of the SAR
from temperature rise must include heat transfer and is thus much more diffi-
cult, Another problem is that the temperature probe sometimes perturbs the
internal E-field patterns, thus producing artifacts in the measurements. This
problem has led to the development of temperature probes using optical fibers
or high-resistance leads instead of ordinary wire leads.

A third technique 1is to calculate absorbed power as the difference

B2 B2 =23

between incident power and scattered power in a radiation chamber. Tris is

called the differential power method (see Section 7.2.5).

]

b

Whole~body (average) SAR in small animals and small models can be calcu~
lated from the total heat absorbed, as measured with whole~body

calorimeters. Whole-body SARs have also been determined in saline~filled

s =
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models by shaking them after irradiation to distribute the heat and then

measuring the average temperature rise of the saline.

3.5. RULES OF THUMB AND FREQUENILY USED RELATIONSHIPS

This section contains a summary of some of the "rules of thumb" (Table
3.3) discussed in previous sections asg well as a summary of some of che more

frequently used relationships of electromagnetics (Table 3.4).
TABLE 3.3. SOME RULES OF THUMB

1. Wetter materials (muscle, high-water content tissues) -are generally more
lossy than drier materials (fat, bone) and hence absorb more energy from
electromagnetic fields.

2. The SAR is higher when the incident E-field is more parallel to the body
than perpendicular to it.

3. The SAR is higher when the cross section of the body perpendicular to the
incident H-field is larger than when the section is smaller.

4, Sharp corners, points, and edges concentrate E-fields. When placed
perpendicular to E-fields, conducting wires and plates cause minimum

perturbation to the fields; when placed parallel to them, maximum pertur-
bation.

5. A uniform incident field does not generally produce a uniform internal
field.

6. Depth of penetration decreases as conductivity increases, also as fre-
quency increases.

7. Objects small compared to a wavelength cause little perturbation and/or
scattering of electromagnetic fields.

8. Below resonance, the SAR varies approximately as £2,
9. For E polarizaiion, SAR increases faster than £2 just below resonance;
just beyond resonance, SAR decreases approximately as 1/f and then levels

off, Variation of SAR with frequency is most rapid near resonance.

10. Near resonance and below, SAR is greatest for E polarization, least for H
polarization, and intermediate for K polarization.

11. For E polarization, the SAR increases as an object becomes longer and
thinner, and decreases as an object gets shorter and fatter.
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TABLE 3.4. SOME FxEQUENTLY USED RELATIONSHIPS

Bl /R R

g = meoe“ ¢ is conductig}gy in siemzns/meter
€, = 8.85 x 10 F/m: permittivity of free space

e" is the imaginary part of complex relative permit-
tivity

o =338

w = 2nf © is radian frequency in radians/second
f is frequency in hertz

=3

tan § = e"/e! tan § is the loss tangent

P is density of absorbed power at a point in watts/
cubic meter

¢ is conductivity in siemens/meter at the point

IEI is rms electric-field intenmsity in rms volts/meter

=S R=EE
g
]
2
=
o

D is electric—flux density in coulombs/square meter
¢ is permittivity in farads/meter
E is electric-field intensity in volts/meter

fanirs
<
il
™
™

B=uH B is magnetic-flux density in tesla
permeability in henry/meter
magnetic-field intenmsity in amperes/meter

=2 R
e
e 1
m 0

e, = 8.85 % 10'”12 F/m €, is the permittivity of free space

B, = 4w % 10'-7 H/m p is the permeability of free apace

B BR

£=1/T f is frequency in hertz
is period in seconds

ey
3
H
@

A =v/E A is wavelength in meters
v is velocity of propagation in meters/second

f is frequency in hertz

FE B = ‘
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TABLE 3.4. (continued)

E/H = Yu/e E/H is the wave impedance in ohms
E/H = 377 ohms in E is the magnitude of the electric-field intensity in
free space volts/meter
H is the magnitude of the magnetic-field intensity in
amperes/meter

v = 1//35'8 v is the velocity of propagation in meterg/second
v=3x 10° m/s ¢ is the permeability in henry/meter

in free space € is the permittivity in farad/meter
P> =<Ex © <F> i3 the time-averaged Poynting's vector in watts/

square meter
E is the electric-field intensity in rms volts/meter
H 1is the magnetic-field jntensity in rms amperes/
meter

P= E2/377 P is the magnitude of the time-averaged Poynting
vector for a planewave in free space
E is the magnitude of the electric-field intensity
in rms volts/meter
377 is the wave impedance of free space in ohms

S = Epax/Enin S is the standing-wave ratio (unitless)
Eax is the maximum value of the magnitude of the
electric-field intensity anywhere along the wave
Egiq 15 the minimum value of the magnitude of the
electric~field intensily anywhere along the wave
S=(1+p)/(l-0p) S is the standing-wave ratio (unitless)

p is the magnitude of the reflection coefficient
(ratio of reflected E-field to incident E-field)

———— 1-1/2
) =-6-7-%§-%-x U?e')z + (em? - e'J

6 1s the skin depth in meters

e' is the real part of the permittivity

€" is the imaginary part of the permittivity
f is the frequency in MHz
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" TABLE 3.4. (tontinued)

SAR = Utk{zlpm ~ SAR is the local specific absorption rate in watts/
kilogram.
¢ 1is the conductivity in siemens/meter

|s! is the electric~field strength in rms volts/

meter. )
P is the ‘mass density in kilograms/cubic meter
9 ’ -1/2
8 2 . 2 AN
£, ﬂ‘2~75 X 107 x [?2 o (2 +d é]

f_ is the resonant frequency in hertz of the SAR for
E polarization

%2 is the average length of the absorbing object

d 1is the average diameter of the absorbing object

1/2

F is the rms value of the periodic function E£(t)
T is the period of the function

ey
]
—
+3 {1
hama
=3
™
()
P
[ 4
S
a.
LI

G = gp/ff G is the rms value of a sinusoid
gp is the peak value of the sinusoid
d = 2L2/A d is the approximate distance from an antenna at

which the near fields become negligible and the
fields are approximately far fields

L is the largest dimension of the antenna

A is the wavelength
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CHAPTER 4. DIELECTRIC PROPERTIES

Information about the dielectric properties of biological systems is
essential to RF dosimetry. This information is important in both experiments
and calculations that include the interaction of electromagnetic fields with
biological systems. This chapter describes the basic dielectric properties of
biological substances and summarizes methods used to measure these properties;

it includes a tabulated summary of the measured values,

4.1. CHARACTIRISTICS OF BIOLOGICAL TISSUE

The material in this section was written by H. P. Schwan, Ph.D., Depart-
ment of Bioengineering, University of Pennsylvania. It was published in a
paper titled "Dielectcic Properties of Biological Tissue and Physical Mecha-

nisms of Electromagnetic Field lateraction" in Biological Effects of Nonioniz-

ing Radiation, ACS Symposium Series 157, Karl H. Illinger, Editor, published

by the American Chemical Society, Washington, DC, 198l. It is presented

here with minor changes by permission of the author and the publisher.

4.,1.1. Electrical Properties

We will summarize the two electrical properties that define the elec-
trical characteristics, namely, the dielectric constant relative to free
space (€) and conductivity (o). Both properties change with temperature and,
strongly, with frequency. As a matter of fact, as the frequency increases
from a few hertz to gigahertz, the dielectric constant decreases from several
million to only a few units; concurrently, the conductivity increases from a
few millimhos per centimeter to nearly a thousand.

Figure 4.1 indicates the dielectric behavior of practically all tissues.
Two remarkable features are apparent: exceedingly high dielectric constants
at low frequencies and three clearly separated relaxation regions--a, B, and
Y--of the dielectric constant at low, medium, and very high frequendies. In
its simplest form each of these relaxation regions is characterized by equa-

tions of the Debye type as follows,
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Muscle GROSS STRUCTURE
a Exc. Membrane?

6 Intracell Struct ?
107F B Tissue Struct. (Max-Wag)
€ Y Water
102k FINE STRUCTURE

®1Charge Transfer (lon Rel.)
By(Subcell. Components
'2 'y Biol. Macromol.)

10 10 8 BD. Hp0, Side Chain Rot,
Amino Acid

Figure 4.1. Frequency dependence of the dielectric
constant of muscle tissue (Schwan, 1975).

Dominant contributions are responsible for the a, B,
and y dispersions. They include for the a-effect,
apparent membrane property changes as described in the
text; for the B-effect, tissue structure (Maxwell-
Wagner effect); and for the y-effect, polarity of the
water molecule (Debye effect). Fine structural
effects are responsible for deviations as indicated by
the dashed lines. These include contributions from
subcellular organelles, proteins, and counterion
relaxation effects.

es - €
; o=0_+ (o, ~-0)
® s ® s 2
1+ x 1+ x

X

(4.1)

where x 1s a multiple of the frequency and the constants are determined by the

values at the beginning and end of the dispevsion change. However

asw iy ’

bicl

cgical
variability may cause the actual data to change with frequency somewhat more
smoothly than indicated by the equations.

The separation of the relaxation regions greatly aids in identifying the
underlying mechanism. The mechanisms responsible for these thiree relaxation
regions are indicated in Table 4.1, Inhomogeneous structure is responsible
for the B-dispersion~-the polarizaticn resulting from the charging of inter-
faces, i.e., membranes tnrough intra- and extracellular fluids (Maxwell-Wagner
effect). A typical example is presented in Figure 4.2 in the form of an

impedance locus. The dielectric properties of muscle tissue are seen to

- 4.2 -
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TABLE 4.1. ELECTRICAL RELAXATION MECHANISM (Schwan, 1975)

Three categories of relaxation effects are listed as
they contribute to gross and fine structure relaxa~
tional effects. They include induced-dipole effects
(Maxwell-Wagner and counterion) and permanent-dipole
effects (Debye).

Inhomogeneous structure B
(Maxwell-Wagner)
Permanent-dipole rotation Y, B tail
(Debye)
Subcellular organelles o
(Maxwell-Wagner)
Counterion velaxation ]
€
v 50
100 20
5 100" o
o 200ke o A
o4 § Ul i
< \ 2
i
w
19 O | } )
<
uw 100 200 300 400

RESISTANCE R{OHM cm)

Figure 4.2. Dielectric properties of muscle in the impedance plane,
with reactance X plotted against resistance R and the
impedance Z = R + jX (Schwan, 1957). The large circle
results frum the B-dispersion and the small one from the
a~dispersion. The plot does not include the y-dispersion.
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closely conform to a suppressed circle, 1.e., to a Cole-Cole distribution

SR

function of relaxation times. A smail second circle at low frequencies repre-

o sents the a-dispersion effect. Rotation of molecules having a permanent
bt . . . . . .

§k dipole moment, such as water and proteins, is responsible for the y-dispersion
iﬁ‘ (water) and a small addition to the tail of the B~dispersion resulting from a

!

s

corresponding Bl—dispersion of proteins. The tissue proteins only slightly
elevate the high-frequency tail of the tissue's B-dispersion because the addi-
tion of the Bl—effect caused by tissue proteins is small compared to the
Maxwell-Wagner =ffect and occurs at somewhat higher frequencies. Another
contribution to the B-dispersion is caused by smaller subcellular structures,
such as mitochondria, cell nuclei, and other subcellular organelles. Since
these structures are smaller in size than the surrounding cell, their relaxa-
tion frequency is higher but their total dielectric increment smaller. They
therefore contribute another addition te the tail of the B-dispersion (Bl)'

The y-dispersion is due solely to water and its relaxational behavior
near about 20 GHz. A miunor additional relaxation (6) between 8 and Y-disper-
sion is caused in part by rotation of amino acids, partial rotation of charged
side groups of proteins, and relaxation of protein-bound water which occurs
somewhere between 300 and 2000 MHz.

The a~dispersion is presently the least clarified. Intracellular struc-
tures, such as the tubular apparatus in muscle cells, that connect with the
outer cell membranes could be responsible in tissues that contain such cell
structures. Kelaxation of counterions about the charged cellular surface is
another mechanism we suggest. Last but not least, relaxational behavior of
membranes per se, such as reported for the giant cquid axon membrane, cam
account for the a-dispersion (Takashima and Schwan, 1974). The relative
contribution of the various mechanisms varies, no doubt, from one case to
another and needs further elaboration,

No attempt is made to summarize conductivity data. Conductivity
increases similarly in several major steps symmetrical to the changes of the
dielectric constant. These changes are in accord with the theoretical demand
that the ratio of capacitance and conductance changes for each relaxation

mechanism 1is given by its time constant, or in the case of distributions of
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time constants, by an appropriate average time constant and the Kramers~Kronig

relations.

g3

Table 4.2 indicates the variability of the characteristic frequency for

the various mechanisms--¢, B8, Y, and 6§ from one biological object to

2R

another, For example, blood cells display a weak a-dispersion centered at

about 2 kHz, while muscle displays a very strong one near 0.1 kHz. The B-

e

dispersion of blood is near 3 MHz, that of muscle tissue near 0.1 MHz. The

considerable variation depends on cellular size and other factors. The varia-

tion may not be as strong in the §-case as in the a~ and B-dispersion frequen-
cies, The y-dispersion, however, is always sharply defined at the same fre-

quency range.

B B3

TABLE 4.2. RANGE OF CHARACTERISTIC FREQUENCIES OBSERVED WITH BIOLOG-

@ ICAL MATERIAL FOR a-, B-, 6~, and Y-DISPERSION EFFECTS
%g Dispersion Frequency Range (Hz)
E M 1 - 104
' B 104 - 108
% 5 108 - 10°
Y 2 « 1010
o

Table 4.3 indicates at what level of biological complexity the various

mechanisms occur. Electrolytes display only the y-dispersion characteristic

=53

of water. To the water's <y-dispersion, biological macromolecules add a

§-dispersion. It is caused by bound water and rotating side groups in the

case of proteins, and by rotation of the total molecule in the case of the

amino acids; in particular, proteins and nucleic acids add further dispersions

177

in the B- and a-range as indicated. Suspensions of cells free of protein
would display a Maxwell-Wagner B-dispersion and the y~dispersion of water. If

the cells contain protein an additional, comparatively weak B-dispersion due

=

to the polarity of protein is added, and a §~dispersion. If the cells carry a

net charge, an o-mechanism due to counterion relaxation is added; and if their

- 4.5 -
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TABLE 4.3. BIOLOGICAL COMPONENTS AND. RELAXATION
MECHANISMS THEY DISPLAY (Schwan, 1975)

Electrolytes Y

Biological macromolecules

Amino acids § + vy
Proteins B+ 8 +y
Nucleic acids o+ B+ 8§+
Cells, free of protein B+ Y
Charged ' o+ B +y
With excitable membranes o+ B +y

membranes relax on their own as some excitable membranes do, an additiomnal a-
mechanism may appear.
Evidence in support for the mechanism outlined above may be summarized

as follows.

Water and Tissue Water--The dielectric properties of pure water have
been well established from dc up to microwave frequencies approaching the
infrared (Afsar and Hasted, 1977). For all practical purposes, these proper-
ties are characterized by a single relaxation process centered near 20 GHz at
room temperature. Static and infinite frequency permittivity values are close
to 78 and 3, respectively, at room temperature. Hence, the microwave conduc-
tivity increase predicted by Equation 4.1 is close to 0.8 mho/cm above 20 GHz,
much larger than typical low-frequency conductivities of biological fluids
which are about 0.0l mho/cm. The dielectric properties of water are indepen-
dent of field strength up to fields of the order 100 kV/cm.

The dielectric properties of electrolytes are almost identical to those
of water with the addition of a og term in Equation 4.1 due to the ionic
conductance of the dissolved ion species. The static dielectric permittivity
of electrolytes of usual physiological strength (0.15 N) is about two units
lower than that of pure water (Hasted, 1963), a negligible change.

-~ 4.6 -
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Three dielectric parameters are characteristic of the electrical and

viscous properties of tissue water:y
a. The conductance of ions in water
b. The relaxation frequency, £,
c. The static dielectric permittivity, €g, Obsetved at
£f KL fc = 20 GHz

A detailed study of the internal conductivity of erythrocytes revealed the

‘;’A, iy

intracellular ionic mobility to be identical with that of ions in dilute

electrolyte solutions if appropriate allowance is made for internal friction

with suspended macromolecules (Pauly and Schwan, 1966). Tissue conductivities
near 100 or 200 MHz, sufficiently high that cell membranes do not affect
tissue electrical properties, are comparable to the conductivity of blood and
to somewhat similar protein suspensions in electrolytes of physiological
strength. Hence the mobility of ions in the tissue fluids apparently does not
differ noticeably from their mobility in water.

Characteristic frequencies may be found from dielectric permittivity
data or, even better, from conductivity data. The earlier data by Herrick et
al. (1950) suggest that there is no apparent difference between the relaxation
frequency of tissue water and that of the pure liquid (Schwan and Foster,
1977). However, these data extend only to 8.5 GHz, one-third the relaxation
frequency of pure water at 37°C (25 GHz), so small discrepancies might not
have been uncovered. We have made measurements on muscle at 37°C and 1°C
(where the pure-water relaxation frequency is 9 GHz), up to 17 GHz., The
dielectric properties of the tissue above 1 GHz show a Debye relaxation at the

expecied frequency of 9 GHz (Foster er al., 1980) (Figure 4.3). The static

BE EE Th O B GE B

dielectric constant of tissue water as determined at 100 MHz compares with
i é% that of free water if allowance is made for the fraction occupied by biologi-
| cal macromolecules and their small amount of bound water (Schwan, 1957; Schwan
;,gg and Foster, 1980). Thus from all points considered, tissue water appears to

be identical with normal water.

_4.7_

e DU Tl AR pe g v et LAMCEUE ubd MR avurang )t

™ s ELa e Ay TR > Fra 4 * RABINE A i e St St Mgt~ ot gy
e T PP ey g e s s YT X r 4
t "



Figure 4.3.

Protein solutions exhibit three major dispersion ranges.

depending on the protein size.

Y ' 1 3 AV ‘ Lt 2 2 l | N3 A A l"
N

0 20 40 60 80

el

Dielectric properties of barnacle muscle in the
microwave frequency range are presented in the com-
plex dielectric constant plane (Foster et al., 1980).

€' and €" = o/we_ are ,the components of the complex
dielectric consfant €_ = €' - je". The frequency at
the peak of the circlé is the characteristic frequency
of the dispersion and identical with that of normal
water, demonstrating the identity of tissue water in
normal water from a dielectric point of view.

Protein Solutions--The dielectric properties of proteins and nucleic

acids have been extensively reviewed (Takashima, 1969; Takashima and Minikata,

at RF's and is believed to arise from molecular rotation in the applied elec~
tric field.

One occurs

Typical characteristic frequencies range from about 1 to 10 MHz,

Debyes, and low-frequency increments of dielecrric permittivity vary b

and 10 units/g protein per 100 ml of solution.

of the order of 1 unit/g protein per 100 mnl.

permittivity of this dispersion is lower than that of water becruse of the low
dielectric permittivity of the protein, leading tc a high-frequency decrement
This RF dispersion is quite
noticeable in pure protein solutions, but it contributes only slightly to the

large B-dispersion found in tissues and cell suspensions.

"408_

Dipole moments are of the order of 200-500

The high-~frequency dielectric
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At microwave frequencies the dielectric properties of tissues are domi-
nated by the water relaxation centered near 20 GHz., The magnitude of this
water dispersion in tissues is typically diminished by some 20 dielectric

units, due to the proteins which displace a corresponding volume of water.

Between these two readily noticeable dispersions is a small one, termed

the §-dispersion by Grant. It was first noted for hemoglcbin (Schwan, 1965b)

A

and then carefully examined for hemoglobin (Pennock and Schwan, 1969) and
albumin (Grant et al., 1968). This dispersion is characterizsd by a fairly

broad spectrum of characteristic frequencies extending from some hundred to

| 5520

some thousand megahertz, Its magnitude is considerably smaller than that of

the other two dispersions, and it is thought to be caused by a corresponding

52

dispersion of protein-bound water and/or partial rotation of polar subgroups.
Grant (1979) and Schwan (1977b) pointed out that the conductivity of

protein-bound water is higher than that of water and electrolytes in the

frequency range from ~500 to ~2000 MHz. Grant has suggested that this might

establish a local interaction mechanism of some biological significance.

SRR ke

Dielectric saturation for proteins can be predicted from the Langevin

equation and occurs in the range of 10 to 100 kV/cm. Iadeed, onset of satura-

tion has been experimentally observed in PBLG (poly-y-benzyl-L-glutamate) at
50 kV/cm (Jones et al., 1969), which is in good agreement with the Langevin

B5

estimate. Any irreversible changes in protein structure that accompany its

rotational responses to an electrical field are unlikely to occur at field

=2

levels smaller than required for complete orientation, i.e., dielectric satur-
ation. The thermal energy kT (where k is the Boltzmann constant, and T the
absolutes tcmperature) is in this case greater than the product pE (where p is
the dipole moment, and E the field strength), representing the change in

potential energy that occurs with rotation. Thus changes in protein structure

&2 B3

caused by nonsaturating electric fields would probably occur spontaneously in
the absence of any exciting field at normal temperatures.

Illinger (1977) has discussed the possibilities of vibrational and

e

torsional substructural effects at microwave or millimeter-wave frequencies.
A calculation of internal vibrations in an alanine dipeptide in water, using a
molecular dynamics approach, has been presented by Rossky and Karplus

(1979). 1In this model the lowest frequency internal oscillations that occur
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(dihedral angle torsions at 1500 GHz) are strongly damped; large proteins
might exhibit lower frequency internal vibrations. We would expect any macro-
molezular vibration that displaces surrounding water to be overdamped by the
water medium, which is quite lossy at frequencies below 100 GHz; however, a
detailed analysis of the response of such a resonator surrounded by a lossy
medium has not yet been applied to this case. Illinger has not discussed the
field strengths required to saturate submolecular vibrational transitions, but
the Langevin equation predicts that saturation for smaller polar units
requires higher field-strength values (Froehlich, 1949). Thus we would expect
that biologically critical field strengths are, for the various modes sug-
gested by Illinger, probably well above the levels required by the Langevin
equation for the complete rotational orientation of the total molecules.

In summary, the dielcctric properties of proteins and biopolymers have
been investigated extensively. For the rotational process, the field satura-
tion levels are rather high; perhaps even higher for internal vibrational and
torsional responses. For nonlinear RF responses due to counterion movement
and chemical relaxation, the levels are unknown but probably also high. In
all these processes, reversible polarizations occur in competition with large
thermal energies, and irreversible changes are not expected at field-strength

levels of the order of a few volts per centimeter.

Membranes--Membranes are responsible for the dielectric properties of
tissues and cell suspensions at RF's, as demonstrated by studies involving
cell suspensious. Yeast, blood, bacteria, pleuropneumonia-like organisms,
vesicles, and cellular organelles have been extensively investigated by many
investigators, including Fricke (1923), Cole (1972), and Schwan (1957). This
work has led to a detailed understanding of the role of cell membranes in the
polarization processes of biological media in the RF range. (The relatively
simple geometrical shapes of cells in suspensions facilitated this understand-
ing.) The principal mechanism for dielectric polarization at RF's and below
is ti.e accumulation of charges at membranes from extra- and intracellular
fluids. For spherical particles, the following expressions were derived
(Schwan, 1957):

.
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for the limit values of the simple dispersion that characterizes the frequency

fachE et i i

dependence. The time constant is

T = > Rcm(pi + 0.5 pa) (4.5)
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In these equations, Cn and G, are capacitance and conductance per square

centimeter of the cell membrane; R is the cell radius; p is the cellular

250

volume fraction, and o, = llpi and o, = l/pa are the conductivities of the
cell interior and suspending medium. The equations apply for small-volume

fractions, p, and assume that the radius of ihe cell is

=8

with the membrane thickness. More elaborate closed-form expressions have been
developed for cases when these assumptions are no longer valid (Schwan and
Morowitz, 1962; Schwan et al., 1970), and an exact representation of the
suspension dielectric properties as a sum of two dispersions is available
(Pauly and Schwan, 1959). 1If, as is usually the case, the membrane conduc-
tance is sufficiently low, Equations 4.2-4.5 reduce to the simple forms to the

right oc the arrows.
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Figure 4.4. Equivalent circuit for the B-dispersion of a cell
suspension and corresponding plot in the complex
dielectric constant plane (Schwan and Foster, 1980).

A physical insight into Equations 4.2-4.5 is gained by considering the
equivalent =zircuit shown in Figure 4.4, which digsplays the same frequency
response defined in these equations. The membrane capacitance per unit area,
C,» appears in series with the access impedance, Py + pa/2, while the term oa
(1-1.5 p) provides for the conductance of the shunting extracellular f£luid,
Hence, the time constant, T, which determines the frequency where the imped-
ances 1l/uC R and (pi + pa/Z) are equal is given by Equation 4.5. Using typi-
cal values of 0., &~ 0.01 who/em, G, = 1 uF/em®, R = 10 pm, and p = 0.5,
with Equations 4.2-4.5 we see that the dispersion must occur at RF's and that
its magnitude, €~ € is exceptionally high.

From experimental dispersion curves and hence values of the four quanti-
ties 0, 0, (ss -¢_), and T, the three quantities C, o, and 0_can be
determined with an additional equation available to check for internal consis-
tency. Values for extracellular and intracellular resistivities thus obtained
agree well with independent measurements. Dispersions disappear as expected
after destroying the cell membranes, and their characteristic frequencies are
readily shifted to higher or lower frequencies as intracellular or extracellu-
lar ionic strengths are experimentally changed. This gives confidence in the

model, whose validity is now generally accepted.

- 4.12 -
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This work led to the important conclusion that the capacitance of all
biological membranes, including cellular membranes and those of subcellular
organelles such as mitochondria, is of the order of 1 uF/cmZ. This value is
apparently independent of frequency in the total RF vange; at low audio fre-
quencies, capacitance values increase with decreasing frequencies due to
additional relaxation mechanisms in or near the membranes. These mechanisms
will not be discussed here and have been summarized elsewhere (Schwan, 1957;
Schwan, 1965a}.

From the membrane capacitance, we can estimate values for the transmem-—
brane potentials induced hy microwave fields. At frequencies well above the
characteristic frequency (a few MHz), the membrane-capacitance impedance
becomes very small by compa-ison with the cell-access impedance (pi + pa/2) ,
and the membrane behaves electrically like a short cirecuit. Since intracellu-
lar and extracellular conductivities are comparable, the average current
density through the tissue is comparable to that in the membrane. For an in
situ field of 1 V/cm (induced by an external microwave-field flux of about 10

2 since

mW/cmz), the current demnsity, i, through the membrane is about 10 mA/cm
typical resistivities of tissues are of the order of 100 Q~-ecm at microwave
frequencies. Thus the evoked membrane potential, AV = i/jwcm, is about 0.5
pV at 3 GHz and diminishes with increasing frequency. This value is 1000
times lower than potentials recognized as being biologically significant.
Action potentials can be triggered by potentials of about 10 mV across the
membrane, but (dc) transmembrare potentials somewhat below 1 mV have been

recogaized as being important (Schmitt et al., 1976).

if £ K £., the total potential difference applied across the cell 1is
developed across the membrane capacitance. In this limit, the induced mem-
brane potential, AV, across a spherical cell is AV = 1,5 ER, where E repre-
sents the applied external field. Thus the cell samples the external-field
strength over its dimensions and delivers this integrated voltage to the
membranes, which is a few millivoits at these low frequencies for cells larger
than 10 pm and external fields of about 1 V/em. These transmembrane poten-

tials can be biologically significant.

- 4.13 -
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4.1.2. Membrane fnteractions

Table 4.4 summarizes information relevant to electrical fields and their
effects on biological mewhranes. Low-frequency alternating fields of the
order of some hundred millivolts across the membrane can destroy it, as later
described. The propagation of action potentials along nerves is initiated or
interfered with by pulses or low-frequency potentials of roughly 10 mV across
the membrane. <Corresponding current densities and field-strength values in
tissues and the medium external to the affected cell are of the order of 1
mA/cmz and 1 V/em (Schwan, 1972; National Academy of Sciences, 1977; Schwan,

1971) .
TABLE 4.4. ELECTRICAL-FIELD EFFECTS ON MEMBRANES
Summary of various field effects on membranes (some
established, some proposed). AV _ is the field-induced
membrane potential; E, corre5pon§ing field strength in
situ. E and AV are interrelated by AV, = 1.5 ER (for
. M
spherical cellsy.
Avm E, in situ
Membrane destruction 100-300 mV
Action potential (excitation) 10 mV 1 V/iem
Subtle effects 0.1-1 mV
Extraordinzvy sensitivities
A. Related to membranes 0.1 pv 0.01 pv/cm
B. Possibly not related to membranes <1V 0.1 pv/cm
*
Microwave sensitivities (1 GHz) 1 v 1 V/em

* From av, = 1.5 ER

- 4.14 -
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In recent years, some extraordinary sensitivities have been reported,

Electrosensitive species, such as rays and sharks, detect fields of intensi-

Shd 225 TR

ties as low as 0.1 yV/ecm. To achieve these sensitivities, they sample the

field over counsiderable distances with the aid of special organs, the

g

-,

U Ampullae Lorenzini, and operate over a small frequency range extending from dc

‘to only o few hertz (National Academy of Sciences, 1977; Kalmijn, 196<). Some

=3

reports also indicate effects, due to ELF fields of the order of volts per
centimeter in air, on timing responses and calcium efflux (Bawin and Adey,

1976; Gavalas-Medici and Day-Magdaleno, 1976). Corresponding in situ fields

==

would be of the order of 0.1 uV/cm, as listed in Table 4.4, and corresponding

‘fields across membranes helow 1 nV. It is, however, not yet obvious if the

EEg

reported effects are caused by membrane processes; hence the reduction of

external fields to in situ fields and then membrane potentials is not neces-—

105 22

sarily sensible. A more detailed discussion of this topic is given by Schwan
(1971) and Bawin and Adey (1976) and the detailed report of the National

Academy of Sciences-National Research GCouncil on the biological effects of

electric and magnetic fields (1977).

Microwave sensitivities of the order of 1 V¥/ecm in situ have been fre-

EN

quently reported and correspond to external flux values of the order of 1 to

10 mW/cmz. (See, for example, the recent text by Baranski and Czerski,

P

(1976).) Some suspect that these sensitivities correspond to direct interac-—
tions with the central nervous system. However, it ig straightforward to
translate in situ field levels to corresponding membrane potentials; and these
are at levels of the order of 1 uV or less, depending on microwave frequency,

12

as discussed by Schwan (i971i). The iwplicatioms of these calculations have

been challenged (Baranski and Czerski, 1976; Frey, 1971) by the argument that

B =R =R

we do not yet know how the brain processes information. But Schwan finds it
difficult to see how this rather general and no doubt valid statement pertains
to his calculation of microwave-induced membrane potentiale. At microwave
frequencies, field-strength levels in membranes and in situ field levels are
comparable within 1 order of magnitude, This must be so because in situ
currents readily pass the membranes and enter the cell interior as well as the

interior of subcellular organisms; moreover, dielectric constants of membranes

= == =

(about 10) and cellular fluids (about 60 or less, depending on frequency) are

- 4.15 ~




similar in magnitude (Schwan, 1957). ‘The membrane potential is, therefore,

simply the product of in situ field strength and membrane thickness of about
10-6 cm., This simple argument does not depend on any particular model.

Although the microwave-induced membrane potential of about 1 pV is
comparable to and even higher than the perception level across the end-
epithelium of the Ampullae of Lorenzini, the high sensitivity of this end-
organ is achieved only over a narrow bandpath range of some hertz, If micro-
wave sensitivities existed over such narrow bandpath ranges, they would be
hardly noticeable experimentally.

Also, the sensitivities of excitable cells to electric fields decrease
rapidly as the electric stimulus is applied for time periods decreasingly
short in comparison to the refractory period of the order of 1 ms. Hence
suotation of reported low-frequency membrane sensitivities, as done by Frey
(1971), carries no implication with regard to sensitivities claimed at micro-
wave frequencies that correspond to time periods of the order of 1 ns, which
is a million times smaller than the refractory period. More recently, Bawin
and Adey (1977) have postulated that microwave fields may well be perceived if
they are modulated with frequencies below 10 or 20 Hz. This would be possible
in principle if induced in situ fields and if currents could be rectified with
some degree of efficiency so that microwave fields would generate detectable
low-frequency currents. No evidence for such a mechanism has been demon-
strated so far at the membrane level.

In Table 4.5 available evidence on the threshold of biological excita-
tion phenomena is summarized for various fields. In cardiology extended
experience exists with pacemakers, and threshold values range about 0.1-10
mA/cmz, depending on electrode size and other parameters (Roy et al., 1976).
In electrohypnosis, electrosleep, and electrical anesthesia, total currents
applied are aboui 10-100 mA. Corresponding current densities in the brain may
be estimated based on the work by Driscoll (1970). For a total 1-mA current
applied to the head, internal brain current densities are of the order of
10 uA/cm2 (Driscoll, 1970). Hence 10-100 mA of total current correspond to
brain-tissue current densities of 0.1-1 mA/cm?. Very extended work has been

carried out on electrical hazards caused by low-frequency potentials applied

- 4,16 -
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TABLE 4.5. BIOLOGICAL THRESHOLDS

Current density thresholds noticed in various disciplines.

Cardiology 0.03-10 mA/cm?
Electrosleep and electrical anesthesia 10-100 mA
Electrohazards:
Sensation 1 mA
"Let Go" 10 ma
Fibrillation 100 mA
Biophysics and axonology 1 mA/cm?
AV, = 1.5 ER (10 um, 1 wv)
AV =R J (mA/cmz)

to the human body (Schwan, 1972). The values quoted in Table 4.5 as thresh-
olds for sensation, "let go," and fibrillation are all consistent with a
current density of about 1 mA/cmz. Thus membrane potentials in the millivolt
range are consistent with the experience gained with pacenakers, effects on

brain tissue, and electrical hazards.

4.1.3. Field-Cenerated Force Effects

Electric fields can directly interact with mailer and craate fovces that
can act on molecules as well as on uwellnlar and Jarger structures., Most of
these interactions are reversible and do not necessarily have demonstrable
biological effects. An example is the movement of ions in an ac field, which

is inconsequential if the field is weak enough to prevent undue heating from
molecular collisions (e.g., Lelow about 1 V/cm, corresponding to 1 mA/cm? in a
physiological medium). Another example is the orientation of polar macromole-
cules. For field-strength values of interest here, only a very partial,
preferential orientation with the field results. Complete orientation and

consequent dielectric saturation requires field strengths of thousands of

- 4.17 -
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volts per centimeter. (Changes of this magnitude do occur in membranes on
depolarization, hence field-induced orientation and changes in orientation of
membrane molecules appear possible. Corresponding tissue current densities
would be in milliamperes per square centimeter.)

Electric fields can interact just as well with nonpolar cells and organ-
elles in the absence of any net charge. These "ponderomctive" forces are well
known and understood. Any system exposed to an electric field will tend to
minimize its electric potential energy »y appropriate rearrangement. This
statement is equally true for dc and ac fields because the potential energy is
a function of the square of the field strength. Inasmuch as the induced-
dipole moment of a cell or large particle depends on both the square of field
strength and the volume, it is not surprising that the threshold field te

overcome thermal agitation is proportional to R—l’5

, where R is the effective
radius of the particle. Experimental evidence confirms the principle:
threshold-field values for responses of 10-pm cells are about 10 V/cm; but for
10-nm macromolecules, the fields are about 10 kV/cm--comparable with the
fields needed for complete orientation--due to the existence of a typical
dipole moment of about 10 or 100 Debyes.

Table 4.6 summarizes observed manifestations of field-generated
forces, The field effects may manifest themselves as an orientation of par-
ticles in the direction of the field or perpendicular to it, or "pearl chain"
formation (i.e., the alignment of particles in the field direction) may
occur. This has long been considered a mysterious demonstration of microwave-
induced biological effects. Cells can be deformed or destroyed with fields.

In inhomogenecus electrical ficlds, the movement of cells cau be affected.
TABLE 4.6. MECHANISMS CAUSED BY FIELD-GENERATED FORCES

Orientation
"Pearl chain" formation
Deformation
Movement

Destruction

- 4.18 -
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Zimmerman et al. (1974) have observed the destruction of red cells and

ghost formation. Neumann and Rosenheck (1972) studied the effects of fields
on chromaffin vesicles. Friend et al. (1974) as well as Goodman et al. (1975,
1976) studied the effects of fields on fairly large cellular organisms.
Orientation effects have been observed by Teixeirra-Pinto et al. (1960), Sher
(1963), and Novak and Bentrup (1973). Pohl (1973) developed "dielectrophore-
sis" as a tocl of separating cells in inhomogeneous fields, and Elul (1967)
observed cell-destruction phenomena and cell-shape changes. No attempt is
made here to summarize the total literature on this topic, and additional
discussions have been presented elsewhere (Bawin and Adey, 1977; Schwan,
1977a). Some of these field-generated force effects can be very startling and
dramatic, especially near the tip of small electrodes. Of a similar nature is
the movement of magnetotactic bacteria, reported by Blakemore (1975), in mag-
netic fields of fairly low intensity. Apparently these bacteria are equipped
with magnetic properties and are therefore significantly -oriented by the
magnetic field and motivated to move in the field direction.

Experimental and theoretical evidence 1indicates that pulsed fields
cannot have greater effects than continuous fields of the same average power
(sher et al., 1970). Modulation is therefore not expected to have special
effects.

Field forces due to the induced~dipole moment of the field have been
l°sted as evidence of nonthermal action of electric fields on biologic sys-
tems. The effects, however, require fairly large field strengths, frequently
above those that give rise to heating or stimulation of excitable tissues.
The {ield forces alsc depend on the electric properties of the particle con-
sidered and its environment.

Sher (1968) has given a more detailed derivation of the dielectropho-
retic force in lossy dielectric media, based in turn on a derivation of the
potential electric energy of a lossy dielectric body given by Schwarz (1963).

All sorts of biological particles of different effective complex dielec-
tric constants behave similarly in an electroiyte medium. Figure 4.5 illus-
trates this fact. Neumann and Rosenheck's (1972) results on chromaffin ves—
icles are combined with Sher's data (1963) on E. coli, erythrocytes, and sili-

con particles (full circles). The total material fits convincingly the solid
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line of slope -1.5 which is demanded by the theoretical requirement that

particle volume must be inversely related to the square of the threshold-field

strength mentioned here and discussed in greater detail elsewhere (Schwan and

Sher, 1969).

The dashed curves in Figure 4.5 pertain to another model.

] FORSRIN BN R R SRR L)
0.1 ] 10 100
¢(v)

Figure 4.5, Threshold field-strength values as a

function of particle size (Schwan, 1977a).

( ) Field-generated force effects; (~--~) damage
resulting from membrane breakdown at the quoted mem-
brane potentials of 0.1 and 1 V; (O) results obtained
with biological cells; and (® ) data with silicone
particles. The data fit the theoretical demand indi-
cated by ( ) and appear to be insensitive to the
dielectric properties of the particles.

The threshold

of a cellular response or destruction is assumed to be reached when the

induced membrane pstential reaches the dielectric breakthrough level. This

level may be in the range

- 4.20 ~
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membrane field-strength levels from 100 kV/em to 1,000,000 V/ecm. The inverse
relationship of the threshold-field level in the medium with the particle
diameter follows from the equation av,, = 1.5 ER (Table 4.4). The dashed
curves in Figure 4.5 establish threshold particle relationships somewhat
similar to those resulting from a consideration of field-generated
forces. Hence separating biological effects due to field-generated forces
from those due to induced high membrane potentials may at times be difficult.
In general, available evidence and present understanding indicate that
significant effects with field-evoked forces require field-strength values

above 1 V/em in the medium unless cellular dimensions are well above 100 um.

‘4.1.4. Possibility of Weak Nonthermal Interactions

The considerations presented above do not suggest any weak nonthermal
mechanism by which biological systems could react to low-intensity microwave
fields. Fields of the order of a few kilovolts per centimeter are needed to
orient long biopolymers, and probably still higher fields to excite internal
vibrations or produce submolecular orientation. External fields acting on
biopolymers must further overcome strong local fields, which are 1.5 kV/cm at
a distance of 100 angstroms from a monovalent ion and 1.8 kV/cm at the same
distance from a hemoglobin molecule. Microwave frequencies are well above
those corresponding to significant rotatiomal diffusion times, excluding
orientational effects. Transmembrane potentials induced by typical nonthermal
microwave fields are vanishingly small relative to potentials required for
stimulation and compared with membrane noise. Field-induced force effects are
unlikely to be significant on a single molecular or cellular level because the
threshold field strengths necessary to overcome thermal disturbances are too
high (Schwan, 1977a).

Some principles emerge, however, regarding possible mechauisms of weak
microwave interaction, if such a concept exists. Field-force effects become
more probable as the volume cof the exposed particle increases (Schwan,
1977a).  Transmembrane potentials become larger for a given in situ field
strength as the cell size is increased. Finally, molecules can become signif~

icantly reoriented by the field if wE > kT (where p is the dipole moment, E is

- 4.21 -
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the field strength, k is the Boltzman constant, and T is the absoiute tempera-
ture); thus larger physical dimensions or larger permanent- or induced-dipole
moments are more likely ro respond to weak fields.

The large dimensions necessary for biologic~l responses to weak micro-
wave fields might be achieved by a cooperative reaction of a number of cells
or macromolecules to the microwave stimulus, which increases the effective
size of the structure and correspondingly reduces the threshold required for
an effect. Bawin and Adey (1976) suggested that such cooperation might be
induced in the counterions loosely bound near membrane surfaces which contain
a loose framework of charged polysaccharides.

Froehlich (1973, 1975) suggested that giant dipole moments may be formed
during enzyme substrate reactions and that the corresponding dielectric
absorption processes might be highly resonant and nonlinear, and likely to
channel energy into lower frequency modes of vibration. He alsc considered
the membrane as a likely site of resonant electromagnetic (EM) interactions;
and from the velocity of sound and the membrane thickness, he derived an
estimate of the resonant frequencies to be of the order of 100 GHz. Accelera-
tion and deceleration of a variecty of biological reponses that suggest reso-
nances in the millimeter frequency range have been reported by Webb and Booth
(1971), by Devyatkov (1974), and more recently by Grundler et al. (1977). But
some of these studies have been criticized on technical grounds, and the
Russian work (only summarized in 1974) has not yet been published in detail.
Gandhi et al. (1979) conducted continuous dielectric spectroscopy measurements
at millimeter-wave frequencies with no 1indication of any resonance pro-
cesses. Also, on a variety of cellular processes they found nc cffects of
millimeter~wave radiation that were not attributable to sample heating. But
the resonance phenomena reported by Grundler et al. and postulated by
Froehlich may only involve a minor fraction of the total cellular entity and
thus not demonstrate itself strongly enough to be observed in the bulk dielec-

tric data.
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4.2. MEASUREMENT TECHNIQUES

4.2.1. Introduction

Measurement of tissue dielectric properties is important because it
provides information necessary for calculating RF power absorption by biologi-
cal models and for constructing tissue-equivalent models. Experiments with
tissue~equivalent models are useful in evaluating biological hazards as well

as the EM heating patterns of devices used to produce hyperthermia. Also,

many biophysical interaction mechanisms of EM fields with biological systems

can be inferred from the characteristic behavior of tissue permittivity as a

620

function of frequency.

For complete characterization of the dielectric prcperties of biological

=3

substances and to identify and characterize the various relaxation processes,
the complex permittivity should be measured over a broad frequency band. The

two principal broad-band measurement systems are frequency domain and time

LR

domain. In frequency-domain measurements, sweeping the frequency over the

band of interest provides broad-band information; in time-domain measurements,

broad-band information can be obtained from a single measurement of the pulse

response of the material under test. Both methods require biological sample

Besd

holders specially designed for evaluating the effect of parameters such as
temperature and physiological factors on the measurements. Several measure-

ment techniques are commonly used, each valid only in a specific frequency

2.

band. For example, at frequencies below 1 MHz--where all sample lengths,

electrical paths, and connecting leads are short compared to a wavelength--a

lumped-circuit approach is usually used. Typically a sample of the material

under test is contained in a parallel plate or a coaxial capacitor.

Commercially available impedance-measuring bridges and vector volt-
meters are used to determine the input impedance of the sample holder. This
method can, in theory, be extended down to zero frequency; however, practical
measurements on conductive biological solutions are difficult below 1 kHz

because of electrode polarization effects. At frequencies above 10 MHz, on

B (B

the other hand, measurements are less straightforward and the results are

subject to greater error. In this frequency range, a distributed-circuit
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approach rather than a lumped-circuit approach is required because the sample
size is usually a considerable fraction of a wavelength. The sample is often
placed in or at the end of a section of coaxial transmission line or waveguide
or in a microwave cavity. Coaxial-cable methods are usually used in the
frequency range from 50 MHz to 10 GHz. Between 10 GHz and 100 GHz, waveguides
are often used; above 40 GHz, free-space quasi-opticel techniques are usually
used.

Instrumentation problems initially limited time-domain techniques to the
lower frequency range. With the advent of sampling oscilloscopes and step-
function generators with very short rise times, however, time-domain methods
now provide valuable measurements in the frequency range from 10 MHz to 10
GHz. The 10~GHz limit is due to the rise time of the step-voltage excitation
of typical time-domain reflectometers (TDRs).

The various time-domain and frequency-domain techniques are reviewed
below and some typical examples of broad-band methods are given. Also, in

vitro and in vivo results are compared.

4.2.2, Low-Frequency Techniques

Impedance bridges and series or perallel resonant circuits are usually
used to measure dielectric properties below 100 MHz. The sample holder is
usually either a parallel-plate or coaxial capacitor, with the test material
forming the dielectric between its plates. Since biological materials are
conductive (lossy), the input impedance of the capacitor is complex and is
usually represented by an equivalent circuit consisting of a parallel connec-
tion of a resistance and a capacitance. A typical bridge circuit with the
equivalent circuit of the sample holder is shown in Figure 4.6 (Von Hippel,
1954). The bridge is like a Wheatstone bridge, but impedances are measured
instead of resistance. Balancing the bridge requires adjusting one or more of
the impedances (Zl, Z,, and 23). If the complex permittivity of the material
under test is given by

%

g = so(e' - je") (4.6)
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Figure 4.6. Bridge circuit for measuring dielectric proper-
ties of materials at frequencies below 100 MH=z.

where €, is the permittivity of free space, the admittance Y of the capacitor
is given by Y = juC. For a lossy capacitor filled with the dielectric mate-

rial under test,
Y = ijeo(e' - je") 4.7)

where X is a constant dependent on the geometry of the sample holder. For
example, K = A/d for an ideal parallel-plate capacitor, where A is the area
of the plates and d is the separation between the plates. The imaginary and

real parts of the admittance are hence given by

B = wKeos' (4.8)
G = wKeoe" (4.9)
- 4.25 -
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The real part of the permittivity can thus be found from the imaginary part of
the measured admittance, and the imaginary part of the permittivity can be
found from the real part of the measured admittance. Although the capacitor
sample holder seems casy to use, accuracy of measurements may be limited by a
number of factors such as effects of the lead impedance (particularly at
higher frequencies), effects of fringing fields at the edges of the elec-
trodes, and electrode polarization effects.

Accuracy of bridge methods at frequencies above a few MHz is often
limited by the self-inductance of the cell and its associated leads. Careful
cell design and calibration to account for fringing capacitance and self-
inductance are required to overcome this problem (Grant et al., 1978).

At lower frequencies, measurements are limited by electrode polariza~
tion, which is caused by the piling up of ions at the electrede-sample inter-
faces when direct or low-frequency current is passed through the measuring
system. Measurement of dizlectric properties of conductive materials is
particularly restricted by electrode polarization, as is any measurement at
frequencies where the signal period is long enough to permit ions to migrate
over appreciable distances and accumulate at the electrode-dielectric inter-
face. Large electrode separation would minimize this polarization but is
undesirable because it increases the error due to stray fields.

Electrochemists have overcome electrode polarization problems by using
four electrodes, two for applying the RF signal and two for picking up the
potential difference within the material under test (Collett, 1959). Elec-
trode-soluticn combinations that are nonpolarizing or only slightly polarizing
are also used to minimize electrode polarization effects (Chang and Kaffe,
1952). These electrode-solution combinations are known as reversible elec-
trode systems. An example of such a system is electrodes containing a layer
of platinum black (Schwan, 1963b). The reversible electrodes reduce the
polarization errors by providing a large effective area of electrode sur-
face. This large area allows the migrating ions to spread out very thialy
over the electrode surface so that the capacitance of the double layer, which
is in series with the sample capacitance, is very large. 'lhis reduces mea-
surement errors. Sandblasted platinum~black electrodes also minimize elec-

trode polarization problems in biological applications. There is no known way
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to completely eliminate polarization problems, however, and some analytical

& procedures to calibrate for electrode polarization effects should always be
\ incorporated into low-frequency measurement techniques (Grant et al., 1978).

B -

\ 4.2.3. High—?requency Techniques

A distributed~circuit instead of a lumped~circuit approach must be used

o

at frequencies above 100 MHz because the sample size nears a considerable

fraction of a wavelength for these frequencies. In distributed~circuit tech-

| 0]

niques, the sample is typically placed in or at the end of a section of trans-

mission line or waveguide or in a microwave cavity. Since these transmission-

E2

line methods are broad-band, they are often preferred over the narrow-band
cavity techniques. ‘

In the transmission~line methods the complex reflection and/or transmis-
sion coefficients are measured instead of the sample impedance. In reflection
methods, the sample holder is treated as a one-port network terminating a 50-
ohm coaxial line. When transmission coefficients are mecasured, the sample

typically fills the space between inner and outer conductors of a coaxial line

o =3 =3

with two low-dielectric beads confining the sample to the desired length. In

the latest techniques, the scattering parameters (S-parameters) of the sample

ER

are measured with an automatic computer-based network analyzer such as thc one
shown in Figure 4.7 (Burdette et al., 1980; Iskander and DuBow, 1983). The
key elements of the network analyzer system are a stable synthesizer, broad-

band and high-ratio directional couplers, and a computer~controlled processor

= o

capable of making corrections in real-time measurcments and caleulating
changes in permittivity from measured changes in reflection and/or transmis-
sion coefficients. The coaxial sample holder is connected to the S-parameter
device, which has two outputs. One output is proportional to the incident

signal and is connected to the reference channel of the network analyzer. The

other output provides a signal either reflected by the sample or transmitted
through the sample. This output 1is connected to the test channel of the
network analyzer. The analyzer, using a calibrated superhetrodyne receiver,
provides a measurement of the reflection and transmission coefficients by

comparing the amplitudes and phases of the reflected and transmitted waves,

T =

- 4.27 -
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respectively, with those of the incident wave. With the reflection (511) and
transmission (812) parameters measured, the real and imaginary parts of the
*

complex permittivity ¢ = eo(e' ~ je") can be determined from

e Lo fr=r\i, 1

el =——1Imn ( ~|{ Ing (4.10)
o 1 +7T

o= Loxe L:.I;)%m.g. 1)
0 1L+7

3
E§ where Im means imaginary part; Re, real part; T, the complex reflection coef-~

ficient assuming the sample to be of infinite length; and P, the propagation

factor. T and P are given in terms of the S-parameters by

; =x % lxz -1 (4.12)

2

where
PW 2 2
3;,, - S8,, +1
cg x = ...l.l.....z..s.l.g_..._ (4.13)
11
E§ and
S$,. + 8 -7
vLo__ 11 12 . (4.14)

P=ce =

Bz

1-(8;,*8,,)r

where Y is the propagation constant and L is the length of the sample under
test, This measurement procedure provides enough information to obtain the
complex permeability of the sample as well as the complex permittivity. To
avoid resonance effects in these measurements, the sample length should be
limited to less than a quarter of a wavelength at the highest frequency of
operation. Typical sample holders suitable for these measurements at micro-

wave frequencies are shown 1in Figure 4.8. For the lumped-capacitor holder in

p_—
T
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Figure 4.8b, only measurement of the reflection coefficient is required; and

the calculations are made as described in the following section.

/———50.8-mm sample diameter

M // // /) S
27 e

/ 7/
/Shalé/sample’,

' -7
(Q) ccér‘\)ssector

APC-7 C=erlwlCy
coaxial

connector

(b)

Figure 4.8. Typical sample holders for measuring the dielectric
properties of biological substances at microwave fre-
quencies. (a) Coaxial sample holder. (b) Lumped capac-
itor terminating a section of a coaxial transmission line.

4.2.4., Time-Domain Measurements

Measurements over the broad frequency range necessary to characterize
dielectric properties can be very time consuming and tedious unless automated
frequency-domain techniques are available, but such techniques are generally
not practical because a single RF oscillator will not work over a sufficiently
wide frequency range. Several RF oscillators are usually required, one for
each range of frequencies. A single technique capable of covering the fre-

quency band from 100 kHz to the higher microwave frequencies with acceptabie
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accuracy is therefore desirable. Time~domain tecliniques can provide such
capabilities., Since their introduction in the late sixties, they have been
widely used to measure dielectric properties of materials over broad frequency
ranges. These techniques are also conceptually simple and experimentally
straightforward, particularly when used in conjunction with modern data-acqui-
sition systems. They are also less expensive than conveniional frequency-
domain microwave dielectric spzctroscopic systems. Below 10 GHz, time-domain
measurements can be made with about the same accuracy as swept-frequency
measurements, which is generally less than that obtainable with single-
frequency measurements. The strong decrease above 10 GHz in the spectral
intensity of the exciting step-voltage generator in commercially available
time-domain reflectometers limits their use to frequencies below 10 GHz.

In time-domain methods, the Fourier transform of the measured response
of the dislectric sample to  short-rise-time pulses is calculated. The
dielectric properties over a wide frequency range can be obtained from this
Fourier transform because the frequency spectrum of the short-rise-time pulses
is very wide. The four essential parts of a time-domain system are a sub-
nanosecond step-function generator, a broad-band sampling oscilloscope, a
temperature-controlled sample holder, and a microcomputer for data process-—
ing. A typical time-domain refloctometer (TDR) system is shown in Figure 4.9
(Iskander and DuBow, 1983).

With this brief discussion of the relative merits of the frequency-
domain and time-domain techniques as background, a specific example of a time-
domain method used in our laboratory, called the lumped-element time-domain
method (Iskander and Stuchly, 1977), is described next. Information about a
system analogous to the automated microwave network-analyzer technique
described in Section 4.2.3 is available in the literature (Nicholson and Ross,
1970). In the leuwmped-element time-domain method used in our laboratory, the
sample holder is a small shunt capacitor terminating a sectien of coaxial
tronsmission line. This sample bridges the gap between the low~frequency
measurements, where ilumped capacitors are often used, and the high-frequency
measurements, where distributed elements such as a section of transmission
line are used. The capacitor sample-holder consists of a cap screwed on the

outer conductor of the ~oaxial line. Tue center conductor is made slightly

-~ 4,31 ~
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shorter than the outer conductor to form a gap between the center conductor

and the cap, which is the capacitor at the end of the transmission line. A

E

schematic diagram of the sample holder is shown in Figure 4.8b.

The measurement procedure is to first replace the sample holder by a

S,

short circuit and obtain a refarence signal, then to replace the sample holder
and record the reflected signal at the sample interface. Both signals are
digitized and their Fourier transforms calculated. The frequency dependence

of the reflection coefficient is given by

Flv (e = ¢ )] [v (&) - v, (&= 2t )]
v, € ¢ )] == [V_(c =€ J] (4.15)

T(w) = 'f(w)leje(m) =

where F represents the Fourier transform; V;, and Vs the incident and

reflected voltages respectively; V the reflected voltage when the sample

sc?

holder is replaced by a short circuit; V_, the total voltage signal recorded

o,
on the TDR screen; and t,, the propagation time between the sampling probe and

the sample holder. The real and imaginary parts of the relative permittivity

R R I5E BY B A

are calculated from the complex reflection coefficient in Equation 4.15 using

the following relations:

=7

7% 2¢e lf(m)‘ sin 6(w)
5 e' = 2 . (4.16)
wCoZo[IP(w)l + er(m)l cos 8(w) + l]
1 - |rw)?
e L1 = [rW]7] 1

wCOZO[l;(w)|2 + Z‘G(w)i cos 6(w) + 1]

= B &S
L}

where lT(w)| and 6(w) are, respectively, the magnitude and phase of the fre~
quency-domain reflection coefficient, and C, is the capacitance of the air-

filled capacitor terminating the transwmission line of characteristic impedance

Z,-

A @,

u‘;‘ "q;h e
ER B3

g
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4.2.5. Measurement of In Vivo Dielectric Properties

Most measurements of the dielectric properties of tissue have been made
on excised samples. Making measurements in vivo, though, would be better for
two main reasons. First, preparing samples that fit the sample holder prop-
erly is difficult; and second, the condition of the tissue deteriorates
rapidly after it is removed from the body. How dielectric properties of
excised tissue compare with those of tissue in a living body is difficult to
determine.

Two procedures for measuring the dielectric properties of tissue in vivo
are described in this section. Both use an open-ended coaxial transmission
line placed in ¢r on the tissue. The first technique is simpler but works
only for higher permittivity tissues. The second technique is more compli-
cated but can be used to measure the dielectric properties of the lower per-

mittivity tissue like fat and bone.

Measurement of High-Permittivity Tissues--Two probes are available for
measuring the dielectric properties of tissue in vivo. Both consist of a
section of ccaxial transmission line (see Figure 4.10): one with the center
corductor extended (Burdette et al., 1980), and one without (Athey et al.,
1982). During the measurement, the center conductor is pressed against the
material being tested.

The primary theoretical basis for the concept of the in vivo probe
measurement is found in an antenna modeling theorem (Burdette et al., 1980)
that applies to a short monopole antenna (antenna length much less than 0.1
wavelength). This theorem relates the impedance Lf a short antenna operating
at frequency w and radiating in the material under test, to the impedance at
frequency nw and radiating into free space. For nonmagnetic materials, the

theorem states

ZL@, e*) } Z(nw, eo)
n

n
(o]

(4.18)
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where
é Z = antenna impedance
€% = complex permittivity of the material being measured

B
=
[}

Juole* = intrinsic impedance of the material being measured

JUO/EO = intrinsic impedance of free space

{e*/e = index of refraction of the material being measured
relative to free space

2
=

[}
n

=]
it

EZa B3
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g COAXIAL LINE TERMINATED
WITH SAMPLE

g

E Coaxial
| P connector .
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2022 > -
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(b)

- Cle*)

(c)

Figure 4.10. In vivo dielectric probes for measuring dielectric properties
of biological substances. (a) Open-ended section of coaxizl
transmission line. (b) A short electric monopole immersed in
the material under test. (c) The low-frequency (neglecting
radiation resistance) equivalent circuits.
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When a short monopole antenna is used as the probe, the probe impedance is
given by

z2(nw, e ) = Ao? + (4.19)

where A and C are constants determined by the probe's dimensions. This
expression is valid when the probe length is less than 104 of the wavelength
in the material being measured. Combining this expression with Equation 4.18
gives the following expressions for the resistance and reactance of the com-

plex impedance Z[w, a*) =R + jX:

_ sin 26 — 2 jsec § + 1
R= 5o+ Ae' v J————E-———- (4.20)

cos2 8 ~— 2,sec § -1

2 ——— ! [ S
vema Ale' q 5 (4.21)

where tan 6§ is the loss tangent. In the above pair of equations all parame-
ters except €' and § are known or can be determined from experimental measure-
ments. Because simultaneous solution of these equations is difficult, an
iterative method of solution is usually ased. The second terms in Equations
4,20 and 4.21 are small at low frequencies. When these terms are neglected,

the following equations result:

sin 28

SeTuc (4.22)

- cos2 §

8'(5-6— (4-23)

e’

Solutions to these equations are obtained by dividing Equation 4.22 by 4.23 to

ol

-

get tan 8§ = R/X; therefore, by measuring the input impedance of a short

Wl

monopole antenna inserted into a material, we can calculate both the relative

v

dielectric constant, €', and the conductivity, o.
s y
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The other probe used for in vivo measurements of dielectric properties
is a special type of the monopole antenna just described. An open coaxial
line, placed in contact with a test sample, serves as a sensor. The equiva-
lent circuit of the sensor consists of two elements (Figure 4.10): a lossy
capacitor, C(e*), and a capacitor, Cg, that accounts for the fringing field in
the Teflon. ¢(e*) = C, €%, where C  is the capacitance when the line is in
air. This equivalent circuit is valid only at frequencies for which the
dimensions of the line are small compared to a wavelength, so the open end of
the line does not radiate. At higher frequencies, increased evanescent TM
modes excited at the junction discontinuity cause C, to increase with fre-
quency. When the evanescent modes are taken into account, C, should be

replaced by C, + Afz, where A is a constant dependent on the line dimensions.

Heasurement of Low-Permittivity Tissues--The probes just described work
well for measuring the permittivity when it is high but not when it is low,
such as in fatty tissue. For low-permittivity tissues better accuracy 1is
obtained by extending the length of the center conductrr of the coaxial trans-
mission-line probe further into the tissue (Olson and Iskander, 1986). The
analysis described for high-permittivity measurement is not valid here. A
procedure for this case was developed with the following new features:

a. A rigorous expression developed by Wu (1963) is used for the input
impedance of the in vivo probe immersed in the material under
test. The method of analysi., therefore, accounts for the radiation
resistance of the probe for iarger values of h/A, where h is the
length of the center—conductor extension, and A is the wavelength.

b. Because the mathematical expressions for this case are very complex,
the dielectric parameters of the sample under test are determined by
comparing the measured and calculated values of the input impedance,
using an iterative two-dimensional (error surface) cowplex zero-
finding routine. This procedure is illustrated graphically in

Figure 4.11 (Olson and Iskander, 1986).
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lZ; *(measured) - Zi*(equation)!

MINIMUM

Figure 4.11. OGraphical illustration of the iterative procedure for cal-
culating complex permittivity parameters by minimizing the
difference between measured and calculated values of the
input impedance of the in vivo dielectric probe. The
Tin%mum on the error sur?ace Z easureg - zcaéculated
indicates the most appropriate values of e' and €" that
satisfy the measured value of the input impedance.

Except for these new features, the measurement procedure is like that
described in Section 4.2.3. As with all other in vivo probes, special effort
should be made to maintain good contact between the 4
material under test. For low permittivities, a ground plane of approximately
12-cm radius is needed to fine tune the measured values of the input imped-
ance, We evaluated the accuracy of the in vivo probe measurements for low-
permittivity materials by measuring the complex permittivity of known lossy
(octyl alcohol) and lossless (heptane) materials. The measured results were

all within less than +5% of the measured values given in the literature.
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4.2.6. Summary

At frequencies below 100 MHz, methods based on impedance bridges are
satisfactory for measuring the permittivity of tissue samples. Above 250 MHz
distributed-circuit methods must be used; with these, the sample holder is
typically a section of transmission line or waveguide. The use of impedance-
bridge techniques is bounded on the low-frequency end by electrode polar-
ization; on the high-frequency end by the self-inductance of the cell and its
leads.

Modern transmission-line techniques based on automatic network analyzers
are remarkably accurate and relatively easy to use, for both in vitro and in
vivo measurements. TIa all cases, however, the sensitivity of the measured
permittivity to the experimental errors in the measured parameters should be
analyzed to determine the advantages and limitations of a given method in a
specified frequency band. Examples of such analyses are those developed for
the time-domain measurements using the lumped capacitance method (Iskander and
Stuchly, 1972). These calculations were later used with frequency-domain
measurements using in vitro (Stuchly et al., 1974) and in vivo probes (Athey
et al., 1982; Stuchly et al., 1982). Such uncertainty analyses lead not only
to bounding the measurement errors but also to optimizing the parameters of
the measuring cell, such as the value of the capacitance in the lumped-
capacitance method (Iskander and DuBow, 1983). Uncertainty analyses should,
therefore, be included in all measurement techniques, even when complicated
expressions relating the measured parameters to the dielectric properties of

the material under test are invoived {Olson and Iskander, 1986).
4.3. TABULATED SUMMARY OF MEASURED VALUES

Tais section contains a summary of the measured values of dielectric
properties of biological substances as a function of frequency and tempera-
ture, as reported in primary sources in the literature. Further information
can be found in the listed references.

Tables 4.7 and 4.8 give the dielectric constant and conductivity values
of differeat animal tissues, at indicated temperatures and frequencies. The
temperature coefficient of the dielectric constant and conductivity of various

body tissues are shown in Tables 4.9 and 4.10.
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PERMITTIVITY) OF VARIOUS BODY TISSUES
(Letters designate footnotes found at end of table)

TABLE 4.7.
Frequency
(MHz) Muscle
107 2.5 x 108
<1x 10
107 8 x410°
6
10
— a
1073 1.3 x 1o§s
l.7x10f
1.0 x 109
1072 (5-6) x 10%
9 x 10
5 x 104
107} 3 x 102f
2 x 10
£
1 2 x 103
10 179%€
25 103-115%
50 85-97¢t
1x 102 69-73¢
71-76™
2 x 102 56t
3 x 102 55-57Y
4 x 102 52-55t
54-56Y
6 x 102 55-567
7 x 102 52-53t
55-56Y

Heart

Muscle

a
<7 x 108
(8-8.2) x

(3-3.2) x

a
1 x 10°

59-63t
55-62Y

52-56F
54-58Y

54-58Y

50-55¢
53-58Y

Liver

a
<1.6 x 107
a a
10°°  (8.5-9) x 107

a el
10°° 1.5 x 104

a
(5-6) x 10%

7x103-1. 2x10%%

1.2x103-2x103%
320%¢

136-138%
88-93t

65-75%

72-74¢

76-79%

50-56%

48-56Y

44-51t
46~53Y

46-53Y

42-51°¢
46-54Y
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REAL PART OF THE COMPLEX-DIELECTRIC CONSTANT (RELATIVF

Lung*
a

<8 x 10°
a
4.5 x 107

a
9 x 10%

a
3><104
35t
367
35t
367
367
34t
35Y

>200%
135-140t

88-90°¢
100-201™
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) Fatty Bone Whole .
¢ Kidney Brain Tissue Bone Marrow Blood Skin

=
1
1
L
1
1
!
[}
1
1
|
i
!
i
1
)
[
1
!
[
i
1

a
: _— — 1.5 x 10° — — _— —
8 d
: — — 5 x 104 - - 2.9 x 163 -
d
: E§ - - 2 x 104" - -— 2.81 x103 -
d
§§ 1.2 x 1045 3% 103°° —- - — 2.74 %103 -
d
!! 2.5 x 103 870°%¢ — -— — 2.04 x193 -—
465%¢ 240°° - - — 200¢ —-
Eg >200° >160° —_— _—- — —— _—
, 119-132° 110-114%  11-13% — 6.8-7.7% _— —
i §§ 83-84° 70-75° 8-13% _— 6.8-7.7" 72—74; —
g7-92™ 81-83™ 11-13" 73-76
(s 5]
Ea 62" ——- 4.5-7.5° -—- -—- - -
. 57-607 _— _— - —— 63 —_—

62Y ---

Bl HE B R
83
[}
> W
< rr

;
|
1
i
|
i
1
|
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TABLE 4.7.

Frequency
(MHz)

9 x 102

i x 103

1.77 x103

1.78 x 103
2.98 x 103

2.99 x 103

3 x 103

3.59 x 103
4.63 x 103
8.5 x 103

9.39 x 103

9.43 x 103

1 x 10%

2.362 x 10%

2.377 x 104

(continued)

Muscle
53~55Y
49-52"

53-550
61P

51%

Heart

Muscle

53-57Y

53-57°

- 4.42 -

Liver

44-52Y

4o~47"
44-52°
50P

——
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Fatty Bone Whole
Kidney Brain Tissue Bone Marrow Blood Skin
53-567 -—- 3.2-67 — -—- 637 -—-
53-56° -— 4.3-7,5" 8" 4.3-7.8%  58-62" -—
Eﬁ 9.5P
— -— -— -— _— 59.2° _—
EQ 56.533
K 56.2°P
E% --- ——- 9.7% 8.4% -—- -—- 45.6%
— -— 8.43% 8.35% -— -—— 44,5%
gg -—- -—- --- --- - 59.9:a ——=
‘ 57.7
56.0PP
!i — 3244 3.9-7.2¢ - 4.2-5.8" — —
Ei -— - 7.90% 8.3* - - 44.,25%
-—- -—- 6.56° 7.83% -—- - 41.53%
E§ - - 3.5+4.5 - 4.4-5.4°5 -— -—
_— -— - -— -— 42 4% -—
= 45,522
Eg 47.8%
Eg —— — 4.5 7.6% — 45% 35.5Y
-— _— 3.5-3.9"  8.0" 4.4-6.6"  50-52" -—
3.6 6.6% 5.8 459
gg 5.7¢¢ 48"
-—- - 3.4% 6.3% -—- 32¥ 23
;‘2 aa
30.2bP

B 8

- 4.43 -
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FOOTNOTES FOR TABLES 4.7 AND 4.8

* Pactially or totally deflated, except material described in Footnote a (Schwan, 1956b).
2 pog, material in situ at body temperature (Schwan, 1956b, 1957, 1963a).
b Sheep, material at 18°C (Schwan, 1956b, 1963a).
€ Beef and pork, excised material at 20°C (Schwan, 1956b, 1963a).
d pabbit, at room temperatuce (Schwan, 1956b, 1963a).
® Rabbit, excised materiai at 37°C (Schwan, 1956b, 1963a).
£ Rabbit, excised piece at room temperature (Sshwan, 1956b, 1963a) .
8 Man snd various animals, excised pieces and minced material at 23°C (Schwan, 1956b, 1963a).
b Sheep, 18°C (Schwan, 1956b, 1963a).
! Man, minced material at 23°C (Schwan, 1956b, 1963a).
3 Rabbit, minced material at 23°C (Schwan, 1956b, 1963a).
k Man, minced material at 37°C (Schwan, 1956b, 1963a).
1 sheep, at 20°C (Schwan, 1956b, 1963a).
R Beef and pork, excised material st 37°C (Schwan, 1956b, 1957, 1963a).
% pog and horse, blood and excised tissues measured at 38°C, except bone and bone marrow at
25°C (Schwan, 1956b, 1957, 1963a; Schwan and Piersol, 1954).
TABLE 4.8. CONDUCTIVITY (S/m) OF VARIOUS BODY TISSUES
(Letters designate footnotes for Tables 4.7 and 4.8)
Frequency Heart
(MHz) Muscle Muscle Liver Lung¥ Spleen
107° 0.1042 0.1042 0.082-0.119% 0.09% -—
1074 0.114% 0.1082 0.094-0.125% 0.0912 -—
} 1073 0.12120.125a 0.118-0.133% 0.103-0.132 0.1-0,25% 0.233-0.3858
o 0.102 0.111-0.12% 0.063-0.1%  0.053-0.071°® -
] 0.077-0.143%
-2 a a a a
10 0.132f 0.167 0.118-0.146 0.105 —eee
0.114
1070 0.4-0,588  0.417-0.526" 0.217% 0.5-0.6061  0.2-0.4%
0.192 0.182-0.455*
0.125-0.1828
6.238J
1 0.476-0.625" 0.435-0.556" 0.238-0.476% 0.357-0.6671 0.263-0.435%
0.4 6.182-0.258
0.253
- 4.44 -
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FOOTNOTES FOR TABLES 4.7 AND .8 (CONTINUED)

o Man, excised piece at 27°C (Schwan, 1956b, 1963a).

P Beef, minced material at 22°C (Schwan, 1956b, 1963a).

4 pen, excised piece at 37°¢ (Schwan, 1956b, 1963a).

T Man, excised material at 35°C (Schwam, 19565, 1963a).

$ Frog, excised piece at 25°C {Schwan, 1956b, 1963a).

t various body tissues at 37°C (Schwan, 1957; Schwan and piersol, 1954; Schwan and Li, 1953).

Ed == OCH

E23

U punan tissues at 37°C (Rajewski, 1538) .

V animal tissues at 37°C (Rajewski, 1938).
¥ Human tissues, taken from surgical operations, at 37°C (England, 1950).

¥ puman tissues at 37°C (Cook, 1952).
¥ Human autopsy, matezial of normal composition at 27°C (Schwan and Li, 19533.

Z yuman blood coutaining average cells in concentration 4.9 x 10~ per mm3. at 15°C (Cc.x, 1951).
6 ger mm3) at 25°C (Cook, 1951).

43 yuman blood containing average cells in concentration 4.9 x 10
6 per omd, at 35°C {Cook, 1951).

bb wuman blood containing average cells in concentration 4.9 % 10
€C piological material (Swicord et al., 1976).

dd yyman brain at 37°C (Schwan, 1957).

ee poimal tissues at 37°C (Stoy et al., 1982).

e s e

) ) F.at ty Bone Whole
Kidney Brain Tissue Bone Mavrow Blood Skin

i
:
i
|
:
H
i
1
1
1
1
{
|

M ——— 0.125-0.2%  0.02-0.067% --- — 0.602° -
b 0.182-0,2228 0.6804 ‘
~ 0.741-0.833°
§§ 0.556-0.769"
—— —— —- — —- v.680% ———
: .
gﬁ 0.37-0.667% 0.118-0.217" e - - 6.680° -
i ank
Ei 0.4-0.714%  0.143-0.233 — - - 0.714% —
%
he
- 4:45 -
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T e tw -
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TABLE 4.8.

Frequency
(MHz)

(continued)

Muscle

10

25

50
102

2 x 102

3 x 102

4 x 102

6 x 102

7 % 102

9 x 102

1.77 x 103

1.78 x 103
2.98 x 103

2.99 x 103

0.588-0.6671

0.47—0.9988

0.68-0.885¢
0.769-1.0k
0.625-0,8331
0.5-0.714¢
0.667-0.833m
0.85~1.04u
0.68-0.85V

0.952-1.053t
0.833-0.909Y

0.909-0.952y

0.91-1.176%
00952-1 .Oy

1-1.064Y

10266—1037t
10075-1-49y

1019"10235y

2.245%

2,984%

Heart
Muscle

00556-007141

0.588~0,7691
0.78-0.92u

0087—10053t
0.769-0.909Y

1-1.176t
0087"1 .Oy

0.87-1.053y

1.053-1.282t
00909—10082y

1-1.205Y

1-1.2050

Liver

0'385~00556i
0.403

00476—0.541t

0.513-0.578t

00667-00909t
0.588-0.80Y

0.645-0.833Y

0.769-0.952t
0.667-0.833Y

0.714~0.909y

0.87-1.176t
0.769-1.0Y

0.833-1.087Y

.9
~1.087°
.0

O

P

- 4046 =
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Lung*

0.667-0,9091

]

0.222-9.385t
.769~1,053k

0.7
0.71/-1,01
0.7 ..154

0.62st
0.526Y

0.613Y

0.714t
0.613Y

0.641Y

0.769t
0.658Y

0.73Y

0.7300

Sgleen
0.588-0.6671

0.93%¢
0.662-0.781t

0.952-1.176%
0.667-0.9091
0.667¢
0.833m
0.96-1.164
0.83-0.84Y
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Kidnez EEEEL
0.588-0.833% 0.222-0.333%1

0.83ee 0.455t
0.69-1.111F 0.476-0.526%

0.833-1k 0.435-0.625K
0.667-1.01  0.333-0.51
0.625-0.769¢ 0.385-0.455¢
0.714-1.111M 0.5-0.556™
0.85-1.0%  0.45-0.625Y
0.69-1.1V  0.41-0.59V

0.69% ——
0.962Y
1.027 _—
l . 17 6t —
1.02Y

1.064-1.117 —

15299-10316t _———
1.11-1.12Y

1.22-1.235Y -

1022-102350 -

Fatty Bone
Tissue Bone Marrow
0.04-0.059t -—-  0.02~0.036%
0.08-0.085k --—  0.019-0.024¢
0.0671 0.02-0.033m
0.023-0.045¢ 0.02~0.035V
0004—00059m

0.083"%

0.04-0.058V

0.029-0.095°
0.02-0.067Y

0.036-0.111t
0.075-0.77Y

00029_00091y
0 71"’001437:1

0.0
00 29-’0 0910
0,047

0.270%

0.341%

0.149%

0.219%

bl 4047 -

E35auuuLﬁ;E:5E5ﬁ33E5E5KBKIEZ1ZEEZ3km5LXZHExZEEBEEXRXRxHZREXExEHKX!YIEIXXEHXSRXIXXNUKHIEIHXHKxlrtrvvvrvrvvv-w

Whole

Blood Skin
1.111d —
1.2201 0.21-0.625"
0.667-0.833¢
1-1.25™
1-1.25V
lt042y ———
1olly —
1.099Y _—
1 0087y ome—
l 017 6y ————
1 . 25y ———
10389_10563n -
1.2500
1.753% _—
1.75338
1.782bb

— 1.926%

— 2.244%
3 . 3loz haadundend
2.844a2
2.645PP
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TABLE 4.8. (continued)

Frequency Heart
(MHz) Muscle Muscle Liver Lung* Spleen
3.0 x 103 2.174-2.336%  —— 2.0-2.041% —- —
3.59 x 105 3.186% — — — —
4.63 x 103 4.808% — — —- —
8.5 x 10°  g8.333t — 5.882-6.667" — —
9.39 x 103 — - — — —
9.43 x 103 ——- — — — —
1 x 10% 8.333" — 5.882-6.667" — —
7.6924
8.0¢¢
2.362 x 10% - ——- —— — —
2.377 x 10% - —— — — —

~ 4,48 -
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Brain

3,04d

Fatty Bone
Tissue Bone Marrow
0.111-0.227t === 0.116~(.225t

0.267"

0.309% 0.258%  ——-
0.381% 0.335%  ——
0.27-0.417%  -—-  0.167-0.476t
0.498% 0.761¥  ~~-
0.27-0.417"% 0.667%  0,5-1.6670
0.4764 0.7699 1.04

0.57¢¢
1.445% 1.445W  ——-
- 4049 -

Whole
Blood

2.503%

13.952
12.02aa
10.290P

12.066%
9.091n
10.5269
10.753F
26,28W

32,7932
34,385P

Skin

2.754W

2.557%

3.606%

17.082%
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TABLE 4.9. TEMPERATURE COEFFICIENT OF DIELECTRIC CONSTANT OF
VARIOUS BODY TISSUES (100 (Ae/e)/°C) (Schwan, 1954)

Frequency (MHz)

Type of Tissue 50 200 400 900
Muscle 0.3 - -0.2 -0.2
Liver 0.3 0.2 -0.2 ~-0.4
Spleen 1.0 — -— ——
Kidney 0.5 0.2 -0.2 ~0.4
Brain 1.1 ——= —-== ——-
Blood 0.3 —-— - -
Serum and 0.97 saline 0.4 -0.4 -0.4 -0.4
Fat —— 1.3 - 1.1

TABLE 4.10. TEMPERATURE COEFFICIENT OF CONDUCTIVITY OF VARIOUS
BODY TISSUES (100 (4¢/0)/°C) (Schwan, 1954)

Frequency (MHz)

Type of Tissue 50 200 400 200
Muscle 2.5 1.5 1.3 1.0
Liver 2.0 1.8 1.8 1.4
Spleen 2.3 - -—— -
Kidney 1.6 2.0 2.0 1.3
Brain 1.4 -—- ——— -—-
Blood 2.7 - -— -
Serum and 0.9% salin~ 2.0 1.7 1.6 1.3
Fat 1.7-4.3 4.9 -—- 4.2

- 4,50 -
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The complex permittivity is generally frequency dependent and at a

frequency £ = w/2m, can be described by the Debye equation, similar to Equa-
tion 4.1 (Schwan and Foster, 1980; Foster et al., 1980):
jc
% = - e = 4.2
€ € je e, - e, Z -—:—WU (4.24)
where

e" = g/ue
o

e = lime'
-]
oo
0g = lim ¢
w0
Ai = relative-permittivity change due to dispersion associated with w,

From Equation 4.24, we get

n Ad
e =g + S (4.25)
o . 2
i=1 1 + (w/w,)
i
and
2 n Ai/wi
=0 +ug )| —eee—— (4.26)

o .& 2
i=1 1 + (w/mi)

Hurt (1985) has written a Fortran program that performs a least-squares fit of
Equations 4.25 and 4.26 to permittivity data. Figures 4.12 and 4.13 are the
curves for relative dielectric permittivity and conductivity, respectively,
that result from fitting a 5-term Debye relation to muscle data (Tabies 4.7
and 4.8). For nuscle, € is set equal to 4.3 (Grant et al., 1978; Hill,
1963).

The complex dielectric data in Tables 4.7-4.10 are from in vitro mea-
surements of permittivity on excised human or animal tissues. Interest in
reexamining tissue-permittivity values based on in vivo measurements has been
increasing (Toler and Seals, 1977). With the in vivo procedure, a short
monopole antenna is inserted into living tissue, and changes in the terminal
impedance of the antenna are measured (Burdette et al., 1980). These imped-

ance values can then be related to®the complex permittivity of tissue.

- 4,51 -
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Figures 4.14-4.16 compare in vivo data for dielectric constants and
conductivity with in vitro data; Figures 4.17-4.,19 give additional in vivo
data. These figures show only slight differences between the in vivo and in
vitro values, except in the case of canine fat tissue (Figure 4.17) where the
in vivo dielectric constant values are a factor of approximately 1.5-2 times
the reported in vitro results asove 100 MHz., These differences in the dielec-
tric constant are attributed primarily to possible differeaces in water con-
tent between the in vivo and in vitro measurement conditions (Burdette et al.,
1980). Conductivity values are|also generally higher than in vitro values

found in the literature (Schwan, 1957).

100
——F IN VIVO RAT MUSCLE (31° C)

a IN VIVO CANINE MUSCLE (34° Cj
o IN VITRO HUMAN MUSCLE, SCHWAN (37°C)

oo
o

20 -

RELATIVE DIELECTRIC CONSTANT (€')

0 l ! L1 | | | L1 1 |
0.1 0.2 0.4 0.6 081 2 4 6 8 1012
FREQUENCY (GHz)

Figure 4.14. Measured values of relative dielectric constant of
in vivo rat muscle and canine muscle (Burdette et al.,
1980) compared to reference data {Schwan, 1975).
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‘ ~—LIN VIiVO RAT MUSCLE (31°C)
oiIN VIVO CANINE MUSCLE (34° C)
? ~ 60 oIN VITRO HUMAN MUSCLE, SCHWAN (37° C)
:

~

2
o €
i £ 20 |-

b
o

o
) > 80
d —

|9

o |

a)
g Z

EB 40

2 —— T 1 . |
0 T | ] | |1 | ] ] L1 |
‘ @ 0.1 0.2 0.4 0.6 0.8 1 2 4 6 81012

g FREQUENCY (GHz)
K

Figure 4.15. Measured values of conductivity of in vivo rat
muscle and canine muscle (Burdette et al., 1980)
compared to reference data (Schwan, 1957).
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— ———— N VITRO CANINE KIDNEY (1.4 M Meps0) ] '°°
IN' VITRO CANINE KIDNEY (NO MeySO)

»  —+-=-=-IN VIVO CANINE KIDNEY /

- o €', SCHWAN 120

v o, SCHWAN /

RELATIVE DIELECTRIC CONSTANT (€')
CONDUCTIVITY, o {mmho/cm)

0 Y' J | | I | | L1 13y
0.1 0.2 0.4 0608 1 2 4 6 81012
FREQUENCY (GHz)

Figure 4.16. Measured values of relative dielectric constant and conduc-—
tivity of in vivo and in vitro canine kidney cortex (Bur-
dette et al,, 1980) compared to reference data (Schwan, "957).
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Figure 4.17.
and conductivity of in vivo canine

at 37°C (Burdette et al., 1980).
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Measured values of relative dielectric constant
and conductivity of in vivo rat brain at 32°C.
Maximum SEM for €' is indicated by error bars
and SEM for €" = + 0.9 (Burdette et al., 1980).
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Figure 4.19.
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Measurod values of relative dielectric cunstant and con-
ductivity of rat blood at 23°C (Burdette et al., 1980).
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Figures 4.20-4.24 show recently obtained in vivo data for several feline
tissues at frequencies between 10 MHz and 1 GHz (Stuchly et al., 1981). These
figures show significant differences in the properties of different types of

the same tissue (e.g., skeletal and smooth muscle).
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Figure 4.20. Relative permittivity of cat smooth muscle in vivo:
@ and O show results obtained for two locations in the
tissue. The vertical bars show the uncertainty due to the
estimated measurement errcrs (SD) (Stuchly et al., 1981).
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Figure 4.21.

Relative permittivity of cat spleen in vivo: ¥ and ©
show results obtained for two locations; the vertical

bars show the uncertainty due
ment errors (SD) (Stuchly et al., 1981).

- 4.61 ~

to estimated measure-

AR LA LA T, ‘“"mwwwmﬂwwmm

(R TR h R W e S s aa

JEEEERCELE L S Mgs Yot e B lPv sy i v vty maty y

s g W W gy

S

o

L T
S s



600 15
490 SMOOTH MUSCLE (GuT) 414
35:5% /
200 =~ BICEPS syIT 13
/A — 12
100 Ay
v 80 ’ 11
60 - SKELETAL MUSCLE
40 L (BICEPS FEMORIS) 31:5°C L euir~ 10
- ’/’/
- ’/ - = 9
20 :_f’,/"‘\ SMOOTH MUSCLY (GUT)
- -~ - G' = 8
-_———C
10 ] | L 11 ] | | 7
.01 .02 .04 .06.08.1 2 A4 6 .81
FREQUENCY (GHz)

Figure 4.22.
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Average relative permittivity of two types of cat muscle in
vivo (five samples for each point) (Stuchly et al., 1981).
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Figure 4.23. Average relative permittivity of cat internal organs in vivo
(three to five samples for each point) (Stuchly et al., 1981).
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Figure 4.24. Relative permittivity of cat brain: tissue 1 -- gray mat-
ter; tissue 2 -- gray matter, 3 mm thick over white mat-

ter; tissue 3 -- white matter (Stuchly et al., 1981).

- 4.64 -

pr -

R A SV B SN QUa S SoPEh SPEASE L AL SR S R bt S S I A T

T T T TN TN TR TE T TR v e

RINE S R - R T A ot A




AT S b kb 7
e L&ﬂ&ﬂa&ﬁﬂﬂhﬂﬂﬂﬂ&ﬂﬂﬂU&&ﬂ%ﬁxﬁh&ﬁﬂ&ﬁiﬁxﬂK3EZJnxﬁxahlexﬂkﬂiﬁixilﬂixﬁZZJZKXRXRKL e 9y 06y " $id e ghe 0

At frequencies below 100 kHz, a strong conductance anisctropy exists in
muscle tissue (Rush et al., 1963). Data for anisotropic permittivity at low
frequencies can be found in the works of Rush et al. (1963), Schwan (1957},
and Johnson et al. (1975). Figure 4.25 shows the real part of the dielectric

constant and conductivity of muscle tissue as a function of frequency for the

B &S

parallel and perpendicular orientations (Epstein and Foster, 1983).
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@@ Figure 4.25. The real part of the dielectric constant (a) and the con-
ductivity (b) of the canine skeletal muscle tissue at
9 37°C as a function of frequeacy, in parallel orientation
E§ (open and closed circles) ard perpendicular orientation

(crosses and triangles), averaged over five measurements
. on different samples. The dotted lines are the data for
E: noncriented muscle tissue (Epsteinr and Foster, 1983).
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Figures 4.26-4.28 show the real and imaginary parts of the dielectric
constant and the conductivity of ocular tissue at 37°C as a function of fre-
quency (Gabriel et al., 1983). Figures 4.29 and 4.30 compare the dielectric

constant and conductivity of the normal and tumor mouse tissue as a function

of frequency (Rogers et al., 1983).
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Figure 4.,26. The real part of the dielectric constant, ¢',
of ocular tissues at 37°C (Gabriel et al., 1983).
Key: @& retina, oiris, &choroid, 0O cornea,
O lens cortex, and @ lens nucleus.
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D lens cortex, and @ lens nucleus.

- 4.68 -

. L. . . L s T N TP eIt .
D O e e e e e A A A2 aca aza aon Do aoa el el

gt B aprhaigdh [P TR RN CIEIUY WO WY 'SONs WA et |
oyt wttympg -yl -, YR S gaeaeie g daace Laacad et Ne-Hole-



»
b

3

B8 Cam &

%

=2

,,,,,,,

120 f
- 110 —-ﬁ
W [ ]
100 ~
>-
“ 90 #
et
t._. 80 r
70 %
= PY l-
5 60— eoh
u g, .
.‘.
49 C ! °e
100 1000 10,000
FREQUENCY (M#z)

Real part of the dialectric constant, €', of normal and tumor

mouse tissue as a function of frequency (Rogers et al., 1983).

@ nmouse muscle,

sarcoma tumor.

AAAAAAAAAAAAA

- 4069 -

B KHT fibrosarcoma tumor,

A RIF/1 fibro-

e R g Al S P P



WMMWWWM” SO PRIGE g5 o Rt R st S at A Sad Sehulptta bl ate Lkl bbbt

100 — x

]

= A

]

g 4

(8]

(7]

(] |

= a

b ‘ll

> ol sgzazad

S ;03"'

=

U

o

()

Z

o

(V)

1 ] i I
52 100 1000 10,000

FREQUENCY (MHz)

Figure 4.30. Conductivity of normal and tumor mouse tissue as a function of
frequency (Rogers et al., 1983). @ mouse muscle, B KHT fibro-
sarcoma tumor, & RIF/1 fibrosarcoma tumor.

- 4,70 ~

o U S G PR AN S P PGS ol IS T A Cuns Sl L ouh, b . A AP 3
T T & g N A Ny N I T N NSy R TR = R




AR ML SR LA A b I M A AR (Mg S N T S R O R TR N L

RN

CHAPTER 5. THEORETICAL DGSIMETRY

2\’

5.1. METHODS OF CALCULATION

5.1.1. Plas.. ive Dosinmetry

In principle, the internal fields in any object irradiated by electro-

magnetic fields can be calculated by solving Maxwell's equations. In prac-—

| 57274 B = e I oo

tice, this is very difficult and can be done only for a few special cases.
Because of the malhematical complexities involved in calculating SARs, a

combination of techniques has been used to obtain SARs as a function of fre-

Bz

quency for various models (Durney, 1930), Each technique gives information

over a limited range of paraweters. The combined information gives a reasom-

g 1

ably good description of SAR versus frequency over a wide range of frequencies

and for a number of useful models. Figure 5.1 summarizes the combination of

RETME

techniques used in the various frequency ranges to obtain the average SAR

versus frequency for a model of an average man.

A

With spheroidal models we used a method called the long-wavelength
approximation up to frequencies of about 30 "fHz; the extended-boundary-

condition method (EBCM} up to approximately rec-nance (80 MHz); and the itera-

=a

tive extended-boundary-condition method (IEBCM), an extension of the EBCM, up

to 400 MHz. With cylindrical models we used the classical solution of

B2

Maxwell's equations to obtain useful average SAR data for E polarization from
about 500 to 7,000 MHz, and for H polarization from about 100 to 7,000 MHz;
above approximately 7,000 MHz, we used en approximaiion based on geometrica
optics. Up to about 400 MHz we used the moment-method solution of a Green's-
function integral equation for the electric field; for K polarization we used

the surface-integral-equation (SIE) tec .ique with a model consisting of a

s B 655

truncated cylinder capped on each end by hemispheres. An empirical relation
developed for E polarization gives a good approximation for the average SAR

over the entire frequency spectrum up to 10 GHz. For K polarization we used

estimated values based on experimental results for the range between 400 and
7,000 MHz because calculations are not yet possible in this frequency rarge.

Each of these techniques will be briefly described.

g2 TR
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Figure 5.1. Illustration of different techniques, with their frequency lim-
its, used for calculating SAR data for models of an average man.
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Long-Wavelength Approximation--In the frequensy range where the length

of the irradiated object is approximately two-tenths or less of a free-space

Zad

wavelength, we have approximated the SAR calcnmlatiuns, based on the first-

order term of a power series expansion in k of the electric and magnetic

LR

fields, where k 1is the free-space propagation constant (Durney et al.,

1975). This is called a perturbation method because the resulting fields are

3 |

only a small change from the static fields., Equations for SAR have been
derived for homogeneous spheroidal and ellipsoidal models of humans and ani~
mals (Johnson et al., 1975; Massoudi et al., 1977a, 1977b, 1977¢). Detailed

e

relations (given in the referenced articles) have been used here to calculate

the SAR in the low-frequency range.

=

Extended-Boundary-Condition Method--The EBCM is a matrix formulation

based on an integral equation and expansion of the EM fields in spherical

3

harmonics. This method was developed by Waterman (1971) and has been used to

calculate the SAR in prolate spheroidal models of humans and animals (Barber,

2

1977a, 1977b). The EBCM is exact within the limits of numerical computation

capabilities; but for prolate spheroidal models of humans, numerical problems

0 4

limit the method to frequencies below about 80 MHz. 1In SAR calculations for

these models, the long-wavelength approximation and the EBCM give identical

results up to about 30 MHz, where the long-wavelength approximation begins to

be inaccurate,

3

Iterative-Extended-Boundary-Condition Method--The EBCM has been extended

(Lakhtakia et al., 1983b) to a technique (the IEBCM) that is capable of SAR
calculations up to at least 400 iHz in prolate spheroidal models of man. The
IEBCM differs from the EBCM in two main respects. By using more than one
spherical harmonic expansion, the IEBCM allows better convergence for elon-

gated bodies and at higher frequencies; and it uses iteration, beginning with

s B B3

an approximate solution, to converge to the solution. These two features have
significantly extended the calculation range of the IEBCM over that of the
EBCM.

The Cylindrical Approximation--In the frequency range where the wave-

length is very short compared to the length of the spheroid, the SAR calculated

= R 2=

G

AR St
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for an appropriately long section of an infinitely long cylinder is a good
approximation to the SAR of sphercids., The lowest frequency at which the
approximation is useful depends both on the length of the spheroid and on the
ratio of the major axis to the minor axis., For man-sized spheroids, the lower
frequency limit occurs for E polarization when the wavelength is about four-
tenthe the length of the spheroid (Massoudi et al., 1979a).

Moment-Method Solution--A moment-method solution of a Green's-function

integral equation for the E-field has been used to calculate the internal E-
field in block models, so-called because the mathematical cells of which the
model is composed are cubes (Chen and Guru, 1977a, 1977b, 1977¢c; Hagmann et
al., 1979a, 1979b). Whole-body average SARs calculated by this method are
very close to those calculated for spheroidal models. Although the block
snodel--with simulated arms, legs, and head<-has the advantage of resembling
the human body better than a spheroid, the calculations of the spatial dis-
tribution of the internal Ffields havée bteen unreliable (Massoudi et al.,
1984). One problem with this technique is -that the E-field in each mathemati-
cal cell is approximated by a constant (called a pulse function), and this
approximate field cannot satisfy -the boundary conditions between cells well
enough. Another problem is that the discontinuities at the sharp corners of
the .cells make the calculated fields at the corners between cells of different
permittivities vary rapidly with position, which causes problems in numerical

calculations.

Surface-Integral-Equation Technique-~The SIE method, based on a formula-

~

tion of the Eii~field equations in terms of integrals over irduced currents on
the surface of an object (Wu, 1979; Harrington and Mautz, 1972), has teen used
‘to- calculate average SARs, principally for K polarization and mostly for
models consisting of a truncated cylinder capped on each end by hemispheres.
Average SARs for this model are close to those for a spheroid, depending on
how the dimensions of the cylinder-hémispheres model are chosen relative to

the sphieroid.

EmplrLcal Relations for Free~Space Irradiation--Techniques for calculat-

ing SARs (especially over a wxde frequency range) are complex and expensive,
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so a simplified method for calculating approximate average SAR over a broad
,§§ range of frequencies could be very useful, even if it gave results within 10%
or 15% of those calculated by wmore sophisticated methods. Kucia €1972) and
Q? ‘Gandhi and Hagmaunn (1977a) made some approximate calculations based on antenna
E theory. Gandhi and Hagmann found from experimental data that the resonant
frequency for E polarization occurs when the length of the object is equal to
E% approximately 0.4 A, where X is the free-space wavelength. They also noticed
that the SAR decreases approximately as 1/f (£ is frequency) in the postreso-
E§ nance region. Using a combination of antenna theory, circuit theory, and
curve fitting, we have developed empirical relations for calculating the
average SAR over the whole frequency range of interest for a prolate spher-

oidal model of amy human or animal (Durney et al., 1979). We have also devel-

oped semiempirical methods for calculating the average SAR of an irradiated

object near or on a ground plame or counnected to a ground plame by a resistive

@
4 EQ connection. These relations are described below.
ﬁé Based on available calculated and experimental data, we formulated the
following expression of average SAK for an incideat-power density of 1 oW/ cm?
%ﬁ and E polarization for a spheroid with semimajor axis, a, and gemiminor axis,

b, in meters:

ik

oA iy
= R G

—

2,.2 2,.2
AELES VL + A (£/€ Ju(f ~ £ ) + A A(E/£)u(E - £ )
SAR (W/kg) = 1 0 [ 3 0 ol 4 52 o’ 027 (5.1)

1032 /f + A (f /f - 1)

where {25 given by Equations 5.5-5.9) Aps AZ’ A3, and A4 are functions of a

" &

and b, and kg is a function of €. Unit step function u(f ~ fol) is defired by

0 if £ £
ol

u(f - fol) =
1 iff> £
ol
and u( £ ~ foz) is similarly defined, Also, £, < £,; < £,5. The resonant

frequency, f_, is given by the following empirical relation:
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£ (Hz) = 2.75 x 108[§az + nzfaz + bz)] (5.2)

3 We obtained Equation 5.2 by constructing a function of a and b with adjustable

parameters and using a least-squares—error procedure to fit the function to

{1 calculated values of £,. The functicn was constructed from the observation
: that resonance is a combination of the length being near a half wavelength and
:f the circumference being near a wavelength. Values calculated from Equation

5.2 are within 5% of all resonant frequency values calculated by more accurate

methods.,

The empirically derived quantities fol and foz are defined by

%
: £
%% ;ﬂl = ~0.421 a + 1.239 a/b + 1.090 a2 - 0.295 (a/b)2 + 0.020 (a/b)>  (5.3)
' f

] foZ 3

= 21.800 a + 0.502 a/b - 50.810 a% - 0.068 (a/b)> + 34.120 a (5.4)

T2

o
")

(o)

X

By requiring Equation 5.1 to provide a best least-squares fit to all the

i
o

D™ G . ,
Gk
T

data available, we obtained the following expressions:

" -
éf%%ﬁ A, = ~0.99 = 10.690 a + 0.172 a/b + 0.739 a" + 5.660 a/b>  (5.5)
X
88 A, = ~0.914 + 41.400 a + 399.170 a/b - 1.190 a * - 2.141 a/b> (5.9
ik ‘ ,"i‘
oy 2 2 3
o Ay = £.822 2 ~ 0.084 a/b - 8.733 a” + 0.0016 (a/b)” + 5.369 a~ (5.7)
i 2 2 3
e A, = 0.335 a + 0.075 a/b - 0.804 a~ ~ 0.0075 (a/b)” + 0.640 a (5.8)
= -1/4
2 Ay = ls/ezol (5.9)
LEx where €50 18 the complex permittivity at 20 GHz.
Ag is a function of €, the complex permittivity of muscle, and is used
S ;} to describe the SAR in the geometrical optics region.
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Equation 5.1 is a powerful relatiom becausé it allows using a hand
calculator to get good approximate values of SAR for any prolate spheroidal
model between rat size and man size, whereas the SAR data in this handbook and
its previous editioms require sophisticated and expensive calculation methods
gnﬂjare plotted only for specific cases. Numerical results from Equation 5.1
are shown in Figure 5.2 as data.points on the E polarization curve,

This empirical formula (Equation 5.1) is included, however, to comple~

ment but not substitute for the SAR datu given in the handbook. In its pres-
ent form, Eyuation 5.1 is useful for calculating the SAR for models of inter-
mediate sizes between humans and rats. Although the coefficients Ay, by, oevy
Ag were derived by fitting available SAR data for 18 models, the accuracy is
rather limited in the transition regions at £ = fol and £ = £,9> where step
functions begin to he .effective. Because of the abrupt nature of the step
function, SAR values in close proximity to fol and £, are usually inaccu-
rate., Also, since the frequency-dependent permittivity is not explicitly
included in Equation 5.1, SAR-value fluctuations caused by the variation
of € with frequency are not always accurately represented.

William D. Hurt and Lui~ Lozano (USAFSAM) modified Equation 5.1 to

eliminate the step fuuctions. Their equation is

AE /f2[1 + AA(E/E 1.)2(f/fJ))B]

SAR = 3 5 (5.10)
1000 £ /fo + Az(f /£ - 1)
where
f /£
B=u® -1 (5.11)
2 4 .
u=-0,16 + 1,128 (log m)” - 0.0438 (log m) + 51.4 b (5.12)

- 271 b2 - 8.902 a + 9 a2

1rab2

wj

m =

and a, b, Al’ Ays Ay, AS’ and fo are as defined previodusly.
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Average SAR calculated by the empirical formula compared with the
curve obtained by other calculations for a 70-kg man in E polari-
zation. TFor the prolate sphervidal model, a = 0.875 m and b =

0.138 m; for the cylindrical model, the radius of the cylinder is
0.1128 m and the length is 1.75 m.

Figure 5.2.
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Equation 5.10 has the advantage of being continuous becauge it contains
no step functions. It is identical to Equation 5.1 for low, resonance, and
high frequencies hut differs somewhat in the immediate postresonance frequency
range, where it gave values within 30% of those calculated for specific models
(data in Chapter 6) except for the average endomorphic man, for which it gave
results that were 40% below the handbook values.

William D. Hurt (USAFSAM) developed another empirical relation that
incorporates in one continuous expression both the long-wavelength approxima-
tion for prolate spheroids on the low end of the frequency spectrum and the

geometrical optics approximation on the high end. This empirical equation 1is

2 2( ( -'.L/f°>[ )
AE/ENL+(1-e 7A3(f/fo -1) + ASBZ(f/fo)(f/fo - 1)]

i
|
{
|
i
E
l
|
E
{
|
;
!

SAR = 5 (5.13)
2,.2 2,.2
1000 £°/£, + Bl(£ /£ - i)
where A;, A4, and AS are defined in Equations 5.5, 5.7, and 5.9, and
6054,
B, = . : (5.14)
1 2 2 . 22,.(2 . .2
foolﬁpe/377o) + a?b2/5(a? + b )]
B, = 0.0035B,/ba, (5.15)
- 1/2
£ = 275/[§a2 + 12(a® bzﬂ Miiz (5.16)
2 -1 -1
B, = (u - 1) (u/2)1nf(u + 1)/(v - 1)] - 1) (5.17)
i/2
v = a/(a2 - bZ) (5.18)

qrory—es:

Also, ¢ is the conductivity of the spheroid in siemens per meter.
The SARs calculated from Equation 5.13 were within about 25% of tne
values for specific models as given in Chapter 6 except for the small rat, for

which the values differed Ly about 40%Z at 5 GHz.

Semiempirical Relations for Irradiation Near a Ground Plane--Knowing how

shoes and soles affect the SAR in man on a ground plane is desirable. Such an

ey L oo onc ) et

[ateg-ad
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- affect, however, dis very difficult to estimate even by using complicated

numerical techuiques (Hagmann and Gandhi, 1979). In this section we present a

V
§ e 3-8
. e

&hd  EEX

simple semiempirical formala for calculating the SAR of & half-spheroid placed

over, but at a distance from, an:iﬁfinitely large ground plane.

3

To derive this formula, we first put Equation 5.1 in the form of the

gﬁ power absorbed in a séries 'RLC circuit. Hence

o (/2 (V2 /R)€ /€2

i SaR = - (5.19)
2,02 20c2,:2 .

: X E /fo * Qo(f /fo 1)
”:
where
E Q, = u L/R
£ = 1/20/1C.

“an (Eo is the iacident E-field intensity)

<3
1]

Comparing Equations 5.1 (up to resonance) and 5.19--and keeping in mind that
input voltage aE, is applied across the input impedance and the radidtion

impedance of a monopole rather than a dipole antenna--the parameters R, L, and

SRsI !

C of Equation 5.19 can'be expressed in terms of Al, A2’ and fo. Therefore, we
first compute the parameters Al’ AZ’ and fo so that the power calculated from

Equation 5.1 will fit (with least~squares error) the numerical results of the

32

SAR in a man model on a ground plane (Hagmann and Gandhi, 1979). The corre-
sponding R, L, and C parameters will hence be valid for a half-spheroid in

direc¢t contact with & per ing ground plane, Tatroducing a small

-

L BER

separation distance between the half-spheroid and the ground plane, in the
form of an air gap or a resistive gap representing shoes, will correspond to

adding the following R_ and Xg parameters in series with the previously

g
darived resonance circuit:

o
&
]

(5.20)
1 +0C

52 L
- N

Ri g 1 +wC

. '%3
1S : - 5.11 -
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where R; and c1 are the paFallel combination describing the gap impedance. Rg
and Xg are frequency dependent and will result in changes ir both the SAR
values and the regsonance frequency at which maximum absorption occurs.

At frequencies higher than 1 Mhz and at separation distances more than 1
cm from a relatively dry earth, Rg can be shown %o be negligible with respect
to the resistance of the eguivalent circuit in Equation 5.19. For this case
the effect of only Xg is shown in Figure 5.3. As the gap distance increases,
the SAR curve continues to shift to the right toward the limiting case of a
man in free space. The SAR curve reaches this limiting case for a separation
distance of about 7.5 em. Since the introduction of C_ will not account for

g
any changes in the SAR value at resonance, the peak value in the figure

remaing the same.
For wet earth and particularly for spheroids at small separation dis-
tances, the sffect of gap resistance R_ should be taken into account (Spiegel,

. 4
1977). Figure 5.4 illustrates such an effect where small reductions in the

SAR values are generally observed,

Although the presence of the ground plane shifts the resonant frequency
in each case, it does not significantly affect the maximum value of the aver-
age SAR. At a given frequency well below resonance (e.g., 10 MHz), however,

the presence of the ground plane increases the average SAR by an order of
magnitude over the free-space value.

Penetration as a Function of Frequency--The concept of skin depth dis-

cussed in Section 3.3.4 shows that for the special case of a planewave inci-
dent on a lossy dielectric half-space, the penetration of the planewave
becomes shallower and shallower as the frequency increases. For example, from
Equation 3.46 the skin depth in a dielectric half-space having a permittivity
equal to two-thirds that of muscle tissue is only 0.41 cm at 10 GHz. Although
the concept of skin depth in a dielectric half space can give a qualitative

indication of how penetration changes with frequency in nonplanar objects, it
must be used with caution,
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To provide more quantitative information about penetration in nonplanar

objects, we have made some calculations that show how power absorption is
distributed over the volume of the object as a function of frequency £or

spheres, cylinders, and spheroids irradiated by planewaves. These calcula-

tions are based on the followiag proceduré. First, the object is divided into
M small equal-volume elements aV. Then P, the power absorbed in-each AV, is

calculated and ranked in order from greatest power absorbed to least. Next,

LT

the total power absorbed in N of the AVs is calculated by summing the ranked

P 's from highest toward least:

N
) P (5.21)
n=1

g
s
=
u

The number N is selected so that

N 0.9 PM (5.22)

P

where Py is the total power absorbed in the object, given by

. M
Py = § P (5.23)
n=1

Then ‘the volume fraction Vg is defined as that fraction of the volume in which

90% of the power is absorbed:

NAV

Vo & s =

- 7 {(5.24)

=i=

EoE R B MR 2 O3

As the curves in Figures 5.5 and 5.6 Ehow, Vg is neariy unity at low frequen-

cies but decreases to a very small number at high frequencies.

EZS

Although like calculations are not practical for a shape closer to the

human body, the similarity of the curves for the objects shown indicates that

222

similar results would be expected for the human body. Curves for spheres,

cylinders, and planar half-space all show that the penetration decreases

==

rapidly with £frequency, and at the higher frequencies almost all of the power

is absorbed in a small percentage of the volume near the surface.

L I G >
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5.1.2. Near-Field Dosimetry

The methods used to calculate near—field SARs are similar to those used
to calculate planewave SARs. Since the basic methods were described in Sec-
tion 5.1,1, the comments here are directed mostly toward the differences

required in using the techniques in near-field analyses.

Long-Wavelength Approximation--The long-wavelength approximation used
for planewave calculations has been useful for some near-field calculations in
spheroids. 1In the approximation for near fields, the incident near field is
averaged along the major axis of the spherovid; the SARs calculated this way
are surprisingly close to those calculated by more accurate methods. The

advantage of the long-wavelength approximation is its relative simplicity.

Extended-Boundary-Condition Mzthods--By expanding the incident near
fields in spherical harmonics, we have been able to use the EBCM for calculat-
ing near-field SARs, Since these calculations are more complex than those for
planewaves, the EBCM may not be useful up to 80 MHz for near-field calcula-

tions, as it is for planewave calculations.

Iterative-Extended-Boundary~Condition Method--Expanding the incident
near fields in spherical harmonics allows use of the IEBCM, which greatly

extends the range of calculations possible with the EBCM, just as for plane-

wave calculations.

Cylindrical Approximation-~In planewave dosimetry, the SAR calculated
for a cylinder was a good approximation te that calculated for & spheroid in
the frequency range where the wavelength was short compared to the length of
the spheroid. Similarly, the same approximation was valid for near-field
calculations and was used in calculating SARs at frequencies above resonance
for data in this report. In fact, for sources very close to an absorber, the
cylindrical approximation is even better for near fields than for far
fields. For the cylindrical models SAR calculations were made by the classi-

cal eigenfunction expansion method.
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Planewave Spectrum Methkod--Chactevjee et al. (1980a, 1980b, 1980c,
1982b) expressed incident near fields in terms of a spectrum of planewaves and
then used the moment method to calculate local and average SARs in a block

model of man. Some of their data are summarized in Chapter 6.

5.1.3. Sensitivity of SAR Calculations
o Permittivity Changes

M NN S N O 50

Since there is some variability in the permittivity of people and other

animals and some uncertainty in the measurement of permittivity of tissue-

sequivalent materials, knowing something about SAR sensitivity to permittivity

B2

changes is important. Figure 5.7 shows calculated average SAR as a function
of frequency for several permittivity values in a prolate sphercidal model of

an average man. For this case the SAR is not extremely sensitive to changes

27 D8

in permittivity. This appears to be generally true.

==

5.1.4. Relative Absorption Cross Section

Although commonly used in electromagnetics, particularly in describing
the properties of objects detected by radar, the concepts of absorption cross
section and scattering cross section apparently have not béen used much by the
bioelectromagnetics community. The basic concept of absorption cross section
is explained here, and some examples of relative absorption cross sections are
given.

The term "absorption cross section" (AC) is defined as the ratio of the
total power absorbed by a target cxposed te EM radiation to the incident-power
density. The AC has the dimension of arera and can be expressed in terms of

the average SAR as

SAR X M

P,
in

AC = (5.25)

B B =55 p 255 o

where P, is the incident power density and M is the mass of the object

2

exposed to EM fields.

o]
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Figure 5.7. Calculated average SAR in a prolate sphercidal model of an
average man, as a function of frequency for several values
of permittivity. e is the permittivity of muscle tissue.
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The relative absorption cross section (RAC) is defined as the ratio of

the AC to the geometrical cross section G, where G 1is the body's cross-

5y~ |

sectional area projected onto a plane perpendicular to the direction of propa-

gation of the incident wave (e.g., G = ﬂaz for a sphere of radius a). The RAC

324y

i
oy )
E- ; 2‘»’;’3 .

ig a dimensionless number and is a measure of the object's ability to absorb
EM energy. For an arbitrarily shaped body, the RAC depends on the orientation
of the body with respect to the polarization of the EM fields. 1In terms of

the average SAR, it can be expressed as

= SAR x M (5.26)

P, xG
in

RAGC

P

The relative scattering cross section (RSC) is defined as

4

- sSC
RSC = 50— (5.27)
in

]

e

vhere P_. is the total power scattered by the object. The RSC shows how
effective the geometric cross section is in scattering the power it inter-—
cepts. Graphs of the RAC are shown in Figure 5.8 for prolate spheroidal
models of an average man, a rabbit, and a medium-sized rat--in the frequency
range from 10—105 MHz and for the most highly absorbing polarization, E polar-
ization. The data in Figure 5.8 show that the RAC is a strong function of
frequency and shape; also, near resonance the effective cross-sectional area
in terms of total energy absorbed is greater than the geometric cross section
of the body. Figure 5.9 shows the RAC and the RSC for a prolate spheroidal
model of a medium rat,

At low frequencies the RSC varies as f4; this is called the Rayleigh
scattering region, Rayleigh scattering is independent of the shape of the

object. Also at low frequencies the size of the object is small compared to a

B = axn & ==

wavelength, the object does not interact strongly with the EM fields, and the
RAC and RSC are therefore both very small. Near resonance, where the length

of the object is about a half-wavelength, the interaction is very strong and

B

both the RAC and the RSC are greater than unity. For the model of Figure 5.9,
near resonance the RSC is greater than the RAC, which means that this model is

a more effective scatterer than absorber.

R
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Figure 5.9. Comparison of relative scattering cross section (RSC) and rela-
tive absorption cross section (RAC) in a prolate spheroidal model
of a medium rat~-for planewave irradiation, E polarization.
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Tﬁe three graphs shown in Fig. 5.8 would lie almost on top of each other
if they were normalized to the resonant frequencies, which suggests a possi-
bility of a universal RAC graph., Our calculations showed, however, that the
graphs are probably not close enough to make a universal curve useful except

possibly for very approximate estimates.

5.1.5. Qualitative Dosimetry

Since calculating dosimetric data is usually difficult, time consuming,
and expensive, obtaining the desired dosimetric information for a given exper-
iment or application is not always possible. Often, therefore, just having a
rough estimate of the dosimetric results to be expected would be useful, both
to decide whether further work is justified and to guide and check experi-
ments, This is especially true for near-field dosimetry.

Researchers doing experiments that involve near-field irradiation are
apt to find that the near-field SAR curves in this handbook do not correspond
closely to those for their irradiation conditions. Near-field radiation
varies greatly from source to source, and we have no ready way to normalize
the calculated SARs to the incident fields, as we have for plamewave irradia-
tion. Consequently it is not practical to give a set of normalized near-field
SAR curves to use for predicting SARs in specific experiments, as it is for
planewave SARs. However, by having near—-field SARs for some typical simple
sources (as given in Chapter 6), along with qualitative explanations of how
the near-field SARs are related to the incident fields, we can at least pre-
dict relative values of SARs for given exposure conditions. In this section,
some of the basic characteristics of EM fields described in Chapter 3 are used
to develop in more detail some techniques for estimating relative value3 of
SARs, both for far-field and near-field irradiation. These techniques are
based on two qualitative relations described earlier: the boun”ary conditions

on the E-field and the magnetic flux intercepted by the absorber.

Estimating Values of Internal Fields--As explained in Chapter 3, at a
boundary between two media with different complex permittivities, tne E-field

must satisfy the following two boundary conditions: ‘
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E, =E (5.28)
e E. =¢E (5.29)

where Elp and EZp are components parallel to the boundary, and Ein and By, are
components perpendicular to the boundary, as shown in Figure 5.10. It is
important to remember that Equations 5.28 and 5.29 are valid only at a point
on the boundary. From Equation 5.29, we can see that E, = elEln/S2 ; and if
€, > € then E, << Ej.. Thus if Ey, is the field in free space and E, is

the field in an absorber, the internal field at the boundary will be much

weaker than the external field at the boundary when €, > € and the fields

are normal to the boundary. Also, from Equation 5.28, we see that the exter-

B 1 221 BEER B ERE

, nal field and the internal field at the boundary are equal when the fields are

parallel to the boundary:. These two results will be used extensively in

/

explaining relative energy absorption.
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Figure 5.10. Field components at a boundary between two media

having different complex permittivities, € and €,
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Boundary conditiocns are not as important on the H~field as on the E~field
for explaining relative energy absorption in biological materials because they
are usually nonmagr tic (p = uo) and have no significant effect on the H-field
itself at the boundary. Another relation between the incident H-field and the
internal E-field, however, is useful in explaining qualitatively the relative

strengths of internal fields.

From the integral form of Maxwell's equation, ;

ﬁE-d£=-—uf%%-ds (5.30) |

For the very special case of a lossy dielectric cylinder in a uniform H-field, '
Equation 5.30 can be solved by deducing from the symmetry of the cylinder and
fieids that E will have only a ¢ component that will be constsat around a
circular path, such as the one shown dotted in Figure 5.11. For E constant

along the circular path, and H uniform, Equation 5.30 reduces to

3H

2urE¢ = - Ez-nr
). ;

Thus, Equation 5.30 shows that E is related to the rate of change of the mag-
netic flux intercepted by the object; and Equation 5.31 shows that for the
very special case of Figure 5.11, the E-field circulates around the H-field f
and is directly proportional to the radius. For this example the circulating

E-field (which produces a circulating ecurrent) would be larger for a larger ;
cross section intercepted by the H-field. The generalized qualitative rela-

tion that follows from Equation 5.30 is that the circulating field is in some !
sense proportional to the cross—sectional area that intercepts the H-field.

This result is very useful in qualitative explanations of relative energy-

absorption characteristics; however, this qualitative explanation cannot be
used indiscriminantly.

g
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Figure 5.11. A lossy dielectric cylinder in a uniform magnetic field.

The qualitative relations obtained abeove from the boundary conditions
on E and the circulating E-fields produced by H can be usc? to explain the
relative energy-absorption cnaracteristics in terms of some relations that are
strictly valid only at low frequencies. The qualitative explanations thus
derived, however, appear to be useful at higher frequencies also.

At lower frequencies the internal fields can be thought of as being
generated by the incident E and incident H separately. That is, there will be
two sets of internal E-fields: one generated by the incident E and one geﬁer-
ated by the incident H. The total internal E~field is the sum of these two

internal E-fields, i.e.,

Ein = Ee * E (5.32)

The internal E-field generated by E o (incident E-field)
The internal E-field generated by Hinc (incident B-field)

= o™
]

E. = The total internal E-field
E

= The magnitude of the vector fiele Ee (with similar notation for

E» E and other vectors)

At low frequencies E_ can be calculated from E., , and Eh from H. ,
e inc inc
and the two are added as in Equation 5.32 to obtain Ein' This procedure

cannot be followed, however, at the higher frequencies, where the E- and

- 5.27 -




H~-fields are strongly coupled together by Maxwell's equations. Instead, Be
and Eh are strongly interactive and must be calculated simultaneously. How-
ever, the qualitative explanations based on the separate calculations of Ee
and Eh and the use of Equation 5.32 seem to have some validity at higher
frequencies, perhaps even up to resonance in some cases.

The basis for qualitative explanations of the relative strength of Ein
can be based on two qualitative principles (QP):
QPl. E_ is stronger when E. ~ is mostly parallel to the boundary of the

object and weaker when Einc is mostly perpendicular to the bound-
ary of the object.

QP2. Eh is stronger when Hinc intercepts a larger cross section of the
object and weaker when uinc intercepts a smaller cross section of
the object.

Figure 5.12 shows some examples of qualitative evaluations of internal
fields based on these principles. For clarity only simple objects are shown
in the illustrations, but the principles can be used with more complicated
shapes (e.g., the human body). The dependence of the planewave SAR on polari-
zation can be explained on the basis of QPl and QP2, as illustrated by the

sunmary in Table 5.1 (refer to Figure 3.37 for the orientations of the inci-

dent fields for each polarization).
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. Figure 5.12, Qualitative evaluation of the internal fields based on qualita-
! tive principles QP1 and QP2. E 1is the internal E-field gen-
’ t: erated by E. , the incident E~%ield, and E_ is the internal

E-field gené?gted by Hinc’ the iacident H-field.
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TABLE 5.1 APPLICATICN OF QPI AND QP2 TO PLANEWAVE SARS

Relative
Eine Bne Ee_ Eh__ SAR
E polarization Mostly Intercepts Strong. Strong Highest
parallel large cross
section
K polarization Mostly Intercepts Weak Strong Middle
uormal large cross
section
H polarization Mostly Intercepts Weak Weak Lowest
normal small cross
section

Since E, and Kh are both strong for E polarization, its relative SAR is
the highest., The weak Ee and Eh make the relative SAR of H polarization the
lowest, with that of K polarization between the two. Note that for H polari-
zation the cross section intercepted by H, is circular, also smaller than

inc
the elliptical cross section intercepted by H,

c in E and K polarization.

From the limited amount of available near-field absorption data, QPl and
QP2 appear also to be very useful in exXplaining near-field dosimetric charac-
teristics. For example, consider Figure 8.20, the measured relative SAR in
man and monkey spheroidal models irradiated by a short electric monopole
antenna on a ground plane. At first it may seem surprising that the SAR
increases more slowly than (A/d)z, since the magnitude of the E- and H-fields
ed to increase more rapidly than A/d in the near-field region.
However, the reasons for the shape of the SAR curve may be found from Figure
8.21, which shows the behavior of the measured fields of the antenna (desig-
nated Einc and Hinc with respect to an absorber). The direction of the Hin
does not change with d, but the magnitude of Hinc increases faster than A/d
for d/A < 0.3. The direction of Einc’ however, changes significantly with
d. 1In the far field, the angle o between Einc and the long axis of the spher-
oid is zero; but at d/A = 0.1, it is about 70°. According to QPl, this change
in angle has a significant effect on Ee. Thus the change in SAR with d/A re-

sults from three factors:
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1. Ee increases as .the magnitude 6Ff Eine increases.
2. Ee decreases as a increases.
3. Eh increases as the magnitude of H; o increases.

Even though Eh increases faster than A/d, Ee increases much more slowly than

A/d because of the combination of factors 1 and 2. The average SAR, which is
proportional to Ein? does not increase as fast as ()\/d)2 because Ee affects
Ein more than Eh does. On the other lLand, since the monkey-size spheroid is
relatively shorter and fatter than ‘the man-size spheroid, Eh has a stronger
effect on Kin for the monkey than for the man. Consequently, the SAR for the
monkey increases more rapidly as .d decreases than does the SAR for the man.

Similarly, the variation of the relative SARs in Figure 6.31 can be

explained in terms of the antenna-fiéld behavior, as shown in Figures 6.37-
6.39, In Figure 6.31 the relative SAR curves for 10, 27.12, 50, and 100 MHz

==y

lie very close together, while those for 200 and 300 MHz differ significantly

for some values of d/A. The reasons for this can be seen from Figures 6.37-

1 6.39:
? ) ‘ 1. Einc is slightly lower at 200 MHz and significantly lower at 300 MHz
) E than -at the other frequencies.
2, H{nc is lower at 200 and 300 MHz than at the other frequencies.
Eg 3. The angle o of Einc with the 2z axis is significantly higher at 200
3 and 300 MHz than at the other frequencies.
Einc is not the strongest factor since it is not much less at 200 than at 100

MHz, but the relative SAR is significantly less at 200 MHz than at 100. The
dominant factor is a. According to QFl, as o increases, the SAR decreases.
The cffcct of ¢ can be ceen from the 300-MHz curve which begins to rise
rapidly at y/A = 0.3, where & decreases steeply. ‘A surprising aspect of the
correspondence between incident-field characteristics and the relative SAR
characteristics is thet the correlation was based on the values of the inci-

dent fields at only one point in space.

Some other important SAR characteristics are the differences between the

relative SARs for X and H polarization (Figures 6.32, 6.33) as compared to E

> o

polarization (Figure 6.31). Although the variation of the E: e with respect
to A/y (as shown in Figure 6.37) for 0.15 < y/A < 0.5 is slower than A/y,

the relative SARs for an absorber at distance d from the dipole for both H and

I
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K polarizations vary faster than ()\/d)2 in this region (as seen in Figures
6.32 and 6.33). From the nature of the incident fields (as shown in Figures
6.37-6.39), Eh appears to dominate for K and H polarizations, while Ee domi~
nates for E polarizaiion. The same behavionr is shown in a different way in
Figure 5.13, where the calculated average éAR for a prolate spheroidal model
of an average man is shown as a function of n = Einc/nouinc’ the normalized
field impedance, with E; o constant at 1 V/m. The curves show the character-
istic behavior that results when the impedance deviates from the planewave

case (n = 1). Since E; o 1s constant, small n means large H; .; thus, for a

very small n, H; . dominates and E polarization and K polarization become
equivalent,

The important information furnished by the curves in Figure 5.13 is that
the SAR changes significantly with the H; field for K and H polarizationms,

e

but changes very little with the Bine for E polarization in the range
0.5 < n < 1.5, which, according to Figure 5.40, is the range of interest.

This means that the contribution of the H o to the average SAR dominates for

K and H polarizations, while the contribuzion of the E; . dominates for E
polarization, as explained by Durney et al. (1975) and in the report by the
Jational Council on Radiation Protection and Measurements (1981). Thus, for K
and H polarization, the SAR in the long-~wavelength region follows the H; ¢
variation and therefore lies above the (A/d)2 variation, as shown in Figures
6.32 and 6.33.

Further insight at low frequencies 1is provided by the information in
Figure 5,14, which shows the ratio of the SAR produced by E, to that produced
by E_for a 0.07--m3 prolate spheroidal model at 27,12 MHz £or each of th
thre; polarizations. For a/b < 3.5, Eh dominates in all three polarizations;
but for a/b > 3.5, Ee dominates in E pclarization and Eh dominates in H and K
polarization. This is shown only for a couductivity of 0.4 S/m and at low
frequencies, but it appears that Eh usually dominates in H and K polariza-
tion, while Ee dominates in longer, thinner models for E polarization. Note
that QPl and QP2 cannot be used to compare Ee and Eh for different polariza-
tions; they can be used only to compare the Ee for one set of conditions to
the Ee for another set, and the Eh for one set of conditions to the Eh for
another set.
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Figure 5.13. Average SAR in a prolate spheroidal model of an average man as a
function of normalized impedance for each of the three polariza-
tions. (a = 0.875 m, b= 0.138 m, £ = 27.12 MHz, ¢ = 0.4 S/m,
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5.2. DATA FOR MODELS OF BIOLOGICAL SYSTEMS

The average weight and height and the calculated values of semiaxes b
and ¢ for ellipsoidal and prolate spheroidal models are given in Tables 5.2
through 5.4. Except items for the Long Evans or Sprague-Dawley rat, IC Swiss
Webster mouse, and chicken and quail eggs, which are based on a few measure-
ments in our laboratory, weight and height data were compiled by averaging
values contained in the following references: Colliers Encyclopedia, 1971;
Dreyfuss, 1967; Encyclopedia Britannica, 1966; Encyclopedia Americana, 1975;
Grizmek's Animal Life Encyclopedia, 1975; Jordan, 1969; Walker et al., 1964,
The tissue of all the species is assumed to be 1 g/cms. The cylindrical

models have the same weight and height as the prolate spheroidal models.

TABLE 5.2. AVERAGE WEIGHT AND LENGTH AND CALCULATED VALUE OF b
FOR PROLATE SPHEROIDAL MODELS OF ANIMALS AND EGGS

Average Average
weight length, 2a b
Species (kg) (cm) Lem)
Rhesus monkey 3.5 40.0 6.46
Squirrel monkey 1.1 23.0 4.78
Dogs
German shepherd 32.0 90.0 13.03
Brittany spaniel 15.9 68.8 10.50
Beagle 13.5 57.0 10.63
Rabbit 1.0 40.0 3.45
Guinea pig 0.58 22.0 3.55
Small rat 0.11 14.0 1.94
Medium rat 0.32 20.0 2.76
Large rat 0.52 24.0 3.22
Small mouse 0.015 5.4 1.15
Medium mouse 0.020 7.0 1.17
Large mouse 0.025 7.6 1.25
Pupae (blow fly or mealworm) 1.96 x 1074 1.5 0.25
Chicken egg 0.060 5.8 2.22
Quail egg 0.010 3.0 1.26
- 5.35 -




TABLE 5.3. AVERAGE WEIGHT AND HEIGHT AND CALCULATED VALUES OF

b AND ¢ FOR ELLIPSOIDAL ,iODELS OF HUMAN-BODY TYPES

S ey

Average Average
weight height, 2a b ¢
Species (kg) (m) (m) (m)
Average man 70.00 1.75 0.195 0.098
Average ectomorphic
(skinny) man 47.18 1.76 0.160 0.080
Average endcmorphic
(£at) wan 141,00 1.76 0.225 0.170
Average woman 61,14 1.61 0.200 0.091
Small woman 43.09 1.45 0.180 0.079
Largc woman 88.45 1.73 0.215 0.114
10-year-old child 32.20 1.38 0.143 0.078
5-year-~old child 19.50 1.12 0.120 0.069
l-year~old child 16.00 0.74 0.095 0.068
TABLE 5.4, AVERAGE WEIGHT AND HEIGHT AND CALGCULATED VALUE OF
FOR PROLATE SPHEROIDAL MODELS OF HUMAN-BODY TYPES
Average Average
weight height, 2a b
Species (kg) (m) (m)
Average man 70.00 1.75 0.138
Average ectomorphic
(skinny) man 47.18 1.76 0.113
Average endomorphic
(£at) man 141.00 1.76 0.195
Average woman 61.14 1.61 0.135
Small woman 43.09 1.45 0.120
Tdrge wuwman 88.45 1.73 0.156
10~year~o)d child 32.20 1.38 0.106
S5~year-old child 19.50 1.12 0.091
l-year—-o0ld child 10.00 0.74 0.080
- 5.36 -
L-gw-m"—r:"';-'f:',v",e'*‘.'_-".:x;-.'_ o R R e N i

| ool ey ey eIy lear e 2 ] oot

fare 0 ] [ a2 | oy

fosor e 3 TPy "o e My

o

[ s B




Sh A8 by, ki A
mem.w AL AL s Al s Al lis tlr @l Sle blo Bhy 1hiriky bhy oGl Ale 0's e A 0 0t A 0 G AR T I VWU W e

5.3. TABULATED SUMMARY' OF PUBLISHED WORK IN THEORETICAL DOSIMETRY

<=3

Theoretical studies of the SAR in biological models have been of

increasing interest in recent years. The analyses started with simple geo-

R

metrical models, such as homogeneous planar and spherical models. More com-
plicated numerical methods have now been used, and calculations are available
for inhomogeneous realistic models of man.

In -general the SAR depends on body shape, frequency, polarization, E and

H vector fields, presence of ground plane and reflectors, and dielectric

| 522% B 9% |

composition., The shape of the model basically dictates the appropriate expan-

3ion functions to be used in an analytical solution. Frequency, on the other

5715

hand; determines the method of solution. Other factors, such as excitation

and layering, can be included by extending the appropriate technique.

23

In Table 5.5 we summarize the theoretical techniques used to calculate
the SAR in models of man and animals. The table is divided into three basic

divisions according to how complex the model's shape is. The one-dimensional

==

models are the simplest and are particularly useful at higher frequencies

where -the body curvature can be neglected.  Such models, however, cannot

predict body resonance that occurs in three-dimensional wmodels. The two-

dimensional models are basically single or multilayered cylindrical geometries

suitable to simulate limbs. The three~dimensional case includes models of
idealized shapes, such as spheres, spheroids, and ellipsoids, as well as more

realistic block models of man.
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CHAPTER 6. CALCULATED DOSIMETRIC DATA

6.1. CALCULATED PLANEWAVE DOSIMETRIC DATA FOR AVERAGE SAR:

Calculated dosimetric data for the average SAR of hqmaﬁs and wvaridus
animals irradiated by planewaves with incident—-powér density of 1 mw/cm2 in
free space are presented in Figures 6.1-6.30.

Figure 6.1 shows the average SAR for the six standard polarizations in
an ellipsoidal model of an average man. The average SAR in ellipsoidal models
of different human-body types, for EKH polarization, are comﬁqred in Figure
6.2.

Figures 6.3-6.19 show the average SAR for the three standard polariza-
tions in prolate spheroidal and cylindrical homogeneous models of humans and
test animals in the frequency range 10 MHz-100 GHz, ‘These data were calcu-
lated by several different techniques, as described in Section 5.1.1 and shown
in Figure 5.1. For frequencies below 10 MHz, the 1/f2 principle can be
applied to the 10-MHz SAR data tc determine SARs at lower frequencies. See
Chapter 8 for a cowparison of calculated and measured values.

The data in Figures 6.20-6,22 illustrate the effects of tissue layers on
average SAR, in contrast to the data for homogeneous models in the previous
figures. These data were calculated for a man model consisting of multiple
cylinders, each cylinder representing a body part such as an arm or leg
(Massoudi et al., 1979b). For a cylindrical model with layers that simulate
skin and fat, the average SAR is different from the homogeneous models only
for frequencies above about 400 MHz, where the wavelength is short enough that
a resonance occurs in a direction tramsverse to the layers. The frequencies at
which the resonances occur are primarily a function of the thicknesses of the
layers and are not affected much by the overall size of the body. Figures
6.23 and 6.24 show the relationships between the frequency at which the peaks
in average SAR due to the transverse resonance occur and the thicknesses of
the layers.

Figures 6.25-6.30 show average SARs as a function of frequency for a few

models irradiated by circularly and elliptically polarized planewaves.
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Figure 6.1. Calculated planewave average SAR in an ellipsoidal model
of an average man, for the six standard polarizagions;
a=0.875m, b =0.,195m,¢c = 0,098 m, V= 0.07 'm”,
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Figure 6.2. Calculated planewave average SAR in ellipsoidal models

of different human-body types, EKH polarization.
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Figure 6.3. Calculated planewave average SAR in a prolate spheroidal model
of an average man fog three polarizations; a = 0.875 m, b =

0.138 m, V = 0.07 m”. The dotted 1line 1is calculated E£from
Equation 5.1; the dashed line is estimated values.
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4, Calculated planewave average SAR in a prolate spheroidal model of
an average ectomorphic (skinny) man fgr three polarizations; a =
0.88 my b =0.113 my, V = 0.04718 m”. The dotted line is cal~
culated from Equation 5.1; the dashed line is estimated values.
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Figure 6.5. Calculated planewave average SAR in a prolate spheroidal

model of an average endomorphic (fat) man for three
polarizations; a = 0.88 m, b = 0.195 m, V = 0.141 m".
The dashed line is estimated values.
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Figure 6.6. Calculated planewave average SAR in a prolate spheroidal model of
an average woman for three polarizatioms; a = 0.805 m, b = 0.135
m, V = 0.06114 m”, The dotted line is calculated from Equation
5.1; the dashed line is estimated values.
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Figure 6.7.
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10

10

Calculated planewave average SAR in a prolate sphercidal model of

a large woman, for three polarizations; a =

V = 0.08845 mS,

0.865 my, b = 0.156 m,

The dotted line is calculated from Equation 5.1;
the dashed line is estimated values.
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Calculated planewave average SAR in a prolate spheroidal model of
a 5-year-old child for _three polarizations; a = 0.56 m, b =
0.091 m, V = 0.0195 m”, The dotted line 1is calculated from

Equation 5.1; the dashed line is estimated values.
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is estimated values.
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FREQUENCY (MHz)

Calculated planewave average SAR in a prolate spheroidal
model of a Brittany spaniel for thrge polarizations; a =
0.344my, b=20.105m, V=20.0159 m°, The dashed line is
estimated values.
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Calculated planewave average SAR in homogeneous and multi-
layered models of an average man for two polarizations.
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Figure 6.21. Calculated planewave average SAR in homogeneous and multi-
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Figure 6.25. Calculated planewave average SAR in a prolate spheroidal model
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for two orientations; a = 0.875m, b = 0.138 m, V = 0.07 m”. ;
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Figure 6.26. Calculated planewave average SAR in a prolate spheroidal
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Figure 6.27.

Calculated planewave average SAR in a prolate spheroidal model
of a medium rat irradiated by a circularly polarized wave
two orientations;

a=0.1m b=0.0276 m, V= 3.2 x 10
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Calculated planewave average SAR 1in a prolate spheroidal model
of an average man irradiated by an elliptically polarized wave,
for two orientations; a = 0.875 m, b = 0,138 m, V = 0.07 m”,
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6.2. CALCULATED NEAR-FIELD DOSIMETRIC DATA FOR AVERAGE SAR

ey

6.2.1. Short-Dipole and Small-Loop Irradiators

Figures 6.31-6.36 show the calculated average SAR in prolate spheroidal
models of an average man and a medium rat irradiated by the near fields of a

short eleccric dipole. The radiation characteristics of the dipole are shown

P e ] =y~

in Figures $.37-6.40. Figures 6.41-6.42 show the average SAR, as a function
of frequency aud dipole-to-body spacing, in spheroidal models of an average
man exposed to the near fields of a short electric dipole and a short magnetic

dipole respectively.

E Facad)

To emphasize the near-field absorption characteristics, the average SAR
in Figures 6.31-6.36 for all frequencies is normalized to unity at a distance
of one wavelengch from the source. The relative SAR curves thus obtained lie
close together and oscillate around the (A/d)2 curve that describes the

approximate variation of the far-field abgorption characteristics as a func-~

- ey PR

tion of distance from the source. Of particular interest is the possible
reduction ir the average SAR below the far-field value., In other words, f
although the reactive fields are stronger near the source, they are absorbed \
at a rate less than that for planewaves (far fields). This was first observed
by Iskander et al., then verified experimentally and explained in terms of the E

variation of the incident electric and magnetic fields (Iskander et al.,

1981). A detailed explanation of the relationship between the average SAR and

P anc s

the incident field is given in Section 3.3. These qualitative relations show

that in spite of the complex characteristics of the near fields, including

P ey

arbitrary angle between E and H and a wave impedance that is different from
377 @, the near-field absorption characteristics can still be explained on the

same basis as the far-field SARs.
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Figure 6.31. Calculated normalized average SAR as a function of
the electric dipole location for E polarization
in a prolate spheroidal model of an average man.
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Figure 6.32, Calculated average SAR (by long~wavelength approximation) as
a function of the electric dipole location for K polarization
at 27.12 MHz in a prolate spheroidal model of an average man.
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Figure 6.34. Calculated average SAR (by long-wavelength approximation) as
a function of the electric dipole location for E polarization
at 100 MHz in a prolate spheroidal model of a medium rat.
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Figure 6.38. Calculated normalized H-field of a short electric
dipole, as a function of y/A at z = 30 cm.
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6.2.2. Aperture Fields

gﬁ Chatterjee et al. (1980a, 1980b, £980c) have calculated values of both
local and average SARs in planar and block models of man by expressing the
§§ incident fields in terms of an angular spectrum of planewaves. Some of their
data for the model of Figure 6.43 and incident E-field of Figure 6.44 are
g% shown in Figures 6.45 and 6.46. TFigure 6.44 shows the incident E, measured
near a 27.12~MHz RF sealer. They assumed no variation of the fields in the y
§§ direction, and calculated the E, that would satisfy Maxwell's equations for
“i‘a the measured E,. Since the magnitude but not the phase of E, was measured,
they assumed that E, had a constant phase over the measured region. Average
3 whole~body and partial-body SAR values are shown in Figures 6.45 and 6.46 for
an incident field having a half-cycle cosine variation as a function of the

width of that field distribution. As the width of the aperture gets large

compared to a wavelength, the SAR values approach those for an incident plane-
wave,

To test the sensitivity of the calculations to the variation of phase of
the incident field, Chatterjee et al. calculated the SARs as a function of an
assumed phase variation in E,. Figures 6.47-6.49 indicate that the SARs are
not highly sensitive to the E, phase variation, This is an important
result. Measuring the phase of an incident field is difficult; if a reason-
able approximation can be made on the basis of measuring only the magnitude of
the incident field, near-field dosimetry will be much easier than if phase

measurement is necessary. Chatterjes et al. have also compared the SARs

distribution that is a best fit to the measured field distribution. The
results indicate that a reasonably approximate SAR might be obtained by using
a convenient mathematical function to approximate the actual field distribu-—
tion.

An important result of this work is that the calculated SARs for the
incident~field distributions used in the calculations were all less than the

calculated SARs for the corresponding planewave incident fields.

g% calculated from the measured incident field and from a half-cycle cosine
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Figure 6.43. The block model of man used by Chatterjes et al. (1980a,
1980b, 1980c) in the planewave spectrum analysis.
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Figure 6.44. Incident-field E, from a 27.12-MHz RF sealer,
used by Chatterjee et al. (1980a, 1980b, 1980¢)
in the planewave angular-spectrum analysis.
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CHAPTER 7. EXPERIMENTAL DOSIMETRY

Except for Section 7.2.6, 'this chapter was written by S. J. Allen, then
Project Scientist, U.S. Air Force School of Aervspace Medicine. He adapted
Section 7.1 from material written by Arthur W. Guy, Ph.D., Professor of Bioengi-
neering, University of Washington. Dr, Guy's material was later published in
an IEEE reprint volume (Osepchuk, 1983).

7.1. HISTORY OF EXPERIMENTAL DOSIMETRY

Early dosimetric techniques were developed when electromagnetics were
first used in physical medicine. Attempts to quantify exposures consisted of
measuring the radiofrequency output current to the electrode or coil appli-
cators of short-wave diathermy equipment., This technique proved to be inade-
quate, and Mittleman et al. (1941) conceived and conducted- the first true RF
dosimetry by quantifying the teﬁperature rise in exposed tissue in .terms of
volume-normalized rate of ~bsorbed energy, expressed. in watts per 1,000 cm3l
Little use was made of this work by personnel involved either in microwave
therapy or later in bioeffects research. Virtually all reported biologic
effects were related to incident-power density, making it difficult, if not
impossible, to correlate data from animal experiments to those expected in
man.,

In the early 1950s Schwan- (1948, 1953, 1954), Schwan and Piersol (1953),
Schwan and Li (1957), and Cook (1951, 1952) developed the foundation for later
analytical work by characterizing the properties of biological tissues. This
allowed Schiwan and co-workers tc use simple mndels consgisting of plane layers
of simulated muscle, fat, and skin to analyze microwave fields and their
asscciated patterns of heating in exposed tissues (Schwan .and Piersol, 1953;
Schwan and Li, 1956; Schwan, 1956a, 1958, 1960). Such predictions were con-
firmed by Lehmann et al. (1962, 1565) in the early 1960s.

During the period of triservices-supported research, beginning in the
mid-1950s and continuing through 1960, preliminary experimental approaches to
microwave dosimetry were made. Schwan (1959) and his colleagues described
methods that could be -used to fabricate tissue-equivalent phantom models and

portions of the human anatomy and to experimentally measure energy absorption




during exposure to microwave radiation (Salati and Schwan, 1959). Mermagen

(1960) reported using tissue-equivalent phantoms to study energy-absorption
characteristics as a function of animal position in a near-field exposure. He
recommended measurement of watts per cubic centimeter in an absorber whose
dielectric constant is similar to that of tissue and whose volume would repre-
sent a finite attenuation of microwave beams, again similar to that of tissue.

Franke (1961) made the first analyses of biologic models that revealed
frequency dependencies in the coupling of electromagnetic fields to electri-
cally small bodies. These analyses were discussed later in Pressman's book
(1970). The models Franke used varied from circular cylinders to prolate
sphzroids of homogeneous muscle-equivalent dielectric. Volume-normalized
energy absorption rate and bzat produced in prolate spheroidal models of man
were determined at 1lower RF froquencies, using quasi-static mathematical
solutions. In other theoretical studies, Schwan's group used spherical models
to determine relative absorption cross sections as a function of frequency of
the incident RF field (Anne et al., 1960). The absorptive cross section
varied widely with frequency, reaching a maximum at the mcdel's resonant
frequency. From the mid to late 1960s, Guy and his colleagues (Guy and
Lehmann, 1966; Guy et al., 1968) developed and used more realistic tissue-
simulating models for experimental measurements of field coupling.

In the late 1960s Justesen and King (1963) introduced mass-normalized RF
dosim.try using phantom models in laboratory bioeffects research. During the
same time period Guy and colleagues {(Guy et al., 1968; Guy, 1971a), through
the technique of thermography, developed distributive dosimetry measurement of
the anatomical distribution of locel SARs in bislogical models and in the
bodies of small mammals., Mumford (1969) pointed out the importance of con-
sidering environmental factors such as temperature and humidity rather than
focusing only on dosimetric quantities.

The 1970s saw a significant increase in the development of experimental
and theoretical apprcaches to definition of SAR in man and animals. Gandhi et
al. (Gandhi, 1975a; Gandhi and Hagmann, 1977a; Gandhi et al., 1977) initiated
the first in a succession of analytical and empirical studies of electrical

and geometrical constraints on SAR. An animal's orientation with respect to
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the vectors of dn incident planewave proved to be a powerful controlling

influence on the quantity of energy absorbed in an RF field.

B B

During the 1970s numerous new techniques and exposure devices were

developed, The twin-cell calorimeter developed by Hunt et al. (1980) and

=S

Phillips et al. (1975) allowed accurate measurement of whole-body SAR, as did
the continuous integration of momentary energy absorption rates via differen~
g; tiation of transmitted and reflected power in a special environmentally con-
trolled waveguide system developed by Ho et al. (1973). A transverse electro~
ga .magnetic (TEM) moae chamber--developed by Mitchell (1970) at the U.S. Air
Force School of Aerospace Medicine (USAFSAM)--allowed, for the first time,
measurement of SAR in large animals (monkeys, pigs, and dogs) in uniform and
well-defined fields, thus letting SAR be compared with incident-power den-—
ES sity. Guy and Chou (1975) and Guy ot al. (1979) developed a circularly polar-
ized cylindrical-waveguide exposure system that enabled precise control of
. SARs and virtually continuous irradiation of small animals that are fed and
gg watered and have their excrement accumulated with minimal disturbance of the
field.
Theoretical work and the development of instrumentation for quantifying
electromagnetic-field interactions with biological materials increased .sub-
stantially in the 1970s, with many important developments. Interactions of

_planewave sources with layered tissues were studied (Guy, 1971; Ho et al.,

l

gg 1971; Ho, 1975b, 1977). New and novel instruments provided better characteri-
zation of exposure fields (Aslan, 1971; Bowman, 1972; Hopfer, 1972; Bassan and

E? Herman, 1977; Bassen, 1977). More sophisticated mathematical and physical

g; wodels of biclegical tissues and anatomical structures generated’a much better

, understanding of absorptive characteristics of tissues of differing composi-
ég tion and geometry.

Theoretical human-head models that consisted of a "brain" and spherical

gg shells to simulate the skull and scalp led to Shapiro's observation that

elactrical "hot spots" (localized regions of intensified energy absorption)

gg could occur deep within the brain at frequencies associated with resonance

(Shapiro et al., 1971). Due to the high dielectric constant and the spherical

shape of the head, focusing of the field caused considerably less RF-energy

absorption at the surface of the head. The theoretical results were expanded
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and verified experimentally to predict energy absorption by animal and human
bodies of a wide range of sizes and exposed at various frequencies (Johnson
and Guy, 1972; Ho and Guy, 1975; Ho and Youmans, 1975; Kritikes and Schwan,
1975; Lin et al., 1973b; Weil, 1975; Joines and Spiegel, 1974). Better and
more detailed analyses were developed for various geometric objects that
simulate bodies of man and animals; i.e., cylinders (Massoudi et al., 197%a;
Ho, 1975a, 1976; Wu, 1977), prolate sphervids (Durney et al., 1975; Johnson et
al., 1975; Barber, 1977a), and ellipsoids (Massoudi et al., 1977a, 1977b,
1977¢).

Theoretical analyses were verified experimentally via thermography
(Johnson and Guy, 1972; Guy et al., 1974a, 1574b), newly developed calori-
metric techniques (McRee, 1974; Allis et al., 1977; Blackman and Black, 1977),
special temperature-sensing probes composed of microwave-transparent materials
such as fiber-optics guides (Rozzell et al., 1974; Gandhi and Rozzell, 1975;
Johnson and Rozzell, 1975; Cetas, 1976) and high-resistance leads (Bowman,
1976; Larsen et al., 1979), and differential power-measurement techniques
(Allen, 1975; Allen et al., 1975, 1976). Cetas (1977) has reviewed and dis-
cussed the relative meri*s of these different techniques. Also, probes were
developed to directly measure electric fields within exposed tissues (Bassen
et al., 1977b; Cheung, 1977). The microvave transparent materials used for
new dosimetry instrumentation were also used in recording physiological sig-
nals from live laboratory animals under microwave exposure (Chou et al., 1975;
Tyazhelov et al., 1977; Chou and Guy, 1977b).

Numerical studies in conjunction with high-speed computers were devel-
oped along with sophisticated programs for calculating the electroma
fields and the associated heating patterns in arbitrarily shaped bodies (Chen
and Guru, 1977a, 1977b, 1977c¢; Neuder, 1977; Gardhi and Hagmann, 1977a;
Hagmann et al., 1977, 1978, 1979a). Mathemati.ul models included the effects
of convective cooling via blood flow in calculating s.eady-state temperatures
for various parts of the body, including critical organs such as the eyes and
the brain (Chan et al., 1973; Emery et al., 1975, 1976a). The continued
development and use of phantom models has contributed significantly to our
understanding of energy absorption in biological bodies (Guy, 197la; Guy et
al., 1974a, 1974b, 1977; Allen, 1975; Allen et al., 1975, 1976; Cheung and
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Koopman, 1976; Chou and Guy, 1977a, 1377b; Balzano et al., 1978a, 1978b). For
a brief summary of the theoretical methods and experimental work found in the
literature, see Sections 5.3 and’ 7.3.

When siimultaneously applied in varioug labotstories, these tew ‘develop-
ments of the 1970s allowed the microwave heari=ng, or "Frey effect," to be
quantified. and understood as a complex thermal acoustic phenomenon--which for
nonbiological materials had been quantified by the physicists more than a
decade earlier (Chou et al., 1975; Guy et al., 1975b; Foster and Finch, 1974;
White, 1963; Gournay, 1966).

The collective advances in RF radiation dosimetry culminated in publica-
tion of the first dosimetry handbook for :RF radiatioa by C. C. Johnson and
colleagues of the University of Utah and USAFSAM (1976). The collective
results were empirically cast in a succinct form by Durney et al. (1979).
Subsequent editions of the handbook were supported and published by USAFSAM to
maintain documentation of advancements in the overall state of knowledge in RF
dosimetry (Durney et al., 1978, 1980).

7.2. MEASUREMENT TECHNIQUES

7.2.1. Dosimetry Requirements

Inadequate dosimetry or description of experimental design has been a
common shortcoming of many radiofrequency bioeffect experiments performed in
the past. Without adequate dosimetric definition, experiments cannot be
replicated nor can the information gained E£rom the experiment be used to
define the expected consequences of equivalent human exposures.

To facilitate compilation of the minimum required data, researchers at
USAFSAM, Brooks Air Force Base, Texas, developed an RFR Bioceffects Research
Data Sheet (Figure 7.1). The £orm indicates what information should be
recorded, and all the information is very important to those desiring to rep-
licate an experiment or evaluate it, The required data are divided into four
basic areas of concern as follows;

1. Description and condition of experimental data. Date and time of

exposure are important for evaluating seasonal and diurnal effects. Provide a

- 7.5 -
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DATA SHEET
RFR BIOEFFECTS RESEARCH

Date

Time of day

Experimental subject (including species, where applicable)

Subject mass .g Subject age
Subject size: Length et Width cm  Breadth cm
Subject temperature: Before B . °C
During °C
After _°C
Environmental conditions: Temperature ‘ +/= °C
Relative humidity ‘ +/- %
Other relevant environmental conditions ‘
Polarization.-of subject with respect to field
Polarization of field
Radiofrequency A Exposure time .
Generator output ___ +/-  watts Incident field +/~ mW/cmz, V/m, A/m
Type of generator ’ Method used to determine
Manufacturer Model Average SAR W/kg
Type of antenna Peak SAR W/kg
Manufacturer Model Method used to determine
Modulated, pulsed, or CW exposure
If pulsed: Pulse repetition frequency Hz
Pulse width ms/us
Duty factor .
If modulated: Modulation frequency Hz

Percent modulation

Exposuré device (diagram if applicable)

Subject-holding device (diagram if applicable)

Condition of subject during exposure

Equivalent human exposure: Frequency

Incident power density

Figure 7.1. A data sheet for RFR bioeffects research.
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detailed description of the experimental subject, including the type of ani-
mals and their source. If biological substances are being investigated, note
the source and m:2thod of preparation. A physical déscription of the experi=
mental subject--including mass, length, width, and breadth--~is the wminimum
' data needed for theoretical evaluation of the SAR expected in the subject.
These data are .particularly important in the case of in vitro exposures such
as cell suspensions and isolated tissues. In such cases define both the size
of the biologic material and the nature of the surrounding suspension. If
nonperturbing temperature probes are available, monitor and record the temper-
ature of the experimental subject during exposure; if not, use available
'gtandard temperature-monitoring devices to measure the temperature of the

subject prior to and immediately after exposure.
2. Environmental conditions. Environmental conditions can affect the

subject's temperature-~regulation capabilities and response to radiation.

Measure and report the mean, minimum, and maximum values. Note any unusual

environmental factors such as extreme lighting conditions, presence of noxious
fumes, and use of hypobaric or hyperbaric conditions. Take care not to place
environment-recording instruments in the RF fields; this can lead to inac-
curate readings as well as perturbation of the exposure fields.

3. Definition of RFR exposure, including localized SAR. Define the RFR

exposure conditions with as much precision as possible, Polarization can be
defined as in Section 3.3.5. In the case of an unrestrained animal, note
whether the orientation is random or preferred. ‘"Polarization of the field"

mesns whether the field is linearly, circularly, or elliptically polarized.

=8 =

Resord the directions of the k and E vectors. If a frequency spectrum ana-
lyzer is available, record the width of the exposure frequency band and any

anomalies introduced by pulse characteristics. Measure and record the drift

of the generator output, and report average and extremes. Determine the

uniformity of the exposure field by mapping the field in the volume to be

e

occupied by the subject; always do thic without the subject in the field but

with the subject~holding device in the same position as during exposure.

]

Measure the incident £fields by methods such as the dipole antenna, loop

antenna, standard~gain horn, and broad-band isotropic RF monitor. Methods for

2 W

measuring SARs may include calorimetry, localized temperature measurement,

&3
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differential power techniques, or thermographic measurement in cadavers or
models. Rate the condition of the subject (restrained, unrestrained, anesthe-
tized, or unanesthetized).

4., Equivalence of animal exposure to that expected for man under simi-

lar exposure conditions. Determine the equivalent human-exposure frequency by

finding the equivalent point on the SAR-versus—frequency curve (see Section

6.1) or determine an approxiwate equivalent from the following equation (see
Chapter 2):

(7.1)

where

equivalent human exposure frequency

=
1

[}

animal exposure frequency

]

length of animal

length of human

o
=
H

Then use fh to determine the average SAR expected in man at this frequency by
reading the SAR for the appropriate polarization from the appropriate figure

in Section 6.1. Determine the equivalent exposure by

SAR

P, = EAT{:: (7.2)
where
P, = equivalent human exposure [mw/cmz)
SAR, = average SAR in exposed animal (W/kg)
SAR, = average SAR in human expected at equivalent frequency

(w/kg per mW/cmz)

7.2.2. Holding Devices for Experimental Subjects

Because RF fields interact with dielectric materials, select with care
the holding devices for experimental subjects. A variety of materials in
commen use include Lucite, Plexiglas, glass, Teflon, and a number of foam

materials. Avoid all -electrical conductors because they cause major

-7'8_
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perturbations in RF fields. The magnitude of the perturbatian produced by
5; subject—holding devices varies with the exposure frequency, electrical propex-
ties, ‘mass, geometry, and orientation 6f the material. At 30 MHz -a massive

' Eﬁ . Lucite cage causes only winor perturbations of the fields, while at 10 GHz the

same cage causes extreme field attenuation and perturbation of the fields.

Glass rods and sheets of Lucite cause major perturbations in the 1- to 10-GHz
§§ frequency band if the materials are aligned in the same direction as the E-

field; however, if these materials are aligned for minimum E-field aperture,

‘Eg the field perturbations will be minimal. SAR measurements have shown that
dielectric interfaces can cause large deviations in localized SAR in tissue
gg cultures exposed in test tubes., This ie particularly true at the hemispheri-
cal surface at the bottom of a standard test tube for certain frequuncies.

Avoid potential problems with tissue cultures by properly orienting the test

LS

tube (lass je.turbation is observed for H polarization than E polarization) or

by circulating or agitating the exposed material.
Experimenters at USAFSAM have found that rodent holders constructed from

=22

a rectangular section of Lucite, with numerous perforations for ventilation
and with blocks of low-loss foam material filling the twe open ends, can be
used for planewave fields where the field is incident on the blocks of foam

material., This device provides animal restraint with minimal field perturba-

tion and minimal stress on the animal.
Since experimental conditions, availability of materials, and experi-

gg mental objectives vary widely, detailed discussion of subject-holding devices
P is not appropriate. Experimenters should select the best materials available,
t)

ﬁa test far-field perturbation at the frequencies of intcrest, and use only

materials found to cause minimum perturbation. The quantity of dielectric

material must be kept to a minimum, as should the use of electrical conduc-

tors. If materials that perturb the fields are used, they should not be
aligned with the E vector. When the device is completed, measurements should

be made to quantify the amount of field perturbation that it causes.

B e
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7.2.3. Exposure Devices :

‘

The commonly used planewave and near-field exposure devices are briefly

reviewed in this section.

'Planewave Exposure Dévices--Anechoic chambers are the most used exposure

devices, With an appropriate antenna system, these chambers provide versatile
expesure conditions for bioeffects experiments. At lower frequencies, how-
ever, the size becomes prohibitive and the cost is generally high.

The TEM-mode chamber offers the advantages of being versatile in size,

relatively inexpensive, and relatively broad-banded. It can be instrumented
to measure SAR continuously with only three power meters, incident-power den-
sity is easily measured, and polarizat‘on effects can be measured. Since the
TEM~mode chamber is particularly suitable for lower frequency exposures, it
also complements %t anechoic chamber. At higher frequencies (above 500 MHz),
however, the size of the TEM-mode chamber must be significantly smaller to
ensure that higher-order modes are cut off, which limits the usable exposure
space. On the other hand, at these higher frequencies the anechoic chamber is
generally reasonable in size and affordable in price.

When constructing a TEM chamber, pay special attention to the tapered
tracsitions to ensure good impedance matches. Impedance mismatches cause
standing waves in the chamber that may not be detected by power meters at the
input and output ports. You can deiect mismatches either by measuring time-
domain reflection or by mapping the E-and H-~fields inside the chamber. In
every case, map the fields inside the chamber to ensure single-mode operation,

When higher-order modes and standing waves are not present, the E-field

strength between the plates in the chamber can be found from

E = V/d (7.3)
and

V= (on) (7.4)

where
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v =

the rms voltage between ‘the center conductor and the outer conduc-—

tor of the line

the input power in watts

the characteristic impedance of the chamber
The equivalent incident planewave power density can be found from

Pipe = E2/3770 ui/cm? (7.5)

with the E-field in rms V/m.

Other planewave exposure devices include the circular waveguide “nd cell

culture irradiator. Circular-waveguide exposure devices are relatively inex-

pensive and small in size, and they can be instrumented to constantly monitor
the SAR in the exposed animal. These devices are power efficient and can
provide almost continuous exposure of animals over long periods of time. This
system is also desirable for chronic exposures of a large number of animals;
however, incident-power density in the waveguide is difficult to mweasure.
Five stable power meters are required to measure SAR; present designs limit
the size of the experimental subject to that of a lzrge rat, and the circular
polarization of the field limits the advantage of being able to determine
polarization effects. This is alsv a narrow-band dsvice, and preseant models
operate at 918 and 2450 MHz.

Cell-culture irradiators have the advantages of low cost, small size,
and extremely good power efficiency; but they suffer from narrow-band opera~
tion, lack of field-measuring capabiiity, aud high gradicnt fields, To elimi-
nate effects of hot spots with these devices, be sure to circulate the cell-

culture fluid,

Near-Field Exposure Devices--Near~field exposure devices basically
provide E- and H-fields that can be coatrolled independently in phase and
magnitude at the position of the exposed model so that any field impedance
condition can be simulated. The following is a brief description of some

common exposure devices.
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One type of near-field exposure device is a resonant cavity. Guy et al.

(1974b) designed a resonant cavity for M9 and TE|g, mode resonance at 144
MHz. Each mode is fed by a separate probe, with variable control of the
relative phase and amplitude of the power delivered to the feeds. The exposed
subject is typically rriented in the center of the cavity, at the position of
maximum E-field and zero H-field for the TM;,, mode and maximum H-field and
zero E-field for the TE| 02 mode. The resultant E~ and H-fields are, there-
fore, in space quadrature and independently controllable in phase and magni-
tude at the position of the exposed model so that any field imnedance condi-
tion can be simulated.

Another exposure device is the near—-field synthesizer developed by the

National Bureau of Standards (NBS) (Greene, 1974); thi: device alsoc can pro-
duce fields of several combinations. It consists of two parallel plates that
produce a uniformly distributed E-field between them, and a loop inductor
between the plates can provide an H-field parallel to the axis of the loop.
The loop can also be rotated over any angle with respect to the plate, so the
relative orientation between E- and H-~fields can be varied from parallel to
perpendicular.

4n interesting comparison between the dJdosimetric results on scaled
phantoms obtained using the resonant cavity and the near—field synthesizer is
described by Guy =t al. (1976a).

Anechoic chambers also can be used for the near-field exposures of

phantoms and experimental animals (Iskander et al., 1978, 1981). Using dif-

ferent radiation sources and varying the distance between the source and the
exposed subject allows a large variety of near-field exposures to be
obtained. For simple sources (e.g., electric dipoles and loop antennas), the
E- and H-fields at the location of the subject can be calculated. In general,
however, particularly for more complicated sources, measuring these fields

with suitable E- and H-field probes is advantageous.

7¢2.4. Incident—Field Measurements

The procedure for measuring the RF incident fields at the location of

the subject basically depends on the exposure conditions. For planewave or
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far-field exposures, apart from polarization and direction of propagation,

only the incident-power density has to be measured. The planewave power
density can be determined from the measured magnitudé of the E~ or H-field.
In the near field, however, the E- and H-fields are not necessarily in phase
or related by a constant wave impedance. Therefore, the magnitude and the

direction of each E- and H-field must be measured independently at several

points in the exposure region.

Depending on the type of detector, two basic techniques are used for
monitoring RFR levels: (1) devices that measure power by sensing a tempera-
ture change due to energy absorption (thermocouple types) and (2) devices that
use diodes to produce a current or voltage related to the electromagnetic
energy. The thermocouple type of device has the advantage of accurate mea-
surcment in pulsed fields and a linear response with the incident-power den-
sity. The readout is accomplished by RF heating, however, so the instrument
has a slow response and is susceptible to drift with envircnmental tempera-
ture, particularly in the lower ranges. The diode detector devices have the
advantage of being extremely sensitive; they also have the major disadvantage
of a limited dynamic range caused by the diodes' nonlinear response.

For planewave incident-power density measurements, several instruments
are available, such as General Microwave, Holaday, Narda, and NBS EDM
series. With all of these an orthogonal antenna system is used, and the
antenna outputs are summed to provide a readout related to total incident-
power density. Take care when choosirng an instrument to assure that appropri-
ate range and pulse characteristics are known and that the instrument will
reepond to these field parameters. In making these measurements, measure the
fields over the volume to be occupied by the experimental subject, first in
empty space and then with the subject-~holding device in place. This ensures
that the effect of the subject-holding device is negligible. When using a
single antenna, manually rotate it to measure each of the three orthogonal
components of the field; then square each of these three components and add
them to obtain tbe square of the total field., For linear polarizatiom, first
rotaté the antenna Lo the position of a maximum reading; then take the other
two orthogonal weasurements from that reference. This will usually result in

the first reading being considerably 1larger than the other two, thus

-~ 7.13 -
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decreasing errors caused by inexact antenna positioning for the second and
third measurements.

-~ o
-
AT

]

Small dipole and loop antennas such as those produced by NBS are useful

Xy

for measuring E- and H-field intensities in the near field (Green, 1975). A
diode at tke antenna detects the signal, and high-resistance leads connect the
diode to a high-impedance voltmeter for readout. Alternatively, an optical
telemetry system can be used to replace the long high-resistance leads (Bassen
et al., 1977a). For both systems these devices can be censtructed in most

laboratories, with the advantage of low cost and good stability. They can be

BRIREEER |

accurately calibrated for frequencies up to 400 MHz in TEM-mode cells avail-
able commercially (Crawford, 1974). At higher frequencies, however, the

calibration is usually made inside anechoic chambers and in terms of cali-

k)

brated antennas beczuse of the very limited available calibration space in the

TEM-mode cells. For the B-field probe, a small loop antenna with a series

AR Y

Y diode may not be adequate for uear-field measurements because the E-field
;ﬂ causes too large a voltage across the diode. A Moebius loop with a series
i: diode reduces this problem significantly, at the same time providing twice the
;2 sensitivity of the diode-loaded circular loop (Duncan, 1974).

&

-; 7.2.5. Measurement of Specific Absorption Rates

:: The SAR measurement is very useful in dosimetry. In cases where non-
; uniform exposures occur or where incident-power density cannot be measured,
3

SAR is the only measurement that allows definition of the RF exposures. There
are five basic techniques for measuring the SAR in biological systems and
phantoms:

1. Differential power measured in a closed exposure system

2. Rate of temperature change measured with noninterfering probes

3. Calorimetric techniques

4, Thermographic techniques

5. Implantable E~field probes

The latter four methods are also suitable for near-field SAR measurements.

Differential-Power Technique--For the differential-power technique, use

directional couplers and power meters on all input and outpur ports of the
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exposure device. In the case of waveguide and TEM-mode exposure devices,

monitor .the inmput, output, and reflected powers and determine the absorbed
power by

=P -P, ~P (7.6)

Pp =P~ PFp -~ R

where
Pp = power (watts) absorbed by empty exposure device

P; = input power (watts)

output power (watts)

reflected power (watts)

o~
=
[}

Then place the sample in the exposure device and determine Pg» the power
absorbed by both the sample and exposure device, in a similar manner. Deter-
mine the total absorbed power for the sample by taking the difference between
Pp and Pg. To determine the SAR, divide the total absorbed power by the mass
of the sample,

The accuracy of thése measurements can be improved by electronically
measuring differential power: Use a differential amplifier or, for even more
accuracy, connect the output of the power meters to an A-to-D ‘converter and
computer., Controlling temperatucre of the couplers and power meter heads also
will improve the stability of the measurements.

The fields in a circular waveguide system can be quantified by differ-
ential-power determination of the SAR in the animal being exposed. To do
this, subtract from the input power the power reflected out of the two trans-

mitting and the two output ports. This requires five power meters.

Noninterfering Tewperature-Probe Techaiques--With the advent of RF
noninterfering probes, a whole new field of SAR distribution determinations in
realistic phantoms, cadavers, and live animals has become a reality. High-
resolution systems using thermistor detectors on high-resistance lead wires
can reliably measure 0.01°C temperature changes in high-level RF fields.
Lossy~line systems work best for frequencies above 100 MHz, For high fields

below 100 MHz, line burnout may be a problem. Fiber—optic readouts are
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usable across the RF spectrum wiktd minimal interference problems, but present
instruments suffer from instability. Having the most sensitive technique
possible is important if SAR distribution is to be measured. Less sensitive
techniques require larger temperature rises, and more smearing of the SAR
pattern will occur. Therefore, keep ecxposure time to a minimum to obtain
minimum error from heat flow within the subject. Measure temperature rises in

°C per minute; and for tissue and tissue-equivaleat material, counvert these
dats to SAR by

1°C/min = 58.6 W/kg (7.7)

which is based on a specific heat of tissue of 0.84,

This measurement technique is the most accurate for assessing SAR dis-
tribution in phantoms and cadavers, allows temperature regulation to be mea-
sured in live animals, and is inexpensive, The major disadvantage is the time
rfequired to define the SAR in large or complex gzometrical bodies. With the
advent cof systems with multiple temperature probes (Christensen and Volz,

1979), this problem has been largely reduced.

Calorimetric Techniques--Calorimetric techniques prove extremely useful
in measuring whole-body SAR for animal phantoms and cadavers. Two tech-
niques are now in practice: twin-well and dewar.

Twin-well calorimetry yields accurate results and requires little effort
of the experimenter after initial setup and calibration. Difficulties include
long run times for making one measurement (approximately 1 day for a large
rat}, complexity o:r multiple thermocouple readouts that make it difficult to
detect failure in one or two thermocouples, and relatively high cost.

The dewar calorimeter technique is relatively inexpensive, is simple
(calibration and operation anomalies are easily resolved), and requires a
relatively short time for one reading (from 30 mir for a mouse to 1 h for a
rat). Accurate SAR determinations can be made with this technique, but they
require experimenter~ to exercise extra precautions.

To check for heat loss during exposure, compare anrn SAR measurement

immediately after exposure with a measurement that was delayed by a period
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equal to the exposurc time, Water is usually used as the heat transfer
medium; use just enough to allow total immersion of the cadaver. Adjust the
water temperature to approximately 0.5°C below the ambient air temperature;
and after inserting the exposed animal, adjust the resultant temperature by
varying exposure time to obtain a temperature rise of approximately 1°C. This
achieves maximum stability in terms of calorimeter drift. When thermal :qui-
librium is reached (i.e., when the change in T is less than 0.01°C during a
15-min period), measure the final temperature, Tp, and use it to evaluate To

for each cadaver:

T, = [(zp + Mec )(Tp - 1))/ (M0 ) + Ty (7.8)
where
' T, = rationalized temperature of the cadaver upon insertion in the calo-
rimeter
M, = mass of the cadaver (kg)
¢, = specific heat of the cadaver (J-kg—l~K~1)
M, = mass of water in calorimeter (kg)
G, = specific heat of water (J~kg-1°K—l)
T; = temperature of calorimeter just before insertion of cadaver (°C)
Ip = final temperature of calorimeter (°C)

= heat capacity of calorimeter (J-K-l)

o3
g

The SAR in W*kg~1 is determined by

SAR = Cs[Te(exposed) - Te(control)]/exposure time in seconds (7.9)
where
Cg = 3448 for a rat or mouse
C, = 4185

The readout of the calorimeter can be automated by direct computer

readout; chis also ‘facilitates computationms.
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Thermographic Techniques~-A scanning thermographic camera can be used to
provide detailed SAR distribution in phantoms and cadavers in a short time.
Suitable material to separate sections of the phantom or cadaver must be used,
and readout after termination of exposure must be rapid. If the output of the
thermographic camera is put into a computer, average SAR can be easily com-
puted. Personnel at the University of Washington have developed this tech-
nique which is described in detail by Guy (1971a). The technique has proven
valuable in assessing SAR distribution for laboratory animals and models of
man. The procedure originally involved using a thin sheet of plastic to
facilitate separating the halves of the phantom; thus the procedure was
limited to symmetrical models exposed to a linearly polarized field (E-field
parallel to the interface) to avoid interrupting any induced currents that
would normally flow perpendicular to the median plane of separation (Guy,
1971a). For near-field measurements, however, the procedure was modified by
replacing the plastic sheet with a silk screen, thus allowing easy separation
without loss of electrical continuity (Guy et al., 1975a). The major disad-

vantage of this technique is the hig'. cost of the required equipment.

Implantable Electric-Field Probes--Miniature electric-field probes with
fiber-optics readout were developed by Bassen et al. (1977a)., This system can
be used to determine the E-field in a cadaver or phantom exposed to RF
fields. The same equation used to determine E-fields from SAR (page 2.1) can
be used to determine SAR if the E-field is measured and the dielectric proper-
ties of the subject are known. The advantages of this technique include
instant readoui {allowing SAR distribution to be determined by scanning tech-
niques) and accurate measurements in low-level fields (this technique being at
least 10 times as sensitive as any technique previously discussed). The
primary problems include probe rigidity (requiring straight insertion into the
subject) and frequency-range limitation. The use of orthogonal probes simpli-
fies measurements, but single-axis probes can be used. Subminiature probes
(2-mm diameter) are under development. A review of implantable E-field probes

is given by Bassen et al. (1983).
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Use of Phantoms 'to Measure SAR--SAR can be measured in animal cadavers;
but measuring in phantoms is sometimes more convenient, more reproducible, and

almost as accurate. A mold of R¥=~transparent foum material can be made in the

83 shape of the phantom to be investigated, and the mold filled with a tissue-

f equivalent material. Researchers in the Department of Rehabilitation Medi-

n cine, University of Washington School of Medicine, have developed materials to

é& simulate muscle, brain, fat, and bone for various frequency ranges (Guy,
1971a; Chou et al., 1984).

&3 Tables 7.1-7.4 summarize the diractions for preparing the simulated
tissue material, Tables 7.5-7,7 list the composition and properties, and Table

§§ 7.8 gives sources for the ingredients. Figures 7.2 and 7.3 show the electri-

cal properties as a function of frequency and temperature.
Tables 7.9-7.11 give directions for other tissue-equivalent materials,

Lodc]

developed at the University of Ottawa (Hartsgrove and Kraszewski, 1984). The
material in Table 7.9 includes hydroxyethylcellulose to make preparation

easier and to provide stability of the material over longer periods of time.

E=n

Table 7.10 describes a more liquid material that has electrical properties

C—

equivalent to tissue.
Knowledge of thermal properties of tissue-equivalent materials is useful

in determining how fast thermal diffusion will cause heating patterns to

change. Leonard et al, (1984) determined the thermal properties of some

=4

common tissue-equivalent materials. Tables 7.12 and 7.13 list formulas for

Bibd .

other muscle- and fat-equivalent materials for the 10-50~MHz frequency range,

also the thermal and electrical properties. These materials, in which barium
titanate is used instead of aluminum powder, were designed to have a lower

thermal diffusivity to minimize smearing of the heating patterns.

28 &8 =9

= R 22
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TABLE 7.1. DIRECTIONS FOR PREPARING SIMULATED MUSCLE MATERIAL
FOR 13.56-100 MHz (Guy, 197la; Chou et al., 1984)

1. Weigh all ingredients and dete:.ine percentages by weight.

2. Mix aluminum powder, TX-~150, and salt; pour in 14-20°C water and mix with
a 4-in, shear stirrer rotating at 1200 rpm for 45-120 s on a variable-
speed drill press until all of the polyethylene powder is wet. Add omne
drop of household liquid detergent to help wet the polyethylene powder.

3. Because air bubbles are easily formed in this mixture, constantly rotate
th: bucket and move it up and down to ensure proper mixing. When the
mixture starts to set (thicken), slow the drill press to about 800 rpm to
avoid formation of air bubbles (essentiall). The setting time of TX-150
varies by factory batch, so proper water temperature and mixing time must
be determined by experience. If the mixture is not stirrad long enough,
the aluminum powder will sink; if stirred too long, the mixture will be
too hard to pour.

4, Pour the mixture into the mold, slowly, to allow air bubbles to escape
from the mixture,

TABLE 7.2. DIRECTIONS FOR PREPARING SIMULATED MUSCLE MATERIAL
FOR 200-2450 MHz (Guy, 197la; Chou et al., 1984)

1. Weigh all ingredients and determine percentages by weight.

2. Mix ingredients except TX-150 in 14-20°C water with a 4~in. shear stirrer
rotating at 450 rpm on a variable-speed drill press until all polyethylene
powder is wet. Add one drop of household liquid detergent to help wet the
polyethylene powder.

3. Add TX-150 and increase drill press speed.to 1200 rpm.

4, Mix "for about 45-120 s. When the mixture becomes thick, slow the drill
press to about 800 rpm to avoid generating air bubbles. Since the setting
time of TX-150 varies with factory batch, proper water temperature and
mixing time must be determined by experience. If stirred too long, the
mixture will become too hard to pour; if not stirred enough, the polyethy-
lene powder will float.

5. Pour the mixture into the mold, slowly, to allow air bubbles to escape
from the mixture.
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TABLE 7.3. DIRECTIONS FOR PREPARING SIMULATED BRAIN MATERIAL FOR
915 AND 2450 MHz (Guy, 1971la; Chou et al., 1984)

1. Weigh all ingredients and determine percentages by weight.

322 A~
»

Mix all ingredients except TX-150 in 14-20°C water with a &4—-in. shear
stirrer rotating at 450 rpm on: a variable-speed drill press until all
polyethylene powder is wet. Add one drop of household liquid detergeat to
help wet the polyethylene powder.

Add TX-150 and increase drill press speed to 1200 rpm.

| 372
& oW

Mix for about 45-120 s. When the mixture becomes thick, slow the drill
press to about 800 rpm to avoid generating air bubbles. Since the setting
time of TX-150 varies with factory batch, proper water temperature and
mixing time must be determined by experience. If stirred too lomg, the
mixture may be filled with air; if not stirred enough, the polyethylene

el

then force it into the mold.

¥ powder will float, The larger amount of polyethylene powder in this
[} mixture makes it more difficult to determine the correct stirring time,
o 5. When the mixture looks -soupy, pour it into a plastic bag and let it set;

TABLE 7.4. DIRECTIONS FOR PREPARING SIMULATED FAT AND BONE MATERIALS
FOR 915 AND 2450 MHz (Guy, 1971a; Chou et al., 1984)

1. Weigh all ingredients and determine percentages by weight.

2. For a small quantity, place everything but the catalyst in a 1-gqt round
ice-cream carton with a fitted aluminum base and stir until blended. Use
a small drill press as a stirring machine, a drill stand for 1/4- and 3/8-
in. drills, a 1000-rpw 1/4-in. drill, a 2-in. shear stirrer, and a verti-
cally osciiiating-rotaiing table. The pericd of vertinal ogcillation and
rotation is about 1 s, When the ingredients are blended, add the catalyst
and continue stirring for 20 min; then pour the mixture. For lsrge mix-
tures, use a 4-in. shear stirrer, a larger (industrial size) drill press,
a stainless-steel can 8 in. in diameter and 12 in. high, and a heavier
vertically oscillating-rotating table. Table rotation is 40 rpm, and
vertical oscillation 50 rpm.

B2 ©E ER &2 R

=

3. Coat molds with paraffin wax to ease removal. Due to interpal heat,
excess wax will melt and float on the model. After 3 L of setting, the
models will be firm and can be removed from the molds. Machine the top
and bottom of the final casting to remove air pockets and settled aluminum
powder,
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TABLE 7.5. COMPOSITION AND PROPERTIES OF SIMULATED BRAIN, FAT,
AND BONE TISSUE AT MICROWAVE FREGI'ENCIES (Guy, 1971a)

COMPOSITION
Polyethelene H 0
Simulated TX~150 Powder 2 NaCl
Brain 7.01% 29.806% 62.61% 0.52823%
Aluminum
Laminac %110 Powder Acetylene Black P-102
Fat and bone 85.20% 14.5% 0.24% 0.375%

ELECTRICAL PROPERTLES

Frequergny Relative Conductivity Loss
(MHz) Permittivity (5/m) Tangent

Brain 915 34.37 0.730 0.442
2450 33.56 1.266 0.2713

Fat and Bone 915 5.61 0.0665 0.233
2450 4,51 0.172 0.187

Specific Heat Specific Density
Brain 0.83 0.96
Fat and bone 0.29-0.37 1.29-1.38

- 7.22 -

. e — - o Qe I i S Vi i o6 g iy e, e g
o .} PPN ooy ey S y'y B A gy gl A N M Shumileg RO HD D GP-wiln JUMS  SreAt Pt Sl s SEud) SUED Wtk Mt M S G {Smal-Sal LS S S WL “win b i S P, e i Gy
s A AU e oty . P s



JWEW W,
-

'

; .
: |
3 g
o !
m 082°0 88°08 ST*6 — 69°6  €0°0 F T9'0 O0°C F 6¥T 79°0 0°64T 95 ¢T m
: L
m 0LZ°0 £6°08 90°6 _— 0L°6  20°0 ¥ 29°0 O0°C ¥ ¢£IT 09°0 0°€TI 21132
4]
w €0£°0 28°08 J2°6 — 89°6  20°0 F OL°0 8°C F 6°L6 89°0 0°L6 89°0% w
n 3
m %Z9°0  05°98 LT — 9€"0T T0°0 F 92°0 S°0 T £°48 61°0 0°%8 oL :
1 3
: Z8%°0  65°/8 71°2 — 186  T0°0 F 68°0 T°T ¥ S°TL 68°0 L*TL 00T :
m ¥68°0 T6°YL — 6L°ST 6€°8  20°0 F 90°T L°0 F £°9S 00°1T 696 007 ﬂ
; 966°0 SI°SL — 96T Z9°6  TO0 F LT°T  L*0 ¥ 8°%S ST°T 0°4¢ 0og {
966°C ST°SL —— 9y°ST 798  T0°0 F 12°T S°0 ¥ S°€S 8T°T 0°€S cey & L
v} ™~ :
W 966°0 SI'GL — vy ST Zv°8  4$0°0 F Y2°T 9°0 F §°TS sz 1 0°2¢ 0S, 1 L
966°0 SI*SL _— 2961 Zh'e 700 F LT'T  9°0 F I°IS 87°1 0° 1S ST6 _
. 1IS0°T  8%°SL —_— 10°ST gy*g  80°0 F IT°T  6°0 F #°LYy L1°2 0°LY sz .
%) [¢3) %) %) [¢9) (w/s)o s 3 JuB3SUOD {u/s)o 1 3 JUBISUGH (zuR)
TO®N omm Japmog Jaopmod 0ST-X1 4A3TATIONPUO)  DTIAIVSTIIA  4ITAFIONPUO) DJTAIDTIIQ Ldousnbaxyg _
2! wnupunTy ouaTAYIasiod t
AUONNV AUONM.V ,
INSSTI, STOSNR wojueyd INSSTI OTOSNR TENIOY ‘

o urhoAul,

(¥86T ‘*T® 32 noyd) 2ZRH 0S¥T-9S°€T WO FTOSAR
QILVIAKIS J0 SATIVAJOUd TVOTYLIITI ANV NOILISOdWOD ~9°/ d14VL

Emﬁggﬁm@ﬂmgﬁ@g@mgmw@@@ug%nﬁa



e e B e B Al e e M W AB o A T S =

20°0 F LL"O 0°Z ¥ 9"I%T
T0°0 ¥ ¢L°0 0°T ¥+ 0°601
00 F ¥8°0 L'y ¥ 9°88
¢0°0 ¥ 26°0 8°C ¥ L°08
70°0 F €0°1 2 N R SR A
#0°0 ¥ T2°1 0°T * 8°%S
%0°0 ¥ 9€°T L°0 F $°2S
€0°0 ¥ 8€°T 8°0 ¥ €°1%
€0°0 F €%°1T 0°T ¥ L°0S
0°0 ¥ LY°T %°0 F £°0S
20°0 * £%°¢C £°0 ¥ 0°9%
(u/s)yo , 3 JUE38UOD
A3TAaT30NpPUOY OT1309T9TQ
DT ¥ 0

€0°0 ¥ T9°0 0°€ F 0°6%T
20°0 ¥ 29°0 Q*¢ F 0°€TI
Z0°0 ¥ 0L°0 8°C F 6°L6
10°0 ¥ 9.°0 S0 F L°Y8
T0°0 ¥ 68°0 I'T ¥ S°TL
20°0 ¥ 90°T1 L*0 F L*9S
T0°0 ¥ L1°T L0 F 8°%¢
T0°0 # T2°T $*0 ¥ S°¢€S
%0°0 ¥ 92°1 9°0 ¥ 6°¢S
20°0 ¥ L2°1 9°0 ¥ T°1S
80°0 F LI°T 6°0 ¥ 0°LY
(u/s)o . 3 JUB3SUO0)
A3FAT30NnpUROY 971399T91Q
J.T ¥ TC

20°0 ¥ 25°0 0% % 0°L9T
10°0  TS°0 0°S F 0°8TT
%0°0 ¥ 09°0 0°C F 0°90T1
T0°0 F £9°0 L°0 F T°88
10°0 F 9£°0 Z°T % 2°08
20°0 F 16°0 9°0 ¥ 8°6S
10°0 ¥ 90°I 9°0 F 5795
€0°0 F LO°T L0 F 6°%S
%0°0 F 60°T 9°0 F 9°€§
70°0 F OT°T L°0 F T°€S
Z0°0 F 60°¢ €T F €°6Y
(u/s)o , 3 1uB3sSU0)
£3TATIONPUOY DTAIVDTDTQ
EREXT

(#86T ‘12 3@ noy)) SAUNLVYAIWAL FIYHI IV 2ZHH 0SHCT-9S° €1
404 3NSSIL 3TOSAN QALVINWIS J0 SHTLYIJO0¥d 1VOTHILOATE

“L°L F1AVL

96°¢T
[AR X4
89°0%
0L
00T

00z
00¢
£y
0SsL
ST6

osye

(ZHR)
£Lousnbaayg

= 7024 -




e e e e e wa e .

TABLE 7.8. SOME SOURCES" OF MATERIALS USED TO CONSTRUCT
PHANTOM MODELS (Guy, 1971a; Chou =t al., 1984)

TX-150 0il Center Research, P. O Bux 71871, Lafayette, LA
70501.
Polyethylene Powder Wadco California, Inc., 2102 Curry St., Long Beach,
:} (20 mesh, low density) CA 90805. Attention: Henry Schymanitz.
,‘G
Laminac 4110 Fiberlay, Inc., 1158 Fairview North, Seattle, WA

98102. (An American Cyanamid resin product.)

NaCl (Merk reagent grade) Merk & Company, Inc., Rahway, NJ 07065

Aluminum Powder J. T. Baker Chemical Company, Phillipsburg, NJ

(Baker's USP) 08865. (Do not substitute industrial powder; it
lacks particie uniformity and purity, which
affects the catalytic reaction.) Caution:

Aluminum powder is highly flammable. Be careful
in storing and handling it.

P~102 (60% methyl ethyl Fiberlay, Inc., 1158 Fairview North, Seattle, WA
ketone peroxide) 98102

B3 X3 &S

Acetylene Black Shawinigan Products Corporation, Empire State Build-
ing, 350 5th Ave., New York, NY 10001

* . . . . .
The sources in this table are given only as examples. Equivalent materials
may be obtained from other sources.
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Figure 7.2. Relative permittivity of simulated muscle tissue versus
frequency for three temperatures (Chou et al., 1984, .
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Figure 7.3. Electrical conductivity of eimulated muscle tissue versus
frequency for three temperatures (Chou et al., 1984).
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TABLE 7.9 -COMPOSITION AND ELECTRICAL PROPERTIES Of TISSUE-
EQUIVALENT MATERIALS (Hartsgrove and Kraszewski, 1984)

Percent by Weight

Frequency o Aluminum Polyethylene HO *
(MHz) &' (s/m) _Powder NaCl Powder 2 HEG _
27.12 103.0 0.649 9.3 0.16 - 87.44 3.0
40.68 96.1 0.671 6.9 0.18 - 88.82 3.0
70 83.0 0.679 - 0.27 - 96.63 3.0

100 69.3 0.81 - 0.34 5 91.6 3.0
200 62.6 0.97 - 0.5 4 92.4 3.0
300 57.0 1.09 - 0.55 12 84.4 3.0
433 55.5 1.27 - 0.8 15 81.1 3.0
750 51.2 1.29 - 0.75 17 79.2 3.0
915 48.2 1.58 - 1.0 20 75.9 3.0

2450 48.0 2.34 - 0.92 22 74.0 3.0

TABLE 7.10. COMPOSITION AND ELECTRICAL PROPERTIES OF A LIQUID THAT HAS THE
ELECTRICAL PROPERTIES OF TISSUE (Hartsgrove and Kraszewski, 1984)

Percent by Weight

Frequency o H 0 *
(MHz) e! (s/m) NaCl Sugar 2 HEC
100 70.5 0.875 0.38 10 87.5 2.0
200 62.0 0.979 1.8 40 56.1 2.0
300 58.7 1.006 2.3 45 50.6 2.0
433 53.7 1.146 2.5 47 48.4 2.0
750 53.6 1.42 1.9 41 55.0 2.0
915 49.2 1.57 3.0 45 49.9 2.0

2450 53.9 2.32 - 34 63.9 2.0

* Hydroxyethylcellulose
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TABLE 7.13. SIMULATED FAT MATERIAL

COMPOSITION

Material

Poiyester resin
(Allied Chemical No. 22033)

Carbon powder
(Cabot XC-72)

Barium titanate

Percentage by Weight

77

22

ELECTRICAL PROPERTIES (PRELIMINARY)

(Alfa)
- f(MHZz) ' €'
. 18
27 16
Tt

0(S/m)
0.025
0.025

0.025

THERMAL PROPERTIES

%hé;mélvconductivity
Specific heat -

' Thermal diffusivity

W
0.20 ——

3 J
1.16 = 10 kg K

6n”

| -
¢.115 x 10 3
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7.2.6. Scaled-Model Techniques

Although measurements in models made of tissue-equivalent material are
valuable for determining the internal distribution of SARs and E~-fields,
making measurements in full-size models of people and larger animals is often
difficult. A useful alternative is to make measurements on smaller models at
higher frequencies and then relate these measured values to corresponding
values that would occur in the full-size models. This process is called
scaling.

Measurements on scaled models offer several advantages over measurements
on full-size models:

1. In the smaller models less electromagnetic generator power 1is
required to produce measurable temperature rises. In full-size
models excessive amounts of power are often required to produce
measurable temperature rises, especially enough rise to measure
heating patterns accurately in the presence of thermal diffusion.

2, Use of several scaled models permits measurements at more frequen-
cies. Since most electromagnetic generators with sufficient power
are narrow-band, measurements in full-size models can usually be
made only over a very narrow frequency band.

3. Scaled models are smaller, easier to handle, and less expensive than

full-size models.

Mathematical Basis for Measurements on Scaled Models--The derivation of
relations between quantities in the full-size and scaled system is outlined
here. Readers interested only in the results should skip to the next subsec-
tion.

Since scaling is based on the linearity of Maxwell's equations, it is
valid only for linear materials. With respect to typical measurements of SAR
and E-field distributions, biological materials are linear. Scaling is valid
for inhomogeneous materials--materials whose properties vary from point to
point--as long 1s the material is linear at each point.

To derive the relations between measuremants in the full-size and scaled
models, let each point in full-size model A (Figure 7.4) be described by

coordinates x, y, and z and each point in scaled model A be described by

- 7.3z -
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(a) (b)

Figure 7.4. Schematic diagram 1illustrating the coordinate
system used in the scaling procedure. (a) Full~
size object with coordinate system x,_ y, z3j,
(b) scaled model with coordinate system x, y, z.

coordinates §, ;, and z. Each point in A is obtained by reducing the coor-
dinates of a point in A by the scale factor S. Therefore, the coordinate

values are related by

R BN [EE BEE OB e B0 B

x = Sx (7.10)
E y = Sy (7.11)
L4

z = Sz (7.12)

Since four fundamental quantities--mass, length, time, and charge--are
required to describe an electromagnetic-field quantity, three scale factors in
addition to S are required to relate quantities in A to those in A, Scale
factors for E- and H-fields, however, are more convenient than those for mass

and charge. Hence the following additional three scale fuctors have tradi-

tionally been used:

HE S 032 B2 B BER

B(x, vy, z, t) = a E(X, y, z, £) (7.13)
B(x, y, z, t) = 8 Ax, ¥, z, £) (7.14)
£ =yt (7.15)
:
& - 7.33 -
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where E is electric field; H is magnetic field; t is time; and o, B8, and y are

the corresponding scale factors.

Desired relationships between quantities in .full-size and scaled systems
can be fouad from Maxwell's equations because the fields in both systems must
satisfy them. For simplicity, development of the relationships will be
described for sinusoidal steady-state electromagnetic fields. This is appro-
priate because most measurements in biological systems are of sinusoidal
steady-state quantities. For this case, the fields in the full-size system

must satisfy
L%
vV x B(x, vy, z, t) = jeup H(x, y, z, t) (7.16)
V x Hx, y, 2z, t) = jweo(e' - je") Ex, y, z, t) (7.17)

%
where y 1is the complex permeability and ¢' - je" is the complex relative
permittivity (see Sections 3.2.6, 3.3.3, and 4.1). The effective conduc-

tivity, o, is related to &" by

g = meoe" (7.18)

Fields in the scaled model, on the other hand, must satisfy

oKy~ ~

Vx E(x, y, z, t) = -jup B(%, y, z, t) (7.19)

~

~ ~ o~ ~ ~ ~ Nad ~ Ko ~ N ~ ~
Vx H(x, y, 2z, t) = Jweo(E' - Je") E(x, v, z, t) (7.20)

where Vx indicates differentiations with respect to ;, ;, z.
If the scaled model is an accurate simulation of the full-size system,
then substituting the transformations relating scaled-model yuantities to the

full-size model should transform Equations 7.19 and 7.20 into 7.16 and 7.17
respectively. Substituting Equations 7.10-7.15 into 7.19 and 7.20 gives

- 7.34 -




it
Vx B(x, y, 2z, t) = -ju 1%%_ H(x, y, z, t) (7.21)
g Vx Hx, v, z, ©) = 0l (5 - §2) K(x, y, z, ©) (7.22)
g@.
Note that

N} ~
W= Y (7.23)
Vx = sVx (7..24)

Equations 7.21 and 7.22 will be the same as 7.16 -and 7.1l7,respectively, if

B eX

. AT (7.25)
g B
_'_Y_% ('éﬁ - j'gn) =g' - je" (7.26)

L 555]

1f material properties and scaling factors are selected so that Equations 7.25

and 7.26 are true, then measured quantities in the scaled model can be related

0 e ha?
'y -

to those in the full-size system, because Equations 7.19 and 7.20, which

describe fields in the scaled system, are equivalent to Equatioms 7.16 and

Gos

7.17, respectively, which describe fields in the full-size system.

Scaling factors can be chosen as follows. First, since biological

o 3

* ~k )
materials are essentially nonmagnetic, the y and p are both approximately

equal to M, Therefore, from Equation 7.25,

LI

S8 1 (7.27)
Second, it is most convenient to have both the full-size and the scaled models
surrounded by air., Then Equation 7.26 must bo valid when both P jg" and

«! - je" represent air; that is, €' = ¢! = 1, &g" = ¢" = 0. From Equation 7.26

for this cendition,

€2 [BE BEE 853

¥8 _
o Sq = 1 (7.28)
5
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Equations 7.27 a-d 7.28 together require
Q= B (7.29)

Y = S (7.30)

The specified conditions thus far have been based on making field pat-
terns correspondingly similar -in full-size and scaled models by requiring
solutions to Maxwell's equations in the two cases to correspond., Complete
specification of electromagnetic fields requires the fields to satisfy
Maxwell's equations and boundary conditions. Thé next step, then, is to
specify a and B from boundary conditions. This is equivalent to adjusting the
intensity of the electromagnetic sources in the two systems. The usual prac-

tice is to set
a=8=1 (7.3L)

which is equivalent to making the intensity of the source fields in the two
systems equal. This can be seen from Equations 7.13 end 7.14, which are valid
for all pairs of coordinate points (x, y, z, t) and (X, y, Z, t). Let the
corresponding points be far enough away from the object so that scattered
fields are negligibly small and only source fields are present. Then,
o =8 =1 corresponds to the source fields in the two systems having equal
intensities. This assumes that the sources in the two systems are correspond-
ingly similar. Since scattered-field intensities are proportional to source-
field intensities, the interpretation that "setting o =8 =1 is equal to
making the source intensities equal is valid at all points but easier to
understand at points where the scattered fields are negligible.

With the scaling parameters specified by Equations 7.30 and 7.31, mea-
sured quantities in the scaled model can be related to measurements in the
full-size model. Local SAR is of particular interest. From Equation 3.49,

th~ SAR at a point in the full-size model is

SAR = weos" E|2/pm = olEIZ/pm (7.32)

~ 7.36 -
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where P is mass density. The relationship with the effective conductivity,

g, is usually used. From Equations 7.26, 7.30, and 7.31,

g = g" (7.33)

‘Relating €" and " to ¢ aud o (see Equation 7.18),

-
we ~
o we
Using Equation 7.23 gives
o = aly (7.34)
and using Equation 7.30 gives
o = o/s (7.35)

From Equations 7.32, 7.13, and 7.34, the general relationship for SAR is

~yn)2 2
SAR - S[E[%” (7.36)

SAR (7.37)

When both models are in air and the intensities of the sources are equal (so
Equations 7.30 and 7.31 apply) and for the .usual case when Py = Sm’ Equation

7.37 reduces to

SAR = SR (7.38)

From Equation 7.38, the scaled-model SAR is seen to be higher than that
in the full-size model by scale factor S. This is often a significant advan-

tage because it generally means that making measurements in a scaled model

- 7.37 -
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requires less generator power. ‘This is particularly important when tempera-

R,

X%

ture measurements are made because it means that less power is required to get

;_~‘_‘ .

a measurable temperature rise in a scaled mcdel than in a full-size model.

jﬁ Another quantity that sometimes is of interest is the Poynting vector.
:‘ . . (] . . L3 >

35 The scaling relationship is easily obtained from Equations 7.13 and 7.14:

b

L ExH=aB Ex H (7.39)
;"! (4 - - .
$;‘ Applications of Scaling Relationships--The general scaling relationships
Ef' derived above are summarized in Table 7.14 in terms of the various factors.
o The relationships for commonly used values of the scale factors are given in
::' Table 7.15. In prac-ice, the scaling factor is usually determined by the

desired irradiation frequency of the full-size model and the frequency at

A

which the scaled model could be irradiated. For example, the SAR diatribution

at 13.56 MHz in a 0.52-m-diameter spherical model of equivalent muscle tissue

s ,L-"“;

might be desired, and a genérator with sufficient power for measurements at

o 7
(R 5

100 MHz is available. The appropriate scale factor, S, and the other param-
aters are given in the example in Table 7.15.

e’y

Adjusting the conductivity of the model material is often important in

150
44

scaling techniques, as illustrated in Table 7.15. This can usually be doae by

varying the amount of NaGl in the mixtuce. Fortunately the amount of NaCl can

At

be varied enough to adjus. 7 without affecting €' drastically. Figure 7.5
shows conductivity as a function of percentage of NaCl for various percentages
of the gelling agen* TX-150 (see Section 7.2.5). Doubling the percentage of
TA-i50 has a relatively small effect on the conductivity, which is largely
controlled by the percentage of MaCl, Figures 7.6 and 7.7 show the conduc-
tivity values as a function of percentage of NaCl. These graphs can be used

to simulate muscle tissue in saline form for a wide range of frequencies and
scale factors.

- 7.38 -
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Full-Size Model

TABLE 7.14. GENERAL SCALING RELATIONSHIPS

Scaled Model

Coordinates

Mass density
Time

Frequency

Radian frequency

Fields

Complex relative
permittivity

Effective
conductivity

Poynting vector

SAR

X,¥,2 Xyyy2z
P °n
t t
£ t
" »
E(x,y,2,t) E(;,;,;,E)
H(x,y,z,t) E(;,;,;,E)
gt - je" PO j';n
o P
ExH ExH
2 ~y oD
o|E|*/p, S|E|*/p,,
- 7.36 -

Relationships
X = S;
y = Sy
z = S;
£ =yt
f = ¥/Y
w=$/y
E(x,y,z,t) = a ﬁ(?,;,;,g)
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TABLE 7.15. SCALING RELATIONSHIPS FOR TYPICAL
VALUES OF SCALING PARAMETERS

CONDITIONS

1. Both the full-size and scaled models are in air.
. & ok

2. Both modeis are nonmagnetic (w = =u ).

o)

3. Both models are irradiated by similar sources with correspondingly equal
intensities. _ That is, at corresponding points {x, y, z) and (x, y, z),
E(x,y,z) = E(x,y,z) and H(x,y,z) = H(x,y,z).

4. The models have equal mass densities (pm = ;m)'

RELATIONSHIPS
Quantity in the Quantity in the k
Full-8ize Model Scaled Model Relationships
Coordinates X X x = Sx
y ¥ y =S8y
z ; z = S;
Frequency £ t £ =t/
Complex relative e! e e' = ¢!
permittivity g" e g" = g"
Conduciivity g P ¢ =0/s
SAR SAR SAR SAR = SAR/S

- 7.40 -
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TABLE 7.15 (continued)

EXAMPLE

Measured SAR distribution in a 0.52-m-diameter spherical model of
muscle-equivalent tissue at 13.56 MHz is desired. A generator operating at a

frequency of 100 MHz is available. Design a scaled model for appropriate mea-

fees)

surements.
Eg The scale factor is determined by the two frequencies:

S = F/£ = 100 MHz/13.56 MHz = 7.38.

Full-Size Model Scaled Model

3 ~
EZ Sphere diameter d =52 cm d = d/s = 52/7.38 = 7.05 cm
: Frequency £ = 13.56 MHz f=5F =7.38 x 13.56 = 100 MHz
ég Permittivity e' = 149 B! =e' = 149

Conductivity g = 0.62 S/m @ =80 =7.38 x 0.62 = 4.58 S/m

7~
SAR (Calculated) (Measured) SAR = 4 W/kg

SAR = SAR/S = 4/7.38 =

N
@ 0.54 W/kg
B
1)
i
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‘0 =0.2239
o =0.167¢

a =0.1120
]

10

15 20

PERCENT NaCl OF TOTAL SOLUTION

Figure 7.5. Electrical conductivity of phantom muscle as a function
of NaCl and TX-150 contents measured at 100 kHz and 23°C.
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NaCl CONCENTRATION (g/L)

Electrical conductivity
tion of the aqueous sodi
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um chloride concentration.
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Figure 7.7.
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Electrical conductivity of saline solution as
a function of the NaCl concentration at 25°C,
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Table 7.16 shows nine compositions that can be used to simulate muscle
material over s wide range of parameters. For example, to get a conductivity
of 0 = 4.6 S/m, Figure 7.5 shows that the NaCl concentration should be about
3.5% of the total mixture. From Table 7.16, we see that mixture VIII could be
adjusted to ac-~ommodate the 0.4% difference needed in NaCl concentration.
The €' for the mixtures in Table 7.16 are all about that of water. In many
cases the €" for biological tissue is the dominant factor in determining the
SAR, especially at frequencies from 10 to 20 MHz, and the value of €' is not

critical to the measurements.

TABLE 7.16. COMPOSITYONS OF THE NINE MIXTURES USED
FOR MEASURING DIELECTRIC PROPERTIES

Percent by Weight

. H O Polyethylene
Mixture 2 NaCl TX-150 Powder
I 75 13.0 12.0 0
11 75 11.1 7.9 6.0
III 75 9.8 8.2 7.0
v 75 9.0 8.0 8.0
v 75 5.45 10.55 9.0
Vi 75 4.45 10.55 10.0
VII 75 4.0 10.5 10.5
VIII 75 3.9 10.1 11.0
IX 75 2.0 10.0 13.0

7.3. TABULATED SUMMARY OF PUBLISHED WORK IN EXPERIMENTAL DOSIMETRY

Table 7.17 contains a summary of published work in experimental dosim-

etry, including references.

- 7.44 -

s e s i e e e e o e - et G S aE o e T L e e e e s L e ey o e S AR - e Sa AN ANANES S S A



BT Phvia b Ha e We iy oy He He Phe 53800 400 0. 1% 4

s

TEAEERNLA G N A B b St M S EAT S S A A N T BT B0 SO0

*(eLL61 ‘t1v 2@

Ipnossey) siopow 1eplosciIle  uo
eapp pajeInd1ed puv SAUOU UO
BaRp YYS POIANSEDN UDIMIVY dpeu
aae svosyaedwo) <(GZ61 ‘°1¢ 29
Asuang) sysAteur yiBuaidaca
-Huo1 Aq pozeIndyed eiep 10
~J32203Y3 YaIIM UIWIIIHE poud uy
2ae swojupyd Tepjoaosyds uvo elep
1e3usmiIPdxy ~52aNnS0dxD Ldjyuow
sp 1Iom se swojueyd e 203
¢paienbs Aouanbaaj ayi se Ly1oarw
~}%01dde SDSEIIDUT YYS dYeLIdAY

*6S*0-SS°0 = " 939yn uoyBaa
UTUOSPI B U 8andd0 Yys§ ead
aya saxayds wojueyd uy cjewjue
ay3 jo 3ydyom 3yl uodn *A1Iay3
~22dSa3x ¢S3JOUIPUILIP g/t pue
¢/1M 23LIISUOWDP SINTEA 9F3YI 3w
0§3dI08qE WRWIXew 9yl pueg UoI3
-daosqe jead jJo sayouanbaaj aya
voyieziaeiod )} U ‘saea 103 °H
ay3 ueya Yujqrosqe aaow LyIYYIS
uoy3IezZyaelod y pur *‘38e3T Ayl
uoyaeziaejod y ‘Zuyqiosqe isow
2y3 s¥ uojaezlaeyod 3 ‘swojueyd
jepyoaayds pue ‘IdJu ‘siex xo03

‘§$301 Ui 980Ul YA paiedwod dae
swojuepyd UT SIUBWIINEUIW YYS

*uaA}E ST ¥VS JO uOR3IDUN3 SE BDJW
pue S3el U UOTSINAUNOD 03 Adudje]

*S3ea Jo Jy4yem a4yl 03 fevoylzaodoad

§7 UOJISTNAUOCD 03 Aduajey uzadw
‘1aad1 aomod wA3E B 3y *S3Ex uj
asouyl YiIJs paaedwod aie swoueyd
U} SUIWDANSEDIW ISOP pIqaosqy

-gvs pue UFq uoomiaq diysuoys
-e121 apauly pue ‘pueq g a3yl uy
202008 gy 3o Adudnbaaz uo yvs

jo douapuadap mer-2aenbs sya
@31B335UOWIP BIEP TRIUDWIIIAXF

511080y 3O AJewung

SGTHI DILINOVHOULOHTH Ad QHIYIUVYYI STVHINV IS3L ONV SHOLNVHA 1vD1501701€
NI SINFWIUONSYEH YVS OGNV SUAIA NO VIVU IVINIHI¥HAXH HTEVILVAY 30 AYVHWAS ¥V

T U u

e

St
-2aAngpow aamod
1813U913337d

JudwaInseaw
§607 U0}3395UL

anbyuyooa
21333WII0LERY

anbyuyoaa
DJ133WYIOLED

Juduw
~danseau aasod
1e¥3ua39333a

EFREEERED

anbjuyday,
AUDWAIANEBOR

*21qe3 JO PUD I PIISIT DIT SIDUAISIAY

asqueyd
3IN50dXd
yvs 3 pue ‘H ‘ad P1913-3cd ZHH 0S-T
(surtdians o3epd ZHR
uvs x pue ‘H ‘d ~08]) SABMIURTY 000%-582C
(zuo/fm) L3ysusp
uojjdaosqe eaae
pue (8/[w) A3ysuap
uoj3daosqe ssey por3Ioadsup Pio13 aegd ZHW 0887
UOTRIDAUOD su ¢°7 =
03 Adud3e puv Yyapa asind
(zud/rm) Ajysuop ‘ZH QZI = @3ex
uoy3diosqe eaae uojajaadaa asynd
¢(8/rw) A3ysuap ¢£31A®D Suijeu
uoyj3diosqe ssey perJIoadsuy  -0S21 TEPOWTITOK ZHH 0642
d4vs 28eaaae
pUE WNWIXER eI MD ‘saemouetd ZHH 0€-01
FEFEIETE] uo}3eziaeiod §07361A930RaRYD Iguey
0313398Y¥50Q avanog Louanbaay
uoy3IRypeRY

tLT°L 3T18VL

swojueyd

ugwny pijoxsyds
a3eyoad 8x%-0f

swolueyd

Lojuou proasyds
232703d 8X-G°¢

(pezyaoyassue)
sfonuom SNSsYY .

(SL°S Burpniouy
pue o3 dn q/e)
sproaayds ajejoad
wojueyd-uiexq .
90T B ~GZ -
sael
IBISTH 06£~96 -

3 06z pue 061

suojueyd (BITIPUTT

—£o POTITI-I03BM
5381 3-096~061 *

somm 8-67
(a239weLp WI-g°¢
£q Suoy wd-;T)
2 067 Puz 061

smojueyd [eITIPUIL

~40 paTTT3I-A03EM
s381 3-095-06T -

wd GZ x 8°8L x L°SY
swozueyd aeinBueldox
PBI1T3-2urles

posodxy
309{q0

s

' d

)RS Ry -

TETR T -

3
¥
g
4
1]

AR WHITEF RPN T LT v R ¥ e T



Pt S s S, S Sty A el

Aq!

A

By b W o e R e Pt WA s Ale 263 iy - ol Vhe iRte s Piited i 0w Lot Wi Va8 Ve e o Rt A U S W A o Sel S LErh AR Lo d bt A0

culrag 8,380 Yula1] Ul aqoad aiqe
-jueiduy y31As pauIRlIqo Iap BITP
poanspay “paacdwod 2ae sanbiu
~4993 D1a3IPWISOP [LUADIUY DUOS
*sanyera pa3o1paad A{{Ed133100Yy3
Y31 paawdmod 81 svaayds uTyITA
P1913-3 30 UOTINYIAIBIP ]PIIBAL

*33mod paealol M-G°Z ©

303 30U 3INQ 3I9MOd PaIEMIOI M-C ¥
03 pasodxs ?01m Jo 3dnoa¥ arem
puE D]BWd] YIOG 30J PIAIDEQO
SBA UOIESIE YOoUd JO anoy [erjrTuy
9Y3 19337 YVYS UT UOTIIINpII B
¢SUOTISSIE UOTIRTPRAIL Y-g Sutang

*4yS 2ya 832933 LJ3umd
~1JTUST8 XIajpw IANSCAXD UR UX
Jewiur jJO UOIIISO0J “paiuasdad
23p Jy¥19m pur uorirsod jo uol3
-Junj ® ST ©bIBp YVS °9peu udaq
2apy suorlean3IjuUod SNOTIEBA pUE

siaqunu 3uikapa Ut S{EmIVE 3O
8dno3d 30 sansodxd sno2upITNWIG

*pa18231 sazis pue svidUINbaaj jo
93upa IY3 IIAC PIAIIEQO SEA ITIE
ijewive pue Adu3nbaaj uvomiog
dIysuoTIR1d1 IBIVAUT VY *EITID
~UDJE] UOISTNAUOD 322J0YS A13UDd3]
~ET15U0D SaDNpoad UOIIBZTAWY0C 3

*a18ur uUOIIRIUIYIIO

.06 37 189M01 81 UYVS °SUOII
-B3V2T30 081 Pus 0 uadniaq
A13y811s Ktuo sa3usrd UYS 1TIOL
rwnmiXew Yl qIosqu suolax
jeuilwopqe pue y1el 9ayYya ‘uorle3
-ua130 33180dde ay3 ul A2avud
IATAOIITIL IS0V Y3 SJa0sqQE
‘uipaq 3y3z Buipnidur ‘eaae

pray ay3 ‘uoijejuaido _Q0gY 304

-y

wl

u

§2qoad 21doxl
~0§1 2INIBIVIH

sljusmBanseaw
Xamod
1P13U2323310

anbiuyoaa
21139WIA0YE)D

3323Unod
3nojurad

¥ U0 paplodAX
du1y posdele
puU®R UOIS1AD]3]
3IN2110-paso]d
B1A UOTIBAIISQO

YVS 23eavar 203
JUBWIANSEIW
§80]~U0T3335UT
pug uolingiay
~8Ip uVS woal
Aydeaomaayy

83{nsay jJo Aapoung

2ouUd39323

anbiuysoy,
JUITWAIANSVIR

ZHR
p1213-3 30 uoil (euuajue 0GhZ pue
-nqgiI181p TeIIRdS —_— ulioy) Taesdueid ‘616 ‘0SY
(md> $°21 x £°42)
apIngaanea
UYs — aeyndue3oay ZHW 816
(2ansodx3
P1213-2233)
¥vs ——— PUUDIUR UJIOH ZHW 0S%2
UCISTNAUOD DIUO]D suaoy 2ZHH
~21U03 03 AdUdIET] H pue 3 uleS-parepuels 000€-01L
.081 03 O woay
SUOTZBTaRA
osindoas ‘osiy
*?dapA JuapiduUl
30 uo013Ida1Pp
037 (,081) My ‘opom Olyy
uo13INqQTAASIP uo-peady pue ‘opingoaen
UVS Pue UYS (,0) uo-y1e} apndueldoy ZHR 0S%T
EEFETTET-F) uoljeziaeiogq §9115113308a8YD sdury
21139WIS0Q 85an0Y Aduenbaay
uoi13RIpEY

(11pEa wd-g pue wWd
-£°¢) |NEs8I] IO
pojeinuls Jo saxaydg

(P10 38 %) 291N

(8 06-6E£) PO -
(2 0%y-09) 538y .

(1Te2 Bulpnidxad
‘8uoy wo ¢°ZZ)
5382 3-0Z4-08E

(8uotr wo 971)
8383 3-GZT1-001 -
(Buoy wd §°8)

oo1w 3-0E-ST o

P10 P 09 Pu® ‘0f

‘71 ‘o1 ‘v ‘1 s3ma
Suyjeynuis Syeradew
JuoTeAINbO-2NESIY

comomxm
avafqo

AﬂﬂbﬂﬂUQOUv L1°2 T1aVL

- 7.46 -

[ o vnrop o et e shat i g

e B R W T AT E AN W R TR AT F VU F 6 TS W i v ey e b T BT W RS e S e Tt

D o e A

e 4

T




ML AT PR bk ol oMMtk b gt pte: okl o

Nk MWy

-

Rt Ak bp bt by

Siid

*sIIRIANG

#uy1991331 jJo WduIsVrE Y3 uy
dVS poduryud Jo sLolInypaad syl
3O SWOE WITIUOD SIYTISURP JoMOU
W2/ (7 03 ~f 3Jo Iaus Juapiduy
| #1 30 KOYSINAUDD ©F SDWY),

+59083an8 Bujasaiiax 03 L3juyxoad
uy poorld 2ae 1py3z 3982wl 303
POA2DEQO DIB PYS UT SIuomIdLRY
~U3d BHOpUAIVII], ;kucvmvhn e
¢3039313931 22uI0D (g Pup 30329y
~3X J¥YI3 © 4304 Ieou ‘sauraniily
9218 uVIVIIIP X03 Y/1 30
UOFIDUNI ¥ SU J0IDEJ JUDFIDUBHUY

*UOTITPUOD papLNOILLN

8yl 303 2nYEA 94yl JIvy-dUo0

3noqe Aouonbsaj v 3¢ Sanode Yvs
%edd v Y/1 IO UOT[IDUNI ¥ SB UIATH
22e ‘punoal Yarm IOP3U0D VAT
~JNpUod Uy 1IVTVI YaIm 11 Yoy 3o
Suyaq uewny B 303 syys po3vafosg

*(au2729¥33900 uoIl

~091392 I9nM0d~T) anyea 1eoT3do0
ay3 soydeoadde Lyyvoyloadwise
AUDTO133009 uo}3daI0sqe VAL
-B123 9y3 3 << 3 104 -cuoyBax
Jueucsvavadns 303 add3 /1 € (D)
$(9€°0 > ¥/1 > ¢*0) uoydax Juruosaa
~qns 3e 2dA3 ¢3 03 ¢sez3 uE (q)
$(Z°0-1°0 > Y/71) @vurUOSaY moTaq
ITP# S912udnbaiy 2o3 3dda 3

ue (e) &7 (3) Louonbaiy wo sousp
=Uddop YYS ‘u0FaeZIIVIOd JHI IA04

*I10p popunoa v 103 uoyfaa
aTjuUe S1 YVS wnuixew 3o suoz (p)
¢Apoq papunoaBun 3o 3eyl FIBY
-2u0 Jnoqe Aduanboij v v pPoaaas
~G0 SUOJIJPUOD PApPUNCIB 1dpun
vojadaosqe Apoq-aToym unwixew
(®) fucy¥ox 59U UT pPaAIISYO
s30ds 30y (Q) {£€°0 = Y/1 103
paaaosqo yvs (v) ‘uoraezyaelod g
204 *Y/1 3O uojiduUn] Ss¥ sueuny
303 SINTEA YYS UTLIYO 03 POTLIS
21IE S1TOP 303J BIBP YVS§ Paansedy

s

A R A s GV R e Tt S R farel

<

uoJsINAuCD
— 03 auwy)
saudu
~-3INEEIW IS
~31n3e390Wd], yvs
s3jusu
~-3InEB3R 2as}a
=2an2sa9dua) avs
S3usw
~2INn5EPW IS
~3anjeaadwa] ivs
Jusdu
~2INSEIW ISTI
-~21n3e320wa}, uUoTINQIIISIP UVS

R s 2 s

A
M3H pue
‘HAY ‘HNH

H3X pPue “uUHM
‘Ha3 ‘dH3

301991393

39U100 _()§ € uf
BUUDIUE D[OJOUOH

$3039071393
12ul0d pue
Je[3 3O 3Jv0aF UF
euudjue 3T0dOUOH

Izqueyd
uoyieipea punoald
-2A0QE-210dOUO}

2ouds @9a3

9deds 9213 puwe
aaqueyd a3eid
~1917Raed HYL

(8 001 avsu sseuw

ZHW /86 padeasar) saey
ZHR 0SY%2 sautandy;
pue /86 pPaTITI3-2uTies
(11e3
wd €07 pue ‘z°gT
ZHR “L°21 ‘T°01) saujlx
00ST-0ST 0§13 polITTI-durTERE

(9 = qz/1)

P10adyds o3eyoad
P31T113-9uUT1ES *

(uSTy wo

9°0% Pue ‘gg ‘pgy

‘€°0T ‘TesT ‘LeeT

ZHN 0SYT ‘201 ‘9°L) sdaulx

puz “/g86 -n313 (10BN %6°0)
‘01L ‘00§ pPaTTI3~ouITEsS -

(1183 wo G°¢Z pue

‘ezz ‘vr81 ‘1721

ZHR s110p) sourandiz

0SHT pue wojueyd jed38oioiq
‘$86 “00S pue pa1iy3-ouiies

- 7.47 -

a

s RE R TRG T R R - A PSR T ey

" -



b n il ad

o

el

JErRFEE B P Sl SR P S, T,

Tt e AP RN S A

3 A

o Lo

RO $ LR e Slalt W 4L

KW fRed Ao i 2

ko $a7 28 EK

*£3140 Jupn
~0823 JYJ U1 PIINSEIW SANTEA pue
(SL67 “°12 39 Asuang) Laoaya yiim

1120 22382 spiodoyds Jusjeainbo
-INEBII UO 132I62YJuAE pP1ayIJ-aedu
UT 2pTm §IUAWIIANSBIW ¢ T uRY]
230w JO 2SI IINIVIVAWI] pue w13
aansodxd J10ys 3oj °3I03BATIIOE
~3p UIBIQ IAPMOIDIW pUP IDqUEUD
au1idisas vy posodxs swojueyd

303 uaA18 oxye 21U SINYBA YVS
jead -4L31awd JuURUOSRA AY3 JO
950431 YITA PIITGWOD 3B IIZTSIYI
~UAS p1913-Jvau ul pIsodxv swo3
-ueyd 303 e3ep ¥yS Nvad I9z1E
~9Y3juks pYd1J-awaU DYJ UI 5PII1J
9132u8rn pue 01130913 3O SUOII
~BUTQWOD. pur ‘or3suldpw ‘51232979

03 pasodxd smojusyd DPYSUT UOTI 3 sanbiuyoay
-NQIAISIP YVS ~Aoys swepafowaayy 8 o1ydea8omaayy,
"UOTIVIABP paep
=UB3s MOT Y3t Juelsuon A12413 Juom
~BJ23 SUIPWII YYS uvow ay3 ‘sama -3anseaw xamod
pazyiay3zswue pup Yuraom yjoq aog a 12Y3U3192331Q
*8U0Y]
-B1U9T10 22ay3 uy Indul ¥-] 303
pPoZ1IrUIOU SIUIT YVS-081 Suimoys spoy3au
smepa8oniayy passavoad-aaandwon 2 s1ydeafomaayy
*swojueyd
JO MOI3BIUILIO YITA IBuBYD sjuaw
913311 AI9A MOYS BINTBA YVS -2angeon xamod
jqeaod pue 9%saday *pajuvssad saw 1213U223331p
swojueyd 1up10adyds pasvdxd uo pue spoyjom
sjuswaanseaw Rys dy1ydeaSowaayy 2 21ydeafowaayy
S3INS3dY jo AJwmung EEIEEET EY anbiuysay
UdWAANSBIY

H pue ‘Y ‘a3
uvs jead
‘uo1aNqQIIISTP YVS ——
dvs ueay -—~
suollgulm
~NIT1 25334
- 4BX3 pue

‘11e] jBIXE

uoIINAIAISIP YVS ‘peay (eIXY
s1Xe apInd
—-2ABM 03 aeInd
—-1pusdasa pue
1eyieaed yzoq
‘proaayds ayj
30 stx2 Joley

ucranqraisip
YVS pue ‘yys
fead ‘yys a%evaaay

203zA1308B2p
UTRIQ BABMOIDIN

aaemdue g

snaeapdde 2ans
~odx? aurjdragg
a9Z159Y3

-uAg plo1y-aedN

£3148D 2URUOSDY

uoi3ean8ijuod
PI=13 9pom

~Tlay psziaejod
A1ae1nda11d YA
Po3TOXD 3p1nd
~dAEM TROTAPUTTLD

uoxazangrjuod
P1213 apou

-1y, poaziaejod
£1aenoato y3ta
P2219%90 3pIng
—dAeM (BOTIPUITAD

UoOTIBIANIIIUOD
pP1213 oapou

|-ma paztiaeyod
A13eDn0X1d YN
pa310x2 apIng
~2AEBM TUDTIPULIAD

ZHR 0S%e

ZHH 0091

ZHK 61

ZHH 61

dHA

ZHR 816

ZHH 816

ZHH 816

J232weaey]
21339w1s0Q

UOTIEZTIB (04

§3135139298a8BYD
asanog
uoraelpey

23uey
Aouanbazy

(ponurauod)

wojueyd s3t

pue asnow S-Qf .

1183
wd z/€ ‘ueuwny

2ieos N@.*\\ﬂ .

€L°L~T

Jo (q/e) soraea
3092dse pue wo
9°61-18°9 30 soxe
2olemywas yata
swojueyd yepro

~3ayds ajeroag -

saajowmetp
wo-1*11-9 “swmo3y
~ueyd eotaayds

s3ra Jurasom
L1993y pue pozi3
-oyasaue 8-06H-TC1

Jea
8-gg¢ podT3LadES V

(w2 9°9

X ¢ 1) 8 10€
(w2 1°9 x L1)

3 0t :swojueyd
proasyds ajejoag

posodxg
1vafqo

CLTCL FIAVL

- 7048 -

3 SR el e mad duab @ S N B UEE RV R

P PR -

I ST e ik Savay paat g

Py Guetd guc gl St du-tun. wmrren

————r

Pt A SRS, SR SR SO PRV Sl T APAEL TRl S SR Mo s

e -y 9= 4




TETW L

My ¥y B¥s Fie P

S

e ol BT 85 T AV W 5T ol e I A S0, B L T e

R G T A T TR AT

[T

*2gED 1OBD
U} PIAIDSQD BTA DDURLOBRA PBIH

spoAlaeqo SeA VOJIDVIAJUD

20 $5}15}2232L3BYD UOFIDNPUOD
ug 25upyd ou ‘Jueasuod aday sea
§p1o13 HR 03 posodxd $2105nu pue
£29A39u jo 9anjvaddudl Ul uvdyM

*aueid SIYI U}

suOIRIs0d DWOIIXD OMY IJY) UDDMIDG
po303a1T SLM LUOTIVIVDTIO Apoq st
§ONTA UOTIRIUDIIO-} 03 -3 wWoaj
Aiyaocws poyaea s¥Vs Apoq-dToyMm

-udwydods 1ed}80703q 3O 2dudsoad
3O 31nBo3 ST paianddo uioajed
uojauypea UY saBURYD JuedIITUBIS

*poWITIUOD DIAIM $DDETIANS Buy
~3991303 JO D0UIBDId Y3 U} uoy3
-d108qe JO BIILX YIIY ATomIXIXY

*dupIc B
234001y3kao jo L3y1Iqeswiad
do/pue £331TYEIS 9yl uo 8309330
1ruiayy 03 poqyIDEE Bq PINOYS
§08Y 37qYEI-PIITTPLIAF-DAVAOIDTU
wo33 R 30 ujqOTNoWIY IAYIFO

JO 507 PHSEIIJUT ‘palse] STIAIL
xamod pue sajdudnbaaj 1yw Y

+28po 9yl VDU ISOYI URYI IYBIY
220m Aeaxe aYy3z JO IVIUID JY3 10D
suoj3ysod 3¥ S[IAd] AIFBUIP 4 24

*Yupaeay H3 9ATIDDIIO

asom oya ujed o1 uoy8aa {ed01 9Ya
303 518JX?d AITAJIDNPUOD {ewyado
up ‘zHW.0L€T AV *SdUTLA 1BIYTIAA
-03y3 Yiys poandwod ejep [EIuew
~jaadxd pre poxnsudw SEs LOIBII
1e33u2d 9Y3 3o A31JA3300pUOd

30 UOIIDURJ B ST PIOFI-2 pAINpUY
JO qUIUOdWOD TUDFIATA 03 NP YVS

s3udu
~2InSLoW I8TA
~3an3ueI2dwal
pue dnbyuydol
o}aqvuiaoied

83UOWIANS
-pow danleload
~w23 303 2qoad
09313do-33433

Aaysuap aomod
jo sasuey)

Judwaansedw
Hyg—-aseraae

3o poyzduw 93a
-32WFI0TED pue
UOTIBADYD 2anje
~312dwd3 SJUOT0D

s3uUsu
-danseow 98T
-sinlexadwa)

anbyuyoa
TyaBWII0OTED

JUdWIINSEOU
P1233-3

-, Ry

AVS

ucyIIDLIIUOD
pug u0}3IONPUODd
2a39u pue ‘yys

AVS

£3ysuap asmod

AvS

uvs

Wvs o8eaaay

Uvs

AT el W e W e

A °‘H

4

HaA

opiaiivsvr pueq-g

¥nuajue
uloy Jeindueloay

ayodououn
yasueyoaen
~333aenb

y3agm 2030991391
130390 06

euusjue VIOH

uzoy
ujesd paepueas

Jaemdued

R, e R

ZHH 695
SZRR €£°T9Y
‘ZHN 9°G5¢

*2HK 68T

24 0SYZ

ZHH L86
pue (5%e

?dduea
Louanbaxz
DABMOIDTU

pueq-xX

ZHH 89-79
‘ZUR ¥E-1€

2R9 81
-g°21 pue
ZHY §9°T

2HD 9°C

ZHH OLET

s P

s3el sueay Suo pus
Suot wo g-gy pue
‘ce ‘pese ‘€-07
souiandyy poieds

sotosnm wdeaydeip
~383 ‘s2nl13u sn¥es
379qea ‘saaasu
snouaydes 238D
¢gaAaau O¥aRId>S 3oay

4 03 suoyl

~BJUSTIO SNOTIBA

pue s11oP P°IT113
~2UITES WO~ 07

7308
sa07w “safqqea
¢s8yd eouny

20T
8-¢y o3 901w 8-67

Jueaquau 234202YL3y

posodxa Lysnoau
-p3InwWis S3IEX QT

(w2 T X9 x8)
wojueyd aeynSuel
~223%: POTTI3I~-2UTTES
gnoauaFowoyuy

- 7.49 ~

t

BT O D s B M B D S e oX WS SF 22 ) ES £5 88 UE |

I T AT I M

T

3

F

e

an i

ey

2l aa e

y




o Sudos 20 L e o et E it s 2d e s 2 %n

o W 2

*so1ouanboay lamoy 2w
23IDI013932p L3 Spual AaoRy3 pus
3uduIIRdXD 243 uPIAIRQ JudWIDIZY
*suoTIdUN] siseq 9SINd Y31m U013
-gnb2 (eaSojul p1a13-21330912 jo
UuoIINTO8 POYIIW-JUAWOW BYI WOIJ
£11po139UWNU pauIEIQO SINSDIA

18213230943 3O UOIINQTIIIBIP 2qoad
Yyits paaedwod $1 91313 2123 P1913~91330972
-2319 planspow JO vOIINAIAILIQ 33 a1qeaueduw)y
*yvs 28vaaaw Lpoq-aioys ueyy
39ys1y A138e0137Ud1s SONTTA YVs
paz11u20] padustiwdxo s3d3sUY wa3sds Builemy
PRIvIPRAIT-IpINGIARA ‘pupq X Y !9 dtydeafowaayy,
*8/nm Z1 daoqe sajea asop
Poql0sqe d8pavar 303 (weys o3
paardwod) syEemruc jo ajea uoiynd anbiuyoay
~1881p-1L2Y PasZIIDUT PIBOIpU] PP d1a39miz018)
“ZHR 00§ ©3
00T ®moa3 poswaadur sem Aouanbaay
ST BIPWIUT UY aNdd0 03 uoradna
~B1p IPI01AENH2q 203 Lduapusa Buy s$Jusw
~§B2I2UT puv 2anjeaadway Apoq uy -23IN8BOW 9813
9812 3253wy At8urseaasur pamoys 22 =2anjvaaduay
*syruluR
AJTALR2Y I0J IVMO] UAR 3q Apm
fsanien panlasqo pur poavafoad
uaam3aq %01 A1ue jo aanzawvdag £ —_—
*g3va
pautea3sasun ur sowdzua uieaq
3O UOTIBAIIORUT SNODURATNLTE Judwaanseaw
Yila 921313988 jo poyiam pides 1E21W2Yyd0342
A19w213%2 03 pray pInod lajsweaed pue sjuduw
Asusnbsay jo uoramaoydxe aayy ~2INEEOWL 9513
-an3y Jjey3 38282ns paureiqo PIRQ qq ~2an3eaaduay
81IN8dY jo Laruang EEDEEES E onbruyoay
JUBWAINSEIR

uo1anqyaIsTP
P1213-21220213

uoIINGTAISTIP UYS

2382 uolledissIp
Jeay o13103dg

hOM>ﬂ£&A Cm
9%ueyo pur sang
-~-ga2dwa) ul 281y

UOTSTNAUOD 03 3wyl

asruaoapdiysp
2IUTDONS 3O
uaajjed pue Zuy
-peoY 3BAaY jJO UOI
~-nq1a3sip jetaedg

EEFEITET
91a33wiN0q

ZHD S°T

pue ‘g uzsw
a BaEm Surpueas KI ‘L0 ‘50 Jo 13pow wojueyg

spuaq I
apindsaen  ZHO Q1 pue 7 3031[0m OYagausy
H pue Yy ‘y ‘o18ur-aysTd  ‘G6"S ‘g1 098Ul By3 jo omdng
apindaaem 1eTNE 301w
- -ue3091 ¥ apisul ZHR 0S%Z 13D a1em Inpy

(a932ue1p

wo--Z*1 ‘Suog
$#/Y) @21odouow ZHR 3 o5y
q ssraq ai8uls 00£-002 -0Z% 5383 UAITI
Jd03d37F21 I2UI0d Q6
40339132 ZHR 069¢ 30 3ju0a3 ur T/XE
— aur0d 06 ‘ZHH L86 poorid sjex $-001

apin8aaea
uIyITs 83ea
‘.0LZ ‘081 opindoaem aeyng 2ZHR L86 UTBIIS PpIdY I23TEM
‘.06 ‘.0 ~UB1D3a pasodx3y ‘ZHH 0SYZ 218w 3-0pg anog
UOYIBZ1aB]0g §913§1.1930RaEY) 23uey pasodxg
asanog Louanbaay 309fq0
uotrjeIpEy
(PONUTIUCD)  */£T1°L TIEVL

- 7050 -




DERLES 048D AN A v ot “.an_xn;zazxzazx:xnxnx:z:xxxnz:x:xzzsz:a:xnrwrwrwswn-:wxwr

AL L

*ud3s 87 Juswiaadxd
pue’ £10941 udIMIDq FJUIWITILE
88010 Alaa *‘zZHW GZT 1B ‘I94D

*ZUD 6T °T 3P ‘ssvm apTIwls
jo topow fepyvaayds s3ejoad
B 303 po3djpoad vyl sswyl 303yl
anoqe 87 YVS 9¥RADAR PIINSVIN

-H0H

‘P13 21329919 ZH-09

v 03 posodxd [eujuy I0 uew e 4Aq
podud1IDdXa ATienide spioy3y uo
douanyjuy Jofem v sey ddeys Lpog

‘pray auy ug

UoOFINGJAISIP danjeaadusl s83IDIIIE
AT3uedy3Tusys S810309A PI9aT3

~-KA 02 399d$3a3 yays Apoq aoasped
BIJEIOW °H JO UOJIBIUDYIQ “spedy
BIICING [ PpIYoeIIn/paydelap uj
pue. saasyds jusyieajnba-27osnu ug
uoFINQIIISTP sanjeaadway s3dypaad
AYo3vandoe Tapom 3suOdEDR TemIIYY,

*8U0TIJPUOD JINS0AXD

PI®I3-ae3] 303 ueyl Jdyyeus
A1qeaapIsuod dae SYys Iselaae
pue spio}3-g TeUIdIU} “saans
-0d%D 9dA3~-0HunEI] PI2I3-ABOU
104 *(0861 ‘12 32 99fa233wy))
diysuojieyaa 1edjaydmo 2yl

wWo1) PIUFLIGO SIINSOT YITM TLoM
201%e Yys 9¥easav Apoq-a1oym
303 saujangiy o1eIS-padnpax
Buisn g3insaa 1e3juduyiadxy

*¢ 30 Z 30 aooey

v Aq suoyloypoad poysyiqnd 3y3
ueyy 3a38aeT 21w (MHA pue MN3)
SU0}13IKIUD}I0-3 TJedydougad oaa Y3
202 SYYS VYDA PIANSELIH *ZHK
S°81 L Lud/Mi T 03 9deds

2033 uy vawowxo $109§qns s3aya
A03 pRIUdsdad ST Ryy odvIdav
Apoq-sToys ueuny jo 328 31833

A = S P B

anbjuyda3l
o3ydexdonaayl

pue SFa39W

~3a01ed ‘jueoum

g ~dansepaw ISya
%1 -2an3evaadual,

s3jusm
~3INSEIU I8}3
FF ~2anjeladway,

s3udwaanNseaw
PI913-2721

=2919 pue sjusw
~-2Inseaw 9571

uy ~22n3e33dway

2nbjuydea
B8 §S0T-U0}3108U}

vy ofexaae pue
UoINGTIISIP AVS 3

sjuswaansesu
3UdIaND PIdNpUL

?s1a danjeaadwosy

3o @aey H pue

P12 2122
~2P12 Teuad3UY
dVS 98BaoAY

aAXH Pue ‘W3R
‘AHA “HaW
‘AnE ‘HAd

Hivs o8eaaay

ZHH §T¢T
BLUDJUE pue
uicy aeyndueaday ZHD 67°1
M/AX 6 YaBuaals
3O P19@73 21230913 2H 09
uaoy
ujed-paepue3s
2 jo pPIay3 as3 ZHO T°1
aojedyidde ajerd
=fo1yeaed 3o ZHH
SpYoT3 o¥eyear) S6/.-019
1192 W31 ZHR §°81

Lajuow snsaya
Suyiays 3o yepow
Juayearnbo-syosny

3Bl puE SUTAMS JO
siepou Juiadnpuo)

1

i

wn

. peay

BIJEINU [ ‘da9yds i
Judfeajnbo-ayosnm

SNEPRI-WO~C *¢

seutangyy
ateos-paonpaa
PRTIT3-2UTIPS

S3IIVJUNTOA usBuny




w
$
~
.
w
r

LRI ST S A o Tot b L

s o

Ndhdl

LLRINTALN ]

af, O LALI A LM LI L PSP DO LR IR GRLR Sotaiee

"SUOFITPUOD punoad 103 4 Jo Ioadey
T pue 2drds 2013 203 ¢ 30 103du3

e Aq 5U033UIND1ED 2powm paup
~Ue3s Y3l jo JBUYIDAR VYT SPODIXD
‘ZHN 0T 3v ‘yvs a8easar poanseoy

*2T0dIP J30Yys £11Ed3a3

=231 uw £q poonpoad uojadaos
~qe PId}3~-3¢3J 9yl 30 uOFIL}aBA
S13513930BIBYD BY3 ST yOJYm
(P/Y) uwys Jomo18 8} EINTRA YyS
mo 98¥DIDUY JO Jjex 3yl ‘sasvald
~3p BUUPIUER mOXJ POUBISIP SV
SOBTIIDUT YYS TAJIVIOI yAnoygTy

*uew jo Topouw [EpYO
-3oyds 23uyoad ay3 u} uojidiosqe
uo piseq suUOTIDIPIAd TEBDTIDa0DY]
Yata 119m s893a8e Yojym poujzes
-qO0 ST dnleA yvs-o8eviasv davw
~Ix02dde ue ‘sjuswaanseou Vsoyq
uo pasey -mojuwyd 9yl uIyIIn
SY3dop TBI2ADE puw IIVIANS JUOIJ
U POINFEIT ST DSFI DANIBIDAWIY,

*uew jo Jopew Tmpjo

-aoyds a3jvioad v 303 AI7Evi3ea
~09Y3 polrwilsd Jeya uwyl JayByy
SOWT] IVIYJ INOQY AR SINTEA

¥VS d8CaaAw poansuvoy *Yoapouw

243 Jo 3una3 ayj jo 2yxe Iyj

01 paavdwod squyy Iya ujy punoy
2av SINIEA YVS YBIY A1oafivroy

*£31A8D

QUBLOSII ¥ UG YIBUAAIS YETY 3O
SPIdT3 2HH-C*/G 031 STIpow DIEdS
Suysodxo 4Aq poleynujys dae soans
~0dx® PIdY3 2H-09 YL *syopom
PoS0dx3 Uy padnpujl sUVIAND o%3a3
=0372 Jruadju} jo uaalzawd ay3 pue
2} (9 ae L3ysudjuy P12713-D03230912
wiojjun payrdde ayz uosomlaq
dpysuolzeiwa Bujujwaszap aoj pado
~T9A0p 87 wa31sds uojjejuUsWNIISUL

bb

dd

[=]+]

snbyuyoay ssoy
~Uuoy3a3sU}

Judw
-2ansedw 983l
~aanjeaadway,

Judw
-2INBROU 3813
~2anieaadway,

Judwoanseam

98ja~-2an3
-813dwdy pue
23ja38wlaore)

anbjuysag
oFydeadouaayy

SILNEDY JO Aavwung

EEEEEFEN

anbjuysay
uduwsanseay

2HH
dvs 9deaaay %HY pue HiY 1199 W3l 1% 03 ¢ a9d3uUnioa usmny
wolueyd
adanos a10d¥p 1e2proaayds ajetoad
YVS a8easay 2 ® JO P[oF3 aeay ZHKI Q0% P21113-duyYes
uxoy Topouw
ujyesd paepuess uewny juaieaynbs
UoTINYTIISIP YVS - € jOo POyl aey 2HO 62°1 =9Tosnm 22y8-1INg
uew 3Jo
uoyanqIaISIp Yvs 18pou pazys-yIng
pue yvs afeasay 1 PUUDJUR UJIOH 2HD 2 Judteafnbo-aTosny
A37A8BD JuRUOSIX sjemyue 3583 pue
kﬁﬂSﬁCﬁuUUH sueuny jo syapom
Vs _— spou 1013y ZHH €°LS wojuryd pajeds
EEFETETE] uoy3jeziaerogq EERFEREEEEATITR) a3uey pasodxy
0}139wysoq 20anocg uonji3eipey Aduanbaag 339{qo
(ponur3uoo) *L1°2 TIGVL

- 7.52 ~




b0 Ba i Bla By Bty B Bla B RV. St sB. 274 J8o J

glel ‘AnD pue nOYyy vz
0861 ‘1ypued -4

6161 ‘°1¥ 19 uo83aI3  °X

TR EXN R,

3161 ‘wazxot3-oiowoy pue odurid 19p nd1y °a
tL61 ‘usyy pur nang A

.

A, 85

RLLGY ‘nand puw udyY) n
9L6l *°1e 39 Ang 2

ey

1i61 *And pue moyd  °E

ﬂ gt ‘noyy puw Any  ca !

vgrd ‘timn cbb (161 °18 10 Tupuny b 2

1861 ‘°1® 1@ aopurxel -dd gLE&L ‘1% 39 1ypued 3 7u

2 sL61 ‘uasio ‘900 €716y ‘vuemSey pue Iypuens ‘o !
7861 ‘uIsio cuu Q5261 ‘iwpuep ‘v
Zg6t ‘°1v 3@ knp ‘wa qiL6t ‘"1 19 uvasseg ‘W
W ZR61 '2PN13D pur udNIO "I L1161 ‘udssed 7
o ogst ‘c1c 312 usElo At L6t "1 22 off A
- ousl *sSItiita puw suney  [f Lttt ‘tuuin  °f
cce_.at=ux pue aany 1% 9LBT ‘suldnAR) puv Joayss *3
b qzy6l *°ie 318 9a{3823wyD  °uy gL6l ‘oji pue EY233-29YdI9T ‘Y
3 zg61 ‘13w 83 9L6t ‘"1® 32 udily %
: zg6l ‘*i¥ 39 vIYd  °33 SL6t '°1® 19 uAIlY 3
3 7861 'anwwwyp pue uasio B2 o¢L61 ‘1uypuwn  *9
b Lley ‘Awnruchon pur Ot ‘pp vgL63 ‘IUPLED P
3 LLel *°i¥ 32 welpuy,a ‘o0 vZ61 ‘Tupuen 9
4 6461 ‘1% 39 3JoUzakoH. °qq cL6t **17 19 sdI[iiud °Q
ww q6L61 ‘*1v-39 uusxlel -y L6l ‘ullly  °®

w SADNINIIINH

?cmﬂ&wrmm

Hobaste

@L‘

AT



s 8 2 by P8 74 0% a1, w8, 4 : M Ay
u KRNI &TMMuﬂWMIWWWﬂATMMﬂATJ.EX7A7ML’lD!":3

CHAPTER 8. EXPERIMENTAL DOSIMETRIC DATA

Experimental data from the literature on the average SAR, SAR distribu-~
tions, and the temperature~rise distributions on some test animals, human
subjects, and phantom models, along with some calculated data, are shown in
Figures 8.1~8.47 and Tables 8.1-8.4. References are given in the figure
captions and table headings.

Of particular interest is the comparison between measured and calculated
values of average SAR, Figures 8.1A and 8.1B show a summary of measured
values reported in the literature ccmpared with calculations of average SAR in
a block model of an average man. The data lead to the following observations:

1, Values measured in figurines by Gandhi et al. (1977) are very close
to calculated values for frequencies up to about 600 MHz.

2. Values measured in figurines by Guy et al. (1984) are about a factor
of 2 higher than calculated values for frequencies up to about
resonance, and above resonance are about equal tr calculated values.

3. Values measured in human subjects by Hill (1984), just below reso-
nance in a large TEM cell, are higher than values measurad by others
in figurines. Also, the values Guy et al. {1984) measured in human
subjects, using VLF techniques, are higher than those they measured
in figurines. All these human-subject data are a factor of 2-4
higher than calculated values.

4, The value at 27,12 MHz calculated in the 1132-cell inhomogeneous
block model (DeFord et al., 1983) is about 2 times larger than that
calculated in the 180-cell homogeneous block model and about the
same as that measured in figurines by Guy et al. (1984).

5. In summary, one set of measured data agrees reasonably well with
calculated values; three other sets of measured data and DeFord's
calculated datum are all higher than the other calculated values by

a factor of 2-4.
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Figure 8.1A. Comparison of measured (experimental) and calculated (theoreti-
cal) SAR values for an average man in free space, £ polarization.
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Figure 8.1B.

i 10 100 1000
FREQUENCY (MHZ)

Comparison of measured and calculated SAR values for an average
man .n free space, H and K polarizations. The figure is basi-
cally that of Guy et al. (® 1984 LEEE), showing their measure-
ments on scaled figurines compared with the theoretical curve
(180~cell block model) znd two VLF measurements on human sub-
jects. An approximate average of measured values on human sub-
jects by Hill has been added, also a single value in a 1132-cell
inhomogei.eous block model of man as calculated by DeFord et al..
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A posgible explcnation of the higher values lies in the very nonuniform dis-
tribution of SAR within the body, as explored extensively with thermographic
techniques by Guy et al. (1976b, 1984) and illustrated by Figures 8.32 to
8.46. Measured local SAR values are as much as 13 times greater than average
SAR values at 450 MHz. In particular the legs, which are relatively thinner
and longer than the main trunk of the body, absorb significantly more than the
average (see Figures 8.36, 8.46); the reason is explained qualitatively in
Section 5.1.5. Since using pulse functions with the moment method to calcn-
late local SAR in block models has b=2en unsatisfactory (Massoudi et al.,
1984), average~SAR calculation by the same method may not adequately include
the higher local absorption in the legs, thus resulting in lower values of
average SAR. Calculated average SARs in prolate spheroidal models, which are
very close to those calculated in the block model, also would not account for
higher absorption in the legs. Thus the calculated average SARs in both block
and spheroidal models might be low because the calculations do not adequately
include locally high SAR values. More calculated and measured values are

needed to clarify the results.
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Figure 8.2. Calculated and meagsured values of the average SAR
for a human prolate spheroidal phantom; a = 0.875 m,
b=0,138m, V=0,07 o> (Allen et al., 1975),
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Figure 8.6. Measured values of the average SAR for saline-filled ellipsoidal
phantoms, for six standard polarizations; a = 20 cm, b = 7.92 cm,
¢ =5.28 cm, 0 = 0.54 S/m (Allen et al., 1976).
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Figure 8.7. Measured values of the average SAR for saline-filled ellipsoidal
phantome, for six standard polarizations; a = 20 cm, b = 7.92 cm,
¢ =5.28 cmy, 0 = 0.36 $/m (Allen et al., 1976).
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Figure 8.8. Calculated and measured values of the average SAR

for models of an average man, E polarization.
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Figure 8.13. Calculated and measured values of the average
SAR for models of a rat, H polarization.
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Figure 8.14, Calculated and measured values of the average
SAR for models of a rat, K polarization.
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Figure 8,15, Calculated and measured values of the average
SAR for models of a rat, E polarization.
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Figure 8.16., Comparison of free-space absorption rates
of five human subjects with each other and
with two standard theories (Hill, 1984).
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Figure 8.17. Comparison of the grounded absorption rates
of five human subjects with each other and
with two standard theories (Hill, 1984).
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Figure 8.19,

¢=0.875m
b=0.138m
40 (A/d)2  £:75 MHz
' A THIN MONOPOLE
® THICK MONOPOLE

2.0

NORMALIZED SAR (AT/t)
w
o
!

Measured relative SARs in scaled saline spheroidal models of
man. To emphasize the differences in the absorption character-
istics, the values are normalized with respect to their far~field
value at d/A = 0.5. AT is the temperature rise in the saline
solution after exposure for time t (Iskander et al., 1981).
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Figure 8.20. Measured relative SARs in scaled saline spheroidal models
versus distance. SAR values for the different models
are normalized with respect to their planewave value.
AT is the temperature rise 1in the saline solution after
exposure for time t (Iskander et al., 1981).
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Figure 8.21, Measured relative fields versus distance for the thick monopole
on a ground plane. The values of E and H are normalized with
respect to their values at d/A = 0.6 (Iskander et al., 1981).
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Figure 8.25. Rate of temperature rise from RFR exposure in the
face o¥ % detached M. mulatta head; 1.2 GHz, CW,
70 o¥/cm”, far field (Burr and Krupp, 1980).
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Figure 8.26. Rate of temperature rise from RFR exposure at the
right side of a detached M. mulatta head; 1.2 GHz,

CW, 70 mW/cm?, far field (Burr and Krupp, 1980).
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Figure 8,27. Rate of temperature rise from RFR exposure at the
back of 3 detached M. mulatta head; 1.2 GHz, CW,
70 nW/em“, far field (Burr and Krupp, 1980).
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Figure 8.28, Rate of temperature rise from RFR exposure to the
back of an M. mulatta cadaver head (with body
attached); 1.2 GHz, CW, 70 mwlcmz, far field.
Temperature rise shown for animal's body oriented par-
allel with the E~ and H-fields (Burr and Krupp, 1980).
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Figure 8.29. Temperature rise (at 2.0 cm into the tgp of the head)
of an M. mulatta exposed to 70 mW/cm“, 1.2 GHz, CW,
RFR, in the far field (Burr and Krupp, 1980).
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Figure 8.30. Temperature rise (at 3.5 cm into the top 8f the
head) of an M. mulatta exposed to 70 mW/cm®, 1.2
GHz, CW, RFR, in the far field (Burr and Krupp, 1980).
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