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I, EXECUTIVE SUMMARY

.-prograa--is-concerned with,two major problems in hydroacoustics;

namelyy the nature of the low wavenumber characteristics of turbulent
boundary layer pressure fluctuations including their relationship with
structural vibration, and cavitation noise from tip vortices. There are
four major tasks:

a) Development of signal analysis techniques that permit
accurate estimates of the low wavenumber portion of the
wavenumber*-frequency pressure spectrum.

’

b) Measurements of the pressure spectrum and comparison of
experiment with a theoretical wave guide model.

¢) Determination of the structural response to wall layer
pressure fluctuations and the influence of plate vibration
on the structure of turbulence within the boundary layer.

d) Measurement of the spectral characteristics and source
distribution of cavitation noise in tip vortices in steady
and non“steady flow. <

Both computer simulation and physical measurements are involved. All
experimental work is in water, utilizing hydrodynamic research facilities
at the St. Anthony Falls Hydraulic Laboratory.

The theoretical and algorithmic aspects of our research on the
estimation of the frequency-wavenumher spectra of turbulent boundary layers

(TBL) proceeded as follows. First, a statistical model of the
cross—gspectral density matrices (CSDM) of TBL random fields, as proposed by
Chase and Corcos were developed. These models explicitly included

dependence on the array geometry, measurement of time and signal-to-noise
ratios at each sensor element, and formed the backbone of the simulations
that were carried out to assess the performance of various estimators.
Next, the most promising “modern" spectral estimation techniques were
evaluated for suitability of representing the TBL spectral models.
Finally, new spectral estimation techniques were developed that were aimed
at high-fidelity, rather than high-resolution spectral estimation of the
type of spectra expected from the TBL randoa fields. Where possible,
theoretical analyses of the performance of the estimators were made. In
all cases, extensive simulations were carried out to evaluate both the
spectral fidelity and variability of the estimators.

Capon's Maximum Likelihood (ML) prcved to be the most stable known
modern spectral estimation technique “or the estimation of the TBL
wvavenumber spectra. As a means of incressing :he effective aperture of an
array, with fixed number of sensors, ncnunif rm array alternatives were
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investigated in conjunction with the MLM estimator. It was found that
array geometries, such as Minimum-Redundancy, increase resolution in the
case of multiple plane waves, but do not offer higher fidelity in esti-
mating smooth spectra. This was attributed to the increase in the average
level of the array sidelobes when a narrower mainlobe is generated by the
extended array aperture. Certain limitations of this method were iden-
tified. To counter these deficiencies, a new method, denoted the
Covariance Constrained MLM (CCMLM) was developed to alleviate this short-
coming and in the process improve the fidelity of the MLM. The CCMLM uses
the MLM in an 1iterative fashion to generate an estimate of the spectrum
that is asymptotically (large number of iterations) matched to the measured
CSDM. A practical, stable iterative algorithm was designed and the perfor-
mance of the method was evaluated both theoretically and through extensive
numerical simulations. The CCMLM, which includes the MLM as a speclal
case, proved to be the best technique that we evaluated or developed for
the estimation of spectra such as those suggested by Corcos and Chase.

Research on boundary layer pressure fluctuations proceeded on two
fronts: theoretical development of a wave guide model and experimental
verification of the model using a buoyant body facility. The experimental
work utilized the results of our research on spectral estimation. The
experimental work verified the wave guide model, and 1in particular
predicted dispersion characteristics of the pressure signal.

The major purpose of the experimentation with a flexible plate in a
water tunnel was to 1investigate the validity of the assumptions which
underlie the weighted integral approach now used to calculate the vibration
response of water loaded plates subjected to turbulent boundary layer exci-
tation. The most important assumption is that the plate vibration has so
little effect on the turbulent boundary layer that the power spectral
density (spectrum) of the pressure field on the wall is affected only to a
negligible extent. The second major gassumption is that the plate response
is linear so that the superposition can be used. Measurement of both the
temporal and spatial characteristics of the pressure field adjacent to a
rigid wall, as well as the vibratory response of a flexible plate to the
same boundary layer excitation, has been completed. Work 1is continuing on
calculating the vibration cross spectra using dimensionless pressure
spectra and the measured plate response functions. When completed, the
results will be compared with the measured vibration cross spectra.

The tip vortex research consisted of three parts: a) measurement of
cavitation 1inception and fully developed cavitation characteristics,
b) measurement of the resulting noise intensity spectral characteristics,
and noise source distribution within the cavitating vortex and c¢) LDV
measurement of the velocity field, construction of a seami-empirical vortex
model and estimation of the pressure withia the vortex core.

The research program 1included the most exhaustive examination of
cavitation inception in tip vortex available in the literature. A very
subtle interrelationship between viscous effects and gas content effects
has been identified as well as the surprising observation that cavitation
inception often occurs only after significant levels of tension have been
sustained. This infers that cavitation inception testing may be facility
dependent. Unfortunately, there 18 not enough data available from
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different facilities to verify or deny this possibility. The important
practical finding 1is that the inception process at prototype Reynolds
numbers can be quite differeat from the inception process at Reynolds
numbers typically encountered in water tunnel testing of model propellers.

Several different types of noise signatures were noted, which were
related to different types of cavitation 1inception. As expected, the
levels of tip vortex cavitation noise are substantially lower than surface
cavitation when it occurs. It 1is important to note that the cavitation
indices for vortex cavitation are substantially higher. In many cases
expansion of a cylindrical cavity was a significant noise mechanism.

A hydrophone array was utilized to identify the noise source location.
In spite of 1limitations on spatial resolution and repeatability, the
results of this study clearly indicate that cavitation nolse sources are
concentrated in the vortex rollup region less than one chord length from
the tip of the hydrofoil.

The noise intensity associated with fully developed tip vortex
cavitation 1s substantially lower than 1inception noise, or surface
cavitation noise, when it occurs. At high angle of attack and wunder
speclal circumstances, a very strong, low pitch tone occurs. The frequency
of the tone varied with cavity core radius and free stream velocity,
discounting the thought that this might be a flow iaduced vibration of the
hydrofoil itself. Although no conclusive statement could be made from the
present set of data, it was speculated that the oscillation of the twisted
ribbon type cavity 1is responsible for this tone.

Although these tests were carried out in a highly reverberant water
tunnel, experiments and computer simulations demonstrated that the shape
of the measured spectra was unaffected by reverberation.

This project was a joint effort of five principal investigators from
three different departments. All the experimental work was carried out at
the St. Anthony Falls Hydraulifc Laboratory. In addition to the five
faculty, two visiting professors, and several visiting scholars were
involved. The project supported partially, or totally, four Ph.D.
dissertations and four M.S. theses. 1In addition, several undergraduates
carried out special research projects.
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II. INRTRODUCTION

This program was a multi-disciplinary effort in hydroacoustics. New
digital analysis techniques have been developed to measure the 1low
wave—number sgpectrum of turbulent boundary layer pressure in an unbiased
manner using an acoustic array. Experimental research on turbulent
boundary layer pressure fluctuations was carried out in two facilities:
a) a low noise recirculating water tunnel and b) a buoyant rising body
facility. Data from the water tunnel research was utilized as input to an
experimental program on fluid-structure interaction in a turbulent flow,
including the effects of damping. In addition to the research on
turbulent boundary layer pressure fluctuations, cavitation in tip vortices
and the resulting noise, was studied in a low noise recirculating water
tunnel. Additional Laser Doppler Velocimetry measurement of the structure
of trailing vortices was made in a second water tunnel specially modified
for the purpose. This work was complemented by flow visualization studied
in a flume and in a water tunnel. Details of each part of the program is
documented in subsequent sections of this report.
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\ "Cavitation Research: Synopsis and Perspective,” invited
lecture by R. Arndt.

e 21st 1IAHR Congress, Hydraulic Structures Seminar, Melbourne,

Australia, Aug. 1985.

| "Cavitation in Hydraulic Structures,” by R. Arndt.

e International Symposium on Propeller and Cavitation, Wux{i, China,
April 1986.

| "Tip Vortex Cavitation,” by R. Arndt.

® Institute of High Speed Mechanics, Sendai, Japan, April, 1986.

“"Cavitation Research at St. Anthony Falls Hydraulic
Laboratory,” invited lecture to faculty and students, by
R. Arndt.

® American Society of Mechanical Engineers Cavitation and Multiphase
Flows in Fluid Machinery, Atlanta, Georgia, May 1986.

"Special Comments on a Recent Symposium on Cavitation held
in China,” by R. Arndt.
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List

NSF Romanian-U.S. Workshop in Hydraulic Engineering Research,
Bucharest, Romania, July 1986.

"Cavitation Research 1in Hydraulic Engineering,” by R.

Arndt.
12th American Hydraulics Congress of the IAHR Short Course, Sao Paulo,
Brazil, Aug. 1986.

“"Cavitation,”™ by R. Arndt
American Physical Society, Columbus, Ohio, Nov. 1986.
“Vigcous Effects on Tip Vortex Roll-Up and Cavitation,” by

R. Arndt.

of Honors, Awards

Robert Lambert received the first John C. Johnson Memorial Education
Award from the Institute of Noise Control Engineering (INCE) "for
excellence in teaching of acoustics and noise control engineering,”
Dec. 1984,
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1. Theoretical and Algorithmic Aspects of Frequency-Wavenumber

Spectral Estimation of Turbulent Boundary Layers

M. Kaveh, Principal Investigator

The theoretical and algorithmic aspects of our research on the estima-
tion of frequency-wavenumber spectra of turbulent boundary layers (TBL)
proceeded as follows. First a statistical model of the cross—-spectral
density matrices (CSDM) of TBL random fields, as proposed by Chase and
Corcos were developed. These models explicitly included dependence on the
array geometry, measurement time and signal-to-noise ratios at each sensor
element and formed the backbone of the simulations that were carried out to
assess the performances of various estimators. Next, the most promising
"modern” spectral estimation techniques were evaluated for suitability of
representing the TBL spectral models. Finally, new spectral estimation
techniques were developed that were aimed at high-fidelity, rather than
high-resolution spectral estimation of the type of spectra expected from
the TBL random fields. Where possible, theoretical analyses of the perfor-
mance of the estimators were made. In all cases, extensive simulations
were carried out to evaluate both the spectral fidelity and variability of
the estimators.

The results are summarized below. Details of the methods and their
performance can be found in the attached published papers and the Ph.D.
dissertation by G. Wakefield.

1. Traditional approaches for the estimation of the TBL wavenumber
spectra are based on the principle of beamforming by an array of sensors.
Unfortunately, the relatively small array aperture of an experimental array
does not allow for sufficient selectivity and resolution to eliminate
leakage of power from the convective and sonic regions of spectra into the
low—-wavenumber region, whose characteristics are of primary interest. Our
estimation results based on the beamformer were used as the baseline for
evaluating the performance of other methods.

2. The maximum ®ntropy Method 1s perhaps the most widely used tech-
nique for high resolution spectral estimation. The performance of this
method has usually been evaluated in the peak regions of peaky spectra.
MEM was applied to the TBL models with mixed results. For sufficiently
high signal-to-noise ratios, the fidelity of the estimates were found to be
quite good. Statistical performance analyses, however, showed the MEM
spectral variance in the low-wavenumber regions to be too large, rendering
this method unreliable for this application.

3. Capon's Maximum Likelihood (ML) proved to be the most stable known

modern spectral estimation technique for the estimation of the TBL wave-
number spectra. This technique produced spectral estimates that were more
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bilased, in the low wavenumber regions, than estimates generated by the MEM.
The MLM estimator variance, however, was substantially lower than that of
the MEM. Furthermore the MIM possesses a constrained spatial filtering
interpretation that is intuitively pleasing and devoid of the imposition of
a parametric model on the spectra.

4. As a means of increasing the effective aperture of an array, with
fixed number of sensors, nonuniform array alternatives were investigated in
conjunction with the MIM estimator. It was found that, whereas array
geometries such as Minimum-Redundancy increase resolution in the case of
multiple plane waves, they do not offer higher fidelity in estimating smooth
spectra such as those of the TBL's. This was attributed to the increase in
the average level of the array sidelobes when a narrower mainlobe is
generated by the extended array aperture.

5. The MLM was extended to operate on a subspace of the eigenstruc-
ture of the CSDM. The subspace was chosen to include the CSDM eigenvectors
whose Fourier transforms primarily contribute to the low wavenumber region.
This 1implied the elimination of the eigenvectors corresponding to several
of the largest eigenvalues that mainly form the convective specral peak.
This technique 1improved the fidelity of the MLM in the low wavenumber
regions. Determination of the significant eigenvalues for an unknown
spectral model, however, proved to be a definite shortcoming of this tech-
nique.

6. One feature of the MLM is that, unlike the MEM and the beamformer,
the inverse Fourler transform of the estimated spectrum does not match the
CSDM from which the MLM sgpectrum was computed. A new method, denoting the
Covariance Constrained MIM (CCMLM), was developed to alleviate this short-
coming and in the process to improve the fidelity of the MLM. The CCMLM
uses the MLM in an iterative fashion to generate an estimate of the
spectrum that is asymptotically (large number of iterations) matched to the
measured CSDM. A practical, stable iterative algorithm was designed and
the performance of the method was evaluated both theoretically and through
extensive numerical simulations. The CCMLM, which includes the MLM as a
special case, proved to be the best technique that we evaluated or
developed for the estimation of spectra such as those suggested by Corcos
and Chase.

15
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2. Waveaumber/Frequency Spectral Estimation

of Wall Pressure Fluctuations

R. Lambert, Principal Investigator

Measurements

The wall pressure fluctuations due to turbulence have been measured
over the useful range of frequencies from approximately 45 Hz to 400 Hz and
wavenumbers ranging from O to 400 m~l. The measurements were obtained
using a 10 sensor uniform spaced linear array with a sensor spacing
D = 0.0158 M center to center and aperture of O0.14 meters. The data
obtained has been normalized to dimensionless quantities using the
following flow profile parameters: V_ = 8.55 M/s; & = 0.025 M; s* =
0.125 § = 0.00313 M.

The data in Figure V2.1 through V2.4 are wavenumber estimates at
various selected frequencies. Figure V2.1 shows the relative performance
of the three spectral estimation techniques. The traditional Blackman-
Tukey method (BT); the Maximum Likelihood Method (MLM); and the Covariance
Constrained MLM (CCMLM). The BT estimate is dominated by a large main
lobe and side lobe leakage from the acoustic peak located at k = * w/c
where c¢ 18 the speed of sound in water. 1In Figure V2.1l the BT estimate
cannot resolve the convective peak because of side lobe leakage. (The MLM
estimate on the other hand shows a significant reduction in leakage from
the acoustic peak clearly resolves the convective peak.) The CCMLM esti-
mate further improves the fidelity in the low wavenumber regions, by
approximately 12dB at this frequency. At higher frequencies, however, the
CCMLM improvements over the MLM estimates become less pronounced. This
results because the MLM is "doing a good job"” with regards to matching the
inverse Fourler transform of the estimate to the original Cross Spectral
Density Matrix (CSDM).

A caution in using the CCMLM is that as the estimate approaches its
error reduction 1limit, anomalous nulls (or very small spectral levels)
start to show up in the measured spectrum (see Figure V2.3). It is also
worth mentioning that although the MLM estimator 1is an upper bound of the
true spectrum by design, the CCMLM is not, and it is possible for the esti-
mate to be significantly below the true spectrum in a given region when
nulling occurs.

The wavenumber spectra have been assumed to be predominantly one sided
and the estimate is periodic about k= n/D = 0.0158 m~l. This assumption
gives approximately a doubling in thé range of wavenumber that can be uti-
11zed for a given sensor spacing. Figure V2.4 shows the CCMLM estimate
(which in this case is the MLM estimate) just prior to the convective peak
aliasing into the acoustic peak.
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= 0.32, f = 140 hz.
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MLM and CCMLM spectral estimate at w

Figure V2.2.
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MLM and a nulling CCMLM estimate at &

Figure V2.3.
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The buoyant body facility, although lacking pump or turbine noise, was
plagued with acoustic noise probably generated from the wake and amplified
by the highly reverberant cylindrical structure of the buoyant body faci-
lity. Figure V2.5 shows the normalized auto power spectrum averaged over
all sensors. The spectrum is dominated by acoustic energy below approxi-
mately w* = 0.3. This can be verified by the phase spectrum of the first
lag ¢(w) shown in Figure V2.6. Note that the highly spatially correlated
acoustic energy causes the phase to be nearly equal to zero below w® = 0.3.
The averaging effect of finite transducer size (d* = 3,0) start coming into
effect at frequencles greater than approximately w* = 1.0, see Fig. V2.5.
Although the data in V2.5 and V2.6 might be disappointing, there Is no
doubt that acoustic noise dominated the experimental results. However, 1t
should be noted that the wavenumber estimates employing CCMLM distinguishes
acoustic energy and turbulent energy to a certain extent. The limitation
appears to be side lobe leakage. This is mentioned so that the data on the
location of the convective peaks employed in Part B should not be
discounted because of acoustic contamination, although the absolute levels
of the peaks may have been affected somewhat because of the normalization
N and calibration techniques used.

Convective Waveguide Model-Wavenumber and Velocity Predictions

An effort was made early on in this research program to study and be
‘ cognizant of any possible wavenumber/frequency dispersion effects that
X could possibly be observed from spectral experiments in the buoyant body
' facility. It had been observed earlier that phase convective velocity
measurements in wind tunnels did follow a characteristic in frequency that
was dispersive. 1In fact, in both wind and water tunnels the phase velocity
appeared to vanish at zero frequency, peak at some low frequency, and then
level off at high frequencies at some fixed percentage of the mid-stream
fluid velocity, usually between 0.6 and O0.8. If the peaks 1in the
wavenumber/frequency spectrum, which lie on the convective ridge, could be
observed with some fidelity, then any dispersive effects in the buoyant

‘ body facility also could be validated.

Narayan and Plunkett observed from phase measurements in a water tun-
nel that the convective phase velocity did appear to peak at low frequen-
cles and then 1level off at higher frequencies at about 0.6 of the free
stream velocity (see Fig. 21 in TR-AEM-85-1-RP dated 14 February 1985). A
similar observation in a wind tunnel had been made by Blake, and his data
taken at values of & = wG*/Ym < 0.50 exhibited a peak and a definite
trend towards zero (see Journal of Fluid Mechanics, 44, 1970, pp. 637-660).
Blake's data are reproduced in Fig. V2.7, attached.

In order to help understand these and related phenomena, a set of nine
i{internal memoranda were prepared, of which the last five (V thru IX) are
appended to this report (Appendix B). The first four tracts were concerned
with measurement techniques and data reduction methods, including such
topics as frequency corrections for finite transducer size.

- - s e = -

Tract V titled "Estimate of the Low Frequency Power Spectrum of Wall
Pressure Fluctuations™ details some of the basic fdeas in what is herein
. referred to as a convective waveguide model. It starts with a review of
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some ideas embodied in the Kolmogoroff Theory of Turbulence as interpreted
and explained by G. K. Batchelor in his mcnogram. The waveguide model was
developed on the hypothesis that in a: experiment of finite dimensions
(such as in a water tunnel or buoyant body facility) the wavenumber
spectrum would actually cut-off below some finfite value of wavenumber, k ’
greater than zero. This was based on the intuitive idea that eddies abdve
a certain size (or below a certain wavenumber) were too large to be con-
vected by an incompressible fluid. Since water has some compressibility,
however small, there probably would not be a sharp cut-off or cut-on as the
case may be, but rather the phenomena would occur gradually as the observed
frequency is reduced.

As outlined in tract V,this development led to a rather simple rela-
tionship between frequency w and wavenumber k of the form

2 L 202, 2
w Vc (k k° ) k > ko eY

where Vc is called an ¢. . - convection velocity and the cut—on wavenumber

(2)

-
'
0<|oe
]
T

where 2nA 1is the perimeter of the largest eddy in the guide. 1In the
absence of better information it was decided to set A = & where § i3 a
boundary layer thickness defined in the isual way. The parameter V
still is interpreted as an eddy convectior velocity but not a phase veloS
city and hence 1s unobservable directly from phase measurements (except
perhaps at very high frequencies).

However, the observed phase velocity

VosEe ——S— (3)

18 well-defined.

In terms of normalized variables, Eq. 3 can be rewritten as

c

ZE-(V_C_\ ) . (v:],EOQ R

Vo Ve g2 VL2 “
& +(_ (_E)J 0,a8+0




a form that requires knowledge of how V /V, varies with frequency and a
numerical value for &%/6 where &* 1s° the displacement boundary layer
thickness and where & = w6*/Vo . If V./V, = constant, then Eq. 4 predicts
that V,/Ve will increase from zero and gradually approach the value
Vo = V. as & 1s increased. However, Blake's data and the data of Narayan
and Plunkett reveal a peak in the Vp/v” characteristic at some low value of
& which requires a V./V, also to vary with @ . By trial it was determined
that a choice for V./V, of the form

v
A A (v
fg("»).. +[1-("»),,]e o PR (5)

would provide a satisfactory fit of the V,/V, characteristic, Eq. 4, to
observed phase velocity data. Here (Vp/V,.)°° = constant 1is the asymptotic
value of vaV°° observed at high frequencies. Figure V2.7 shows a fit of
Blake's data for the choice (Vplv;.,)°° = 0.60. Note Eqs. 4 and 5 also pre-
dict a peak in vp/v, of about 0.83 at & =~ 0.30 i{s almost In exact agreement
with Blake's measurements. This was the first indication that the convec-
tive wavegulde model could be validated.

The data of Narayan and Plunkett also reveal a similar peak of about
the same value at certain measurement distances. However, they did not
normalize their frequency scale so a direct comparison was not made.

Further properties of the convective waveguide model were then deve-
loped and of special note is a suggested experiment in Appendix B of tract
VIII. As noted there, the convective waveguide model predicted that the
longitudinal wavenumber/frequency power spectrum P(kj, 0, w) would exhibit
a peak at the wavenumber value kp given by

‘/r“’ )2 1 (v“)2 (
k_ = &) +=( — 6)
P vc 62 vc

or in terms of normalized variables

(u‘)’—)ﬁ’ﬁ-bm

Ve s 2 2 c
k §=(gIq1+(=5) a = )
P ¢ 8 1,6+0

Note Eq. 7 predicts that k, + 1/§ as & + 0 and kp + w/Ve as & + = by
employing Eq. 5. Thus, the convective waveguide model exhibits a form of
frequency dispersion not found in other theoretical formulations.

The suggested experiment was to isolate the peaks in the P(k;, 0, w)
spectrum characteristic as accurately as possible and then plot versus
w {in order to sgsee 1f the resulting dispersion characteristic did indeed




follow Eq. 7 and cutoff as predicted. It was felt that informatiom about
the location of peaks 1in the convective ridge of the longitudinal
wavenumber/frequency spectrum would be the best information about the model
that could be obtained even before the experiments were conducted. It was
also felt that other critical information about the P(k;, O, w) charac-
teristic would be masked by acoustic backgrcund noise.

The suggested experiment was performed in the buoyant body facility
and the peaks plotted as a function of frequency, see Fig. V2.8. It was
decided to use a nominal value of §*/6 = 0.125 in the absence of experimen-
til data on the actual boundary layer profile. The data of Fig. V2.8
approach a cutoff wavenumber k, = 40 ml as w tends to zero via empirical
fits of either Eq. 6 or Eq. 7. This result then yields a value of § =
0.025 cm for the boundary layer flow over the buoyant body in the region
where the spectral measurements were made. This value 1s about 2.5 times
the thickness expected on the basis of discussions heretofore.

The high frequency data in Fig. V2.8 also reveals a value of V./Ve, =
0.80 using a measured value of V, = 8.55 m/s for the speed of the buoyant
body .

A predicted dispersion diagram plotting w versus «x 18 shown 1
Fig. V2.9. Two curves are plotted for comparison purposes, one showing .
plot of w = V.k based on Eq. 5 (dotted line) and the other showing w ver-
sus k based on Eqs. 1 and 7 revealing a sharp cut-on at k = ky. The
characteristics are based on empirical data for the buoyant body.

Finally, a predicted vp/vg characteristic based on this empirical
information for the buoyant body is plotted in Fig. V2.10. There exists a
predicted peak of about 0.9 that occurs at 3 = (.30 which is in fair
agreement wicth the work of others. Note, however, the pr:dicted high fre-
quency asymptote (Vp/\l,.)°° = 0.80 which 1s somewhat higher than usually
observed 1in wind tunnels and in the water tunnel data of Narayan and
Plunkett.

Various other theoretical predictions based on a convective waveguide
model were made in tracts V-IX. Of note are predictions of power spectrum
in tract V and an estimate of the low wavenumber/frequency spectrum in
tract VI. All of the numerical work in tracts V-IX was based on empirical
information obtained from wind tunnel data. The various characteristics
would have to be recomputed in order to make comparisons with either water
tunnel or buoyant body spectrum measurements especially in view of the
thicker boundary layer. Values of 6 and 6* 1influence most of the
numerical predictions.
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3. Structural Response to Pressure Fluctuation

R. Plunkett, Principal Investigator

Introduction

The major purpose of this project was to investigate the validity of
the assumptions which underlie the weighted integral approach which is now
used to calculate the vibration response of water loaded plates subjected
to turbulent boundary layer excitation. The most important assumption is
that the plate vibration has so little effect on the turbulent boundary
layer that the power spectral density (spectrum) of the pressure field on
the wall 1s affected only to a negligible extent. The second major assump—
tion 1s that the plate response is linear so that a superposition can be
used.

These two assumptions are sufficient to establish the 1integral
equation for the cross spectrum of the vibration response of the plate
(Lin, 1967).

va(xl.xz;w) = IA IA H*(xl.oz;w)ﬂ(xz,ozzm)r(ol,oz;m)dA(ol)dA(oz) (12)

where r(pl,pz;w) is the cross spectrum of the normal pressure
exerted by the boundary layer on the non-
vibrating plate.

H(x,p w) is the response of the plate of x due to a
unit sinusoidal force at p .

and va(xl,xz;w) is the cross spectrum of the response.

Tack and Lambert (1962) have demonstrated that this approach accu-—
rately predicts the vibration level for a narrow beam in air exposed to a
turbulent boundary layer in a wind tunnel. Most of the papers in the open
literature are concerned with ways of approximating H and T so as to make
the integration relatively simple (Powell, 1958; Chandirimani, 1977). Our
primary objective was to compare the measured response spectrum of a flat
plate with that predicted from the measured cross spectra of the pressure
field and the measured response functions of the plate. In this way, for
at least one case, we will be able to determine what the controlling
variables are and what accuracy is necessary in the two cross functions to
obtain acceptable accuracy for the vibration level.

Work on this project has been reported in previous progress reports
(Arndt, 1985). Up to November 1, 1985, the pressure cross spectrum was
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measured and preliminary results were obtained for the vibration
autospectrum. Since then, vibration cross spectra have been measured for
the vibrating plate, the pressure crogs spectrum has been measured upstream
and downstream of the vibrating plate, and the boundary layer velocity pro-
file has been measured. All of this work is now being written for a thesis
in partial fulfillment of a Ph.D. for N. Narayan. The work remaining to be
done i3 the actual calculation of the predicted PSD for the vibration, {its
comparison with the measured values, and the preparation of the thesis in
its final form. When that is finished, the major results will be embodied
in papers to be submitted to serial journals in the open literature.

Experimental Techniques

All of the measurements were made in the 7.5 inch square low noise
water tunnel of the St. Anthony Falls Hydraulic Laboratory. Pressure
spectrum measurements were first made on the surface of the thick
plexiglass ceiling of the tunnel. The measured vibration levels in this
wall were so low that the voltage induced in the pressure transducers by
the vibration contributed less than 1%Z (- 40 dB) to the measured pressure
levels. The pressure transducers were held in rotatable holders so that
the cross spectra could be measured for a grid of pairs of points covering
180 mm axial separation and 50 mm transverse. The results were reported in
an ASME symposium volume (Narayan and Plunkett, 1985).

The roof of the tunnel was then modified to take a stainless steel
plate 200 mm long by 40 mm wide and 1.2 mm thick. The plate was backed by
a chamber filled with air and pressurized to the static pressure of the
tunnel. Five accelerometers were mounted on the back of the plate to
measure the vibration cross spectra on the centerline for axial separa-
tions. Pressure transducers were mounted just upstream and just downstream
of the vibrating plate to determine 1f the plate vibration affected the
pressure cross spectra. Measurements were made at flow velocities of 7, 9,
12, and 15 m/sec.

The dynamic response functions from 50 to 2000 Hz were measured for
the plate mounted in the ceiling separator in air, in a static water tank,
and in the water tunnel by exciting each of the five accelerometer mounting
points sinusoidally through a mechanical vibration impedance head. The
mode shapes and natural frequencies were deduced from the response func-
tions. The first five mode shapes had no longitudinal nodes and from zero
to four transverse nodes. The water loaded frequencies ranged from about
460 Hz to 1500 Hz which agreed reasonably well with the predicted values
when the edge fixitlies were suitably adjusted. The entrained water mass
loading had about one third the effect of the accelerometer mass so that
there was not much difference between the air and water loaded frequenciles.
The amplification factor at resonance (a measure of damping) was about 10
to 20 for the air loaded system and about 3 to 5 for the installation in
the water tunnel.
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Results

The velocity profile in the boundary layer was measured with a dynamic
pressure probe which had a rectangular opening 0.2 mm high by 4 mm thick
and a ground down lip thickness of 0.02 mm. The probe was traversed from
just touching the wall to 39 mm away. A plot of the measured points at a
free stream velocity of 3.8 m/sec 1s shown in Figure V3.1 along with the
predicted profile based on the 1/7th power law.

There was negligible difference (usually less than 1 dB) for the auto
and cross spectra measured Just upstream and just downstream of the
vibrating plate. The plate vibration level was about 0.01 of the boundary
layer thickness.

The general characteristics of the plate vibration acceleration
response autospectrum (Fig. V3.2) 18 a rather smooth curve falling about
20 dB from 100 Hz to 2500 Hz with two peaks at 750 Hz (3rd mode) and 1500
Hz (5th mode). The peaks rise about 10 dB above the general trend.
Subject to verificatfon in detall, the general response seems to be caused
by the reverberant acoustic field and the two peaks are caused by the con-
vected turbulent field.

The transverse cross correlation pressure field among the three
pressure pickups in each of three positions (two upstream and one
downstream) showed a much greater correlation length with the fixed pickups
than had been measured before with the transducers in the rotatalle
holders. With no axial separation the correlation length for y* = wy/Ue
was about 0.6 for the measurements made with the rotatable holders. It 1is
about 2 for the fixed transducers. These new results make it possible to
fit the dimensionless cross spectrum with a function of the form:

T(x,¥,50) = T,(0,03)r,(x*,0)r,(0,5%)

wvhere F2 = exp(-ux*z) and ry = exp(-By*z)

a = 0.0070; B = 0.183;

*ﬂ *=
and x wx/Uc, y my/Uc.

Corcos (1964) had suggested a similar expression with |x*| and |y*| instead
of the quadratic terms. The difference is most pronounced for small values
of x* and y ; a careful examination of our short distance data does not
show the linear falloff that would be necessary for the absolute value for-
mulation. His formulation has the added disadvantage of being difficult to
deal with analytically. While it would be possible to improve the fit
slightly by having some interaction between the axial (x*) and transverse
(y ) dimensionless coordinates, the results are within the margin of
experimental error. This 1s in contrast to the conclusions drawn in the
earlier report (Narayan and Plunkett, 1985) where a substantial interaction
was found because of the very short transverse correlation length at zero
axial distance. We do not yet have a reasonable explanation for this
discrepancy but assume it 18 caused by the slight steps on the edges of the
rotating holders.

33

T AN i iy S R R N T AN W RIS AT W E AT |



- e

u (m/s)

Best fit curve (&2 =(¥)V7

S 10 15 mm
Figure V3.1. Boundary layer velocity profile (u vs. y). Free

stream velocity = 3.8 m/s.
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Current Status

All of the experimental work has been completed. All of the auto and
cross spectra for both pressure and acceleration have been reduced. The
predicted vibration cross spectra are being calculated from the dimen-
sionless pressure spectra and the measured plate response functions. When
this is completed, the results will be compared with the measured vibration
crogss spectra.

The thesis 1s being written at the same time. When that is completed,
the results will be put into the form of published papers in the open
literature.
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4, Tip Vortex Cavitation and Noise

Roger E.A. Arndt & H. Higuchi Principal Investigator

Introduction

The tip vortex research program was broken down into three basic com—
ponents: a) measurement of cavitation inception and fully developed cavi-
tation characteristics, b) measurement of noise due to cavitation, and
¢) LDV measurement of the velocity field, construction of a semi-empirical
model of a trailing vortex and estimation of the pressure within the core.
Four different facilities were wused 1in the experimental program.
Cavitation and noise were studied in a low noise recirculating water
tunnel, velocity measurements were made in a second water tunnel, dye
N studies were carried nut in a flume, and oil film studies were carried out
in a wind tunnel. The objectives of the study were: to determine the
vortex roll-up process and the minimum pressure in the vortex, to relate
the measured minimum pressure to cavitation observations and, finally, to
determine the amplitude and spectral characteristics of the noise signal
4 and relate it to the fluid mechanical aspects of tip vortices.

Experimental Procedures

Cavitation inception and noise were studied in a high speed water tun—
nel having a test section with a 190 mm square cross section, 1250 mm in
length. The experimental set up ig shown schematically in Fig. V4.1l. The
top wall of the test section was adjusted to produce zero axial pressure
j gradient.

Hydrofoils having an elliptic planform and an aspect ratio of 3.0 were
the test bodies. Two different cross sections were studied. The bulk of
the 1investigation utilized a hydrofoil with a NACA 66,-415 cross section.
This shape was selected to produce tip vortex cavitation in the absence of
surface cavitation. A second hydrofoil having a 66-012 cross section was
1 utilized to study surface cavitation in the absence of tip vortex cavita-

tion. A comparison of the cavitation characteristics of the two hydrofoils
is shown in Figure V4.2.

T

] The acoustic signature was monitored by four Briiel & Kjaer (B & K)
model 8103 hydrophones (nominal sensitivity -211dB re 1 V/Pa) positioned in
a stagnant water chamber separated from the test sectfon by an almost
acoustically transparent wall. The positioning of the hydrophones is also
shown in Fig. V4.l. The signals from the individual hydrophones were
simultaneously digitized at 2 MHz per channel by a Nicolet model 4094 four-
channel digital oscilloscope with a disk drive. The data were stored on
digks and were analyzed in an on-lin/ HP9f36A micro computer. The digital
oscilloscope was set to capture the single noise events corresponding to
either cavitation inception or continuous cavitation noise. An HP digital
wave form analysis program which includes a standard fast Fourier transform
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Figure V4.2a. Surface cavitation on a
symmetric hydrofoil.

Mk e -2 L g

Figure V4.2b. Tip vortex cavitation without
surface cavitation on a cambered
hydrofoil.
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routine and a Levingson autoregressive technique was used with minor modi-
fications.

Cavitation inception was detected both visually and acoustically. The
inception was marked by a distinct burst of noise in the flow field. By
pre-triggering the A/D converter with the hydrophone signal itself, indivi-
dual traces of iIinstantaneous pressure time traces at four different loca-
tions could be recorded. By measuring the time delay of arrival among the
four hydrophones, the sound location can be estimated by a triangulation
method. Time delays among the initial pulses on the traces were measured
with a cursor on the digital oscilloscope to an accuracy of 0.5 micro
second. A cross-correlation technique applied to the pressure traces of
the initial regions produced the same time delay as that obtained directly
from the traces. Given three time delays among four hydrophones as inputs,
implicit simultaneous equations for the three coordinates of the sound
source were solved iteratively.

The pressure traces 1indicate that a significant amount of rever-
beration is present. By limiting the source location analysis to the
direct signals from single events prior to the reflection from the tunnel
walls, the effects of reverberation can be treated. The present method of
sound source identification, unfortunately, is not applicable to the noise
signal from more developed cavitation.

The four hydrophones were placed so the separation from each other was
maximized with the constraint that direct radiation from the noise sources
arrives at each hydrophone in advance of the arrival of any reflected
pulses.

Acoustic data collection was concurrent with video observation. .
Thus, various types of noise signals could be correlated with different
types of cavitation phenomena.

A very wide set of test cases were studied, as shown in Fig. V4.3.
This was necessary in order to sort out the very complex interrelationships
between viscous effects, dissolved gas content and free gas content (small
bubbles or nuclei).

Velocity measurements were made in water using laser Doppler veloci-
metry. Because of the very small core radius at the higher Reynolds number
tested, the optics had to be modified to improve the spatial resolution.
The bulk of these studies were made in a second recirculating water tunnel,
having the same size test section, but specially modified with optical
quality glass walls.

Extensive flow visualization was also carried out in both air and
water. Surface oil-flow visualizations were conducted in air to study the
behavior of the foil boundary layer. These visualizations were carried out
in a low speed open-return wind tunnel with a 43.2 cm by 30.5 cm test sec-
ticn, and free stream velocities which could be varéed from 18 n/s to 70
m/s. Two Reynolds numbers were tested: Re_ = 5.3x10° and 27x10° , based on

the root chord (129.4 mm). A mixture of f’light mineral oil and titanium
dioxide was used as a flow tracer.
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The experiments in water were carried out in a 30.5 cm-wide water
channel. The dye visualizations were conducted using multiple dye injec-
tion holes on the foil and observing the streakline development downstream.

Cavitation Studies

The variation of 1inception index with angle of attack for various

Reynolds numbers is shown in Fig. V4.4 for a gas content value of 4 ppm.

The angle of attack dependency was found to be consistent with other
investigators. With respect to the Reynolds number dependence, this figure

@ indicates two distinct zones, one at low angle of attack and another at
, high angle of attack. The Reynolds number effect is seen to be more promi-
N nent at high angle of attack. This point is more clearly shown in Fig.
; V4.5 where the inception data are presented as a function of Reynolds
number for fixed values of angle of attack with the same gas content. The
figure shows that for angles of attack less than 7.5 degrees, very little
B variation of ¢, with Reynolds number is observed, while for higher angles

G of attack, the effect of the Reynolds number is more prominent. The slope
15 of the lines appears to increase monotonically with increasing angle of

2, attack. It may be pointed out here that details of the flow visualization
h study showed various viscous flow regimes at different angles of attack, in
particular, separated flow existed slightly downstream of the mid-chord

W portion at low angles of attack. However, at higher angles of attack,
.ﬁ separation with reattachment shifted to the 1leading edge resulting in
o complex f%ow patterns. The latter studies were limited to Reynolds number
o, of 5.7x10°, but similar effects are likely to exist at higher Reynolds
ﬁ number at least up to 1 million. It is very likely that these observations

on viscous effects are very relevant to the observed dependency of o©

Q‘ values on Reynolds number and angle of attack. 1
"t
$ Next, additional data similar to those presented in Fig. V4.4 are
W shown in Figs. V4.6 and V4.7 at Cg values of 8 ppm »nd 12.5 ppm, respec-
f tively. The results for 8 ppm appear very simils to those for 4 ppm;
however, there is a distinct difference in the trer it Cg = 12.5 ppm. The
o observed strong Reynolds number dependence at hi . angle of attack for 4
A% and 8 ppm are greatly reduced at 12.5 ppm. It i. speculated that this may
f be related to the nuclei supply conditions which are influenced by many
) factors, some of these being facility dependent and others associated with
1 viscous flow characteristics of the foll itself. However, the present
H results bring out the complex interactions between various physical factors
:; which influence the inception process. Some of these questions, to the
, author's best knowledge, have not been addressed before. In order to
; further clarify the gas content effect, a gas content index was defined as
i follows.
)‘:
R G = Cg8/(0.507)
4
R
Q’ where B 1s Henry's constant. Figure V4.8 presents a set of results using
" this index rather than the absolute value of gas content in ppm. Firstly,
j the figure shows that the equilibrium theory for correcting gas content
Y effect is not valid since the slopes do not remain constant, which would be
ﬁ required for the equilibrium theory. The slope apparently increases with
b
L]
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Figure V4.8. Cavitation inception index as a
content index.
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increasing Reynolds number, which in this case was varied by increasing
velocity. This 1s curious since the residence time decreases with
increasing velocity which would have indicated the reverse trend. Any
further conclusion should be based only on the observations carried out
with changing of Reynolds number by altering the size of the foil.

It 1is well known that the nuclei characteristics of the facility can
be altered by subjecting the tunnel water to various 1initial pressures
prior to inception testing. The effect of this procedure was examined in
Fig. V4.9. It is clear that there is a cut-off pressure below which the
inception index 1is strongly influenced by pre-pressurization history. 1In
other cases, very similar results were observed, though the cut-off
pressure was found to be dependent on angles of attack and Reynolds num-
bers. It was concluded from this study that the trend of the dependence of
o, on other parameters was consistent Iirrespective of the test procedure
used for inception observations. However, the absolute values of o, were
found to be dependent on this procedure as is evident from Fig. V4.9.

A detailed analysis of the effects of nuclei supply was made and
recently reported (Arakeri et al., 1986). Nucleil can be supplied to the
tip vortex from the free stream or from "body" nuclei. These are nuclei
that are generated within separated, transitional or turbulent boundary
layer regions on the hydrofoil itself (Katz, 1984). 1t was found that the
conditions for the supply of body nuclel are strongly dependent on the
viscous flow characteristics of the body. Boundary layer computations were
made on both the suction and pressure side of the particular hydrofoil
under consideration. The theoretical pressure distribution at a given
angle of attack was computed using the method described in Abbott and Von
Doenhoff (1959). These do not include any three-dimensional effects which
are likely to be important in the tip region. Next, the boundary layer
growth calculations were made using the Thwailtes method, and the separation
bubble, 1if existing, was decided to be either short or long based on the
results of Gaster (1967). One set of computed results on the suction side
at ar angle of attack of a-a_ = 5.5° is shown in Fig. V4.10. A laminar
separation bubble 1s predicted as indicated. Since on an elliptic planform
the local Reynolds number decreases sharply towards the tip, a long separa-
tion bubble 13 predicted near the region. The point of changeover from
short to long separation bubble shifts towards the tip as Reynolds number
is ingreased, indicated by a small arrow mark. Only at a Reynolds number
of 107, a short separation bubble is predicted to exist almost all the way
to the tip. Approximate stability estimates were also made to predict the
transition location within the attached boundary layer. Separation is pre-
dicted just downstream of this at about 63 percent chord. Using the maxi-
mum spatial amplification factor, it was pre%icted that laminar separation
would prevail up to a Reynolds number of 2x10 .

On this foil, separation 1s also predicted on the pressure side at the
angles of attack of present interest. In addition, the location of separa-
tion and pressure coefficient at separation were not found to be a strong
function of angle of attack as indicated below for the suction side.
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TABLE 1. Suction Side Separation
Properties
a"ao 4-20 5-50 7-5°
(x/c)x 0.628 0.634 0.634

Assuming that separated regions become sources of nuclel when the flow
locally becomes saturated with gas, the critical values of ¢ for this to
occur on the suction side or the pressure side can be calculated as
Ocrl @nd Oqp2. 0qp3 will be used to denote supersaturation in the test
section. Close examination of the inception data shows certain interesting
general trends when compared with the behavior of critical ¢'s for nuclei
supply. One of the clear trends is that if o > o.p, , then o7 is a strong
function of Re with o4 increasing with an increase in Re. The second trend
which 1s also apparent 1s that in the Reynolds number range for which
Ocrq € 04<0cr,y, 04 18 almost independent of Re and finally we note that if
o4 2 Oecrqs thén o4 increases with a decrease in Re. It 18 not obvious here
that this trend is due to gaseous cavitation normally observed since we do
not know the precise magnitude of -Cppipn. Using these ideas, along with an
estimation of dominant nuclei size, as discussed in Arakeri et al. (1986),
the salient features of the cavitation inception process can be predicted.
An example 1s shown in Fig. V4.11. In this case, Ro = 6.3x1076 (1.9 um)
and -Cppin = 3 values were used. For Re > 6.4x107, the observed o4 depen-
dence with Re can be explained solely on the basis of tension effects. For
this Reynolds number range also, there is no obvious source of nuclei based
on static pressure considerations, and hence the assumption that R, remains
congstant may be a valid one.

For Re < 6.4 x 105, the observed o4 follows a different trend from the
predicted one. In this region, at inception, the extent of supersaturation
being proportional to g.p, - 04 increases with decrease in Re or velocity.
Thus we may not expect R, to remain constant here but to increase roughly
in proportion to (ocp, - 04) ~ 1/1/2 pU°. 1In the_same Reynolds number
range Ao required for inception increases like 1/2902 and the two effects
may cancel giving a constant o4 value. This 1s roughly in agreement with
the observations.

In summary, there {8 definite evidence that the observed complex
behavior of oy for tip vortex cavitation inception with Reynolds number
(actually velocity since body size was not varied), angle of attack and
dissolved gas content are related to the critical conditions for nuclei
supply. 1t 1s necessary to examine the latter for both the free stream and
separated regions that may exist on the foil. 1In the regions of Reynolds
numbers (velocities) where there is no obvious source for nuclei supply,
the 04 value 18 a strong function of Reynolds number and 1is almost indepen-
dent of the dissolved gas content value. From the measured oy values, {it
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was possible to estimate the dominant nuclei size responsible for inception
and these are found to be surprisingly small being of the order of 2 pm.
Thus, some of the Reynolds number dependence on o4 can be ascribed to the
tension effects. It appears that in dealing with inception characteristics
of flows with high —Cppy, values, it is necessary to carefully examine the
nuclei supply conditions. For flows with lower -Cppip values like axisym-
metric bodies, the nuclei supply conditions may not be as critical. The
above conclusions are valid for inception conditions.

Vortex Trajector as Visualized by Cavitation

The tip vortex roll-up process and the vortex trajectory are of prac-
tical importance as evidenced by a substantial number of recent numerical
and experimental studies. 1In the present investigation, cavitation pro-
vided an excellent method for visualizing the mechanism of vortex roll-up.

Stroboscopic lighting with a S micro second duration was used. First
the velocity of the 1incoming flow was set, and the static pressure of the
test section was gradually lowered. Cavitation first occurs in the low
pressure core region, and the 1inception of tip vortex cavitation is
obgserved to be the intermittent appearance of a continuous cavity starting
within one or two cord lengths from the tip of the foil. As the pressure
is further decreased, a developed tip vortex cavity formed. While the
cavity core radius 1is small, the flow field about the cavity can be con-
gsidered to be representative of the single phase flow. Numerous pho-
tographs of the tip vortex cavity were taken at different angles of attack,
Reynolds number, and gas content. These photographs were analyzed and the
curvature and the spanwise position of the cavity were studied. The vortex
trajectory up to 5.8 chord lengths was measured and at 4 chord lengths, the
spanwise position reaches within 27 of the theoretical asymptotic position
for an elliptically loaded wing (y/s = 0.785) The trajectory agrees well
with the experimental data of Spreiter and Sachs (1951) for a larger aspect
ratio (AR=5) than the present foil. Figure V4.12 summarizes the data in
the vicinity of the foil taken at various test conditions. Lack of corre-
lation with gas content is as expected, but it is to be noted that the
general beiravior of the trajectory is almost {independent of the Reynolds
number and the angle of attack. Spreiter and Sachs (1951) applied Kaden's
theory in the near field to estimate the rate at which the vortex trajec-
tory approaches its asymptotic value. According to this analysis, the
downstream distance at which the vortex trajectory crosses the asymptotic
value 18 expected to be 1inversely proportional to the 1lift coefficient,
however, the variation among the present experimental data was found to be
significantly smaller than predicted. For comparison, the vortex trajec-
tory was also calculated using the Betz' (1933) roll-up model and Moore's
(1974) numerical solution. The computed approach of the trajectory to the
asymptote lagged experimental data considerably, and the agreement was
poorer than Kaden's model. Naturally, these classical models are too
simplistic since the flow over the wing or the three-dimensional roll-up
process 18 not taken into account. Recently, Krasny (1987) carried out a
computation of vortex sheet roll~-up using a large scale discrete vortex
method. The results for an elliptically loaded wing agreed with the
Kaden's analysis in the near field, and also agreed fairly well with the
experiment on the asymptotic vortex position. However, the transformation
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from the Trefftz plane to the physical plane is linearly related to the
wing circulation, and the result becomes more sensitive to the angle of
attack than experimentally observed. Numerical simulation with the full
Navier-Stokes equations of the vortex roll-up from a rectangular wing has
been reported by Srinivasan et al. (1986), but no numerical data exist on
the low aspect ratio elliptic wing.

The Structure of Trailing Vortices

In order to relate the observed cavitation characteristics to the
mininum pressure within the tip vortex, a semi-empirical model of the near
wake structure was developed. This model was based on LDV measurements
made in a water tunnel and a flume.

The structure of vortices trailing from wings of finite span has been
treated extensively by previous investigators. The impetus for this pre-
vious work was aircraft safety. The results of this research do not pro-
vide sufficient 1information for the tip vortex cavitation problem
(McCormick, 1962; Platzer and Souders, 1979). The minimum pressure in the
vortex is not of much interest in aerodynamics, since the aircraft hazard
problem 1is concerned with the structure of the far wake and not the near
wake where cavitation inception occurs. 1In much of the previous work on
vortex cavitation, the data are analyzed on the basis of an assumed
Rankine vortex model (Billet and Holl, 1979; Latorre et al., 1984). The
core radius in these studies was assumed to scale with the boundary layer
thickness on the pressure side of the hidrofoil. Recently, it has been
pointed out that there are inconsistencies in this approach (Arndt et al.,
1985).

In order to deal with the trailing vortex analytically, many inviscid
techniques (Bilanin and Donaldson, 1975) have been developed. These models
have been expanded to 1include laminar and turbulent diffusion effects
(Lamb, 1945; Moore and Saffman, 1973; Phillips, 1981; Squire, 1965)
However, none of the available theoretical models are successful in accu-
rately describing the near wake characteristics of a trailing vortex. It
was found, for example, that the functional dependence of core radius o
both Reynolds number and the angle of attack, which has been confirmed by
the recent LDV measurements (Orloff, 1974; Quadrelli, 1985), is not pre-
dicted 1n any of the existing analyses. Moreover, the predicted core
pressure diverges near the tip.

The evolution of a trailing vortex with downstream distance, x, may be
broken down into four basic regions as 1illustrated in Fig. V4.13. 1In the
fully rolled-up region, the roll-up process 1is complete and observed self-
similar characteristics are consistent with the previously mentioned analy-~
tical work. 1In the initial roll-up region of interest, more complicated
near wake characteristics are evident. For example, the vortex circulation
Ty 1is not necessarily equal to the mid-span circulation TIy. 1In addition,
the tangential velocity profiles are asymmetric. The asymmetry of the flow
is difficult to address and has been ignored in this simple analysis. An
important feature of the model is the consideration of turbulent diffusion
in the core region. The modelled "inner" and "outer” core regiong are
similar 1in structure to Squire's (1965) turbulent vortex. With the
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modelled velocity field, the pressure drop in the vortex core can be esti-
mated by integrating the momentum equation for an axisymmetric swirling
flow

3p . 02
Ay~ PV e/r

The model depends heavily on measured velocity data. In addition to
the measurements reported in Quadrelli (1985), extensive water tunnel
measurements were made at a Reynolds number of 5.6x10°. A comparison of
the model and measurements is shown in Figures V4.14 and V4.15. Details
are found in Ikohagi et al. (1986). Figure V4.14 compares the measured
circulation as a function of distance from the centerline of the vortex.
The agreement with the model 18 much better on the suction side of the vor-
tex (as shown) than on the pressure side. In fact, an axisymmetric model
is only a fair approximation to the measured velocity data as shown in
Figs. V4.15a and V4.15b.

Comparisons of tangential velocity are made for various a and x/C,
to examine the validity of the proposed semi-empirical modelling. Although
there is some asymmetry of the velocity profiles, with higher velocities
noted on the suction side of foil, fair agreement is obtained except for
the case a = 15°. The data also indicate that the core radius increases
with increasing a. This suggests that the inciplent_ cavitation number for
a tip vortex scales with a smaller power of a than a“. The axial gradient
of pressure Is almost zero within a few chord lengths downstream after a
sharp pressure drop near the tip. The semi-empirical approach used here
circumvents the problem of pressure divergence near the tip, found in
existing theoretical models.

Although the near wake characteristics are quite different from the
far wake haracteristics, and the near wake can be adequately modelled
semi-empir cally, the 1ssue of what physical machanisms are involved still
remains tc be solved. A much more sophisticated analytic approach 1is
necessary to adequately describe the near wake region of a trailing vor-
tex, at 1least for the purpose of further elucidating the cavitation
problem.

Cavitation Noise

Different types of cavitation phenomena were observed and recorded on
still photos and on video tapes. Reynolds number (free stream velocity),
angle of attack, dissolved gas content and the test section pressure were
varied.

Surface cavitation on the symmetric hydrofoil was as expected. The
first appearance of cavitation was along the leading edge. The appearance
of the cavitation was in qualitative agreement with the assumption that the
hydrofoil was elliptically loaded, though a more careful study indicated
three-dimensional behavior of the foil boundary layer with separation.

The inception of tip vortex cavitation occurred either as an unsteady
appearance of a single bubble within one or two chord lengths from the tip
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Figure V4.14. Measured circulation as a function of distance
from the centerline of the vortex.
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or as a continuous cavity suddenly appearing from about the same position
and attaching itself to the tip. Typical cavitation phenomena with the
cambered foil are shown in Fig. V4.16. In particular, Figs. V4.16b and
V4.16c were taken with a strobe with a 5 micro second duration. Figure
V4.16a 18 an example of intermittent cavitation inception where a single
bubble 18 captured on the film in the vortex roll-up region. In other
cases, video tapes showed that the inception occurred as a continuous
cavity travelling upstream and attaching 1itself at the foil tip. An
example of this type of a developed tip vortex cavitation 1s shown in
Fig. V4.16b. In either case of inception, distinct sound pulses are
radiated. As the test section pressure 1is further decreased, the cavity
extends over the entire tip region, and subsequently the vortex develops a
twisted ribbon shape. The noise level decreases with the appearance of
fully developed cavitation until a cavity starts to cover a portion of the
foil tip with further lowering of the cavitation index. As the pressure is
further decreased, surface cavitation develops. As shown in Fig. V4.lé6c,
cavitation 1s observed in the region where trailing edge boundary layer
separation was predicted and observed in oil film visualization studies.

Three types of pressure traces were noted during tip vortex cavita-
tion in {inception. Typical {inception data shown in Fig. V4.17a have a
sharp pressure peak at the onset followed by a series of rebounds due to
bubble oscifllation and tunnel reverberation. Similar sharp pulses were
observed either when the intermittent short cavitation bubble becomes
visible at one or two chord lengths downstream in the tip vortex, or when a
continuous cavity appears at a similar axial position and rapidly moves
upstream and attaches itself to the foil tip. In other cases, very regular
low frequency oscillations occurred (see Fig. V4.17b). These low frequency
oscillations were observed at different gas contents, Reynolds numbers and
angles of attack. The frequency of oscillatfon varied from 2.5 KHz to 6
KHz depending on various test conditions. 1In many cases, particularly at
low angles of attack, cavitation incepticn had the appearance of elongated
bubbles, presumably the result of discrete portions of the vortex core
intermittently cavitating as shown in Fig. V4.16a. Although the natural
frequency of such elongated bubbles is unknown, the observed noise fre-
quency range 13 comparable to the natural frequencles of spherical bubbles
of equivalent size. One problem with this hypothesis as a cause of the
noise 1s that this type of noilse was observed over a wide range of gas
content. Unfortunately there 18 no discernible relationship between fre-—
quency and gas content. Further analysis of a cylindrical cavity is needed
to more accurately describe the source of the low frequency noise. The
third type of nnise source occurs when the gas content 1is low, or when the
cavitation indet: 1is lowered rather rapidly. Under such circumstances a
steady cavity core often appears suddenly. Figure V4.17 corresponds to
such a case, vhich displays a negative transient pressure due to this
cavity formation.

Once continuous tip vortex cavitation occurs, the nolse level
decreases markedly, as shown in Fig. V4.17c. As the pressure is further
decreased, the cavity core radius increases and the foil tip starts to
cavitate. The sound level significantly increases with the onset of a sur-
face cavity.

Within a very narrow band of cavitation number and at a surface cavity
angle of attack (~ 10*2°), a discrete tone 1is generated in the frequency
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range 340-900 Hz. Holding free stream velocity constant, it is observed
that the frequency of the tone varies continuously within a certain range
of cavitation number, a higher pitch correspondirg to higher cavitation
number and smaller cavity core radius. Limited data indicate that the fre-
quency varies almost linearly with velocity at constant cavitation number.
This phenomenon is apparently assoclated with cavitation on the suction
side of the tip and the braided structure of the vortex cavity. Under
strobscopic illumination, it 1s observed that the tip cavity pulsates and
the braided structure rotates in synchronism with the emitted tome. At
first it was conjectured that the phenomenon was due to a flow induced
vibration of the foll since the resonance frequency of the foll was deter-
mined to be about 400 Hz. The fact that the tomal frequency varied con-
tinuously with free stream velocity and cavitation number, discounts this
theory. The actual mechanism for noise generation in this regime remains
to be investigated.

As the cavitation index is further lowered, surface cavitation appears
in the vicinity of the region where a laminar separation and a turbulent
reattachement occurs. This region has been observed to be in agreement
with theoretical prediction and the flow visualization studies. The noise
level increases, mainly in the high frequency range, as shown in Fig.
V4.17d. No marked effect of different gas content (between 4.5 ppm and
12.5 ppm) was observed.

The effect of tunnel reverberation was studied for the cases of sur-
face cavitation inception as reported by Higuchi and Arndt (1985a). By
ensemble averaging the cavitation inception data, a wave form of a single
bubble collapse in the free field was obtained. A simple acoustic model of
the reverberant water channel was uti ized to quantify the reverberation in
a computer simulation. The power sjrectrum of a simulated single bubble
collapse was compared to the power spectrum of a simulated pulse with
reverberations and the Fourier transorm of the measured pressure trace.
It was found that the effects of reverberation on the measured spectrum was
only on the relative magnitude. The ieneral shape of the spectrum remained
unchanged and was in general agreement with Fitzpatrick and Strasberg's
(1956) theoretical spectrum for a single bubble.

Arakeri and Iyer (1986b) conducted a study of the noise due to bubble
induced by nuclei seeding by an electrolysis technique. They found that
the spectrum of the noise from multiple cavitation collapses retains the
shape cf the single bubble spectrum. The amplitude scales with the rate of
cavitation events. They also noted that the mutual 1interaction among
bubbles is negligible. This is consistent with our present computer simu-
lation of the single bubble collapse accompanied by reflected waves. The
important point 1is that cavitation noise can be studied in a highly rever-
berant water tunnel.

Acoustic spectra of tip vortex cavitation at different stages of deve-
lopment are present 1in Fig. V4.18. As mentloned earlier, two types of
acoustic signals were noted during tip vortex cavitation inception. The
power spectrum corresponding to an inception with a sharp sound pulse (Fig.
V4.17a) exhibited a gradual decrease of spectrum level at high frequency.
Unlike the spectra for surface cavitation 1iuception, no high frequency
spectral peak 1s noted. The power spectrum shown iIn Fig. V4.18b




corresponds to inception when there is a low frequency regular oscillation
(Fig. V4.17Db). A dominant peak 1is evident at low frequency, and the
spectrum drops off rather rapidly. The noise level decreases abruptly as
steady tip vortex cavitation develops to form a well defined cavity core
trailing from the tip of the foil (e.g. Fig. V4.16b). Figure V4.18 shows
the corresponding spectrum. Within a narrow range of the cavitation number
where the ribbon type cavity appears, the distinct tone i{s generated with a
sharp spectral peak at 340-900 Hz. The pitch decreases and then the noise
level decreases again at lower cavitation numbers. The noise level
increases dramatically, especially in the higher frequency bends when sur-
face cavitation appears, as shown in Fig. V4.18d. The power spectrum of
the combined tip vortex and surface cavitation 1s very similar to the
spectrum of continuous surface cavitation alone on the symmetric foil.
Thus 1t can be assumed that, when it occurs, surface cavitation 1is the
dominant noise source.

The present inception data under various conditions were examined for
their source locations and the results are tabulated in Rogers' thesis
(1987). Substantial scatter in the resulting positions (as much as 30 mm
under the similar conditions) were observed. Due to the small vertical
separation between the hydrophone No. 4 and the other hydrophones, the
numerical convergence of the vertical coordinate was often poor. In these
cases the vertical position of the visualized vortex was given as alter-
native input. The latter was the method reported earlier when only three
hydrophones were available (Higuchi et al., 1985b). In spite of the
scatter in the data, the present results clearly showed that the noise
sources are concentrated very close to the hydrofoil tip. They were either
within a couple of chord lengths downstream from the tip corresponding to
the vortex roll-up region, or in the immediate neighborhood of the foil tip
corresponding to the upstream end of the continuous cavity. These obser-
vations were 1in good agreement with the visual observation recorded on
video tape.

The findings of this investigation are summarized below:

Several different types of cavitation inception noise signatures were
noted. Cavitation 1inception was observed to be either the sudden
appearance of a continuous cavity or the intermittent appearance of an
elongated bubble extending axially over a relatively small portion of the
tip vortex. The transient noise signal due to the former type of inception
consisting 1initially of a negative pressure pulse implies that sudden
expansion of a cylindrical cavity was important in the noise generation
process. In the latter case, either high frequency, intermittent pulses,
or a relatively low frequency damped oscillation was observed in the noise
signature. It was not possible to relate the occurrence of either type of
signal with Reynolds number or gas content, nor was it possible to relate
the noise signals to gas bubble oscillation (pseudo cavitation) or to the
growth and collapse of true vapor cavities.

A hydrophone array was utilized to identify the noise source location.
In spite of 1limitations on spatial resolution and repeatability, the
results of this study clearly indicate that cavitation noise sources are
concentrated in the vortex rollup region, less than one chord length from
the tip of the hydrofoil.
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The noise intensity assoclated with fully developed tip vortex cavita-
tion 1s substantially lower than inception noise, or surface cavitation
noise, when it occurs. At high angle of attack, and under special cir-
cumstances, a very strong, low pitch tone occurs. The frequency of the
tone varied with cavity core radius and free stream velocity, discounting
the thought that this might be a flow induced vibration of the hydrofoil
itself. Although no conclusive statement could be made from the present
set of data, it was speculated that the oscillation of the twisted ribbon-
type cavity is responsible for this tone.

If surface cavitation occurs, it 1s the dominant noise source,
overwhelming any type of vortex cavitation noise. Surface cavitation in
the absence of tip vortex cavitation was examined with a hydrofoil having a
symmetric foil section. Well defined noise pulses were observed, which
correspond to individual bubble implosions on the hydrofoil surface. The
noise sources were concentrated in a narrow region on the foil.

Although these tests were carried out in a highly reverberant water
tunnel, experiments and computer simulations demonstrated that the shape of
the measured spectra was unaffected.
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The Covariance-Constrained Maximum Likelthood Method
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The Covariance-Constrained Maximum Likelihood Method (CCMLM)
defines a class of power sFectrum estimators which adjust Capon’s Maximum
Likelihood Method to best fit the observed covariance of the random process. In
this paper, a particular form of the CCMLM is introduced, several of its proper-
ties are discussed, and examples of its application are provided.

1. Introduction

sequences.

In recent years, there has been renewed interest 3. Derivation of the CCMLM
in spectrum estimation based on nobn-parametric pro-
cedures such as Capon’s Maximum Liielihood Method 3.1. Definitions

(MLM) or the Blackman-Tukey (BT) method. This Let P(u) be the original spectrum with covarisnce

interest stems, in part, from the observation that the matrix R of dimension NxN. We shall refer to P,(u)

performance of parametric procedures may be highly as the MLM spectrum that is obtained from R. Let

sensitive to errors in the assumed model [1]. Since the covariance matrix of P,(w) be R, and the error

MLM aed BT spectra are not formulated with respect covarisnce matrix £, be defined as

to a parametric representation of the spectrum, these

rocedures bave proven to be more robust to model- E,=R,-R (1)

ing errors than parametric methods. However, the Since the MLM spectrum does not match the observed

loss in resolutios, or fidelity, that is associated with sutocorrelation sequence, E, will be nonzero and is, in

these methods has remsined one of their primary fact, guaranteed to be positive definite since

disadvantages. Significant research effort, therefore, P\w)> P(w) 1‘1. Thus, E, is a valid covariance matrix

has been put into the development of procedures for and corresponds to the error spectrum E(u) defined as:

improving the performance of these pon-parametric

spectrum estimators. E(w) = P\(w) - P(w) (2
Improvements have been :hchieved through 32.2. Transformation of Pz, (v)

"post-estimator® procedures in which the original W int i — i

estimated spectrum is modified to satisfy additional Puiu (uﬁ i:ﬁ p""(:{';'::g g;,n“ t;a’nff:rm::'g’rié(z)bv(i;;

constraints. These constraints are most often stated transformation is to choose

with respect to the observed data or their statistics. ,

Most research has focussed on the BT spectrum [2,3}. P*(w) = P(v) - E{w) (3) A

With respect to the MLM, D’Assumpcao [4] bas pro-

posed an "inverse-{it” procedure that transforms the

MLM spectr:xm_‘mto ope with a covariance matrix R' the truncaled error covariance matrix E,. Therefore,

such that R*R-' x I, where R is the observed covari- it is necessary to estimate E(w) from E, and use £,(),

ance matrix. the estimated error spectrum, to modify the MLM
spectrum.

which, of course, cannot be achieved since we observe

In the following, we propose s new method for

modifying the spectrum. The Covariance- The CCMLM solves the problem of estimatin
Constrained MLM &CCMiM) modifies the MLM spec- the error spectrum by using thepMLM. Thus f
trum to minimize the difference between the observed

covariance matrix and that of the spectrum estimate. Ew) = _l_.._r._' 4
The paper is divided into three sections. In the first i) 1 (WE (W) @
section, the basic approach of the CCMLM is
presented and the “ﬂit)"ﬁl-"l iterative solution to the  where y(u) is the vector of Fourier coefficients. The
covariance-matching problem is proposed. The second  original spectrum is then updated by computing the .
section considers briefly issues of convergence of the difference
unity-gain procedure. Finally, the third section com-
pares the performance of the unity-gain CCMLM with Pyu) = P\(w) - E\{w) (5)
that of for several simulated observation
A-2
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Since the covariance matrix for £,(w) is bot necessarily
equal to E,,

Ryyf R (6)
and s new, non-zero error matrix results:
Ey=Ry-R (M

The results above suggest the following three-step
procedure for iteratively updating the C M spec-
"l':'ml; On the i-th stage, we are given P (v) from
which we

1. construet the error covariance matrix
E, =R -R (8

2. compute the MLM spectrum for the matrix £,

1
B4 e @

3. update the current CCMLM spectrum
P s{w) = P, () - E () (10)

The procedure is terminated when E, is sufficiently
close to the zero matrix.

Although other spectrum estimation methods
could be used to estimate the error spectrum at each
step, the MLM is chosen for several reasons. Firstly,
the MLM is often used in those cases for which
parametric methods are judged nappropriate because
of their poor approximation or statistical properties.
Therefore, having failed to estimate sccurately the
original spectrum, it is not clear that s parametric
model should estimate the error spectrum with any
greater fidelity. Secondly, un%l}’ nonparametrie
methods, the MLM is better than since 1t gives an
unbissed minimum-power estimate at each frequency.
Finally, the upper-bound [S] and local properties (8] of
the MLM suggest that poor fits to the error spectrum
over certsin regions of the spectrum will be confined
primarily to neighborhoods around those regions.

The upper-bound property of the MLM, however,
may also cause problems for the iterative procedure.
Let us consider the equation for the first update:

Pow) = Pyw) - E\(w) (11)

Since E,(w) 2E(w), Pyw) may become negative in
regions of the spectrum where the difference betwees
E,(w) and E(w) are large relative to P,(w). In such
cases, P (u) is no longer a valid power spectrum and
the updated error matrix £, is pot necemarily s
covariance metrix. Since the MLM is defined for
covariance matrices, the Don-positive matrix E,
presents s problem st the pext stage of the iteration.
One way to correct this problem is to introduce
weights in the update formulas for P, (v) and £ 3o
that (i) the spectrum is always non-negative and (ii)
the error matrix is always positive definite.

3.3. Uaity-galn procedure

There are several methods for incorporating the
positivity constraints into the update equstioss. Ia

A-3

the following, we propose a suboptimal solution to
this problem in which weights are selected incepes-
dently st esch stage of the iteration so that the
unity-gain constraint of the original MLM spectrum is
Emerved. Under these simplifying nsumftions. it

as been shown that the update equations depend on
s single scalar, 2, which must be selected to satisfy the
positivity constraints [6]. Therefore, the update equa-
tions for the unity-gain CCMIM are:

P u(w) = P, (v) - 8,B,(w) (12)
and
Elﬂ-st -‘lpl (la)

where the matrix D, is the covariance matrix for the
estimated error spectrum at the i-th stage, £, (wv). The
sequence is initialized by

1
P ) (e
and
E| -'|-R (IS)

The 4.'s are chosen at each stage such thet P.(v) 2 0
and E,,, is positive definite. In the examples that fol
low, 5, was selected by an iterative search procedure.

3. Convergeacs Properties.

Several comments with respeet to the conver
gence of the unity-gain procedure are necessary before
proceeding with examples of the CCMLM.

Tr E*. It can be shown that there will always
exist & non-3ero 8, at each stage of the iteration that
satisfies the positive-definiteness constraint. For such
8 psequence, the trace of the square of the updated
sequence. Furthermore, this result can be used to
sbow that the updated error spectrum is stable, in the
sense that is does not become unbounded as the
pumber of iterstions becomes large. In proving these
assertions, however, it is clear that the unity-gain
CCMLM will pot, in general, converge to s solution
for which the error covarisnce matrix goes to zero.
Therefore, the unity-gain CCMLM reduces the dispar-
ity between the o od and computed covariance
matrices, but does not pecessarily converge to an
exact match.

Slopping criteris. Stopping criteris have been
studied with respect to E, and an alternstive, E, .,
which is formed by taking the difference of the two
covariance matrices after each is normalized with
tespect (o variance along the main diagonal. Our
tesults indicate that the trace of E?, is s better meas-
ure of performance. For many test cases, this alterna-
tive measure of performance exhibits s local minimum
which corresponds to the best fitting estimate in the
o%eetul domain. This result is comsistent with the
observa.ion that further reductions in Tr E° reflect
sdjustments in the overall displacement of tbe
estimnated spectrum, rather thaa refinements in its
shape. Therefore, we suggest that a stopping criterion
based on thu ronn!isa erTor covariance matrix
preferable to oae based oa the nos-sormalised form.




Sensitivity to the f-seguence. Based oa simuls-
tions, the unity-gain C
{e cho

M does not appear to be
sensitive to t ice of Asequence; different 5
sequences appear to converge to the same spestrum.
The choice of p-sequence appears to determine only
the rate of convergence.

4. Examples

Figures 1-4 compare the CCMLM and MLM
methods for several test cases. The first two figures
show results from s simulstion based on a proposed
model of the wall-pressure spectrum benutﬁ s tur
bulent boundary layer using s linear array of sensors.
The remaining figures show results from simulations
based on spectra.

4.1. Wall-pressare Wavenumber Spectrum

Cousidersble interest exists among fluid-
dynamicists with respect to the wavenumber spectrum
of the wall-pressure field beneath a turbulent boun-
dary layer. Measurements have obtained accurate
estimates of this spectrum only in the peighborhood of
the convective ridge which appears as a broad peak in
the wavenumber domsin. There is, however, consider
sble controversy over the nature of the wavenumber
spectrum at very low wavenumbers. The dashed line
in Figures 1 and 2 represent one such model of this
wavenumber spectrum in which the spectrum is
approximately 50 dB below the convective peak at
wavenumbers of interest (7).

The nonhomogeneous nature of the turbulent
boundary layer restricts the aperture of the semsor
srray which is used to measure the wall pressure along
the boundary. Thus, this wavenumber speetrum esti-
matiop problem is similar to that found in other array
signal processing problems such as bearing estimatioa
in which the number of sensors is typic limited.
However, the performance criterion differs from that
most often assumed in these other spplications since
the estimstion problem is focused grunuily on the
general shape of the spectrum, rather than on the
resolution of spectrsl peaks. We are, therefore,
interested in a high-fidelity rather than high-
resolution procedure.

When high-resolution techpiques are applied to
this problem, it is found that they perform poorly ia
the regions of the noise floor and, therefore, are not
sppropriste {8]. Both the MLM and the CCMLM, oa
the other hand, exhibit considerably better fidelity.
The results of 4 simulations based on 12 sensors and
25 snapshots are shown by the solid curves for the
MLM (Figure lz and the CCMIM (Figure 2). In gen-
etal, the ﬂu of the CCMLM in the low wavenumber
region of the spectrum is reduced by more than 10 dB
from that exhibited by the MLM. This decrease in
bias is offset somewhat by an inecrease in the variance
of the estimate, although the effects in this simulation
are not great.

Figure 1
Simulations of the MLM (solid lines) for the Chase model of the
wall-pressure wavesumber spectrum (dashed lise) beneath s tur-
bulent boundary layer. Simulations are based o3 25 saapshots
of 3 12-sensor, uniform lisear array. Wavesamber is sormalized
with respect to the coavective peak.

P) {aB)

Figure 2
CCMLM results for the same coaditions in Figuse Ove.

4.3. ARMA spectrum ostimation.

One of the interesting properties of the CCMLM
is that it is a pole/zero form of estimator. This raises
the possibility that the CCMLM may be useful in
estimating spectrs. The examples shown in
mg 3 and 4 are based on 25 simulations of the

and CCMLM. The dashed line represents the
sctual ARMA(2,2) spectrum (see [9] for details on the
sgectn). Each simulation was based on 40 samples of
the ARMA process and estimates of the first 12 terms
in the autocorrelation sequence. The estimated mean
and variability (within 1 standard deviation of the
mean) of the C M spectra are shown by the solid
and dotted lines, respectively.

The results support the assumption that the
CCMLM is a useful procedure for estimating ARMA
spectra. Several trends in the dats are worth noting,
however. Although the fidelity of the CCMLM 1s
superior to that of MLM, the variance of the estima-
tor is also larger. When compared with that for other
ARMA methods, however, this variance is not unrea-
sonsble. Secondly, the CCMLM, unlike other A 'MA
methods, does not involve an explicit computat..n of
model order. An initial order is, of course, implicit in
the choice of dimemsion for the covarisnce matrix.
This selection trades bias against varisace and
tequires further study.
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Figure 3
MLM (top) and CCMLM (bottom) estimates for u}MA(z.zy
time dseries (dashed line) based on 40 sampies aad estimates of
the first 12 satocorrelstion lags. The solid lise in esch panel
shows the estimated mean aad the dotled lines repteseat a
range of 1 stapdard devistion about the meas.

1) ar ) (%) . (1}
r om)

Figure 4

MLM (top) ssd CCMLM (bottom) for a dip’«nc ARMA(2,2)
time series. Conventions are the same as ia Figure Three.

§. Conclusions .

The CCMLM is s general procedure which modi-
fies the MLM spectrum to obtain an estimate that is
more consistent with the observed covariance matnx.
An iterative suboptimal implementstion of this pro-
cedure reduces the differences between the observed
and computed covarisace matrices, but does not

srantee that this difference goes to zero. Neverthe-
F:s. the fidelity of the unity-gain CCMLM is superior
to that of the MLM and other parametric procedures
when evalusted for spectra which are not dominated
by multiple, narrowly spaced peaks.
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FREQUENCY-WAVENUMBER SPECTRAL ESTIMATION OF THE
WALL-PRESSURE FIELD BENEATH A TURBULENT BOUNDARY LAYER

G. H. Wakefisld snd M. Kaveh
Department of Electrica! Engineering
University of Minnesota
Minnespolis, Minnesots

ABSTRACT

We have investigated the application of two non-
{near dats-adaptive techniques to the problem of
estimating the frequency-wavenumber spectrum of the
pressure field beneath a Turbulent Boundary Layer.
Although the Maximus Likelihood Method (MLM) exhibite
greater bias at wavenumbers belov the convective
ridge, Monte Carlo simulations denonstrate that ({ts
varianco at each wavenusber is smaller than that of
the Baxieum Entropy Method and is, therefore, pre-
ferred in casss of limited numbers of sensore and
snapshots of data. Subspace extension of the MLM i
shown to improve its performance at low-wavenusbers.

INTRODUCTION

The problem of estimating the frequency-
wavenumber (w~k) spectrum of a random field is a topic
of great interest in the physical sciences. ¥hile a
"large-sampla™ theory for this estimation probles
exists, in practice many of the assumptions essential
to the theory are violated. Frequently, a random
field {e stationary and homogeneous only ovar rela-
tively small spatial separations and tesporal delays.
According to the definition, a ek epectrus for such
a field does not exist. Nevertheless, it is often
useful to characterize the local properties of the
field by a &k spectrum. In this case, one could
apply an estimation procedure that sssumes long data
records and many spatial samples to s problem with
very few temporal and spatisl samples and hope that
the resulte will be satisfactory. Unfortunately, they
rarely are.

The problem of 1isited temporal and apatial
records has generated a number of slternastive spectral
estimators. Much of the original work in this aresa
was in time—aseries analysis but has been extended,
over the last twenty years, to the analysis of
time/space wseries, particularly with respect to the
bearing estimation problea in rsdar and sonar.

This paper is as wmuch an effort to promote
cross-fertilization of i{deas among investigators ‘.

fluid mechanics and spectral estimation as it s an
{nvestigation and extension of spectral estimation
techniques to wall-pressure spectra. After reviewing
definitions and issues concerned with sampling, we
present a brief tutorial on {ssues and methods of
{mportance §n spectral estimation theory. WUe avoid a
reviaw of all known gpectral estimators and {netead
tocus attention on thres estimators that have dom-
inated research for many ysars. Thus, this section is
not {ntended as a survey of the available techniques
but rather ae an {ntroduction to the general prodlem
of spectral estimation based on limited samples of a
random field. Ve then discues an extension of the
Max{imum Likelihood Method and {nvestigate its applica-
tion for estimating wall-pressure w-k spectra.

DEFINITIONS

The autocorrelation function (acf) of a random
field ia defined as:

1 ]
O(tl.tZ';l.zz) =g p (tl.xl) p(tz.;z) ] (1)

whers p(t,x) is the pressure of the field at position
x and at time t, superscript "*" denotes complex con-

jugation and E[.] 4is the wetatistical expectation
operator,

For a stationary, homogeneous random field, the
acf is invarfant with respect to temporal lag and spa-
tial separation and can be written as:

$(1LE) = EL P (L,x) p(ter,xeb) ) 2

The frequency-wavenumber (w—fk) spectrum of & sta-
tionary, homogeneous random field ie the Fourier
trangform of the fiald’s acf with respect to temporal
lag and spatial separation:

t
Pluk) = f § #¢1,8) o 1R E) 44 (3)
where "t" denotes the transpose of the vecter.
Although the acf and w-f spectrum specify com

pletely the second-crder statistice of a stationary,
homogensous random field, one or the other {s often

A-6
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Fig. 1. Theoretical wavenumber spectra for two models
(Corcos and Chase) of the wall pressure beneath s TBL
are shown. The absciesa {s plotted in units of k nor-
malized by the ratio of radian frequency to convective
velocity. The ordinate i{s plotted in dB relative to
the maxisum value cf each individual spectrum.

more appropriate when it is necessary to characterize
particular properties of the field. For example, the
scf {e wuseful in detersining the temporal lags and
spatial separations over which events in the field
tend to be highly correlated. The w-k spectrua
characterizee directly the average distribution of
power in the field across frequency and wavenumber.
The latter characterization is isportant in the physi-
cal description of the pressure field {nduced by a
Turbulent Boundary Layer (TBL) along the wall boun-
dary.

MODELS OF THE WALL PRESSURE SPECTRUM

For many years, fluid dynamicists have been
interested in the frequency-wavenumber characteristics
of fluctuations in wall pressure that are induced by
the Turbulent Boundary Layer. This {nterest has led
to several models of the wall pressure spectrum, e.g.,
Corcos (1), Chase (2), and Ffocz-Villiams (3).

There tends to be general agreement among theore-
ticianse as to the properties of the wall pressure w-}
spectrum st wavenusbers corfesponding to convection of
turbulent preseures. At & given frequency, the
wavenumber spectrum in the direction of flow ie a
smooth, cont inuous function of wavenumber which
reaches a maximum at the so-called convective peak.
The location of this peak is, to a first approxima-
tion, proportional to the ratio of frequency w and
convective velocity u . The greatest disagreesent
among theoreticians cSncorno properties of the
wavenumber epectrum below the convective peak. This
disagreement centers around two issues: the general
roll-off {in spectrum level with k and the presence of
spatially narrowband cosponents at very low
wavenumbers.

An example of the differences in spectral roll-
off 1’ shown in Figure One where the Chase and Corcos
sodels” of the wavenumber spectrus are coppared for o
norsalized frequency w of 0.3 (@ = wé Iql. where u
= 10 m/s, 18 the fres-stream velocity and § "= 0.0012
® is the doundary layer displacement thickness).

MEASUREMENT OF THE WALL PRESSURE FIELD

Heasurement of the wall pressure field 1is, of
course, necessary as & first step towards estimating
the w-k spectrus. Various approsches have been sug-
gested for obtaining such messuremsents. The approach
taken in this paper measures the wall pressure field
by an array of pressure transducers that are mounted
flush along the surface of the wall. WUe consider only
the one dimsnsional w-k spectrum estimation probdles;
therefore, the gromatry of the sensor array is res-
tricted to the 1 ne and & uniforas separation d between
sensors is assumed.
developed for the one-dimensional linear uniforms array
can be extended directly to the estimation problem for
the two-dimensional «-} spectrum based on a rectangu-
lar uniform array.

To avoid alifasing, the wall pressure field msust
be sampled at frequencies and wavenumbers greater than
twice the Dhighest corresponding frequency and
wavenumbers of the field. When the spectrum is not
bandlimited, pre-filtering is necessary to restrict
ths bdandwidth and theredy aminimize the effects of
aliasing. 1In the time domain, such pre-filtering is
accomplished by lowpass filtering the sensor output
prior to time sampling. Pre-filtering in the spatial
domain is much wmore difficult eince one cannot
manipulate the field prior to saspling at the array.
Therefore, the recovery of the wavenumber spectrum at
a given frequency is limited directly by d , the
separation between the centers of adjacent sensors;
components at wavenuabers above the Nyquiot
wavenumber l“ will be aliased into the sampled spec-
trus,

The models of the wall pressure u—k spectrus sug-
gest that for each frequency the wavenusber spectrum
has a bandpass characteristic and, except for the Cor-
cos wmodel, e predominantly one-sided. The sampling
wavenumber for one-sided bandpass procedses can be
reduced by a factor of two since components f os k_, to
2k, sre aliased into the zero region of the orlg!n-l
spectrum. If we assume & one-sided spectrum and
furthersore assume that the spectrum is highly
attenuated above the convective pesak, then the maximum
frequency for which the w—k spectrum can be recovere”
after spatial sampling is:

f-‘x = (uc)/d (4)

where the convective peak {s located at k = “/“c'
The effect of finite sensor size 1s to lowpass

filter the random field in the wavenumber domain., If
the face of the sensor is assumed to be circular with

1. For the Chase model, the proportionality constants
were: convective velocity/free-stream velocity = 0.8,
friction velocity/convective velocity = 0.05, and
boundary layer displacement/boundary layer dieplace-
sent thicknees = 8.0. The model parameters are from
(2) end were obtained originelly by fitting the model
to Bull’s data (4): u = 0.176, a” = 0.766, b_ = 0.756,
b, = 0.378, andr, = 0.309. The pcrlnotc' 8 of the
CSrco. sodel was set to 0.11.

2. The Nyquist wavenumber k_ ie defined as &k, = 1/2 k
where k_ = 2u/d {s the lllp!ing wavenumber (!loo knowh
as oithér the grating lobe wavenumber or the aliaseing
lobe wavenumber).

2 AU NN o AT NI A WU VLN o Y W € Wt

Nevertheless, the techniques.
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Fig. 2. Chase spectra are shown by the solid lines for
various frequencies (100 to 1000 Hz in 100 Hz steps)
and the espatial response of an {ideal transducer
(radius = 0.005m) ts ghown by the dashed line. The
solid vertical line denctes the highest wavenumber
sampling frequency that can be obtained in theory ( d
= 2 x radfus ); in practice, the sampling wavenuaber
will be wsignificantly lower due to physical con-
straints in sensor placement.

radius r and uniformly sensitive, then the wavenumber
response characterigtic of the sensor can be written:

_ 4Jf(ir)
|H(R)}" & ——— ($)
(ir)2
where K = ( X2 + ug y V2 ond J)(-) is a first order

Bessel functiodn.

The width of the main lobe of this lowpass filter
is inversely proportional to the diameter of the sen-
sor. Therefore, greater lowpass filtering of the
wavenumber spectrum {s achieved only by increasing the
size of the saensor. Such an increase in esize, how-
ever, increases the lower limit of the sensor spacing
and therefore decreases f Since the lower bound
on d e the diameter of Lﬂsxaen.or. finite mensor size
cannot act as & "pre-filter™ to attenuate the convec-
tive region of the spectrum. This {s demcnetrated in
Figure 2 where the wavenumber response of the ideal
circular weensor of radfue 0.005 m {e shown along with
a family of wavenumber spectra generated by the Chase
mode]l with frequency as the parameter. VWavenumber s
normalized to the boundary layer displacement thick-
ness, [ = 0.00125 w=. The marimim unalfased
wavenumber of inversely proportional ‘¢ the sparing of
the sensore, which spacing can be as small ae 'he sen-
sor diameter 0.01 m; thie maximum waverurber {e {ndi-
cated {n non-dimensional ccordinates by the eolid
vertical line {n Figure 2. Finite sereor eize hel.ps,
to eome extent, by further attenuating cosponents in
the wavenusber spectrum that are well abcve ‘he con-
vective region of the spectrum but {t cannat prevent
severe aliasing if gpmctra are estimsted at frequen-
cies above f =y /d .

sax c

ESTIMATION OF THE FREQUENCY-WAVENUMBER SPECTRUNM

The preceding section on messursment formulated
the abdsolute limite for the recovery of a contiruous
random field from 1{its samples (n time and space.
These 1limite also reetrict any estimate of the w-k
spectrum to the unaliased region of the spectrum.
Besides these sampling limite, the fact that the field
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is measured over a finite period of time by & finite
aperture array implies that even within this unaliased
region of the spectrum, errorless recovery is {mpossi-
ble; statistical errors in the estimator and res-
tricted samples of the acf limit the performance of
any procedure.

The spectral estimstion problem is posed with
respect to limftations in the measurements: given s
finite sample at discrete points in time and space of
a random field, w» are interested fn processing ths
data to provide ti.s - st” estimate of the w-k spec-
trum.

Statistical es. :mators g(x) are functions that
operate on data x to estimste some characteristic or
parameter (8) of the data. Since the data are random,
each g(x) will have a probability distribution func-
tion (pdf) that depends directly on the stochastic
representation of the data. Statistical estimators
have many properties by which they are judged to be
good. Thbe bias b_(8) and variance var_(@) of an esti-
mator ( 8= g(x)) ire the first and econd central
moments of pdf, i.e.,

b.(ﬁ) = E[ g(8) - @) (6)
vnr'(Q) = E[ (g(9) - 9)2 )] 1))

There are numerous ways to estimate a given
characteristic of the data. In general, bias and
veriance are criteria that are used to determine which
eatimator, from a given set, is best. In the idesl
case, the beet estimator is unbiased and exhibits the
least variance among those estimators in the set; in
practice, this {s not always true. Optisum estimation
techniquee, such as maximum likelihood estimation, are
often useful in deriving a “best™ estimator for a
given problem. For this reason, the development of
epectrun estimation theory has been based on “empiri-
cal” research in the sense that the theory consists of
numerous forme of estimators sach of which performs
well for a given class of problems but none of which
is neceesarily optimum among the class of all possible
estimators.

This section reviews three general forms of spec-
tral estimator that have besen proposed in the litera-
ture and diecusses the performance of each with
respect to bias and variance for the Corcos and Chase
models of the wall pressure w—k spectrum. We consider
the problem of bias and variance separately. Ini-
tially, the effects of truncating the acf on the
deterministic component of the sstimator blas are stu-
died by computing the estimated spectrum based on
sxact values of the truncated acf. Later, we consider
bias and variance in greater detail by use of Nonte
Carlo sisulation.

Without loss of generality, each estimator s
fntroduced by considering the estimation of the power
spectrum of a stochastic process: the resulte are the
same for the wavenumber spectrum of s stochastic spa-
tial field.

Let ri{t}, be the autocorrelation function of the
storhastic proceses, and let r{(1 ) be ite sampled ver-
sion. In practice, r(t ) sust be estimated from the
saspled process by some appropriate technique. Let
.1 ) denote such an estimate. Finally, essume that
P wl, tha power epectrun, is a lowpass process and
that the sampling frequency is seufficiently high to
prevent aliseing.
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Fourier Jransfors of the Truncated acf: Blackeag-Tukey
and Periedograp mnthode

The Blackman-Tukey method estimates P(w) by per-
forming & discrete Fourier transform (DFT) on a win-
dowed version of length L of the estimated acf:

Pgr(®) = DFTL w(1,) ;(1‘) ) (8)

Ore computational disadvantage of the Blackman—
Tukey method is that the sasple acf aust be estimated
first from the data. The periodogram is an alterns-
tive procedure that estimates the power spectrus
directly from the data x{(t ) by segmenting the data
into ¢ sections of length N, performing a DFT on esach
ssction, and a-eraging over section transforme. The
estimate of th)r power spectrum is taken as the average
of the squared magnitude of the transforms. Thus:

) 2
P (@) = (1/8) T | DFT( g (x) ) | 9

Tre Black san-Tukey and periodogram methods yield
different est mated spectra but, on the average, the
periodcgramn me _hod is the same as the Blackman-Tukey
method with s Bartlett (triangular) window applied to
the first N-1 Zags.

Blas. The effect of truncating the acf at lag L
on estimator bias can be studied by substituting the
exact expression of r(t. ) and computing the P__(w).
For an arbitrery window, the P__(w) can be ro-u’!ttcn
in the frequency domain as the ggnvolution of the true
spectrum with the window function:

P'T(u) = ¥ (w) * Plw) (10)

where “*" deno .es the convolution operator. Thus, the
resulting spe:tral estimate is smoothed due to smear-
ing of adjacent compcnents in the spectrum by ths main
lobe and to leakage of more distant components through
the sidelobes >f W(w). Bias can be reduced to arbi-
trerily small values but only by taking more samples
of the acf.

Capon’se Maxipus Likelihood Hethed.
The gene: al form of the averaged periodogras ie:
P (w) = (1/5) T | w™w), 17 an
where superscript "h” denotes the conjugate transpose,
and, for the specific case of the periodogram,

w(w) = g(w), the discrete Fourier operator:
Jox, JU(I-I)'(.

gw) = (1,0 %, v an
and B, is the data x‘ written in vector form:
By = (X Xgpeeer Xoom * 1y

Taking 'he expectation of both eides of Eq. (l1)
yielde:

Py(w) = e R g(w) (14)

which {e a quacdretic form ({nvolving the covariance
satrix R of the random vector x:

reRlzx") (15)

In the periodogram method, g(w) has the same form
regardlese of the particuler w. In Capon’e forsule-
tion, w(w) {s chosen for sach frequency to ainimise

the expected estimate of the power subject to the con-
straint that the spectral component at « is passed
with unity gain:

min E( I!h(u)xlz ]  with |P(u)g(u) =1 (l6)

This minimization problem can be solved using Lagrange
sultipliers to yleld:

0
pw) = —— an
g (W)R “g(®)
and
1
Py = (18

Ln g

Capon’s method has alsc been termed the Naximum
Likelihood Method (MLM) although ft is not the saximum
likelihood estimate of power spectral density.
Nevertheless, the tera MLM continues to be used when
referring to Capon’e method and we, too, shall adhere
to this (misleading) convention.

Bias. Trunceting the acf in the Fourfer-based
methods 1is equivalent, for the determinietic case to
convolving the power spectrum with that of the lag
window. The effects of truncation on the HLM spectrus
are sore difficult to characterize since ths “window®
changes as a function of frequency and depends on the
covariance matrix R. In general, bias can only be
evaluated by comparing the MLM spectrum with examsples
from the particular class of spectra that are under
consideration.

Haxisys Entropy Hethod

Given the sample acf, r(t ), truncated after lag
L, an infinite number of P(w) ‘xiot that have r(t‘) as
the first L+l terms in their acf sequence (5). ° The
Maximum Entropy Method selects that P/w) from this
infinite set which has the maximum entropy. This
optimization problem can be written as:

max f In P(w) de (19)
such that ;(u) satisfies
- Jtiu
r(t‘) = [ Plu) @ de, {0, L (20)

For the one-dimensional case with uniforaly
spaced samples, the MEM solution reduces to another
form of spectral estimator, the all-pole or auto-
regressive (AR) estimator, {n which the wavenuaber
spectrum is approximated by an all-pole spectrums.
Thus,

4
— %
Qan
[ 4 (w) =
HEN i1 - ataen?

where the coefficient vector g is determined fros the
covariance matrix R (§):

a=tl; (22)

with

L= (r(\l). r(tz)..... r(\L))t (23)




Piss. By maximizing the entropy, the MEM solu-
tion forces the least amount of "structure™ onto the

correlation-matching P(w). In the case of one-
dimensional unifora sampling, this solution fmplies
that an all-pole sodel of order L {s the most entropic
choice. It is not clear how bias and entropy are
related. If, in fact, the spectrum i{s all-pole of
order L, then tha MEM solution s exact and there is
no blas. When the spectrum i{s unknown and few assump-
tions cen be sade 3 prjori as to the appropriateness
of an all-pole model of given order, the question of
bias resains unanswered. Considerable sitention has
been paid to this fesue and it remains an active area
of research.

¥onlinear Data-adaptive procedures.

Both MLM and AR are examples of data-sdaptive
procedures in which the weighting vector (w) or the AR
cosfficient vector (3) depend nonlinearly on the
sample coveriance R. This contrasts with the linear
dependerice of the two Fourier methods on R.

Interest in nonlinear data-adaptive procedures
developed quickly when it was shown in the mid-1960'se
that such methods are better able to resolve closely
spaced peaks in the spectrum than Fourier methods for
equal nusbers of lags and high signal-to-noise ratio.
The ters “high-resoclution” has often been applied to
estimators such as AR and MLM with reference to their
superior resoclutfon of spectra that consist of several
line components in a white background noise. The
study of spectral estimation has since been dominsted
by the probles of resolving peaks In the gpectrum
under conditions of very few noisy samples of the acf.
Therefore, many of the high-resolution spectral esti-
sators that have been developed over the past decade
should be more appropriately labeled parameter estima-
tors since the measure of performance reflects the
accuracy with which the eetimator locates the spectral
peaks.

In general, the spectrum predicted by any of the
sodels of the wall-pressure field is not dominated by
narrowband peaks nor does the {interest 1lie particu-
larly in measuring the spectrum within the region of
the broad convect‘ve peak. Instead, the reesearch
focus is on estimsting accurately the wavenumber spec-—
trum over s broad range of k. Thus, the estimator
must exhidbit minimum bias or high fidelity over a tar-
getted region of the spectrum rather than resolve
peaks that are located throughout the spectrum, Since
both MLM and AR modeling are nonlinear data-adaptive
procedures that have been designed for resolution
(parameter estimation) rather than spectral fidelity
(spectral estimation), it {s not clear whether resolu-
tion for line spectra extends to fidelity for broad,
smooth epectra.

==

Seectral setimstion: temporal gcomponent of the -k
spectrym.

The w—k spectrum can be estimated in one step by
applying & aultidimenaional versfion of cne of the
three methode discussed above, or, slternatively, in
two eteps by first estimating the cross-spectral den-
sity (CSD) as a function of frequency where

F(w,€) » § $(1,6) o 3% aq (24)

and then estimating the wavenumber spectrum from the

CSD using
P(w,k) = § [(w, &) o3¢ gE (25)

Because of {ts cosputational efficiency and
well-developed theory of bias and varfance, the
Fourier approach is generally preferred when there |is
sufficient data available for processing. In the case
of TBL studies, the amount of data esmpled over time
is 1limited primerily by the aveilability of storage
space and by the time span of ths experiment. The
number of spatial samples, however, is usually very
restricted both because of the difficulties associated
with calibrating and maintaining large arraye and
because of the relatively small range over which the
pressurs field can be assumed to be homogeneous.
Therefors, a two-stage approach to the estimation
problem is appropriate in which the frequency com
ponent {s estimated froa DFTs of the sampled time
series of each of the sensors.

Spectral estimpatjon: gpatial gcomponent of the w-k
spectrus.

Assume that the pressure (ield is sensed by an
N-element linear unifora array. Let x (jw) be the s-
th snapshat of the li{near array at frequency w, {.e.,
x (jw) is a complex MN-dimensional vector with com-
pgn-nta x {jw) equal to i-th sensor ocutput that s
ovaluatod"}t complex frequency jw over the s-th time
segment of the data. As noted above, x. (Jw) can Dde
obtained by performing a DFT on the !*-c—log-.ntod
data. The samsple cross-spectral density matrix (CSDM)
at frequency w, R(w), {s formed by susming across the
outer product of the snapshots:

R(w) = (1/5) E X, (Ju) xo(Jw) (26)

For notational convenience, the dependence of R and

on w s assused {mplicitly, so the argument w is
dropped.

A periodogram estimate of the wavenumber spectrum
is equivalent to appropriately steering the deam of
the array for a desired wavenumber k and taking the
squared magnitude of the steered array output as the
estimate of the wavenumber spectrum:

P (k) = Q) R 8(0) an

where (k) {s the discrete Fouriar oparator with
respect to the spatially sampled data.

Recall that the primary concern with the Fourier
approach is the potential bias that can exist due to
smearing of the true spectrum by the main lobe of the
lag window and leakage of the spectrum through the
side lobes. For & small number of sensorse, the
degrees of freedos available for designing a suitadle
lag window are restricted so that an array response
with sufficient selectivity at the k of interest and
nulls away from that k {s diff{cult, {if not impossi-
ble, to design for arbitrary spectra and for all k.

Spatial analogs for AR and for MNLN follow
directly from the temporal results by denoting the
output of the spatial sensore at a given w as the data
and sudbstituting the eampled CSD and CSDM for ;(1i)
and the covariance matrix R, respectively.

The performsance of the periodogtas 1s compared
with MLM and AR modeling i{n the two panels of Figure 3

I TAFNMFNEAN A ATAERY L RS Re = e




POe’) (D)

-2 2 [} ] 2

Pr’) (aB)

Fig. 3. The performance of three spectrsl estimators,
Fourier transtormation (FT), Maxisum Likelihood Method
(HLH), and Auto-Regressive Modeling (AR) are compared
for the Corcos and Chase models of the wall-pressure
wavenumbsr spectrum. The computed spectra are based on
exact values of the CSDM for » 12-sensor linesr uni-
form array.

for the Chase and Corcos models (dotted lines) of the
wall pressure wavenusber spectrus. For comparison
purposes, the sethods are ovasunt.d based on a 1linear
uniform array of 12 sensors . The results are based
on the sxact CSDM for sach model. Each result is
referenced with respect to its peak.

The performance of the periodogras is ressonably
accurate for the Corcos model but is considerably
bissed for the Chase model. Tharefores, the Corcos
model {s sufficiently droad and smooth that convolving
it with the wavenumber spectrus of the 1lag window,
e.5., the beampattern of the 12-sensor array, has lit-
tle effect on the final estimate. On the other hand,
the periodogram {e unable to follow the spectral
roll-off of the Chase wodel due primarily to the
effects of sidelobe leakage. The differences between
the two computed spectra are very elight. If the
effects of statistical error in estimsting the CSDM
are included, the distridbutions of the estimator for
the two spectras overlsp considerably. Therefore, the

3. As the final gosl of the estimation design is to
praocess data from the SAFHL (Saint Anthony Falls Hy~
dreulics Leboratory) test facility at the University
of HNinnesota, all aethods were svaluated within the
limits of the number of sensors available for the ex~
periment.
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Fig. 4. The performance of two spectral estimaters,
MLM and AR, are compared when the CSDM fs estimsted
from 25 snapshots of the l2-sensor linear uniforam
array. The Chase spectrum is shown by the dashed
lines and the four eimulations for each estimator are
shown by the sclid lines.

periodogram (beamforming) method is inadequate as an
estimate of the wavenumber spectrum, particularly in
the very low wavenumber regime.

The AR model and the MLM follow the general trend
of the two models quite well. V¥hen referenced to the
peak level, MLN provides an upper bound on the under-
lying spectrum in both cases. AR, on the other hand,
exhibits less bias, on the averagse, particularly for
the Chase model, but also introduces rippling in both
of the computed spectra. This rippling reflects the
poor fit betwsen these spectra and ones senerated by
all-pole models of order 11. The two methods differ
considerably with respect to bias {n the very low
wavenusber region of the spectrum. MNLN shows more
than 10 dB of bias for wavenumbers that are less than
1 decade below the convective peak. AR, on the other
hand, exhibits little biss over this region.

Yariance of the estimates. It {s difficult, f{n
general, to obtain a closed-fors expression for the
variance of the AR spectral estimate for the small-
sample case. Therefors, Nonte Carlec simuletions were
performed to study the sensitivity of AR and of MLM to
statistical errors in the estimate of the cson, R,
fr.m the deta. Inetead of sfmulating the data vector
x ander (jw) directly, R was simulated using a complex
Vishart distribution (1). Figure 4 compares the
results of four stmulations with the actual spectrum
when R is estimated from 25 snapshote of the data. As
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Fig. 5. 95% confidence intervals based on 200 simula-
tions of the AR and MLM estimators are shown by the
solid lines and the mean is shown by the dashed 1line.
Monte Carlo 9imulations were based on 25 snapshots
from a 12-gensor linear uniform array.

can be seen, the effects of statistical error on the
performance of AR are substantially greater than those
on MLM. Fligure 5 shows 95% confidence intervals that
are based on 200 simulations which support these con-
clusions.

Evalustion of the three methods

The effect of truncating the crogss-spectrum on
the bdias can be reduced, for each estimator, only by
increasing the total number of sensgors. Since this
value s determined by the constraints of the experi-
ment, a periodogram {beamforming) approach cannot
recover the underlying spectrum with sufficient fidel~
ity in the low-wavenumber region. The truncation
effecta are less severe for both MLM and AR; MLM
overestimates the underlying spectrum whereas AR exhi-
bits fidelity which {s superior to that of MLM, par-
ticularly at low wavenumbers for the Chase spectrum,
but introduces false "peaks” or "ripples” throughout
the computed spectrum. Nonetheless, AR {8 consider-
ably wmore eensitive to statistical errors than MLM.
Thus, the superior fidelity of AR can be realized, In
practice, only by increasing substantially the number
of snapshots used to estimste the CSDM. NLM, on the
other hand, i{s less sensitive to these effects but is
also more biased than AR in the region of interest.

In addition to statistical error, the performance
of sach method can be degraded by mismatches in phase
and amplitude across the sengors and by errore in sen-
sor placement. Studies of these effects have shown
that AR {e also more sensitive than HLM to these
errors in the design of the linear array (8, 9).

SUBSPACE EXTENSION OF CAPON’S METHOD: se-MLM

The relatively atable behavior of MLM asuggests
that it ie a useful estimate of the upper bound of the
true wa - pressure wavenumber spectrum at a given w
In the ollowing, we develop a new method whereby the
performance of MLM can be {mproved over a targeted
region of the spectrum.

Consider the eigen-decomposition of the CSDM R:
h
R=7¥ AR R (28)

whers A, and are the i-th eigenvalue and eigenvec-
tor of 'R, ro:ioclivoly. Substituting this expression
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Fig. 6. Eigenbeams for the Chase model (dashed line)
based on a 12-sensor linear uniform array are shown by
the solid lines for the first three largest eigen-
values.

into Eq. (18),

1
P . (k) = (29)
Hid TSI 1 &, z.:' (k)
we find
1
Prin(®) = (30)

2
b l/x‘ | Zi(k) |

where Z (k) = !h o(k). Thus, the MLM estimate st each
k {s inversely proportional to the weighted sum of the
power in each Fourier traneformed eigenvector at that
k.

Let us consider the spectral properties of the
eigenvectors of the Chu-! CSDN. In Figure 6, the
eigenbeams, e.g., | Z (k) |7, of the eigenvectors that
cocrrespond to the hree largest eigenvalues of the
Chase spectrum are shown. These eigenbeams vary with
eigenvalue dominance. The wmain lobe of the largest
eigenvector (the eigenvector with the largeet efigen-
value) {s centered on the convective psak of the spec-
trum. For the second and third eigenvectors, the

mainlobe splits in two and a slight null i{s introduced .
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at the convective peak. For smaller eigenvectors (not
shown {n the Figure) a single mainlobe structure re-
appears first at low wavenumbers and finally in the
negative wavenusber region of the spectrum. Along
with this migration in the location of the mainlobde,
the null in the eigenbeam bacomes stronger and broader
at the lower eigenvalues and §{s 1localized in the
neighborhood of the convective peak.

Reduction of Bias: Subepace Analvsis

As argued above, the performance of the MLM over
a specific region of the wavenumber spectrus is deter-
mined by the relative dominance of the weighted powers
of the eigenvectors in that region. Thus, an improve-
ment in the fidelity may be achieved by perforaming the
MLN on an appropriate subspsce of R, rather than on
the full space.

To determine an such appropriate subspace, the
performance of the MLM over all possible subspaces of
R sust be determined for the targetted region of the
spectrum. Given a auitable choice of error metric
d(.,.), the problem becomes:

ain  d( p(X), p(K)) 31

where the minimization is performed over all possible
subspaces R_ of R and p(k) i@ termed the design spec-
trus. The -ablpnce estimate takes the fora:

1

(k) = (32)

P
ss—-HMLM 2
I l/xJ | :J(h)l

where the sumsation extends over the indices cf the
chosen subepace R..

The search procedure for the optimal subspace {s
over all possible combinetions of the CSDM eigenspaces
and thus can become computationally inteneive even for
a wmoderate number of sensors. An alternative search
procedure is used for designing the subspaces for the
Chase and Corcos epactra. This procedure searches
through an embedded set of subspaces by removing, at
sach stage, the sigenspace of the largest sigenvalue
of the subspace and selecting as the “optimal™ sud-
space that which ainimizes the wmean-square error
between the estimate and the design spectrum over
wavenusbers between 0 and the convective peak.

Figure 7 shows results from four Monte Carloe
simulations in which the MLY was performed on the
subspace spanned by the 10 emallest eigenvectors of
the estimated CSDM. The procedure reduces the dias
from 10 tc 4 dB within one decade below the convective
peak. Furthermore, the procedure is r ¢ overly sensi-
tive to statistical error as was the case for AR.
Similar results were obtained for the Corcos model.
For this spectrum, however, the ainimizing subspace
was spanned by the 11 smallest eigenvectors.

Eurther Refipement

The subspace technique cen be further refined by
i{ncluding fractional weighting of the eigenspaces.
Under such an approach, each eigsnepace is sssigned a
value be'ween O and 1 rather than the binary value 0
or 1. The sdvantage of fractionsl weighting is that a
better fit to the design spectrum over the targetted
region can be achieved. This refinesent of the pro-
cedure 1is far sore sensitive to statistical errors.
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Fig. 7. The performance of the MLM using the subspace
of t'e CSDM spanned by the 10 smallest eigenvectors,
i.¢., the eigenvectors corresponding to th: 10 smal-
lest eigenvalues, is compared with the Cha e¢ spectrum.
Each solid line denotes the sisulated perfourmance of a
12-sensor linear uniform array using 25 snapshots of
the datas.

Since the weighting scheme depends on the exact eigen—
values, statistical errors {n the estimated eigen-
values are squivalent to T"de-tuning®™ the refinement
procedure. Therefors, the success of fractional
weighting depends to a large extent on the sensitivity
of the spectral error metric to perturbations in the
weights which, in turn, is a function of the design
spectrum,

CORCLUSIONS

Estimation of the fresquency-wavenumber spectrum
of a random field is a difficult problem when rela-
tively 1ittle data {s available. Sources of error {n
the estimated spectrum include truncation of the acf
and statistical errors in estimates of the acf. Non-
linear spectral estimators exist and are known to per-
form well for certain claeses of frequency-wavenusber
spectra under a resolution criterion. These estima-
tors, however, are not necessarily the best choice for
8ll classes of spectra. In particular, the claes of
smooth, broad spectra that are thought to be charasc-
teristic of the wall-pressure fluctuations dbeneath a
Turbulent Boundary Layer are estimated with greater
fidelity by the Maximum Likelihood Method rather than
by Auto-Regressive modeling, i.e., the Maximus Entropy
Nethod for the case of a linear uniform array.
Further fmprovement in the fidelity of the estisste
can be realized by performing the NMaximum Likelihood
Method on an appropriately selected subspace of the
croses-spectral density matrix R.
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FREQUENCY-WAVENUMBER SPECTRAL ESTIMATION OF
NON-PLANAR RANDOM FIELDS
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ABSTRACT
Spectral estimation for a class of
smooth, broad spectra generated by the

discussed in
fidelity and sensitivity
when the number of

Turbuient Boundary Layer is
terms of spectral
to statistical error.
sensors is timited, which 1{is often the
case in array problems, MLM-based estima-
tors exhibit better performance than all-
pole models. These performance giffer-
ences underscore the fact that for certain
classes of spectra high-resolution and
hRigh-figelity are competing criteri1a.

INTRODUCT ION

The past twenty years have witnessed

a growth in the number of spectral estima-
tors used in array processing, particu-
larly 1in the area of socurce-angle estima-

tion. Although this

time-series eqQuiva'ent,
frequencies of sinusoids.,
approached within the context of spec:ral
est ‘mation, both are more appropriately
character ized as parameter -estimation
problems for which source-wavenumber (or
frequency) serves as the unknown parame-
ter. New estimators of source angle are
often eva'uated on the extent t0 which the
spectrum is resolved into peaks that
correspond to the correct bearing of each

problem and its
the estfmatico of
have often —ween

cf the sources. In the more general case
of spectral, as opposed to parameter,
estimation, the ‘typical’ spectrum may not

be dominated by strong reaks so that esti-
mators which exhibit high-resolution may
exhibit wOrse performance than others
because of poorer fidelity in regions away
from the spectral peaks. OQOur work focuses
on the problem of spectral estimation as
opposed to parameter estimation, and is
mot ivated specifically by a measurement
problem in fluid dynamics.

WAVENUMBER SPECTRUM OF THE TBL

For well over & century, turbulence
ras been a odominant focus of research in
fluid dynamics, both from a t-ecretical as
wel)l as measurement standpcint. Due to
its stochastic nature, most efforts tave
been Adirected to characterizing the first

MN 55455

bulent field. Models based largely on
theory predict a broad, unimoda't
wavenumber spectrum {n the direction of
streamwise flow for wall pressure beneath
a turbulent boundary layer (TBL). For

wavenumbers near the convective peak,
models are consistent with physical
measurement, but for low wavenumbers,
where reliable data is almost monexistent,
these models differ significantly with
respect to level and smoothness of the
spectrum. Although the spectrum level at
low wavenumters is believed to be small,
e.g., 30-50 0B below that of the convec-
tive peak, accurate estimates are essen-
tial to an understarding of turbulence and
fts effect on the structural stabflity of
non-rigid boundaries. Thus, an estimator
that performs well primarily in the peak
region of the TBL spectrum is not satis-
factory: only one that performs uniformiy
well over a (possibly) targe dynamic range
will &adequately solve the TBL measurement
problem.

the

The measurement problem is
more difficult because, in this case,
estimation of the spectrum cannot be
translated fnto & parameter-estimation

all the

prceblem.  The theoretical models are pri-
marily qualitative descriptions of the
tre > wavenumber cspectrum and thus could
bisa: estimates based on inaccurate

par /metric forms. In addition, the specu-
lat ve nature of the models prevents their
use as vehicles for hypothesis-testing
formulations of the spectral-estimation
problem, At best, the models can serve as
test cases for evaluating the performance
of a given estimator: at worst, they can
lead to erroneous conclusions about an
estimator’s performance over a more gen-
eral class of TBL spectra.

Several other aspects of the T8L
measurement problem (ncrease the diffi-
culty of determining an appropriate spec-
tral estimatcr. As is often the case in
array processing, physical factors prevent
the use of large arrays so that the class
of possible estimators f{s restricted to
those that perform we' | based on very ‘ew
samples of the cross-spectrum. Finally,
the wuncertainty with respect to spectral

and st coi.u urder statistics of the tur- smoothness in the low-wavenumber region
808 CH2XTIR N RSO0 OX08 $1 00 € 1985 IEEE
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Subspace Analysis

Source-bearing estimators based on
the projection of the SCM onto the signal

subspace have proven to ylield excellent
performance in many signal/noise environ-
ments. The success of these estimators

depends, to a large extent, on the eigen-~
values of the SCM; only when these bpreak
down into two distinct sets can the
covar fance space be decomposed accurately
into signal and notse subspaces. The SCM
for the Chase model, however, has no such
clear~-cut distinction between different
portions of the eigenspace; the efigen-
values are distributed almost uniformly in

dB over a 50 dB range. Nevertheless, a
subspace formulation of the MLM can
improve performance over a restricted

region of the spectrum.

The amplitude spectra of the SCM
eigenvectors reveals that each eigenvector
is dominant over a relatively restricted
portion of the wavenumber spectrum. Thus,
one method of imprcving performance at low
wavenumbers {s to project the SCM onto the
space spanned by those eigenvectors with
beam patterns having main lobes away from
the convective peak. Since the spectral
density is greatest in the vicinity cf the
convective peak, this projection is
equivalent to projecting the SCM onto the
8 smallest efgenvectors. Let z dencte
the 1i-th eigenvector, ranked iA order of
descending eigenvalues (A,). Then the MLM
based on the subspace "spanned by the s
smallest eigenvectors can be written as:

pky = ( " (130 pz 2t e 7!

where e(k) is the direction vector for

wavenumber k. This formulation, in
effect, thrcws out what would be con-
sidered the "signal space" in the

bear ing-estimation problem and estimates
the spectrum from the "noise space”.

The simulations shown in Fig. 4 are
the result of projecting the SCM onto the
subspace spanned by the 8 smallest eigen-
vectors for a |2-sensor array based on the
Chase spectrum. These results show that
projecting the SCM onto the appropriate
subspace improves the performance of <the
MLM over particular portions of the
wavenumber spectrum. The demonstrated
success of this "crude" subspace version
of the MLM suggests the use of more gen-
eral weighting schemes of the efgenspace
to optimize performance over restricted
regions of the wavenumter spectrum.

CONCLUSIONS

The MLM is superior to AR for TBL
spectra with respect to spectral fidellity,
smoothness, and statistical stablility. An
soded advantage of MLM over other classes
of estimators, particularly when little fs

known about the true spectrum, is that it
always forms an upper bound of the true
spectrum [7). Nevertheless, the optimaiity
of the MLM or of its subspace version has
certainly noct been dJdemonstrated. Our
efforts on the TBL measurement problem
continue to be dominated by a search for
estimators which are robust statistically
and are not overly sensitive to modeling
errors.

The primary purpose of this paper was
to draw attention tc the growing need for

spectral est imators designed for
wavenumber spectra that are typically
smooth rather than peaked. This problem

is particutarly acute
where the number of spatial samples s
very small, The design of such estimatcors
must be considered with some care. wWr en
spectral peaks are mnot desired, estimators
such 3s low-order AR may Introduce inap-
propriate peaks in the spectrum and !lead
to false conclusions about the true spec-
trum. Frequently, the processes underly-
ing the random field are poorly under-
stood, as is the case in turbulent boun-
dary layer research. These cases pcse,
perhaps, the most difficult prob'em in
spectral estimation in as much ac the
est imator must be des!igned around a broad
class of possible spectra; performa~ce for
one or two exempl!ars of such & c'3ss may
not be indicative of that for the entire
class.

in the array case
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Fig. 1. CB, MM, and AR estimates of tve TOL wavenumber spectrum
are shown for two theoretica! mode!s of the spectrum: Chase (left)
and Corcos (right).
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Fig. 2. 951 confidence intervals based on Monte Car'oc sim.!gtions
are shown for AR (left) and for MM (rignt). The simulations were
besed on 24 snapshots fram g (2-sensor array and used the Chese
mode! of the TBL spectrum. The s0'id !ine denotes the average

spectra.
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Fig. 3. Performance of the M.M (solld) (s
conpered with the Chese spectrum (dotted)
for minimum redundency (MR), sensor-equi- Fig. 4. Three simulations (s0lid) of o
valent uniform (US), and aperture-equ!ve- subspace formuiation of the MM are shown
lent untform (U10) errays. A1l spectra sre for the Chase mode! (dotted) of the T
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penalizes estimators that introduce dis-
tortion in the form of peaks or ripples in
the spectrum.

EVALUATION OF THREE SPECTRAL ESTIMATORS

ln an attempt to isolate propertles
that are essential to the TBL measurement
problem, the performance of three, well-
kNnown estimators (1) was studied. Evalua-
tions oOf conventional beamforming (CB)
with a triangular taper, Auto-Regressive
Model ing (AR) and the Maximum L ikelihood
Method (MLM) were based on spectral fidel-
ity ang sensitivity to statistical error
using the Chase [2]) and Corcos (3] models
of the TBL spectrum. These models were
chosen for their extremes In dynamic range
and therefore provide 3 means to assess
performance across the cl'ass of spectra
that vary in rolloff below the convective
peak ,

N

Spectral fidgelity

“te spectral fldelity of the estima
tars car be Jetermined by comparing the
s oamputed fsptta lines) against the
thecvretica' (dottedd lines) spertra in the
tw, Lane's of Fig. I For purposes of
1Y us*rat or, atl' spectra are hased on the
e.sa"t 5patial (Ovariarce matrix (SoM) at a
3 An freg.enCy for & twe.ive-sensor,
1 inear witorm array.
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DT TR IR0, ST A S s not sLrpr 8 g g ven the
pAkage Of  power foom tne corvective
reg . w o h i e«pected fr.m a twelve-
e Loar P e ynfoyrmer; it o is clegr from the
g1 gt P fferenies hetweer the tTwO COm-
fastert cpe trag that emeryy, Tear the spec

vral peaw Jomirates the b cpe *rum at all

wed T er S

T e ] ow L e kore its, M M ard
AR er o s ide nurt Derter vt to tre
tr e et @l spe tray, Thr sgper for dynamor
rarge  of Ak, FCweser, 'S5 o < 3 mpar i ed
ty ope trogdoroppting andgg tras LT OMlses
3y L T Y T Croiter con Yo Arrniteve
3 Curate, wmott fits teo s o TRU spectra,
[ v ter o f trhe Ak e et Must e
neregned wel . be,ond tre o ,mter of sensor
elemert s g Voawer rder e, L0 2 gyre evern
Greater Jostortion o tree corm ot rog -
By,

9ret stiia error

Trie HMmEa” "sLT1% 0N *he L6y 0US e ab
setion wer e Lase) i trie Bagrt LAt oee ot
the StM, T dJetermire vre evfe t, f Sta
tigsti al “rvor, tre perfoorma e O ealh

est mator was  sturlred by modeling *the
srapshct -a.eraged est mate ot the M as a
compler-Wishart random matrix and oerform:
ing Monte Carlo s m.'a* »ns. Fesuits for
the Chase spe trum are reported ana  are
basead on (4 snapshots from A 1J-sensor,
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linear uniform array.

Fig. 2 shows 95% confidence intervals
(solid lines) along with the average est.-
m3Itor performance based on a 12x12 SCM for
AR (left panel) and for MLM (right panel).
The results are consistent with known sta-
tistical properties of the estimators
(4,5); the confidence intervals for AR are
substantially greater than those for MLM.
This greater sensitivity of AR to statist-
ical error s often cOompensated by its
higher resolution in those cases where the
spectrum is dominated by narrowband peaks
{5]. The present results indicate that AR
loses its advantage over the statistically
more stable MLM for smooth spectra such as
the TBL spectrum.

EXTENSIONS OF THE MLM

The Qood spectral fidelity and rela-
tive (insensitivity to statistical error
exhibited by the MLM for TBL spectra is
encouraging and raises the possibility
that better performance may be achieved
through extansions of the MLM. We report
on two attempts at improving the perfor-
mance of the MLM, particularly in the
low-wavenumber region.

Non-uniform array geometries

Non-uniform array geometries have
produced improved source-bearing estimates
by increasing the array aperture for a
fixed number of sensors., A non-uniform
formulation of the MLM based on a Minimum
Redundancy array [6] of five sensors pro-
Juced, somewhat unexpected!y, a8 degrada-
tion in performance from that achieved by
a uniform array of five semnsors for the
(rase and (orcos spectra. These results
are shown irn Fig. 3 for the Chase spectrum
a'ong with the “omputead MM spectrum for a
10 sensor, linear array that has the same
aperture as the MR, five sensor array.

The apparent discrepancy between
source-bearing and the TBL results can be
A rounted for by differences in the beam-—
tatterns of the MR angd uniform arrays.
a'trhough MUM does not depend directly on
the array beampattern, as is the case for
coreentional beamforming, it nevertheless
molds the optimum steering vector out of
the array beampattern., E.amination of the
heampatterns for the two arrays reveals
narrower mainlione and higher sidelobe lev-
els in tre MR array than four the uniform
array which would enhance the ability of
the MR array to suppress compourents near
*re target wavenumber but reduce fts abi'-
"ty to supgpress coumponents far away. This
uder scores the fact that resolution and
spectral fidelity may t- competing cri-
teria, gepending on the nature of the
under 'y ing spectrum.
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\ APPENDIX B

INTERNAL MEMORANDA ON A
WAVE GUIDE MODEL OF

BOUNDARY LAYER PRESSURE FLUCTUATIONS
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V. Estimate of the Low Frequency Power Spectrum

of
Wall Pressure Fluctuations
by
Robert F, Lambert

Institute of Technology
University of Minnesota

Introduction

Up to the present most descriptions of wall pressure fluctuations in wind
tunnels, water tunnels, and the like have been based on two point space-time
correlation measurements. Regardless of experimenta! techniques whatever facts
we know about these fluctuations, say power spectra, must be gleaned from
experimental observation. The best information to date which comes from wind
tunnel data employing flush mounted pressure sensitive transducers of various

sizes lies in a restricted normalized frequency range
0.02 < ¥ . T < 19 (1)

where V_ is the free stream velocity of the fluid and ¢* is the displacement
boundary layer thickness. Power spectra measurements at lower frequencies have
been contaminated by acoustic noise which can dominate the wall pressures and
hence are not deemed valid.

Nevertheless, we would like reasonable estimates of the wall pressure power
spectra due to turbulence at lower frequencies, i.e. & < 0.02 in order to design
experiments, predict the performance of new electronic instrumentation designed
to make pressure measurements in low noise facilities, and make other acoustic
power predictions.

The work here presented describes one approach to that low frequency

estimate. It is a semi-empirical approach based on experimental information
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about the space-time correlations and power spectrum-gathered at higher

frequencies together with an estimate of the low frequency characteristics in
the spcctfaﬁiebtained by viewing the turbulent boundary layer as a sort of
convectivewwaveguide of finite width. It is called a "convective waveguide
model". This information in turn can be used to estimate a half-power bandwidth
and center frequency for the spectrum. In order to estimate the spectral level
at and below the low frequency cut-on for boundary layers of finite thickness a
wave number translation is hypothesized. The model also is useful in estimating
the wavenumber/frequency pressure spectrum at low frequencies and low

wavenumbers at low mach numbers.

Background

In order to make the extension to lower frequencies a normalized space-time
correlation function Ry(&,n,t) and a normalized power spectrum ¢,(w) will be
utilized. They are related by the expression

on(w) = J Rn(0,0,1)e'*%dx (2)

where t is a time delay and ¢ and n are longitudinal and lateral spatial
separation variables, respectively,

Although many phenomenological models of R, have been proposed to represent
experimental observations none, even the most elaborate onz2s, have been
entirely successful, Since no reliable Tow frequency data now exist only a very
simple model for ¢,(w) will be here proposed. Later, a more elaborate model can
be developed if the data warrant,

Accordingly, the trial function for R, will be
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R;(E.n.t) = exp [~ &E& Je(-«z|n|Jexp(xy|e-Ver (] (3)
Cc

which yields a low pass power spectrum that is deemed valid at high frequencies
only. Here V. 1s a mean convection speed and o is a mean eddy lifetime.

Before proceeding a few remarks about the above functional form for R, are
in order. When the above function is compared with various experimental obser-
vations several points can be made. First, when R,(0,n,0) versus n/o* is fit to
most wind tunnel data the parameter <2 = 2/6*. Second when Rn(§,0,5/Vc) is fit
to longitudinal data one finds that

O Vo/6* = 18
and (4)
Ve/Vw = 0.8
at least for g/o* sufficiently large, i.e. £>0.8V.8. Further, most data exhibit
sharp peaks in R (£,0,6/Vc) for close observation points only and the curves
become broader as £ increases. Also, Vc is not strictly constant but varies
from 0.58Ve for very close observation points and gradually approaches 0.80V.
as ¢ is increased. However, when one fits power spectra data to measured values
a "pbest fit" usually obtains for V¢ = 0.8Ve. EQ. 3 on the other hand exhibits
sharp peaks in Rn(£,0,6/Vc) for all €. Finally, there are discrepancies in
absolute pressure levels of roughly 2 to 3 dB due to finite transducer size
effects at higher frequencies which is deemed not so serious as discrepancies in
convective velocity predictions, The ratio of the rms surface pressure
<p2(x.y,t)>1’2 to the dynamic velocity head lp pov,Z, where p, 1S the mean fluid
density, is a constant whose value can be determined.
To introduce the convective waveguide model [ refer to the Kolmogoroff

theory of turbulence which asserts that energy for sustenance of the fluctuating
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part of the flow is given directly to a group of eddies (here called energy-
bearing eddies) in a rather definite range of sizes through inertial transfer
from the mean flow. A very complete discussion of this process can be found in
Batchelorl and the theoretical and experimental results here utilized are taken
from chapters 6 and 7 of his book.
+ On the other hand, energy is removed from the turbulent flow at the same
rate by viscous dissipation which is strongest for eddies whose scale is much
smaller than the scale size Lo of a typical energy bearing eddy. The range of
; eddy sized L < Lo is called the universal equilibrium range because the motions
of these eddies is uniquely determinei on a statistical basis by only two

parameters, the energy per unit mass Ee supplied by the fluctuating flow and the

kinetic viscosity v of the fluid.
It is possible to relate the sus.aining energy supplied to the energy
. bearing eddies to a peripheral velocity Vg and a scale length Lg via the

relation

Ee = = (5)

%Sﬁ‘: (6)
In order for Eqs. 5 and 6 to be valid, it is required that the inertial
forces predominate over the viscous forces, hence the Reynolds number
Re = !%Eg >»> 1 (7)
for a universal equilibrium range to exist. The mean value of the rms

fluctuating velocity Vo is approximately 0.05 V,.

These numbers yield
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Se = Tosv. " 20y, (8)

which is in close agreement with the result of Eq. 4 and which in turn were
based on the correlation function of Eq. 3. Hence, we readily interpret the
parameter 8 in Eq. 3 as a "mean eddy lifetime". The parameter <) in Fig. 3 that
best fit most experimentalist data in wind tunnels is «j = 1/6* and hence «; is
interpreted as an "inverse mean eddy size".

By taking the Fourier transform of the normalized trial temporal correlation
functions

Ry*(0,01) = expl-xjVc|T]] (9)

the normalized power spectrum becomes

.21 wh¢n*(5) = (10)

(%:)Zmzﬂ
where wy = V./6* is interpreted on the upper cut-off frequency of the power
spectrum and numerically is in excellant agreement with high frequency spectral
data. The normalized frequency @ is given by Eq. 1.

However, at the low end of the power spectrum there is much more uncertainty
and ambiguity. By viewing the turbulent boundary layer as a convective wave
guide we will set the scale of the largest energy bearing eddies as Lm = & where
o is the boundary layer thickness. For smooth boundaries & = 8&* on the basis
of the 7th power law velocity profile. If Le is the scale size of the eddy and

Ve is the peripheral eddy velocity, then the time it takes for the eddy to cycle

once is

Te = — = iug (11)
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where from Eq. 4 we take 6, = 186*/V,. Then for the largest energy bearing

eddies thcjr characteristic frequency will be

R

w ='2£ z %‘301111'!: 12

U7, ey 18% e (12)
or

3y = 0.1111. (13)

Thus, we take w, as the estimate of the lower frequency half-power point in the
power spectrum for incompressible fluid flow.
As an aside it is interesting to aobserve several other matters. The scale

of the energy bearing eddies now should be

8 > Lo > 6*/8
while

Vemid = 0-8Va = V(=21 6%) (14)

Thus, the center of mean energy bearing eddy is located an average distance

3/2 ¢* from a smooth wall. By the same token
- 3

which is characteristic of the smallest eddies in the energy bearing range.
Note, they are much closer to the wall,

We also speculate that any variation in V. with spatial separation as
observed by various investigators can be attributed to the more rapid decay of
energy in the high frequency eddies. Since these are small eddies that lie
close to the boundary they tend to lower the average drift velocity as observed
at small separations. However, at greater separation distances say ¢ » 0.8V_0
or £/6*>14 only the low frequency eddies retain any coherence from point to

point. This observation also may account for any broadening of the peaks in the

B-7
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space-time correlations at larger separations. Thus, we are aware of variations
in the average drift velocity with sensor element spacing which could be a
troublesome point when interpreting coherence data obtained from an array of

sensors spaced a finite distance apart.

Low frequency estimate of ¢,(w) based on the convective waveguide model,

The general shape of the normalized measured power spectrum for @ 0.02 is
shown in Fig. 1. We note that it peaks at some frequency wp and exhibits a high

frequency cut-off (-3 dB point) at @p. The drop-off date for @>>@p js .6 dB per

octave. However, frequencies below 3p the normalized spectra does not decrease
rapidly with decreasing frequency but appears to approach a constant for B<<dp
characteristic of some static pressure level associated with the fluid flow.

A number of attempts Have been made by others to reproduce this spectrum
theoretically at low frequencies but all require a large number of adjustable
parameters, Moreover, these parameters are difficult to interpret physically
and just as difficult to measure experimentally. A somewhat different approach
will be presented next which seems to incorporate most of the salient features
of ¢n(w) and hopefully is accurate at low frequencies, well below &p. Also, any
parameters that control ¢p(w) for B<dp should be readily measureable, preferably
independent of spectral measurements,

The first task is to incorporate the estimate of &, Eq. 12 into the nor-
malized power spectra. For this purpose the convective waveguide will be viewed
as a bandpass filter and a typical low-pass to band-pass frequency transfor-

mation of Eq. 10 will be utilized. However, that transformation by itself will

not be sufficient since the estimated spectra will drop off too rapdily below

bagnt . |




Bp. In order to insure a proper low frequency asymptotic behavior, a cut-on in
wave numbes at some low-frequency w, will be hypothesized for a turbulent
boundary layer of finite depth. We could estimate @, = dl and this may well
suffice. However, initally I would prefer to sa, that the cut-on occurs when
the perimeter of the largest eddy permitted by the guide 2ra equals the eddy
wavelength V./f, where f, = w,/2%, Here 24 is the physical width of the
waveguide,

Thus, we have for the cut-on wavelength

Vv
;§ 2na a)
yielding a cut-on wave number (16)
_20 1
ko = V.5 - b)

The convective waveguide now will be dispersive at low frequencies and the

convective ridge obeys the relation

w? = k2 2.402 k > kg a)
or (17)
_/// 2, 2
= w w
2 "%
V. b)

w Yo
Note for the sufficiently large w, k » y—. However, as w » 0, k » V. and
c c
Voo
= .,
Vel T T (18)

Thus, the power spectrum must be modified to agree with Eq. 17 which
requires that the normalized frequency & be transformed to 62+Cﬁ—) 2+u2

where o<u<l since 0<o*<a.

Before proceeding with the frequency translation required by Eq. 17 let us

B~-9
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examine the phase velocity of spectral components defined as

Vp 2R = Vel ¢ wol/wl (19)
Clearly, Vp cannot exceed the convection speed of the fluid V. but will
approach V. as w+=, Note, vp¢0 as w+0 in this formulation. More about the

behavior of Vp in a subsequent tract.

Further)the group velocity Vg defined as

.

Vg * 3k (20)

has characteristics that enable it to exceed V., and below a critical frequency
can exceed the speed of sound c.

Before making the required frequency transformation a few definitions are
required. First, we define a half-power bandwidth for the turbulent wall
pressure spectrum as

wh I owp - owy (21)
where wp = 0.8 Vg/6* and wy = 0.1111 V,/0*. Also we define a band center
frequency

we = 7wy (22)
When these parameters are normalized

Gp = 0.689 a)

(23)
and @, = 0.293 b)

Note, that the predicted spectrum actually will peak somewhat below &, due to
the frequency translation,

Following standard procedures we now rewrite Eq. 10 in factored form

(24)

and then replace

B-10
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v, ch - (@2 + 42)
(yo)( @) by ————— a)
¢ 2., .2
i @t + ﬁb
and (25)
V. 3.2 - (a2 + u?)
ly ) (=1 @) by b)
C
L-—i/ﬁz + uz ) (T)b

'n order to obtain a normalized spectrum that reduces to Eq. 10 for @2 > u2 and
has the requisite low frequency behavior for 32 << p2,
The transformed spectrum now becomes

‘zlwh op(d,u) = (26)

(a2 + w92+ (32 - 28.%)(a% + %) + a4

which exhibits the proper high and prescribed low freqency behavior, Note that

2
Y on (@) - ;%— . (27)

O+

Thus at high frequencies, &2 >> whz, &2 > W2, Eq. 27 predicts the -6 dB per

doubling of frequency in agreement with most reliable wind tunnel data. The

spectrum peaks at dj = /@c? - 42 as required but will not exhibit a -3 dB point
below &c unless w2 is sufficiently small.

At low frequencies 32 <« GC2,62<<u2, Eq. 26 reduces to

1 * . 1
2 Wh ‘vn (u) 5y 0 uz Gcz 2 (28)
1+ ;;E (1 - —:EJ

which predicts a finite normalized level (less tha 0 dB) for finite values of u.
Note, the power spectrum will be flat for &<&d. in the special case & =u.

It is convenient and plausible to approximate a by &, the boundary layer

thickness, on the basis of the convective waveguile theory applied to a wind
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tunnel or water tunnel., If 4 = 6§, then y = 6*/§ = 0.125 for a 1/7 power shear
velocity profile. Note, numerically that u = @, which probably is not
fortuitous.

Eq. 28 predicts at low frequencies that

10 logyglwn #n(.125))= -2.4 dB (29)

in excellent agreement with reliable low frequency wind tunnel spectral data,
see Fig., 1. Most wind tunnel data level off between -0.5 and -2.5 dB with about
at 1/2 dB spread.

Note, as u + 0, the value of the low frequency asymptote e, (u) becomes

progressively lower., For u=0

%’”h op(a) » al (30)

€ F;
o
F I

A plot of Eq. 30 also is shown in Fig. 1 for comparison purposes.

A few remarks about the experimental curves are in order. Normalized power

spectrum measurements of M, K. Bull performed at Southhamptom in 1963 in a low

noise wind tunnel are shown by the shaded area. This normalization was done

by Or. D. H. Tack in 1965 who also attempted to reproduce the spectrum theoretically
using other techniques, namely a modification of Eq. 3 which agreed more closely
with Bull's spatial correlation data. Bull's data still are regarded as among

the best and most complete available for wind tunnels, His pressure sensors

were miniature, 0.76 mm diameter lead-zirconate-titinate discs flush mounted on

the wall. His experimental parameters were flow speeds from 100 to 164 m/s and
displacement thickness between 1.5 and 4.4 mm. The individual measurement

points are not shown, only the range of spread after normalization. The data do

normalize exceedingly well in the range &» 0.02 as shown by the shaded area.
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Also shown for other comparison purposes are low frequency wall pressure
fluctuation spectra obtained from glider experiments. These data do exhibit
rather wide scatter but level off at about 10 dB below their peak at low fre-
quencies whereas Bull's data leveled off considerably higher. If the asymptote
is taken to be -10 dB re maximum, then from Eq. 28 y = 0.042 utilizing the same
scaled values of @, and @., requiring a somewhat smaller boundary layer ratio
for 6*/a. Currently a search is being made to find good low frequency spectral
data utilizing a range of boundary layer thic:ness ratios.

This formulation of the power spectrum do:s provide relatively simple quan-
titative relationships between the normalized power level and the boundary layer
profile as measured by 6*/6, Eqs. 26 and 28. This relationship is worthwhile
exploring in more detail since ¢* and & can be measured independently of ¢(w).
(See appendix).

However, what is especially appealing about this formulation is that fairly
accurate values for both wp and w. are available from high frequency experimen-
tal data combined with a simple hypothesis about the scales of the energy
bearing eddies.

Finally, a table of parametric values of ¢*, wp, wy, and w. for the water

tunnel facility at a number of flow speeds ranging from 3 to 18 m/s is attached.

The estimates of f, = %ﬁ range from 30 to 217 Hz. Hopefully, these values are

within the range of good spectral measurements in our facilities,
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Table
Vo-Fluid | Yelocity o* Ve /5% wh wg we
t/s mn/s m s-1 r/s r/s r/s
10 3.05 .001828 1668 1334 185 497
20 6.10 01737 3512 | 2810 312 936
30 9.15 .001645 356¢ 4450 61/ 1658
40 12.2 .001584 1702 06162 855 2295
1)) 15.3 001524 10006 — 8005 1111 2982 |
60 18.3 .001493 12257 9806 1361 3653
B-14

W AGHRNLE LIS GG SRR AR CL IR VO LGN ST L C R S A AN BN




14

Appendix
This appendix will consider several implications of the results and may
suggest some additional experiments.
For example, if one assumes a-% power low for the shear flow near the wall

then the parameter

*
s

.
U= ® ol Al

o

which leads to the result that u » 0 as n + », The value of u has to do with

the shape of the shear boundary layer flow profile which in turn is related to
the compressibility of the flow, the geometry of the wall, the surface rough-

ness, etc.

Also it can be shown that
Vv
u=an A2

where V_ is a friction (shear stress) velocity and a is a constant that can be
evaluated numerically under certain hydrodynamics assumptions and
approximations,

For small values of u the normalized power spectrum approaches the value

v

1 T 1

> Wh ¢"(u) > &2 (-v- )2 (— e — J2 ’ m<<u2 A3
w+0 i @, @

—

revealing that V. becomes an important parame‘er in setting the low frequency
power level. These predictions suggest that controlling u via boundary layer
shape could be an important experimental procedure.

In 1970 Aupperle and Lambert reported in a study supported by NASA that the

surface roughness could alter the low frejuency power level by as much as 10d8,
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the rougher the surface the higher the level, We were able to normalize the
effects of surface roughness on the power spectrum by employing the parameters a
and V.. The changes in measured values of . also were consistent with the
changes in observed values of wn(ﬁ.u). However, another independent scale para-
meter is required to normalize the frequency scale properly for rough surfaces.
This is the earliest study I know of where a deliberate attempt to roughen the
surface was made to enhance the effect of wall pressure fluctuations at low fre-
quencies. The signal to ambient acoustic noise ratios were of the order of +
25dB over most of the frequency range of interest. The studies were conducted
down to 200 Hz.

As far as I can tell all of the predicted results in this tract are
compatible with experiment and in no significant way conflict with theoretical
power spectrum predictions by Blake (1984), Chase (1980) and perhaps Williams
(1982). In the situation discussed by Williams one can see that on(w)~w2 at low
frequencies i.e. 62<<ﬁpz and @a2<<u2, only in the limiting case y » 0. The
glider experiment seems to be as close to that situation as any experiment known

to me. An evaluation of Williams work will be made later.
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VI Estimate of the Low Wavenumber/frequency Spectrum
of Wall Pressure Fluctuations
by
Robert F. Lambert

Introduction

Recently, in tract V, I proposed a new method for estimating the normalized
power spectrum ¢p(w) for wall turbulence that was consistent with experi-
ment especially at low frequencies and had a fairly simple physical interpreta-
tion in terms of measureable parameters. The turbulent boundary layer was
viewed as a convective waveguide that cuts-on at a frequency of about wy=V./¢
above which the fluid motion could be regarded as incompressible, Here V. is
the convective fluid velocity and & is the thickness of the boundary layer.
Below a corresponding wavenumber the pressure fluctuations are governed by
compressible wave motion, i.e, sound waves, The transition wave number was
estimated to be kg = wp/Vc = 1/6 at low convective mach numbers.

An analytical expression for a normalized power spectrum ¢n,(3,u) was
developed which yielded results consistent with most experiments and whose shape
was controlled by three parameters, wp=Vc/6* = 0.8 Vo/6%, wy = Vi /9¢6*, and
u=8*/s, It predicted a low frequency asymptote that was dependent on these
three parameters according to

the relationship
1

l/th On(o,u) = 2
= 2
1+ —g-(l- 2‘5)2
‘:’b u

where wp and w. are related to w, and wg. Here @=wé*/V, is a dimensionless fre-

quency variable. In the limit as u+0, corresponding to perfectly incompressible

flow, o,(,0) approaches zero as a2asa tends to zero. The yeneral results seem
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to be consistent with theoretical predictions by other workers except for a
recent paper by Williams (1982). More on that matter later,

The purpose of this tract is to extend the convective waveguide scenario to
predictions of the wavenumber/frequency spectrum P(kl,kz.w) where k, and k, are
longitudinal and lateral wavenumbers, respectively, and w is the radian fre-
quency in question. To do this from first principles is a long arduous task
and rarely done, so it is expedient to make use of some of the results developed
by Williams (1982) and then adapt them to a convective waveguide model., I deem
William's general results to be valid only in the normalized frequency range
(mo'/v.,,)2 >> 1. Thi; does not exclude the wavenumber region k=w/c so some of his
results on compressible flow can be utilized directly. The emphasis will be on
developing suitable analytical forms for the wavenumber/frequency spectrum valid
for low longitudinal wavenumbers and low frequencies at low mach numbers.
Analysis

Briefly, Williams (1982) derived an expression for the wavenumber/frequency
spectrum by a modification of the Corcos model so as to "account for
compressibility of the fluid at low wavenumbers while retaining the apparently
good agreement with experiment at high frequencies and at higher values of wave-
number where the spectrum is immune from the influence ot compressibility". In
that sense his contribution is valuable, Without going into any detail his pre-

dicted wavenumber/frequency spectrum has the general form

Pk skpsw) = 902V3°360033)AJ:1+kf%]ao(k2*)
x{ao(ifk)2 + ale + aZMazn(%)ua[(f¥)2-M2]} a)

or (1)
p*(kl’kzﬂ") = Po(-k_,w) + PI(T(-”*)) + Pz(—k.’w) b)

consisting of three separate additive components. In his view the component P,

e P N o e L A A S e

NI




is due exclusively to incompressible flow while Py and P, which are mach depen-
dent, M=V/c, are contributions from compressible fluid flow. The parameter
Go(we/V) is the frequency spectrum due to an integrated fluctuating velocity
source function that tends to a constant as %ﬁ tends to zero. While I have
no serious qualms about that particular result some of the details are not
clear from his work. The functions Ao[ ] and Bo[ ] are longitudinal and
lateral wavenumber dependent factors that “"agree with experiment"., The other
parameters ag, a), a3, are scaling constants and R is a "large radius on a flat
surface over which the turbulent field is homogeneous". The function UJL ] is a
singularity function that arises from a spatial transform of the lossless wave
equation and predict a singularity in P3(k,w) at k=w/c.

Williams proceeds to compute a power spectrum

o(w) = |/ P(kl,kz,w)dkldkz (2)

which yields

o(w) = vV o (8% (39) (a + a? + When(R)) a)  (3)

or

o(w) = o (w) + ¢, (w) + o,(u) b)
where «,8, and y are constant of integration,

Williams results then reveal that all three terms in ¢(w) corresponding to
both incompressible and compressible flow tend to zero as w? as « tends to zero.
He also notes that the shape of the spectrum is independent of M, only its level
is mach dependent. I do question the validity of these general results and
there is no credible evidence to support his predictions at least for wé/V,<1l.
His predictions are at odds with power spectrum predictions by others and

results predicted by myself in tract V. I do have reason to believe that ol(w)

and ¢p(w) do exhibit an w? behavior at low frequencies but not for the reasons
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4
stated by Williams, The leading term ¢g(w) should not exhibit an w? behavior
unless ¢*/6=0 according to the convective waveguide model of tract V.

However, I can bring the two formulations into comptability (to within a
constant multiplier) by noting that the frequency parameter 52+u2 in tract V can

be rewritten as

6 + % = @2 4 (152 - o292 ey (4)

In this analysis [ will call the frequency variable
Va2
VL (mF ) 2)
), - (—) 1+(12)2 - (5)

o, (dmZ b)

and treat ¥Q and &* as constant parameters.

If the inequality in Eq. 5b holds then my results agree with William's predic-
tions but that condition does not hold at low frequencies which are of special

interest,

Next, I will hypothesize the cross spectral density function ro(a.n,w) has

the new similarity form

* (Vo) &
rro(6anae) = o ()AL (UD) 1B L (1) nle’ ¢ )

where ¢*(w) = r*5(0,0,w)/A(0)B(0) is a known function and compatible with Eq.
24 in tract Vv,

We now can compute the new P,(kj,kp,w) in a purely formal way and the
result can be expressed as

Por(kyskpew) = (X207 (w) A W 1-(19) k1840 (15,4, (7)
where

A*(t

1) = —21" ] A(B)e-rlddﬁ (a)




St et

and (8)

T

® Y
B* (1)) = 5 J Bls)e” Pas . (b)
We now can follow Williams in detail and re-express Eq. la) in the form

PH(kyskpeu) = ooV 8% (Bd)a o ]

xlag(3) A2 + o %+ am San(Bpug (KY) 2 Ly 2 (9)

where the two mach dependent terms now are frequency dependent according to the

relation
Vo
@22, (=251
) 2 v " 2 C wd
Ma = QE(:‘&)* = —M-_Vﬂ = (10)
c 22 2
1+(—) Ve
wo —5— S )

c2
and k€ = k;2 +k,2 in Eq. 9.

The location of the singularity at k=w/c remains unchanged by this trans-
tormation, ie by utilizing Eq. 5. At this point we do not have functional forms
for - cher A ] and B* ] in Eq. 9 that "agree with experiment" so we can
test only specific integrals in Eq. 9.

To complete the comparisons and highlight differences with William's
results I will now recompute the ¢(w) and in particular the oo(w) term.

Thus, by specific integrals e¢(w) now becomes

0" (0) = 0,276 Fo ) o v am? v Fancl)) (a) (1)
or * * * *
¢ (w) = L (w) + ) (w) + ® (w) (b)
where the integration constant
. o * 2, ¥¢.2 20 V¢
w=a {i Af B[ Ik (w ) *d [k(w )*]. (a) (12)
B-22
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=a; J) AT 18 ]dz{k(%g)*]. (b)

and

¥ = aym A1 - M,18%(0) (c)
The low frequency behavior of Eq. 11 now should be compared with the low
frequency behavior predicted by Eq. 24 in tract V. The normalized spectrum

. *
corresponding to ¢ (w) reduces to

: )
| v | = 5D L gD
0 *(w) = ?T(vff>2‘v—i>2%<3—:) S | (13)
L 4%, ) |, (HE «1
[ C [

The normalized spectrum now approaches a constant as w tends to zero which
is the detired result for the leading ¢5*(w) term and is now compatible with
Eq. 24 in tract V. We could factor out the term (a2+u2)(%2)2(§;)2 from Eq. 24
in tract V and identify the Go(fﬁ) factor more explicitly gut that is not neces-
sary to make our point,

However, we also can say that the leadicg term in Eq. 9 y
P * (k) skypw) = a0902v3o3eo(§f) A*[1-k1('w—c')*]B*[kz(%c‘)*](:c‘)*zkz (14)
could be used for an initial estimate of the low wavenumber spectrum at low mach
numbers and low frequencies provided ao,al,A*[ ] and B*[ ] can be determined
from experiments, Certainly this will be the case for k2 > %lmz/cz. A singu-
- : %f but that point probab]; will fall out-
side the range of our experiments at low mach numbers.

larity can be expected at k=M*(§Lﬁ

There are some difficulties with making numerical estimates of P*(kj,kp,w)

aver a wide range of wavenumbers, For example, if we choose

() 6] = ol el (a)
C
and (15)
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where a; and ap are empirical constants and proceed to calculate Al ] and B[ ]
from Eq. 8 then there are difficulties at high wavenumbers. The functions in
Eq. 15 yield, for axial wavenumbers ki and lateral wave numbers ko = 0, the wave-

number/frequency spectrum (see Appendix A)

Klz(l’_c_)z
P, *(k),0,0) = a Bld (=L . (a) (16)
ey -(—) 1%a, (-> .
C
dﬁﬁgl (-l) I:i—g for k, << (%:)* (b)
i v
sgs (o) (G992 for ky »> (), (c)

where G(w) = Ps V3o3

Gy (%)

Note, Eq. 16¢C doesnnot exhibit the proper high wavenumber behavior and this
difficulty has been pointed out by Chase who also attempted to modify the Corcos
forum to fit his theoretical results.l Eq. 16b, however, does appear to exhibit
the proper low wavenumber behavior as observed by Chase and others,

On the other hand, if one selects

AL, = Cirlay () e eme1(ie), 1¢] (a) (1)
and
o) 0 = e o2, ! )
o

1The spectrum of Eq. 16a does peak at ky = (%Q)* but the high wavenumber
c

asymptote is only 14dB below the peak value for a = 0.2. It should be at
least 20dB below the peak,
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then for axial wavenumbers one obtains the spectrum

2
2,2 (W
* I_l c
PO (kl.O,w) = ‘[2 (2 ) ) - 2 2. w2 .2 (a)
CNTL SRR I T I
vC vC
sy &1, @’ Yoo @ b
23572 (“2) (1+a12) (3, » for ky << (Vc)* (b) (18)
) “13 1
Slw) — w_
225" 5 o K2 for k, > (Vc)* (c)

which has the proper wavenumber behavior at high wavenumbers but a somewhat dif-
ferent parametric dependence at low wavenumbers than predicted by Eq. 16b.

As of this date [ have not made any numerical comparisons between the
results of either Eq. 16 or Eq. 18 and Chase's predictions of P(k,w) so will not
comment further on that matter. [ plan to do so in the near future.

However, several other comments regarding William's predictions of ¢(w)
with respect to the compressible flow terms ¢,(w) and ¢,(w) can be made. In
the ¢1*(w) contribution, the sM«2 factor now reveals an w? dependence for
(gi-) < 1. This is easily seen from Eq. 10. For (%)2 << 1 the contribution
reduces to Williams prediction. Hence, at low frequencies, (;f)z >> 1, the ol(u)
will be greatly diminished in comparison with Wo(w) and probably not of experi-

2 1.

mental significance especially at low mach numbers, i.e. M
In the ¢,*(w) contribution the yM4*9,n(%) factor now reveals an w4 depen-
dence for (%ﬁ) < 1. Hence ¢>*(w) should also yield an extremely small

contribution to ¢*(w) at all frequencies at low mach numbers for realistic

values of R.




Conclusions

Thus, [ conclude that the two terms in ¢*(w) corresponding to ¢;*(w) and
¢p*(w) are not experimentally siynificant on the basis of a convective waveguide
model at all frequencies at low mach numbers. This conclusion satisfies my
intuition and agrees with all experimental results that I have seen to date.
The ¢op(w) term as predicted by Eq. 24 in tract V, therefore, should yield good
agreement with experiment for all *ﬁzg;z‘g;and all frequencies & > 0 at low mach
numbers. Eq. 14 is promising as an initial estimate of the low wavenumber/
frequency spectrum of wall pressure flutuations at all frequencies at low mach
numbers on the basis of the convective waveguide model. Synthesis of the proper
functional forms for Ao*[ ] and Bo*[ ] still await experimental results. I
intend to compare numerical predictions of P*(kj;,kp,w) based on Eqs. 16 and 18,

with predictions based on the Chase model for a range of parameters,
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Appendix A

‘ Some numerical comparisons of low wavenumber spectra
For this purpose we must represent the analytical form of both the longitu-
dinal and lateral coherence functions A, and B,. On the basis of experiment and

Chases' work I have selected them in the convenient forms

-
~ay(y), 1€
1'V _ /x
N(y) 61 =01+ |o,(3) €lle " 'c
VC* IVC* a)
and (A-1)
@
~a, (), Inl
) nl=e Slc b)
C*
where the parameter
|
oL =Ter » 20 (A-2)

and r is a mixture coefficient., 1f the pressure fluctuations are dominated by
the mean shear then r << 1 and oy =ay. Both O and ay must found experiment-
ally.

An expression for Po*(kl,kz,w) now is found via Eqs. 8 and 14 to be

' P (kyokyw) = %% 6(w) (k% + k,0) 3,
i 2 2 2 ]
(o (e +o)+lk = ()1 (a -0)
X C. 1 1 1 1 s 11 (A-3)
Ty - 69,77 o260, 5007 ¢ 2605

where




11

G(w) = p °2v363so(§§)

in William's notation.

For handy reference purposes the Corcos form is

)
P (K k,y,u) = 081 (€2 12 (A-5)
c' 12 '2 w K.V 2 2 K.V ) 2
E-&.—“ -1)%4) ][(-Zﬂ ta ]

which cannot be obtained directly from A-3.

Two special cases that may have some relevance in our experiments will be
considered initially and compared with the Corcos prediction.

In the first case (case A)

Then the spectrum corresponding to k2 = 0 takes the form

v 4
3 K thl)
P *(k,,0,u) 3__%23 ( )(“1 ) : - (A-6)
1] 1’7 "2 w @y -

v
LoD, + o

i s (-
At its peak k1 = (Vc)* and
v 2
22 %)

P (%) ,0,u] = =2 G(w)(—2 A-7
0 VC)* w "2 ( )(0102) ( )

The ratio of Eq. A-6 to A-7 now can be simplified to read
4

PoA*(x) LA K

Poa" (1) (x-1)%4a 212

(A-9)

Ve
where x = k; (:rj*.

In the second case (case B)




9, ® Qorr +» =

Then the normalized spectrum corresponding to k2 = 0 becomes

P o*(x)  a ikl
0B - 1 (A-10)
POB*(I) (x-1)2+al2
Finally, the Corcos spectrum (case C) yields
2
Poc(x) _ ol (ho1l)
Poc(l) (x-1)2+u12

Note, only one parameter @y is required to plot this ratio (in all cases)
versus the dimensionless variable x. This makes the approach adopted here very
appealing.

To plot these results [ initially will choose @) = 0.20, a nominal value
based on wind tunnel experiments. In this case the Corcos spectrum levels off at
about -14dB for x<<1., The three cases are plotted in the attached figure for
x<l, There are substantial differences in the three curves for all x below
about 0.8. There will be some differences for x>1 but that matter is not of
immediate concern.

There are, of course, many other possibiiities for choices of A and B, I
deem it wise to wait until measured spectra are available and then base any
further analytical work on those results. A numerical comparison with the Chase

spectra will be the next endeavor,
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VII Spectral Properties of the Convective Waveyuide Model
of Wall Pressure Fluctuations

Robert F, Lambert

Introduction

The purpose of this tract is to make some numerical predictions of the

wavenumber/frequency spectrum level employing the convective waveguide model and

compare the results with the Chase model, Because of the dispersive jroperties
of the waveguide model at low frequencies some significant differences are
expected. In particular, I woulc like to compare the effects of frequency on
the location of the convective peak which occurs at the longitudinal wavenumber

”/Vc in both the Chase model and other.high frequency models. It turns out that

2

at sufficiently high frequencies, i.e. wz/wo >> 1, that all models agree where

wy = Ve/§ in the convective waveguide model. A1l other frequencies will be con-

sidered as low frequencies.
Analysis
In order to make a fair comparison with the Chase model I have selected the

logitudinal and lateral coherence functions to be of the special forms

- 1 T T may () ,.e
Am,i = |1+ o (2=, 1 e 1 VC a)
v $ 1'v
(1)
= T T -l (8 an]
wn  nf _ wn 2''V I+
B vc v o T 1+ IOZ(VC)*I e c b)

respectively, where the decay parameters ay > 0 and a, > 0 are treated as

constants and must be found from experiments. From tract VI, (“/VC)* =

—

2 1 Ve 2
/(;/VC) A e R C—' /1 o+ WCglel
Ve c

The parameters 9y and g, are associated with a and a, by the formulas

B_3)
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2
9, = al/(l+r) a)
o, = cz(l-f‘)/(l"'f‘) b) (2)
and
%‘:- . Efu-r) ¢)

where r is a mixture coefficient that appears to lie between 0 and 1, If r << 1
the pressure fluctuations are dominated by the mean shear.

In order to determine a self consistent set of numerical values for ays Gy
and r [ employed the coherence data of M, K. Bull and attempted a good fit of
Eqs. la and 1b to his data for several choices of £/6 and n/s.

I was not able to obtain a "best" fit in any mathematical sense but did
establish by trial that the choices @ = 0.2, a, = 1.0 and r = 0.6 provided an
acceptable fit to Bull's data. The resulting ratio “2/01 = 5 seems to be con-
sistent with choices made by others including Chase who selected °2/a1 =7, For
this set of parameters the values of A0, £/8] and B{0,n/¢6] are both less than
unity for all values of &/6 and /s greater than zero, For the choices made
both AEV“; ,‘ﬂ and B]J:\?: ,‘ﬂ peak at the origin,

It is interesting to note that the coherence functions in Eq. 1 may or may
not exhibt a maximum value for %5 and um/Vc greater than zero depending on the
relative values of the other pargmeters involved, For example, if A'?ﬁ ,'§ is
plotted versus vf employing £/6 as a parameter it will exhibit a maximﬁm for

lwe/V | > 0, provided

ay <o a)
and (3)
o= 50> D) b)

For M, K. Bull's data that did not appear to be the case. Moreover, Eq. 2




" S s an “an

- e Wy ¥ v

requires that o* < ay for r > o.
i

From the de n1tlons in tract VI we now have by dlrect integration of Eq. 1

_ . _
alz( a;+oy ) +{ag -01)]}—]“(‘)* ~:|2
«| kiV
A E—’:;‘). 1] - 45, 2)
ki %
and (4)
i} .
ag2(ay+0,)+(0pms,) (P25, 2
« [ koV v
B [(-Z;‘)] = 125, b)
2, NVeka 2.2
(2" + 2.5

The above expressions are then incorporated into the leading term for the

wavenumber/frequency spectrum (Eq. 9 of tract VI) namely

* * —,V k 2
Po(kys Kyy ) = a Glw)A [ J B L ,l\—f“—)* a)
where
3 .3
6(w) = ooV, 676o(yS) b) (5)
and
2 _ ., 2 2
K =k + Kk, c)
This formulation yields a power spectrum due to incompressible fluid flow of
the form

0 (w) = a(i\}c-),,zc;(w) (6)

where a is a constant of integration and in the notation of tract V the spectrum

parameter
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4
* E’)bz
woy 1 Y= 2,0 |
60(30 = z(vc) (6 } . ‘ R | (7)
) (mbz_zmcz)(g_)z(vf)zmctt

where the parameters are related to the power spectrum center frequency w. and
the power spectrum bandwidth wp via definitions in tract V.

By setting k2 in Eq. 5 to zero the longitudinal wavenumber/frequency

spectrum reduces to

2,(4-),%6(w)
¢ KV ant
Polkys 00 u) = — (24,2 (233
“2 (8)

KV 1
0.12((;1+01) + (al-ol)]}—‘]‘;—c)* _]2

vk
(g + E_ﬁ,—l)* '1:]2}2

Note, a, is an un<nown paramter in this formulation and also both ay and

-

o, are involved in the prediction,

vk .
The peak occurs at 0{%—1)* = 1 which yields

)
0 (aptap)(ujtay)
Polgt)*, 0, u] = 2 2 2 (9)

which could afford an evaluation of a, if the other parameters are known from
independent measurements.

Since at present we don't have values for all the parameters it is expedient
and convenient for comparison purposes to normalize the spectrum with respect to
its peak value, Eq. 9. After normalization the longitudinal wavenumber/fre-

quency spectrum level takes the form
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Numerical Predictions

The above expression can be plotted either as a function of x,(or x = %ﬁ if
“o/w is taken as a parameter) for both positive and negative values of x,. It
will peak at x,=1 and approaches a constant as x,+=., The value of this asymp-
tote is important and is quite sensitive to the difference @1-0]. If a1%07
i.e. r=0, then P(x,)*0 as x,+=.

Typical plots of Eq. 10 for the parameters q1=0.2 and r=0,6 are shown in
Figs. 1 and 2. Note, in particular tnat Eq. 10 levels off at about -20 dB for
both x, > 1 and x, << 1 for this choice of parameters.

The same general type of plot can be made for the lateral spectrum
P(0, ko, w).

After normalization the lateral wavenumber/frequency spectrum level takes

the form

|
10 logyg [%%ul)]= 10 logyq l_ ( 7, 1)2 J
91

2 *
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Eq. 11 is symmetrical in y, and a typical plot is shown in Fig, 3, Note
again, the function tends to level off at about-20 dB for y, >> 1. These
results suggest that I have selected a self consistent set of parameters ays 9ps
ay, 0, ON the basis of Bull's measurements.

At this point I am satisfied that a meaningful comparison between the level
predictions of Eq. 10 and Chases' predictions can be made, Chase also selected
the parameters in his numerical work from Bull's data. Several comparisons are
shown in the next set of figures. It should be obvious that for “oz/wz <« 1,
(Eizg), = Eﬁ!& and the comparison is direct. On the other hand for fn > 1 that
will not be the case and effects of waveguide or other frequency dispersion
should be evident.

A plot of the Chase spectrum is shown in Fig. 4 employing frequency as a
parameter. In all of the comparisons o=1lcm, V,=10cm/s and x=k1VC/w. In the
Chase model all of the curves peak at x=1 independent of w but there are some
dispersive effects at frequencies below 500 Hz which are very evident, The nor-
malized level increases with decreasing frequency quite siynificantly at low
wavenumbers, Note, above 1000 Hz there is no significant change in level with
increasing frequency at all wavenumbers for the parameters chosen.

Plots of Eq. 10 versus x= EﬁXQ on the other hand, exhibit a significantly
different behavior if frequency is employed as a parameter. This is quite evi-
dent in Fig. 5 where uo=V¢/o=1000 and “/w is employed as the parameter, The

function peaks at k1= v“ at high frequencies, i.e, “oz/wz << 1, as expected but

o
the peaks shift to higher values of k1 as w is decreased especially in the ranye
w S wo. Note, the predicted level decreases at low wavenumbers as frequency is

decreased on this scale. Fig. 6 shows the same results but on a logarithmic

e e e m e e ecommmaewrww x F x_ szl




PP

b at.taz ‘2b et "ad Yal."aTa"20 ‘2. Yato28 Vol Pad b ¥ad cCab tof $ag ad 2B Fo S8 U R C B Gad ol B kod f R B A AN ENENEN RN E BT ENR YA

7
wavenumber scale which is easier to use at low wavenumbers for comparison pur-
poses.

It also is informative to plot the Chase spectrum level versus x,=(XjVc/w),
for the parameter m0=1000 and then employ frequency as a parameter, This
characteristic is shown in Fig, 7. Note the shift in wavenumber peak is now
downward as frequency is decreased and there exists a correspondingly greater
increase in normalized level with decreasing frequency. This general result is
to be expected and such trends should be observable experimentally,

The last two figures show the effects of varying a about a nominal value of
0.2. In the results shown in Fig. 8 r=0.6 is fixed. Thus, one can see that
experimental errors in finding a and @, can be significant, the greater the
decay rates the higher the predicted level at both low and high wavenumbers,

Fig. 9 shows the extreme case where r=o, Then 9 %% and the levels are
greatly diminished at both low and high wavenumbers for the same choice of ap-
The corresponding wavenumber/frequency spectrum is very sharp. Hopefully, such

trends also will be observable experimentally,
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Figure Legend
Normalized longitudinal wavenumber/frequency spectrum level versus
kyV )
x,=(—ir£)* for x, > o and °1=0'20’ r=0.6. Convective waveguide model.
Normalized longitudinal wavenumber/frequency spectrum level versus x, for
Xy < 0 and a1=0.20 and r=0.6. Convective waveguide model.

. koVc
Normalized lateral wavenumber/frequency spectrum level versus y,= ( " )
for a1=0.20, a=1,00, and r=0.6. Convective waveguide model.

: e : k1Ve
Normalized longitudinal waveguide/frequency spectrum level versus x= "
employing frequency as a parameter for ¢=lcm. Chase model,

. I3 - k v
Normalized longitudinal wavenumber/frequency spectrum level versus xrjkil
employing “/wo as a parameter, Here w0=1000r/s corresponding to é=1lcm and
Vo«=10 cm/s. Linear wavenumber scale. Note the predicted wavenumber shift
due to waveguide dispersion,

Same plot as figure V but x is shown on a logarithmic scale. Note pre-
dicted wavenumber shift due to waveguide dispersion,

k1Ve .
Chase spectrum when plotted versus x,=( " )«+ Note, the wavenumber shift
due to dispersion.
Sensitivity calculation showing the effects of variations in Uy in the
longitudinal wavenumber/frequency spectrum. Here r=0.6 is held fixed.
Sensitivity calculations showing the effect of lowering the mixing para-

meter r to zero,
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VIII. Properties of the Spatial Coherence Functions

Wall Pressure Fluctuations

by
Robert F, Lambert and Keith Alcock

Introduction

The purpose of this tract is to focus attention on the functional form and
evaluation of numerical parameters for the longitudinal and lateral spatial
coherence functions that were employed in tracts VI and VII to predict the
spectral characteristics of wall pressure fluctuations in boundary layer flow.
Also in Appendix B a new experiment is suggested. In tracts VI and VII we
employed these functions in the special forms

% 1451
AL ‘\‘,‘i Lt - [1+|ol(‘¢;i-),|] o a)

and (1)
@an I {T1s8 ] ¢ 'm) |
B [ v ] E ] = [l+'02(v )*l e
c c
with explicit constraints between ) and o and between ay and Tye

From tract VI both

/ v
“ey, = /25’ a)
c C Cc
and (2)
42), = /<—'1) +( )(ﬂ> b)
C

involve a number of dimensionless parameters. It was discovered early on in
coherence measurements in wind tunnels that all five parameters were important:

wan !: &

namely, e‘ sV sy 6 and % . The convective waveguide model is consistent
c c c

with those observations and yields Eq. 2 directly from the dispersive properties
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of the model. The problem is how to optimize subject to constraints the choice

of Qs Tys Bps and Tye In particular, their values depend on the ratio V=/Vc
v

via Eq. 2. Initially, it was assumed that V‘ = 0,80 a value characteristic of

the main energy bearing eddies whereas, in actuality, the ratio is frequency (eddy

*
size) dependent. At extremely low frequencies, (i.e.,‘“%‘ < 0,2,) it is usually
v @

’ *
assumed that V‘ approaches unity. At extremely high frequencies, i.e.,'“&' > 5,
the measured value is closer to 0.6. (See Appendix B).

A method for measuring Vc and determining values for both A and B was

described in tract I., Eqs. 6 and 7.
In tract VII the fit of Eq. 1 to coherence measurements by M, K. Bull
was reasonable but not entirely satisfactory, especially for small values of

e‘ and en . It appeared that one could obtain a better fit of Bull's data if
c

c
VC/V, = 0,60 (see tract V.) The observed drift velocity is smaller at small
spatial separations, i.e., small values of £/8 and n/S§.

It was decided to relax the requirement that 9 and 9, be positive numbers

and to reformulate the A and B functions as

W a g, 0 |
ALY 5= fvo, 1) 120 T e a) |
c c
and (3)
~a, [ (§2) |
¢ V /%
BLYS, £ 1= [leo,l®),10e &' b)
c c
v
and then to attempt a new fit for VL = 0,60 utilizing the values of £/6 and u/$

-]

employed by Bull,
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Numerical Predictions

The values of the four numerical parameters obtained by a numerical curve
sitting algorithm are:
0.166 a, = 0,786

o, = 0,074 g, = -.0842
which yields a mixture coefficient r = 1.24.

Plots of A, Eq. 3a, versus mglvc employing ratios of £/6 = 0, 1.23, and 2.52

are shown in Fig. 1. The data of M. K. Bull for £/6 = 1.23 and 2.52 are shown
for comparison.

Plots of B, Eq. 3b, versus wn/vc employing n/§ = 0, 0.103, and 0.627 are
shown in Fig. 2. Bull's data points for the same ratio are shown for
comparison,

The agreements now are more satisfactory for close spatial separations but
not so good for values of wn/vc > 1 as before. Again maximum values of both A
and B occur at the origin. The peak value for £/86 = 0 and n/8 = 0 is unity.

Several characteristics of the predicted cross spectrum AxB, where

ALYE L e/e YR, 3 ——‘—_;—fa(snr)e‘“r

c o(we V

are shown in Figs. 3, 4, 5 and 6 for several parametric choices of £/8 and n/$.
Note, the surfaces are similar (but not identical) in shape to cross spectrum
measurements obtained in the water tunnel, save for differences in amplitude and
spatial scales (See Fig. 9 in the April 1984 - October 1984 program progress
report.)

In the last three figures (7, 8 and 9) are plots of normalized wavenumber/

frequency spectra P(kl,O,u) versus (k 1,v /w)* for a range of both positive and

negative kl and P(O,kz,a) versus (kzvc/w)* for a range of positive (kzvc/m) .

| S Sy
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i These curves are to be compared with those in Figs. 1, 2, and 3 of tract VII.
As can be seen the two sets of predicted spectral characteristics are for all
practial purposes the same. This is evident by noting that the dominant term in

Eq. 10, tract VII, at both low and high wavenumbers is proporational to

ay (;l:;l), a factor that did not change by more than half a decibel. The
» *27%
same result is obtained for Eq. 11 where the azz( o ) term changed by at most
%

1 decibel. The conclusion is that any changes in the cross spectrum AxB would
have to be quite drastic to change the P(kl,kz,w) functions by 5 decibels or
more at both low and high wavenumbers. Even the peak value given by Eq. 9,
tract VII, did not change by more than 0.5 decibels in this example. It should

be possible to improve the level predictions by assuming an appropriate fre-

an A e el e e

quency dependence for Vc/V, and repeating the evaluation of @y, 91, ap and 9o
But that alone is not likely to change the spectral level of P(kys ko, w) by a

significant amount, However, it will change the predicted location of the con-

vective peak in P(ky, 0, w) (see Appendix B).
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Appendix A - Curve fitting procedures
In this application the problem is to convert two sets of data points
(x10¥171)s (X000¥p) 0o (g puy ) and (xy) 055, )50 5 (X, 5Y,,) which are

characterized by parameters k = 315355 respectively, into a specified function

" 2.2
£(x,k) = [1+a /xlak? Jem % ¥k (A-1)
with a and o selected to best fit the data points. The approach used is a
variation of the method of least squares by Gauss.

The first step is to construct, by hand, smooth curves through each set of
data points. These curves can correct any data errors or deviations that do not
appear to be representative of the entire data set.

The initial curves so contributed are then sampled at intermediate point
. . * * * * * *
into two new sets of data points (x11 Y11 ),---,(x1m Y1m ) and (x21 Y21 Ysvee,
(x2n*,y2n*) which then replace the initial sets. Such samples can be taken
either evenly spaced or weighted (i.e., close together where an accurate fit is
very important) and thereby provide discrete data to be entered into a computer
routine and then compared to f(x,k) for choices of a and o.

The next step is to write a program that will generate values of a and ¢ and

*

for appropriate curves. The

N * * * * *
calculate f(x,k) using the values X11 2*12 5ttt e Xg and Xp1 sXp »

generated above for domain values and k = a,,a

* * 172 * * * *
difference in the range values y11 » Y1p »°**s¥qn 2N Yo »¥op »°**sY,, and

the values of f(x,k) is a measure of the accuracy of the value of a and o. For
each a and o all values of f(x,k) are calculated for each domain value,
subtracted from the range value (of the sampled point), squared, and summed.

That is

2

* *.2 n * *
1y sk Yy ] *121[f(x21 kp)=Yps ]

m
VAR = § [f(x (A-2)

i=1

.......




6

which is analogous to the variance or area between f(x,k) and the data points.

The problem now reduces to finding values of a« and ¢ that minimize VAR.
Best fit values, e and o, s are recorded and the function f(x,k) then is
plotted for continuous x as a comparison. If the fit to the data point is not
satisfactory the original curve can be re-sampled with greater weighting at the
segment of greatest variance and the steps repeated. One could also conclude
that the function f(x,k) is not appropriate for the data set, which does not

appear to be the case.
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Appendix B-Suggested Experiment

It was pointed out in tracts VI and VII that the convective waveguide
model of boundary layer pressure fluctuations predicted a frequency dispersion
not found in the Chase model.

The wave guide model predicts that P(kj, 0, ) will exhibit a peak at the

wavenumber value kp 9iven by

m ) 1
= (e = 2 12
k= e /("c) i (8-1)

whereas the Chase model predicts a peak &t w/VC. If at the frequency in
question, w>uwgy = V,/6, then the two predictions are about the same.
However, at low frequencies, i.e. w<<sy, @ significant difference is

expected and this suggests that we try to verify this prediction by experiment.

Note that
Voo *
L PIs) (8-2)
c c ®
and
G ™ 5 ) / 1+ (392352 (8-3)

Thus, in the convective waveguide model the peak in P(kl’ 0, w) should occur

at
/
k8 = (=) /e (§)2 @dsy2 (B-4)
p v § Voo
c 4
The ratio V.»/VC is not constant but should vary with frequency according to r

the empirical relation

Voo 1 .67
Vo . (8-5)
Ve 1e0.67e” (8% /Va)

which predicts that Vc=vw at wé*/V_=0 and Vc+0.60 Vo as wé*/V_ += in good
agreement with results from wind tunnel studies.

S I B A
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On this basis one can predict how k, will behave with frequency if 6*/6 is
known. That prediction is shown on the attached figure for 6=86*, The upper
curve is a plot of Eqs. 4B and 58 for the range of wé*/V, of greatest interest.
The lower curve is a plot of wa/vc. The two curves merge for wé*/V_>0.4 but do
diverge significantly for wé*/V,<0.1l. This should be well within the frequency
range of the bouyant body facility if &*=,001m.

One of the initial experiments with the bouyant body facility should be to

estimate the location of the peaks in P(ky» 0, w) as a function of frequency.

The spectral estimators should work very well in that region of k.
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IX. Pressure Phase Convection Speed Characteristics
Wall Pressure Fluctuations
by
Robert F. Lambert

Introduction

Th purpose of this tract is to focus attention on convection speed charac-
terist cs and make some predictions based on the convective waveguide mod21. T~
particilar, there is great interest in the behavior of the convection speeds
with frequency and how to interpret convection speeds based on phase measure-
ments. In my judgement they may have been misinterpreted in the past.

Analysis
The relative phase between two points a distance g apart in the streamwise

direction based on the convective waveguide method is

A A
¢*=k*a=/(-(35)2+€—2=r%°-]e (1)
c A L c

where k« is a streamwise wave number, w is the frequency in question, VC is the
boundary layer convection speed, A is the half width of the flow channel, and

the cut-on frequency

Ve
s *a (2)

In general V. and hence Wy will be frequency dependent. As will be pointed
out V. cannot be determined directly from phase measurements and must be
inferred from other data.

For convenience I will interpret the boundary layer thickness § to be iden-
tical with a,

Eq. 1 can be rewritten in terms of normalized parameters and expressed in
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the dimensionless form

Vo / v, *
kas® = () 82252 (3)
C [ 4

where V, is the free stream or center-line flow speed, &% is the displacement
boundary layer thickness, and & = m&*/v,.
To interpret phase measurement we now define a wall pressure phase convec-

tion speed as
w
Vp = T (4)

which is a parameter that can be determined from relative pressure phase ¢« (or
time delay Tq) measurement made by point transducers spaced a known distance &
apart via the relations wTg=¢s or Vy=€/Ty=9%/¢s.

Eq. 4 yields a pressure convection phase speed ratio

v v
e (ﬁ)/—ﬂ—— a)
w2+w 2
or . ° (5)
v
e ) o b)

v x
/ 024 (79)2(5)?2

It is evident from Eq. 5 that
Ve = Vp (6)

Ve , 8"
provided 62>>(V-02(E-)2 at all frequen:ies of interest. Hence, phase measure-
[
ments at high frequencies will yield giod values for V.. However, at lower fre-
*
C.p,68
quencies where mz<(v—)2(g—)2 this is no longer the case and in the limit as @

approaches zero
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v
VE :.:-: ﬁ(-ZT) = ‘“;—:'. (7)

Thus, we expect Vp/V. to vanish at zero frequency and the slope of the
characteristic will be 8/6* there.

We further expect the value of V./V, in Eq. 5 to be well behaved in terms of
frequency so the above conclusions should be valid.

However, to make numerical predictions of Vp/V, based on Eq. 5 I have

decided to approximate V./V, by the semi-empirical relation

Ve 1+0.67¢°®
i (8)
® 1.67
which predicts that V.+0.6V, as @»=, This characteristic satisfies my intuition
about the drift velocity of large low frequency eddies*hnd satisfies experimen-
tal observations at high frequencies where Vc=V,, Eq. 6. It is essentially the

same assumption made by Chase in his numerical predictions of Vp/V..(l)

Numerical Predictions.

I will assume for prediction purposes that §%/6=0.125 which is a fairly
nominal value for this ratio. Employing Eq. 8 for V./V, the predicted value
for vp/V°° is shown in Fig. 1. Note, it falls to zero rapidly as &+0 and peaks
to a value of about 0.84 at &=0.30. For higher values of & the characteristic
levels off at the values required by the VC/V, characteristic. This prediction
is in remarkable agreement with pressure phase speed values measured by Blake
(2). However, his measured values do depend somewhat on the relative spacing
5/5* used in the measurements. But, like all phase (or time delay) measurements
employing random signals and finite size transducers there are some errors to be

expected. Also, I believe that the observed behavior of Vp/V. with E/G*,
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including measurements reported by Aupperle and Lambert (3), has as much to do

with the finite size of the transducers at close spacings as with the physics of
the flow field. Such measurements are not highly repeatable and have never made
good sense to me. The results predicted by Eq. 5 are independent of spacing.
So, in practice we actually measure Vp and the value of V. must be inferred
from Eq. 5 taking into account the expected frequency dispersion at low frequen-

cies. A simple manipulation yields

e Y 8
veo = vco ' v (9)
/ -2

as an algorithm for computing V./V, from measured values of vp/v, for known
values of & and 6*/6.
Finally, a few remarks about the fluctuating pressure group velocity Vg.

which usually is defined as

- O
Y9 3., (10)

In most dispersive media (where energy losses can be neglected) Vg is a
measure of the speed at which the energy associated with the pressure fluc-
tuations at the wall propagate$, It also is frequency dependent.

The convective waveguide model predicts that

A)z'.’woz
Ve —

Vg = a)
or (11)
v, *
vAzﬂ_c)z(&_)z
vg vC Voo §
Ve " O 3 ")

The values of vg/VD predicted by Eq. 11 will be greater than the value V./V,,
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5
at all frequencies. In particular, the group velocity can exceed the speed of
sound c below some frequency @g at all mach numbers. [ expect &g to be fairly
Tow at low mach numbers and hence approximate V. by V, for prediction purposes.

The resulting expression for &g then becowsles

Mo s*
8, * ———— (3 a)
1-Ma2
or (12)
M Vo
wg = —— (3~ b)
1-M,2

where M =Ve/c<<1,

The value of wg predicted by Eq. 12 should mark the lower edge of the con-
vective energy regime assuming incompressible fluid flow since Vg<c for @@, and
Vg>¢c for a<dg.

In conclusion, I recommend in the future that all speed and spectral
measurements also be interpreted in the light of the convective waveguide model
of boundary layer*pressure fluctuations. Of special note are low frequencies
i.e. @2 < (ijz(%-)z, where dispersion is likely to be most pronounced. The
characteristic shown in Fig. 1 is a direct result of such dispersion and the
assumed innocuous behavior of Vc/Ve. I find the high frequency model of Corces
and even the more elaborate one due to Chase somewhat misleading and incon-
sistent with certain experiments. Fortunately, Chase's model has a large number
of adjustable parameters so that many experimental characteristics can be fit by
judicious choices of these parameters. Of course, if our spectral measurement

at low frequencies do not follow the predicted dispersion requirements of the

convective waveguide model I will modify (or abandon) it quickly.
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RESEARCH PROGRAM IN HYDROACOUSTICS

instead "of "monogram", should reau .oucegraph'.

instead of " je “, should read * ]e-w ",

instead of "Experimental plot of the location of the convective
peaks versus the normalized frequency w for the bouyant body
facility. The solid line is a fit of Eqs. 5 and 7 for the
parameters given in the legend." should read "Comparison of the
phase-speed prediction, Eq. 4, with experimental data of

Blake."

Instead of "Comparison of the phase-speed prediction, Eq. 4,
with experimental data of Blake." should read "Experimental
plot of the location of the convective peaks versus the
normélized frequency w for the bouyant body facility. The
solid line is a fit of Eqs. 5 and 7 for the parameters given in

the legend."







