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ABSTRACT

DATA ENVELOPMENT ANALYSIS AND AXIOMATIC NOTIONS
OF EFFICIENCY AND REFERENCE SETS
By A. Charnes, W.W. Cooper, J. Rousseau and J. Semple

The University of Texas at Austin

- Serious mathematical and computational errors and misstatements

culminating in erroneous characterizations of Data Envelopment Analysis (DEA)

g e

models and methods and their relationship to the “axiomatic” production models

of Shepard type by Fare, Hunsaker and others are corrected together with new
exposition and contrast of current DEA methodology with the Shepard axiomatic

modelling types. The stochastic base of DEA is shown to be uncertainty, not

7z -

risk. A new computationally effective “extended additive* (EA) model is

developed to handle processes with input thresholds and output ceilings and

thef‘ebg not subsumable under Shepard axiomatics.
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Research Report CCS 558

DATA ENVELOPMENT ANALYSIS AND AXIOMATIC NOTIONS
OF EFFICIENCY AND REFERENCE SETS

By A. Charnes, W.W. Cooper, J. Rousseau and J. Semple

introduction

The Management Science paper (Vol. 32, 2, February 1986) of Fare and Hunsaker,

"Notions of Efficiency and Their Reference Sets,” contains serious mathematical and
computational errors and misstatements culminating in erroneous characterizations of Data
Envelopment Analysis (DEA) models and methods and their relationship to the "axiomatic”
production models of Shepard type. In particular, every (sic) DEA example solution presentec Is
errcneous, plus the stated ratio model itself is erronecus despite their bibliographic citations cf
papers {1], [2] containing the correct non~Archimedean model. Again, the paper presenrts
axioms stated in obsolete mathematical terminology plus incomplete specification so that
eguivalence claims for models and more appear to be technically unsupported .

In the following, we correct such errors, exposit and contrast the DEA methoaolccy
with that which rests on the complex Shepard axiomatic production theory. The cited examples cf
the latter structures, re efficiency considerations, are subsumed in those CCR ratic mocels

which have "reference,” or “production possibility,” sets of conical type. These conical sets, as

recognized by Shepard and Farrell [26], do not accurately describe production possitilities fecr
many processes. We therefore bring to the fore some of these real phenomena and data aspects
and their implications for desiderata in reference sets, modeling, computation, infermaticnal
presentation and management evaluation. In particular we present a new computationally
effective extension of the (non-ratio C2652) DEA model of [3], which we call the “extencec
additive” (EA) model, which can properly take account of processes with input thresholds anc
output ceflings and thereby 2 whole range of discretionary to non-discretionary variable

configurations not subsumable under the Shepard axiomatics.
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Non-Archimedean Errors

As presented orally and in print (xerox) at 2 session of the Rutgers University
Productivity Conference in 1981 of Dr. A Dogramaci ana attended by R. Fare ana as presertec 'n
the Fare - Hunsaker (F-H) bibliography [1] (2], the non-Archimeaean CCR ratio mocel 1s 17

simpler notation)

maxh = uTyg / vIxg
(1 uTy /7 vixg < 1 )=
-uT 7vTxg < -eel

T /vTxg < -eel

where (x, gj) is the observed input - output vector of bMU;, 0 ("zero”) cesignates the DML

whose efficiency is being estimated, el is a vector of “ones” and e is the (positive, ~or-

Archimedean infinitesimal.

By the Charnes - Cooper transformation u = tu, v = tv, thxo = 1, it transferms irt:

the linear programming problem (R} with dual (DEA), the Data Envelopment sice,

(R) (DEA)
maxh = pTy, min 6 -ee’s* -ee’s”
Wixg = |
(1.1 ply -aTx <0 YA - st = uo
-uT < -eel Bxg ~XA -sT = 0
T < el
A ST ST 0

where Y 8y, ., ypl, X8 0x; ., xpl

et Nt T T Wt e T e et A T e T T T
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Evidgently the optimal value will be of "complex number” form a - be , with a = §* representing

y . the "scale” efficiency ana b representing e1s™* « e s"~, the sum cf optimal slacks (input
3 surpluses and output shortfalls).

2 ’ Insteaq, F - H erronecusly rencer (1) as

ERRONEOUS MODEL
) maxh = uTgo / vTxo
E (2? uTgJ/vTxJil,j=l,..,n
-7 _<_-eeT

i -vT <-eel

b

rf Using subscript 2 tn place of the confusing subscript O of F-H, their examrrle
) preclems may be written as

!

, (21)  max u/(2'vy +5vp)

5 WI2'vy +Svp) <

E W/(2'vy + 6 vp) <

Vi, VD, > €

3 arc

; (22 max U/ (2 vy + 6 vy

. W(2'vy +Svp) <
i W2V + 6 vp) < |
i U vy, vo i €
:
"

~here the Guotaticn marks genote multipltcation by a (the same’ pcwer cf 10

‘: Setting w = u/(2v) *Svol, wp = U/(2 v + B vol, sirce the L arg v, are ror-
M regative, we have M W > wp, thus the second constrairt i1s recurcart Foroptimant, -
y

x both (2 1) anc (2.2) we have w ™ = 1 or " = 2'v) " + 5'vo"
r
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Thereby wo™ = (2'v ™ + S'vp™) 7 (2'v ™ + 6'vp™) = 1 - 17y (2"v ™ + 67vp™).
Evidently DMUy is efficient (w™ = 1) in all of these examples and
(2.1.1) Vit vt e ut =270 S
is cne of the infinite number of optimal solutions, which further, neec not invelve the rer-

Archimedean infinitesimal |

Because of wp = 1- 1'vp/(2'vy * 6vp) for optimality in (2.2), there 1s ne
maximum but cnly a supremum value of one ("efficiency”). For, takingv =pvpancvy = 1, we
have
(2.2.1) h=wo=1-1/(2p+6)>1asp— oo

Even further, as may be suspected from the above, (2), which are F - H's ecuaticrs

(2.2) on page 238, may be reduced to an eguivalent form without the non-Archimecear

infinitesimal e | Setting U= ey, v = ev, (2) becomes

max UMy v %
C.'ng/\—/.rxJ <1y, n
(3 n > el
vT > el
The F - H "solution”, h =1/(1 + €), vp =€, vy = (1 -5e;/2, u=1crp 239,

ecuation (2.4) and its accompanying statement “Since the solutior te problem (2.3} 1s ret 2 real
rumber, the value of h cannot be computed” are erroneous, witness (2.2.17 arc (3)

The F - H "solutions” of their example 2,h = 1/8, L= 1,v| =vs - 1070 arc
P=1/7,u=1,v| =vo= 1076 (for, respectively, DMU» ana DMU|’ anc their accemrparying
statemert "Thus no one DMU is efficient” are erroneous since by (2.2 17 sup(h) = 1 for MU~

and by (21 13, h =1 for DMU,
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Using instead on example 2 the correct CCR ratio model (1) and the DEA side of the
linear programming equivalent (1.1), from which all Data Envelopment Analysis computaticrs

have been performed heretofore, we obtain by trivial cbservation the optimal basic sclutions

(131) 8% =1, A" =1,sp"" =0 with dual optimum u™ = 1, v;* = (1 -Sey/2

v =€ withh* =yu" =1 for DMU;.

(1.32) 8% = 1, A" =1,55"" = 1" with qual optimum p™ = 1 - 1" ¢,

vt = - 1762, v = e withh™ = u* = 1 - 17e for DMU».
Thus, correctly, DMU, is rated efficient and DMU» is not.

For the last few years, areal efficiency value, if gesired, has been getermirec frem tre

cptimal real 9,\,s%,s” as

-—

(1.33 5%[1 - (eTs™ +eTs* )/ (eTxg+ e yg+eTs™  + e s* ]

Ir exampie 2, DMU thus has value | and DMUp has value approximately 0.9.

Most vitally, the CCR ratio model always has, via the qual thecrem cf hirear
programming appliec to (1.1), a basic optimal solution pair, hence a true minimum fer DEA 2rc
2 true maximum for (R). Evidently, from their own example, the erronecus F - H mccel cces

rot.
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Computation and Informatics

Computaticn for (1.1) has been availaple frem the first (1851, 1n Charnes’ rer-
Archimedean simplex method ana solution of the “cegeneracy” protiem [4], In classes for the past
35 years anc¢ in the 1961 Charnes - Cooper text, "Maragemenrt Mcaels anc Ircustrizl
Applications of Linear Precgramming” [S], by the use of acgitional columrs anc rows centairirg
the (base field) coefficients of the non-Archimedean guantities. The NONARC ccae cf Dr. labal Ali
.\ (of The University of Texas at Austin) will also solve such non-Archimecean linear pregramming
problems by a 2-phase process similar to the Phase [, Phase || process of usual simplex methoc
codes, which actually solves a similar non-Archimedean problem. Acditicnaily, ordinary
simplex coces can be used for € sufficiently small numerically relative to the cther matrix data
| reciprocals. The infinitesimal must however be taken larger than the numerical zerc tclerance.
g Routinely also, before computation, linear programming codes scale the matrix of ceoefficierts by
- change of units or multiplication across rows so that the entries lie in the O - 100 rarge.
| Toward both purposes as mentioned in [2), cited in the F - H biblicgraphy, the

coefficient of 9 in the functional of (1.1} has been enlarged to 100 (correspording to percert

scale efficiency) or more. And one can even multiply the functional by e ! leaving § with the
only nen-Archimecean coefficient. As shown by the exact solutions for u™, v *, ><2* in (131
) ang (1.3.2), numerical difficulties are certain for computation in example 2 with cuctaticr
marks corresponaing to 109 and € = 1070, Enlargement of the coefficiert of § ir the
furctioral anc/or scaling as stated in (2] has sufficed to remove such ¢ifficulties in all past
applications hanclec by professionals in mathematical programming ccmputation.

“he ma cr preblem in DEA analysis computations has rct teer arc is rct such
nummerical niceties, but rather in sclving the informatics problem cf previcing the scluticr te
N DEA prctiems for all the DMUs with preservation anc extracticr cf the cetatlec irfermaticn
neecec fer aralysis. For example, cre recuires "wincow analyses” basec cn efficiercy values [€],
X ard “envelopment maps” for assessing stability, possible cata errcrs arc rctustress cf the

empirical Paretc-Koopmans cptimal procuction function together with time series tebavicer {7]

P R S O S e e S N ™ L
S

L - - - ", - - - - . -« - -t‘ - - -. - 7- .- ) - - . -t . ..- u .- N
e AT -.._s' L9 -.:_\,\ “’ -.-. et \'b \\"ﬁ-. LS Ky \. e RO . CSESAN e ;. A AR, \"‘ ‘a7,



W This is in addition to providing solution cetail {on the DEA side) for every DMU Further,

contrary to the impression given by the F-H paper, there exists not one but a multiplicity cf DEA
models, the software for which, thus far, has been elidec so far a3 possible so that with 2 sircic
software package one can call up a DEA analysis for any cne of these tyres.

Development of such efficient packages has beer possitle tecause a2t mest orly the rigrt

“~

“~

- hand sice, a column and the functional need be changed in passing from one DMU te arcther Alsc,
‘;C the invariant multiplicative DEA model [8] has the same formal structure as the "zecitive”
| C2652 model [3]. Because the analyses required from most mocels cemanc extersive
« computaticn, it is vital when developing new modcels for other procucticr possibility sets to tier
N
Y their specifications as closely as possible to the computatioral capabilities of existirg scftware
N mccules and the aaditional cata which can be accessec easily threugh simple extersicrs.
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Shepard Axiomatics

Shepard formulated a theory of procucticn [12] for a restrictea class ¢f procucticr
technologies which culminatea in an elegant transform theory between procuction arc ccst aspects
cellec Shepard-Samuelson Duality. More recently others such as his stucent R. Fare arc the
economist R. Russell, have focused on extending this thecry to ercompass efficiercy
consicerations which thereby involve certain abstractly defined frontier sets relatec tc the
Srheparaian characterization of efficiency. Their work invelved similar!y the complex
mathematical constructs of point-to-set maps ("corresponaences,” in obsclete termirclccy of
Shepard so that to exercise this theory on particular technologies it is necessary to igentify them
as satisfying Shepara-type axioms.

These axioms typically refer to a point-to-set map L transforming ar cutput vectar .
Irto the set L(L) of all input vectors x which can procuce the output vector u. A key axicmr 18

L4 L(u) is a clesed correspondence
“his axiom is Qo_t_ verified in the F-H paper. 1nceeq, "closed correspencence” i1s rct ever cefrec
there cr in cther papers in the field. The Fare, Grosskopf, Lovell morograph (9] (p 203} cives
ar ircemrplete (ana typographically erroneous) gefiniticn. Russell, perteps cerfusec g the

arcraic terminclogy anc absent topolcgies he attempts to correct, rercers this axicm ircerrect i

AR

2s

L4 L{u;1s aclosec set (of irput peintst).

Tccefire a closea map reauires tre specificatior of three topclcgies --- cre for the
cerrzin, ore for the range, anc cne for the procuct tepelegy of the two. Ameap rag te clesec errat
cepercirg oen which topologies are prescritec for these three tepelegical spaces A mest cleer
expesiticn anc examples are given on p. 312-313 of the Naricy anc Beckersteir text [10] Tre
correct cefiniticn follows,

Let S and ™ derote topological spaces and S X T their tepelegical precuct space Let fre a2

meap frem S into 7. The graph of f, G(f), is the set of pairs {(s, f(s)) s e S)

Definiticr: S1s a“closea map” iff G(f) is a closec subset of S X 7 in the procuct topcliccu

et et et s oa
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*, We note that the definition of graph on p. 25 of Fare, Grosskopf, anc Levell, ecueticr
f (2.1.3), is thereby incorrect since it involves pairs of input output vectors rather trer pairs

(u, L(u)) of output vector u and image L(u), the latter a point in the space cf all sets cf ircut

e | vectors x. No topclogy is specified for the latter as points nor for the tepelegical precuct “hus
the Fare, et al, identifications are invalia since the axioms to be satisfiec are iracecuately, or

erronecusly defireg,
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Data Envelopment Analysis

Contrary to the impression given in the Fare ana Hunsaker paper, Data Envelcprrert
Analysis is a methodology which in relation to notions of efficiency and refererce sets ras
developed important sets of models and new relations between classical efficiercy ncticrs,
economic production theory, as well as new auditing and operaticnal aspects of managemert cf
productive processes undertaken by a multiplicity of organizational or response units. ~he first
DEA moael, the non-Archimedean CCR ratio model, established a connecticn between the classic
scientific-engineering notion of efficiency and the Farrell economic production theory notior ty
generalizing the scientific-engineering efficiency definition to multiple input, multipie output

systems and to relative efficiency. These were connected by mathematical programming cuality

as in the (R} and (DEA) of equations (1.1).

The combination of multiple inputs (multiple outputs) into a single virtual input
(virtual output) is possible in an infinite number of other ways than in (1.1}, eg, 2
multiplicative one by raising inputs (outputs) to nonnegative powers and multiplying them
tegether to obtain a single virtual input (virtual output). The resulting ratio mocel, cn taking
logarithms of input and output entries, reduces to a linear programming model with, crce acair,
tre cual DEA side corresponding to a measure of relative efficiency fcr an explicitly
(anralytically) stated production possibility set [11]. The form of this which gives ar efficiercy,
measure independent of the units in inputs and outputs yields dually always a piece-wise Cctb-
Douglas economic production function [8].

The key paper of Charnes, Cooper, Golany, Seiford and Stutz [3] estatlishec the fact
that the extremal models of Data Envelopment Analysis, on the DEA sice, were the Charres-
Cooper test for Pareto-optimality of a test point (input-output vector) [13], [14]. Tres, the
essence of the DEA methodology is in providing a test for muiti-objective optimality of a specifiec
point (here a possible DMU input-output vector) chosen from a specified reference set (hrere

production possibility set) which yields simultaneously quantitative values of input surpluses

and output shortfalls needed to obtain efficiency.
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Recognizing this connection, Charnes, Cooper, and Thrall [13] gevelogec ar
Archimedean characterization of efficiency types for the CCR ratio moge! in which scale
efficiency and technical efficiency are chacterized by the dimensionality of the set of cptirral
solution vectors to the correspondent of (R) in (1). Via semi-infinite pregramming this reas
been generalized to an infinite number of DMU's by Charnes, Cooper, ang wel [16] with
corresponding generalizations of other models forthcoming. Further, another directicn cf
generalization of the ratio models has been to arbitrary closed convex cones for the virtye!
multipliers and for the production possibility sets and data envelopments by Charres, Cccger,
wei and Huang [17] with extensions to other models forthcoming as well. The dimensicrality
construct in Charnes, Cooper and Thrall [15] has been simplified (and generalizec: tc
interiority properties relative to the cone of virtual multipliers {[16]. Thus, this extersicr arc
the semi-infinite extension represent generalizations to possibly nonpolyhedral refererce arc
virtual multiplier sets which involve thereby nonlinear programming and duality relaticns.

Before proceeding to a new computationally-effective DEA mocel, we need tc correct 2
misimpression by the noted economist, P. Schmidt [18], to the effect that Data Envelcprrent

Analysis is a deterministic and not a statistical methcdology. The fact is that 2ll the DEA

methodology from Farrell onward involve determinations of relative efficiency ana of efficiert
(frentier) production functions based on sample observations. By the mathematical cefiriticr cf
the word "statistic” the quantities calculated are all statistics. what is true is that so far we bave
only a bare beginning of statistical theory for these statistics (3] A particular preblem 1s rcw
one should characterize "waste” (input surpluses) and "possible achievement failures” (cutout
shortfalls) stochastically. This is not adcressed adeauately by parametric formula fittirg
according to maximum likelihood or other classical statistical estimatior schemes whicr
incidentally, have proven substantially inferior to DEA methocs ir correctly estimatirg krown
frontier formulae from random samples [19]. Failing such 2 theory, gevices such as wirzcw

analysis [6] ana envelopment maps [7] have been ceveloped to exparc sample sizes tc acrin o
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methods in correctly estimating known frontier formulae from randem samples [19]). Failing

such a theory, devices such as window analysis (6] and envelopment maps [7] have teer
developed to expand sample sizes and to achieve robustness in efficiency characterizations anc

procuction function determirations as well as to analyze time series or gaynamic effects.
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The Extended Additive (EA) Model

Meaningful determination of relative efficiency should involve comparisons of a DMU to
actual production possibilities only. In some applications, the model employed has efficiency
determination and measurement of input surpluses and output shortfalls referred to efficient
points which are not possible. Such relative efficiency (and effectiveness) determinaticns are
thereby invalid. Many of these applications have nevertheless proved worthwhile because the
most important determinations made have been (correctly) with reference to efficient inputs anc
outputs that were possible. Examples of this kind have occurred wnen some input variapbles are
nondiscretionary, i.e., are not controliable by a DMU manager, such as temperature or weather
or unemployment rate. The modification suggested by Banker and Morey [20] involving a change
in the functional is not appropriate since Pareto-optimal (efficient) DMU's may fail tc be
recognized because the modified functional is incorrect for the Charnes-Cooper test plus the
partly conical character of the reference set (production possibility set} may lead to an
impossible efficient referent. Again, many production processes involve input thresholas below
which the process does not work and output ceilings above which output is impossible (as, for
example, in sales in a market, the number of purchasing households in the area cannot exceed the
number of households in that area.).

In the key paper (3] "Foundations of Data Envelopment Analysis for Pareto Optimal
Empirical Production Functions,” a model which today we call the "additive” model was put
forward which remedied the production possibility set difficulty of cones and provided a basis for
other more valid reference sets. We now extend this model to one which also takes care of

thresholds and ceilings as well as permitting a variable to range from discretionary to

nondiscretionary in 2 way which is trivially implementable on existing DEA software.
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t The Charnes-Cooper test for Pareto Optimality (here Pareto-Koopmans Optimality) of

DMUg, using as reference set the convex hull of the input-output vectors of DMU | to DMUp, may

be written (see [3]) as

b

_':}; min  -els* -eTs” :

YA -s* =

Y %

) (A1) -XA -ST = =X,

J

W eTa =
b

e A, 85,8720

&)

2 If one wishes this value to be independent of the units of measurement we alter the functional to

4

Y

4

b

] (A.2) -eTD™1(yy)s* - eTD™Hxy)s™ = -dW(s*, s7)

:,\

N

e where D(y,), D(x4) are diagonal matrices with the y, or x, component entries. (If some

components of y, or x, are zero we use the unique Moore - Penrose generalized inverse which has

' zeros instead of reciprocals for the zero components.) For either functional we obtain the same
1_5' DMUs as efficient since
3
=) (A2.1) a (eTs* + eTs™) <eTD 1(yy)s® + eTD71(xy)s™ < p(eTs* + eTs™)
)

where a, B are respectively the minimum and maximum of the non-zero entries of both D~ 1(y,)
,: ahd D"(xo) and therefore a, 8> O . It is useful to have the (A1) functional form both for theory
;;: and practice since the efficiency hyperplane it defines (eTs* + eTs~ = 0) does not depend on any
‘, particular x,, Yo-
; when DMUg is inefficient, its precise efficiency measure is not the important
f ‘ consideration, but rather the input surpluses and output shortfalls needed for efficiency (ie, to .
X be on the economic (Pareto-Koopmans Optimal) production function surface) together with the
%: "facet” of efficient referent DMUs determining the local production function. These are the

............
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significant managerially meaningful quantities. Using the (A.2) functional, a computaticrally,

easy efficiency score using the weighted I, -metric of (A.2) is

(A22)  exp{-aW(s", sT)/[aW(y,, x40 + dW(s™, sT)]} = 1-dW(s~, s7)/[s*m + aW(s~, 57}

(The latter may be interpreted as a ratio of distance measures as in [21]). Note that this urits

invariant score may be applied equally well to the multiplier of 6* in (1.3.3).

We now present the Extended Additive (EA) model for efficiency rating of DMUg as.

min  -eTs*-els™ ,  or -eTD7l(y,)s* - eTD"! (x s~
YA -s” = Yo
(EA) XA -s™ = =x,
CIDN = |
Si” ¢ BiXgy, i=1,...,m
Sr” $ ¥y F=1,....8

In this, by adjusting the value of 8y from zero to one, we go from a nondiscretiorary irput tc 2

completely discretionary input. Practically, since the numerical value of 2 nongiscreticrary
input is not that precise, one may use always a small value of B; cependent on the character of tre

input for BMU,. Raising the value of By corresponds to not allowing the referent input value te gc

below a specified level less than the ith input value of DMUg. |.e, the referent input must exceec

this thresholg input level,

Simflarly, by adjusting the value of ¥ from zero to one we go from the fixec cutput r

level of DMU, to anything permitted by the other constraints. Raising the value of ¥e

corresponds to not allowing the referent output value to evceed a specified level abcve the rtr

output level of DMU,. 1.e, the referent cutput cannot exceed this ceiling output level “he use cf
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such ingividual upper bounds on the slacks poses no computational problem in Data Ervelcpmenrt
Analysis since every linear programming code of any merit teday incorperates the ircivicual
upper bound algorithmically without requiring its explicit specificaticn as a cerstrairt.

Thus the EA model permits the automatic incorporation of real lccal restricticrs cr
many processes which are not permitted by the other existent mocels. As such, the associatec

Paretc-Koopmans efficiency surface is a more valid represertative of the true nature of the

precesses.
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Conclustons

To summarize, contrary to the Fare, Hunsaker, et al, pericratives, Date Ervelcomert
Analysis Is a statistical methodology whose mocels consist of the Charres-Ccoper test for 2
Sareto-Kocpmans mirimum applied to test point observatiors from a specifiec reference set “he
mocel may be a linear programming mogel, or a transformably convex programmirg mcecel in
which the functional may or may not be linear, and in which the reference set may cr may rct te
cclyhecral arc may (2s in EA) or may not vary with the test point (=DMU)

The CCR, Multiplicative, BCC [22], Aaditive anc EA mocels provice cifferert
procuction possibility (reference) sets for Data Envelopment Analysis Its conrecticr with
multi-criteria programming is through the Charnes-Cooper test for multi-criteria cetimahity,
rere Dareto-Kocpmanrs Optimality, which test is one of the few availacte cerstructive rears for
getermining such optima (23], e.q. efficient DMUSs.

Data Envelopment Analysis determines “facets” of similar efficiert DMUs 1r estimatirg
the urkncwn economic proauction functton in the neighborhood of each DMU with respect to the
overail referent set. The input surpluses and output shortfalls of each DMU that DEA cetermires,
rather than the precise numerical score assigned to inefficiency, are the centrai valuatie resuits
Statistically, or stochastically, DEA geals with estimation from samples ir situaticrs of
urcertainrty (wherein the 1oint gistripution of the rancom variables, input surpluses arc cuteut

shortfalls, are urknown) rather than classical situations of risk (wherein the “cirt cistributicr

1S knrown) The stochastic models of Aigner, Schmidt and others have cealt only with risk. “re
cifference this makes in difficulty and lack of statistical theory may be appreciatec frem tre
work of Dvoretsky, Kiefer and Wolfowitz (1952) on the much simpler Inventery 2rotlem [24],

[25] with knewn function. Thus, statistical theory development is an important chailerge fer

DE A research

- . I R PG . TP L T A N T T T S S Ry Sy oy SRR AP SR S R SR S I RS Wtk S WL

ALY Y S TR TSR TCAT R G AR AR S 20 SE SRR W .‘t'.‘l-.‘ “~
L) 4 .y e, Eai) Shi) 'y . A a.} t

RN AT

A e e e A L



s LKA A

2 21Y

AR

e

[NEM NS

.-._.-...g_.-__.-".:vr\r._:\;\.f\r,'.r‘_.-_‘r.-.-_..r_‘fs.'\.'\."u'\.'\.' '.-\'.r_;.'_:.-\'.:.;.n_;:\‘.-. R ] e AR RPN
o e - . R A . R R

18

REFERENCES

[1] Charnes, A, W.W. Cooper, AY. Lewin, R.C. Morey, anc . Rcusseau, "An Approach tc
Qositivity ana Stability Analysis in DEA,” “he University of Texas at Austin, Certer fer
Cyberretic Stucdies, Report CCS 434, 1982, anc Annals of Operatiors Research, 2, £p
139-156, 1985S.

(2] Charnes, A. ana W.W. Cooper, "The non-Archimedean CCR Ratio for Efficiercy

Aralysis: A Rejoinder to Boyd and Fare,” Eurcpean Journal of Operations Research, 15,
o 333-334, 1984

(3] Chearres, A, W W. Cooper, B. Golany anc L Seiforg, "Fourgations of Data
Ervelcpment Analysis for Pareto-Koopmans Efficient Empirical Procuction Functicrs,”
wcurrai of Econometrics, 30, pp. 91-107, 1985, an extension of Charres, A, W Ww.
Cceper, anc L. Seiford, "An Empirical DEA Producticn Furction,” The University of “exas
at Austir, Center for Cybernetic Studies CCS Report 396, April 1981

(4] Crarres, A, "Optirrality ara Degereracy in Linear drcgramming,” Ecocnometrice,
Acril, 1852

5] Crarres, A ana W.wW Cocper, Management Mocels and Incustrial Applications cf
Lirear 2rogramming, vols. 1 ana 2, 4. Wiley anc Sons, 1961,

5) Charres, A, C™ Clark, W.w. Cooper and B. Golany, “A Developmental Stucy of Data
Ervelcpmert Aralysis in Measuring the Efficiency of Maintenance Units in the US Air
Force,” Arrals cf Operations Research, 2, pp. 95-112, 1885

.7] Charres, A, W W Cooper, N. Eechambaai anc F. 2hillips, "Ccmpetition anc
Oyrarrics 1n Data Ervelcpment Analysis,” presented in N. Eechambaci's 2hD.
Tissertation, The University of Texas at Austin, Efficiency Analysis of Market Resperse
arc the Marketing Mix. Exterding Data Envelopment Analysis to a Competitive
Ervircrment, 1885

(8] Charres, A, WW Cocper, L. Seiferg, anc o Stutz, "A Units Invariart
Multiplicative Measure 1n Efficiency Analysis,” Operations Research Letters, 1983

(9] Fare, R, S Grosskopf anc C A K. Lovell, The Measuremert of Sroguctive Efficiercy,
KiLwer-Nighoff Publishing, 1985

{10}l Naricy, L anc E. Beckenstein, “opolegical vector Spaces, Marcel Dekker Irc,
1985




LA A PR P Ca o Ll P P L O
0 N A T O T 0T T e O,

[11]Charres, A.,, WW. Cooper, L. Seiford and J. Stutz, "A Multiplicative Mocel for
Efficiency Analysis,” Socio-Economic Planning Sciences, v. 6, pp. 223-224, 1982.

[12]) Shepard, R.W,, Cost ana Production Functicns, Princeton University Press, 1950

[13] Ben-Israel, A, A Ben-Tal and A. Charnes, "Necessary and Sufficient Cenciticrs fer
a Pareto-optimum in Convex Programming,” Econometrica, 45, pp. 811-820, 1977

(14]) Ben-Israel, A, A. Ben-Tal and S. Zlobec, Optimality in Nonlinear Programming. A
Feasible Directions Approach, (pate 89), J. Wiley and Scns, 1981,

[15] Charnes, A, W.W. Cooper and R. Thrall, "Classifying and Characterizing
Efficiencies and Inefficiencies in Data Envelopment Analysis,” Operations Research
Letters, 5, 3, pp. 105-109, 1986.

[16] Charnes, A, W W. Cooper and Q. Wei, "A Semi-infinite Multi-criteria
~rcgramming Approach to Data Envelopment Analysis with Infinitely Many Decisicn-
making Units,” The University of Texas at Austin, Center for Cybernetic Stugies Report
CCS 351, September 1986.

(17] Charnes, A, W.W Cooper, Q. Wei and Z. Huang, “Cone Ratio Data Envelopment
Aralysis and Mult-objective Programming,” The University of Texas at Austin, Center
for Cyternetic Stuaies Report CCS 559, December 1986.

(18] Aigner, D.u., CAK Lovell and P. Schmidt, "Formulation ana Estimaticn of
Stochastic Frentier Production Function Models,” Journal of Econcmetrics, v. 6, pp.
21-37, 1977,

[19] Banker, R., A Charnes, WW.Cooper and A. Maindiratta, "A Compariscn ¢f DEA arc
“ranslog Estimates of Production Frontiers Using Simulated Observaticns from 2 Known
Technology,” Working Paper 85-08-2, IC2 Institute, The University of Texas at Austir,
1985, and in Application of Modern Production Theory: Efficiency and Procuctivity, A
Dogramaci ang R Fare (Ed.), 1986.

[20] Barker, R. and R Morey, "Efficiency Analysis for Excgencusly Fixed Irputs arc
Outputs,” submitted October 1983 to Operations Research.

[21] Charres, A, WW. Cocper, B Golany, L. Seiford and J. Stutz, "A Dimensicrless
Efficiency Measure for Departures from Pareto Optimality,” The University of Texas at
Austin Certer for Cybernetic Studies Report CCS 480, February 1984,




"ol

b

P L L AP

Sole

)
UL RN

e a a LS

% s WM VAR IR Y A I S i R S N O T L N P LM D FA T
» N . 'l ¥, X Ja da N ) LN ) 9, 38, ¢ A KaX.XN ., X b N K L] ]

[22] Banker, R, A. Charnes and W.w. Cooper, "Some Models for Estimating Technical
and Scale Inefficiencies in Data Envelopment Analysis,” Management Science, 30, 9, pp

1078-1092, 1984 ¢

[23] Zlobec, S. "Two Characterizations of Pareto Minima in Convex Multicriteria
Optimization, Aplikace Matematiky, v. 29, pp. 342-349, 1985.

[24] Drovetsky, A, J. Kiefer and J. Wolfowitz, "The Inventory Problem, |,”
Eccnometrica, July 1952

[25] Drovetsky, A, J. Keifer and J. Wolfowitz, "The Inventory Problem, I1,"

Econometrica, July 1952

[26] Charnes, A, W W. Cooper and A. Schinnar, "Transforms ang Approximations ir
Cost and Proauction Function Relations,” Omega, 10, 2, pp. 207-211, 1982




Unclassified

SECURITY CLASSIFICATION OF THIS PAGE (When Dats Entered)

REPORT DOCUMENTATION PAGE BEFORE CompRUCTIONS

REPORT NUMBER 2. GOVT ACCESSION NO.[ ) RECIPIENT'S CATALOG NUMBER
-

CCS 558

TITLE (and Subtitle)

DATA ENVELOPMENT ANALYSIS AND AXIOMATIC NOTIONS

TYPE OF AEPORT & PERIOD COVERED

OF EFFICIENCY AND REFERE..CE SETS Technical
6 PERFORMING ORG. REPORT NUMBER
CCS 558
7. AUTHORC(s) 8. CONTRACT OR GRANY NUMBER(s)

A. Charnes, W.W. Cooper, J. Rousseau, J. Semple NOOO14-86-C-0398
NO0OO14-82-K-8295

PERFORMING ORGANIZATION NAME AND ADDRESS 10 PROGRAM ELEMENT PRQJECT. TASK
AREA & WORK UNIT NUMBE RS

Center for Cybernetic Studies, UT Austin
Austin, TX 78712

1t CONTROLLING OFFICE NAME AND ADORESS t2 REPORT DATE
Office of Naval Research (Code 434) Januarv 1987
Washington : 13 NUMBER OF PAGES
l 71

MONITORING AGENCY NAME & ADDRESS(I! Jiitarent from Controlitng Office} | 'S SECURITY Ci ASS /~f (Ml a reporr

- lassified |
'Sa ODECLASSIFI. A7 ion DOWNGRADING
SCHEDULE

DISTRIBUTION STATEMENT /of thie Report)

This document has been approved for public release and sale; its
distribution is unlimited.

DISTRIBUTION STATEMENT af the ebetract entered in Block 20, if difterent from Report)

SUPPLEMENTARY NOTES

MEY WOROS 'Continue on reveree eide if neceseary and !denttly by block number)

Data Envelopment Analysis, CCR Ratio Model, Multi-objective Programming,
Efficiency Analysis

Ldeveloped tg handle processes with input thresholds and output ceilings and
DD ,"S%™, 1473  eoiTion oF 1 wov ss1s owsoLere Lli€reby not subsumable under epard axliomatics,

ABSTRACT (Continue on reveree eide il necessery and identify by block number)

Serious mathematical and computational errors and misstatements culminating
in erroneous characterizations of Data Envelopment Analyvsis (DEA) models and
methods and their relationship to the "axiomatic' production models of
Shepard tvpe by Fare, Hunsaker and others are corrected together with new
exposition and contrast of current DEA methodolcgy with the Shepard axiomatic
modelling types. The stochastic base of DEA is shown to be uncertaintv, not
risk. A new computationally effective "extended additive' (EA) model is

JAN 73

S/N 0102-014- 6601 Unclassified
SECURITY CLASSIFICATION OF THIS PAGE ("hen Date Bntered)







