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INTRODUCTION 

Measurement techniques for the RCS (radar cross section) of a target are 

closely mirrored by the progress in radar system development. The infancy of 

RCS measurements dates to World War II (Ref. 1), when the target's RCS level 

was required to determine the detection performance of early radar systems. 

While this fundamental objective is still required today, the narrow bandwidth 

waveforms of the early radar systems have been displaced by the wider band- 

width waveforms used in today's systems. Detection performance for today's 

waveforms has extended RCS instrumentation requirements beyond the early CW 

RCS measurements. Further experimental work continued after the initial 

measurements and, in concert with analytic efforts, deepened our understanding 

of scattering mechanisms. Predictive techniques are now available for a broad 

class of target geometries. 

Both experimental and analytical techniques have benefited greatly from 

digital processing techniques, and instrumentation as well has benefited from 

recent advances in solid state technology. The initial, fundamental objective 

for RCS measurements is now extended to include demonstrating techniques to 

distinguish different types of targets, modifying target scattering proper- 

ties, separating targets from background clutter, and determining the response 

of targets to today's radar waveforms and processing. 

The interest in RCS and its measurement was highlighted in a special 

issue of the IEEE Proceedings in August 1965. This special issue reviewed 

analytic techniques for RCS prediction, measurement and facility techniques as 

represented by the state of the art existing at that time. In the twenty 

years since that publication, computer codes have been developed for RCS 

prediction, advances in broadband, solid state electronics have extended both 

instrumentation and operational radar performance, and digital processing 

techniques have had a profound influence on the volume of data processing and 

the resolution of target features. These factors have expanded our under- 

standing of, and ability to examine, the details of the scattering process. 
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RCS measurements are closely allied with the measurement of antennas. In 

both cases the measurement response versus the aspect angle is determined. 

The power received or transmitted by the terminals of the antenna is measured, 

and the transfer of power between an incident field and a field scattered by a 

radar target is also measured. The concepts of far field conditions, polari- 

zation, etc are common to both antenna and RCS measurements. Likewise, 

instrumentation and test facilities for antenna and RCS measurements are 

interrelated. Antenna measurements have been more recently reviewed (Ref. 2), 

and detailed standards for antenna measurements have been published (Ref. 3). 

RCS measurement principles discussed in earlier work (Ref. 4) remain valid, as 

do descriptions of the analytic techniques, measured data, and measurement 

techniques discussed in the Radar Cross Section Handbook (Ref. 5). Recent 

progress is built on this rich heritage which is well worth reviewing. 

Present measurement programs are driven by today's radar technology, which 

increases the resolution of individual target features, uses fundamental 

mechanisms to control the target RCS, and expands the frequency coverage to 

include microwave and millimeter wave frequencies. This paper reviews RCS 

measurement fundamentals ana discusses both progress to date and trends of 

measurement programs. 

RCS measurement programs must carefully consider the objectives of both 

the experiments and the operational applications. Several fundamental 

considerations, e.g., far field, polarization, instrumentation sensitivity, 

and range facility requirements, are basic to program planning. In the past 

most measurements dealt with the response of an isolated target that was 

measured in a facility that strived to provide a free space background. At 

present, interest in target detection in an operational environment has 

increased and the scope of some measurement programs has expanded to include 

radar detection for a target embedded in a surrounding clutter environment 

with the dynamics of the relative target and radar motion. In such cases, the 

target, clutter background, and operational dynamics must be simulated; this 

type of measurement is referred to as "dynamic," as opposed to the "static" 

measurement of an isolated target. The recent progress in radar technology 

and processing techniques also expands the requirements for instrumentation 

ä 
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and processing beyond what was adequate in the past. Specialized instrumen- 

tation, signal processing techniques, and test facilities are required to 

evaluate the salient features of the radar waveform and its processing. Thus, 

a determination of the measurement's scope is fundamental to the design of a 

measurement program. 

The fundamental considerations and definitions associated with RCS 

measurements are reviewed in Section II. Different types of measurement 

facilities are reviewed in Section III. Instrumentation radar requirements 

and designs are reviewed in Section IV. Measurement accuracy, important in 

any experimental program, is discussed in Section V. 
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II.  FUNDAMENTAL CONSIDERATIONS 

The definition and underlying assumptions for RCS are fundamental to 

measurements. The response of the radar target is profoundly influenced by the 

operating frequency, the target orientation relative to the radar system, and 

the radar waveform and processing. Polarization plays an important role in 

RCS characteristics; in recent years, polarization processing techniques have 

been developed to discriminate targets from the surrounding clutter background 

(Ref. 6). Dimensional scaling techniques have long been applied to RCS 

measurements (Ref. 1). Scale models are more manageable during measurements 

and the increased frequency also reduces the required size of the measurement 

facility. These subjects are reviewed in turn. 

A.  DEFINITIONS 

A basic definition of the RCS of a target is 

o = lim 
^ir R x power density in scattered field 

R •» « power density of incident plane wave (1) 

where o is the symbol traditionally used to denote RCS and R is the range 

separ?tion between the target and the radar receiver. The incident plane wave 

excites currents in the target which reradiate in a scattered spherical 

wave. The geometry associated with this definition is given in Fig. 1. The 

incident plane wave from the radar arrives from a specified aspect associated 

with a coordinate system fixed to the target, denoted by 9 and $ in Fig. 1, 

and a scattered spherical wave component is received by the radar at an aspect 

similarly defined by that coordinate system. It should be emphasized that the 

"spherical wave component" directed towards the radar receiver is not iso- 

tropic, but varies with target geometry, operating frequency, aspect angle, 

etc. The definition of RCS is fixed to a coordinate system embedded in the 

target. The incident radar illumination and the scattered signal measured by 

the radar receiver are expressed by the angular coordinates of this target- 

associated coordinate system. 
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Figure 1.  Target Geometry for RCS Measurements 
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The RCS definition further distinguishes between monostatic and bistatic 

systems. Many radar systems collocate the transmitter and receiver; in this 

case the aspect angles relative to the target are identical for both the radar 

transmitter and receiver, and the corresponding RCS is referred to as 

monostatic. When the transmitter and receiver are not collocated, the aspect 

angles relative to the target are different, and the RCS is referred to as 

bistatic. Bistatic radar designs have been considered in recent years for a 

variety of reasons, and increased understanding of the bistatic response of 

radar targets will be derived in future studies. Monostatic RCS requires the 

specification of two angular coordinates, and bistatic RCS requires the 

specification of four. 

Far field conditions are implicit in the RCS definition. The target must 

be sufficiently separated from the radar so that the incident energy is 

"plane" over the complete target. Similarly, the radar receiver must be 

sufficiently removed from the target to measure the outgoing spherical wave 

component. The scattered wave must also be "plane" over the radar receiving 

antenna. The essence of the RCS definition concerns the transfer of power 

from v.ne Incident; plane wave into an outgoing spherical wave component. The 

currents induced by the incident plane wave's illumination reradiate like the 

antenna radiation mechanisms. The far field conditions for RCS thus have 

commonality with antenna measurements. The RCS definition also assumes a 

target isolated in free space and does not include multipath interaction with 

or scattering from the surrounding background. Like the far field character- 

istics of an antenna, the far field RCS of a target does not vary with changes 

in range. This property has a practical application. When far field condi- 

tions are to be validated or when potential multipath interaction is present, 

the measurements can be repeated at different range distances. Valid measure- 

ments are indicated by identical results for the different range values; 

moreover, the repetition of measurements results in greater confidence in 

measurement  accuracy. 

The dimension of RCS is area, which has led to the terms "echo area," 

"effective area of the target," etc., which have been used synonymously with 

RCS   in  the   past.     In a manner  similar   to  antenna gain,  which  is  referenced to 
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a fictitious isotropic level, RCS is commonly referred to a one square meter 

area, and dBsm (dB relative to one square meter) expresses the target level 

logarithmically relative to a square meter area.  For measurements of targets 

which are dimensionally scaled, a convenient reference area is the square of 
2 

the operating wavelength, A, and the target level, o/X , can be expressed in 
2 

terms of dB-X  (dB relative to a one square wavelength area) In this case. 

While the dimensions of RCS are area, it is important to recognize that 

RCS has no general relationship to the physical area of the target. The RHS 

of a target depends on the target's geometry, its material properties, its 

orientation relative to the radar, the radar frequency and waveform, and the 

incident and received polarization. These factors must be carefully specified 

to make the data meaningful. 

B.   RADAR WAVEFORM 

In the past the bulk of RCS measurements were made with narrow bandwidth 

CW waveforms. Such measurements sufficiently characterize the target's 

response to narrow bandwidth waveforms or validate analytic models of the 

target scattering. In recent years operational radar systems which use broad 

bandwidth waveforms have been developed. This trend results from the avail- 

ability of wideband electronics, the reduced vulnerability to electronic 

countermeasures, the decorrelation of clutter returns, tracking errors, etc, 

the desire to separate closely spaced targets, and the increase in target 

information that results from high resolution waveforms. Accordingly, the 

target's response to illumination and processing with high resolution 

waveforms needs to be determined. The more general term? "radar waveform" and 

"target response" are used to denote both the power relationship in the defin- 

ition of RCS and the target information that can be derived from processing 

the waveform. 

The RCS of a target significantly depends on the radar frequency. The 

frequency dependence of a given target undergoes wide variations even if the 

radar orientation remains fixed. The low frequency scattering mechanism is 

the excitation of dipole moments by the incident plane wave. These dipole 

moments depend on the volume of the target, and the scattering is not strongly 
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influenced by the details of the target's geometry. At high frequencies the 

incident plane wave excites currents on the target's surfaces, and the 

response is significantly influenced by the details of the target structure. 

Moreover, the radar response of a target depends not only on the transmitted 

waveform, but also on the processing performed by the radar receiver. For 

example, a wide bandwidth waveform may be processed to achieve a high resolu- 

tion response, or the wide bandwidth may be simply used for diversity benefits 

(described in Section IV). The frequency dependence of the target and the 

effects of radar processing must be recognized in the specification of a 

measurement program. 

The CW measurement of target RCS simplifies instrumentation radar 

requirements. Wideband radar measurements result in more complex instrumen- 

tation radar requirements, and the trends of present day radar technology and 

processing capabilities lead toward the exploitation of the benefits of 

wideband response. The amplitude and phase response of the target RCS can be 

measured over a bandwidth and combined with the spectral characteristics of 

the radar waveform to assess the detection performance of a given radar system 

against a given target. In the laboratory this approach is encouraged by the 

present commercial availability of network analyzers having significant 

processing capability. At the same time, the availability of wideband solid 

state electronics and digital processing technology encourages the development 

of specialized instrumentation that can replicate the operational waveform and 

its processing. This latter approach is particularly appealing when the 

measurements are made on a dynamic basis. For example, when doppler process- 

ing is to be exploited, an instrumentation radar with the operational waveform 

is coupled with simulated motion dynamics to provide a realistic assessment of 

operational radar performance which is unattainable by other means. In this 

case different portions of the target may have different doppler rates, which 

can be observed by doppler processing. 

C.   POLARIZATION REQUIREMENTS 

The polarization properties of the target RCS are another important 

parameter. The polarization of both the incident plane wave and the scattered 

13 
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m spherical wave must be specified. The importance of polarization is high- 

lighted by recent efforts (Ref. 6) to separate targets from surrounding back- 

ground clutter by polarization discrimination techniques. In the future more 

emphasis on the polarization properties of radar targets can be anticipated. 

The definitions of polarization for the incident and scattered wave components 

follow those used by the antenna community. These definitions and techniques 

for their measurement are described in detail in Ref. 3. Two linearly inde- 

pendent, orthogonal polarization states are required to specify an arbitrary 

polarization. Target RCS values are generally referenced to ideal linearly or 

circularly polarized components associated with both the incident and 

scattered waves. 

m 

RCS polarization characteristics are defined in terms of principal and 

cross polarization components. The principal polarization component results 

from target scattering that does not depolarize the incident field, while the 

cross polarization component results from target depolarization. Target 

characteristics which depolarize the incident field include lack of symmetry, 

target roughness, and material properties. If linear polarization components 

are denoted by "h" and "v" for horizontal and vertical, respectively, the 

principal polarization components are denoted by o, and o , and the cross 

polarization is denoted by o, and a ,. The first subscript specifies the 

polarization of the received spherical wave, and the second subscript speci- 

fies the polarization of the incident plane wave.  Similarly, if "r" and "1" 

denote the right and left hand circular polarization components, o , and o, 
•     ' rl     Ir 

are the principal polarization comoonents and a  and o,, are the cross r r v . rr     11 

polarization components.  The principal circular components are o  and o. 

because the handedness of circular polarization is reversed upon reflection 

from a planar conductor. 

Scattering matrix techniques may be used to transform RCS values in one 

polarization state to another; e.g., linear polarization measurements can be 

transformed into circular polarization values and vice versa (Ref. 5, p. 20). 

The original work on scattering matrix transformations for the polarization 

properties of radar targets was done by Kennaugh; his work has recently been 

collected and republished (Ref. 7).  Application of the scattering matrix 

14 
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requires amplitude and relative phase measurements of target RCS. Bistatic 

RCS measurements require the amplitudes of the two principal and two cross 

polarized components and the three relative phase measurements between these 

components. Monostatic measurements reduce these seven independent measure- 

ments to five as a consequence of reciprocity. The application of scattering 

matrix polarization transformations requires a significant volume of data. 

The accuracy of the polarization transformation depends on the amplitude and 

phase measurement accuracy, which becomes particularly troublesome for low RCS 

levels. A second source of error results from the lack of polarization purity 

in the radar's antennas (Ref. 8). Redundant measurements of the polarization 

components are highly recommended to establish the credibility of the 

polarization transformation process. 

The polarization properties of rotationally symmetric targets viewed 

along the axis of symmetry are a special case that provides a practical check 

of measurement accuracy.  In this special case, depolarization does not occur 

because the symmetry of the object dictates a symmetric current distribution 

incapable of generating a depolarized response.   Moreover, the target's 

rotational symmetry demands insensitivity to the polarization alignment.  RCS 

measurements in this case should have a null in the cross polarized responses, 

o,„, should equal o, , , and o . should equal o •  Verification that measured 
w hh     rl Ir 

data on rotationally symmetric targets viewed along the axis of symmetry 

fulfills these conditions provides added confidence in measurement accuracy. 

D.   FAR FIELD REQUIREMENTS 

The basic definition of RCS in Eq. (1) specifies plane wave illumination of 

the target and measurement of the scattered spherical wave by the radar 

receiving antenna under far field conditions. Thus, (1) the target must be in 

the far field of the transmitting radar antenna, (2) the radar receiving 

antenna must be in the far field of the spherical wave scattered by the 

target, and (3) the target must be in the far field of the receiving antenna. 
p 

The conventional far field criterion, 2D /X where D is the maximum target or 

antenna dimension and A is the operating wavelength, is derived from the phase 

curvature of spherical waves.  The peak phase error of a spherical wave 

15 
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sampled over a dimension D on a planar surface located a distance 2D2/A from 

the phase center of the spherical wave is 22 1/2°. Far field requirements for 

RCS measurements are discussed in Ref. 9 and typical values are given in 

Fig. 2. Large targets measured at high frequencies result in excessive range 

requirements.  Target scaling can be effective in reducing the required range. 

The low frequency measurement of electrically small targets results in a 

second far field criterion. The scattering mechanism for this case is the 

excitation of dipole moments. When low frequency measurements are made, the 

power transfer can be distorted by mutual coupling effects between the radar 

antennas and the target. Thus, a second criterion for far field conditions, 

which becomes the limiting factor at low frequencies, is that the range 

separation between the antennas and the target must exceed several wavelengths 

to avoid mutual coupling errors. Figure 2 presents typical values for a 10 A 

separation. 

Physically long targets result in another inaccuracy even though the 

above far field criteria are satisfied.  In this case, the space loss (1/R ) 

from an incident spherical wave varies along the length of the target.  For 
2 

example, a 5 ft long target at 1 GHz requires 50 ft to satisfy the 2D /\ 

range; this range provides a separation of 50 X. However, a 5 foot change in 

a 50 ft range results in a 1 dB amplitude change in the space loss for the 

incident field. Similarly, the reradiation from scattering centers that have 

different locations along the target length have different space loss values 

with respect to the radar receiver. At an infinite range, the space loss for 

each of these scattered field components has the same value; however, at a 

finite range, the space loss can differ between returns from individual 

scattering centers. If the target length is L and the range is R, the value 

of ((R+L)/R) should closely approximate unity to avoid these errors. 

E.   TARGET DIMENSIONAL SCALING 

Dimensional scaling reduces the physical target size to more manageable 

dimensions for handling during measurements and reduces the required far field 

range. Dimensional scaling is based on the Theorem of Similitude (Ref. 10). 

When applied to RCS measurements, the theorem states that if the target 

I 16 
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dimensions in wavelengths, real and imaginary values of permittivity and 

permeability, and impedance remain fixed with frequency scaling, the value of 
2 2 

o/X also remains fixed. This invariance of o/X results in its popularity in 

expressing RCS for scaled measurements.  If the scaled frequency is k times 

the full scale frequency, the far field distance required for the measurement 

is reduced by k, an attractive feature in the measurement of large targets. 

While the principles of frequency scaling are straightforward, questions 

concerning its application typically arise. If the target response is sensi- 

tive to the permittivity and permeability of materials, particular care must 

be exercised to duplicate the imaginary part of these quantities at the scaled 

frequency. Dimensional tolerances produce further uncertainties. If the 

dimensional tolerances and the statistics of their distribution for the full 

sized target are reduced by the scale factor, the scaling is exact. However, 

the duplication of the scaled tolerances places excessive burdens on model 

fabrication. If the target is smooth, duplication of the target dimensions to 

a tolerance of a sixteenth of a wavelength at the scaled frequency is 

generally accepted as accurate. Despite these questions of scaling exactness, 

scaling is widely used and is an extremely attractive means to facilitate 

model handling and reduce far field range requirements. 

Target scaling does introduce a potential loss in the dynamic range of 

the measurement. When the target size is reduced by a factor of k, the 

absolute RCS level at the scaled frequency is reduced by a factor of k . If 

the background RCS contributions from the facility are independent of fre- 

quency, then the dynamic range of the measurement is reduced. However, the 

background RCS levels are frequency dependent; moreover, increasing the 

frequency by a factor of k provides greater opportunity to reduce the effect 

of background errors because the radar instrumentation has greater processing 

capability at the higher frequency. These factors need to be examined for 

each specific measurement application to assure an adequate dynamic range for 

scaled measurements. 
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III.     MEASUREMENT  FACILITIES 

A variety of RCS measurement facilities have been developed. Outdoor 

ranges and indoor anechoic chambers have been widely used for the past four 

decades; these facilities are sized by the far field requirements of spherical 

waves. Compact ranges have been developed more recently and use near field 

focusing techniques to generate and process the incident and scattered wave 

components at a short range separation. Specialized facilities, e.g., trans- 

mission line ranges (Ref. 11) for the measurement of small targets, have also 

been developed. RCS facilities can also be used for antenna measurements and 

are described for that application in Ref. 3. The facilities mentioned here- 

tofore strive to isolate the target in a free space environment, and the 

measurements are performed on a static basis. Dynamic measurements have been 

used in the past primarily to measure large targets under far field condi- 

tions. In recent years, a significant amount of sensor evaluation has been 

conducted with targets in an operational environment; these evaluation 

programs also provide the opportunity to gather RCS data on the targets as a 

secondary objective. 

In addition to the measurement facility per se, target support systems 

and calibration techniques are also required. Target support systems must 

provide adequate, secure target positioning in the facility, and must present 

a very low level radar return. The target support system must also rotate the 

target so that different target aspect angles can be measured. RCS measure- 

ments not only require the determination of the relative radar return but also 

must be referenced to an absolute level; calibration standards provide tnis 

absolute level. Finally, techniques to evaluate measurement facilities will 

be described. 

A.       RANGE  GEOMETRIES 

The selection of a range geometry involves both technical and economic 

issues. Like many situations, no one facility type offers universally advan- 

tageous features; the requirements for each measurement application must be 

weighed against  the specific attributes of each facility.     In general,  outdoor 
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facilities are used to measure large targets and are advantageous for bistatic 

RC? measurements. Indoor anechoio chambers are more suitable for the measure- 

ment of small targets and provide shelter from the wind and weather as well as 

privacy. Both outdoor ranges and anechoic chambers are limited by conven- 

tional far field conditions and their maximum usable range dictates the 

maximum target dimension at a given radar frequency. Compact range designs 

are actively being developed, and have been demonstrated at microwave and 

millimeter wave frequencies where the near field focusing is achieved with 

structures of reasonable physical size. Finally, dynamic measurements include 

target motion in the measured radar response and can provide a clutter back- 

ground to determine the target detectability performance or a given sensor 

design. 

1.  Outdoor Ranges 

Outdoor ranges are used for RCS measurements of large targets at range 

distances that would be impractical to enclose with a physical structure. A 

principal disadvantage of such facilities lies with their sensitivity to 

inclement weather and wind conditions. Outdoor ranges unavoidably interact 

with the surrounding terrain. This interaction has been treated by two 

approaches; one approach attempts to minimize ground reflections, while the 

second approach attempts to add ground reflections coherently to the direct 

path. In both cases, scattering from the surrounding terrain features and 

other reflection sources such as buildings must be controlled. 

Several techniques to minimize ground reflections are available. The 

choice of siting can be effectively used, e.g., the instrumentation radar can 

be separated from the target by a valley. A pulsed mode can be used with the 

instrumentation radar to time gate out multipath returns. Similarly, modern 

network analyzer techniques use transform techniques in conjunction with 

windowing, and serve to isolate the target from the surrounding background. 

At higher frequencies, passive sidelobe control techniques can minimize the 

illumination of the surrounding terrain. Multipath components are reduced 

when the reflecting surfaces are sufficiently rough (Ref. 12); low vegetation 

appropriately  placed  can  effectively  diffuse  and  absorb  multipath. 
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Diffraction fences have also been used to control multipath but their 

effectiveness is limited when diffraction from the tops of the fences is 

significant. 

The second approach for outdoor ranges attempts to coherently combine the 

multipath components with the direct path signal. The terrain between the 

radar and the target is made as flat, conductive, and smooth as possible; 

therefore, this range geometry is referred to as a ground plane range. The 

radar antenna height above the ground plane is adjusted to combine the direct 

and reflected components coherently. At large ranges, the incident and 

reflected components coalesce with appropriate antenna illumination. This 

geometry can be interpreted in terms of image theory with the antenna height 

adjustment being equivalent to phasing the image and real antennas. The most 

widely known ground plane range is the RAT SCAT facility (Ref. 13). This 

facility is located on a gypsum flat, and the extensive real estate available 

at that locacion results in the capability to measure very large targets. 

The design issues for outdoor facilities center on the control of 

reflections from the surrounding terrain. These facilities require careful 

attention to qualify the individual sources of reflection. Ground plane 

ranges require the additional effort to combine the reflected wave coherently 

with the direct path. 

2.  Anechoic Chambers 

Anechoic chambers are indoor facilities whose walls are lined with 

absorbing material to simulate free space conditions. These facilities offer 

the attractive advantage of being independent of weather conditions. Many 

different types of facilities have been constructed and have had a long 

history of operation. A historical perspective of microwave absorber 

development and anechoic chambers may be found in Ref. ]H. 

Anechoic chambers can be further divided into two types of geometries. 

Rectangular rooms lined with absorber material are historically the first type 

of facility used for such measurements. Tapered chamber designs evolved at a 

la^er time and offer better performance at low frequencies. In a rectangular 

chamber, energy can bounce from the side walls, floor, and ceiling to create 
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multipath components. The degree to which this energy can be controlled 

depends on the directivity that can be achieved from the instrumentation radar 

antennas and the reflectivity performance of the absorber at the incidence 

angle. The .tapered chamber evolved from an analogy with the radiation mechan- 

isms of a horn antenna excited in its dominant mode. The tapered design 

reduces the multipath excitation at lower frequencies where the directivity of 

the instrumentation radar antennas cannot be easily achieved. An alternative 

rationale for a tapered design can be developed from a ray picture of the 

propagation within anechoic chambers (Ref. 3. p.31). 

Anechoic chambers can be operated over a broad frequency range through 

careful design and the selection of absorber material. An example of this 

broadband capability is given in Ref. 15. This tapered chamber design has 

operated from 100 MHz to 93 GHz. The background RCS levels and reflectivity 

performance for antenna measurements are given in Fig. 3. These levels are 

obtained for CW operation and do not include the benefits of time gating or 

transform techniques. 

The design issues for anechoic chambers center on the satisfaction of the 

far field criteria, which dictates the overall length, and the frequency 

range, which dictates the requirements for the absorber material. The choice 

between tapered and rectangular geometries depends on the anticipated need for 

low frequency measurements. At high frequencies, the interaction with t-he 

chamber walls can be controlled by the radar's antenna directivity, and 

rectangular and tapered chambers have comparable performance. The back wall 

of the chamber also involves some tradeoffs. One approach is to have the 

capability to tilt the back wall to reduce its background contributions 

(Ref. 15); this technique is effective for narrow band applications. The 

importance of the back wall contributions also depends on the instrumentation 

radar's processing capabilities. Background returns from the back wall can be 

eliminated by pulsed systems or by the windowing techniques used in modern 

network analyzers. 
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3-       Compact Range Designs 

The overall size of outdoor ranges and anechoic chambers is based on the 

far field requirements for RCS measurements coupled with the frequency of 

operation and target size anticipated. In contrast with these facilities, the 

compact range uses near field focusing techniques to generate and process the 

incident illumination and scattered waves. The compact range thus evolved 

from the desire to reduce the range requirements dictated by far field 

requirements. The development of compact range facilities and techniques for 

their operation are actively being pursued at present. 

Historically, dielectric lenses were used to reduce the far field range 

by correcting the quadratic phase variation which results in the near field 

(Refs. 9 and 16). More recently, compact ranges have used the plane wave 

generated in the near field of offset reflectors (Ref. 17). The two 

geometries are pictured in Fig. 4. In both designs, the required plane wave 

illumination of the target is obtained in the collimated near field of the 

antenna which would be formed by  the  lens or offset reflector. 

Compact ranges have both lower and upper frequency limitations. The 

lower frequency limitation results from the inability to achieve the required 

focusing and from an increase in edge diffraction effects. The upper fre- 

quency limitation results from the phase perturbations caused by manufacturing 

tolerances. Present indoor compact ranges are limited to microwave and 

millimeter wavelength frequencies. Praccical lens designs are limited by the 

required volume of homogeneous dielectric material and the reflection inter- 

actions between the lens surfaces. The offset reflector designs require a 

precise reflector surface for operation- at high frequencies and are limited by 

the depolarization inherent in offset reflector designs (Refs. 18 and 19). In 

both designs the illumination must be controlled to obtain a uniform field 

over the test region, and edge diffraction must be avoided. In the offset 

reflector design, the reflector edges have been serrated (Ref. 20) or rounded 

(Ref. 21) to reduce their diffraction distortion of the desired plane wave 

illumination. 
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Figure  4.     Compact  Range Geometries 
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Several research directions are presently being pursued to develop 

compact ranges further. Improved feed designs for compact ranges (Ref. 22) 

control edge diffraction and improve illumination; broadband designs will be 

required to match the capabilities of available instrumentation. Dual reflec- 

tor designs (Refs. 23 and 24) are being developed to increase polarization 

purity. Axial defocusing techniques (Ref. 25) can generate the phase curva- 

ture required of near field RCS measurements; this technique has potential 

application in dynamically evaluating glint errors in tracking systems by 

moving the feed along the feed axis to simulate range changes. Glint is a 

near field scattering phenomenon that results from the phase variations 

between the component scattering centers of the target and an approaching 

tracking radar (Ref. 26). These phase variations shift the apparent target 

location, and the resulting glint errors become the predominant tracking error 

when the radar is close to the target. These ongoing research efforts 

indicate the present, active development interest. 

The design issues for compact range facilities center on the frequency 

coverage, control of edge diffraction, and uniform illumination in the target 

region. A low frequency limit results from the inability to achieve the 

required focusing and the edge diffraction effects. A high frequency limit 

also results f.^orn the manufacturing tolerances and their resulting phase 

perturbations. At present a commercial version based on the offset reflector 

geometry is available. Further development of this type of facility can be 

anticipated in the future. 

4.  Dynamic Measurements 

A fourth "measurement facility" for dynamic measurements consists of the 

natural background surrounding the target. Two situations exist. In the 

first, the measurement program has the fundamental objective of gathering RCS 

data. The radar is typically fixed in location and the target motion results 

in a changing aspect angle over which RCS data are gathered; the measurement 

of an aircraft in flight is an example and its flight plan is carefully 

selected to obtain the desired data. A dynamic measurement may be the only 

feasible way to satisfy the far field criteria and, indeed, the earliest 
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measurements of aircraft and ship targets (Ref. 27) were obtained in that 

manner. In the second situation, RCS data are derived as a secondary objec- 

tive of the measurement program. Many recent measurement programs have been 

conducted to evaluate sensor system detection of targets in an operational 

background. The target is typically fixed or slowly moving, and the radar is 

approaching the target. In these programs, the main objectives may be to 

quantify target detection performance or tracking accuracy to evaluate the 

sensor design. However, the opportunity to collect RCS data as a secondary 

objective exists; in general, such programs require further calibration to 

obtain useful RCS data. 

The first situation imposes somewhat more burden than a static measure- 

ment program. A suitable instrumentation radar is required to provide not 

only adequate detection performance but also a target tracking capability; 

such instrumentation radars are generally more expensive than those used in 

static measurements. The target tracking must be performed in both the 

angular and range coordinates. Angle tracking is required to avoid pointing 

loss errors in the RCS measurement. Range tracking is required to compensate 

space loss variations that occur during the measurements. Finally, techniques 

for establishing and maintaining the radar system's calibration need to be 

implemented. These additional issues for dynamic measurements increase the 

complexity compared to static measurements and also increase measurement 

program costs. 

The second dynamic measurement situation adds to the above burdens. 

These programs typically locate the target in a clutter background, and the 

RCS characteristics of the target must then be separated from the clutter 

background contributions. Such measurement programs should provide indepen- 

dent radar systems to establish the clutter background levels and assure that 

the cl.tter background remains unchanged during the course of the measurement 

program. Measurement of the clutter background is required to specify the 

test conditions, and in cases in which competitive sensor designs are eval- 

uated, the same clutter background must be maintained for valid comparisons. 

In many cases the measured scattering response contains both fa.0 field and 

near field data; when target scattering data is derived, the range variations 
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should also be specified.   In general, dynamic measurements of this type 

require more emphasis on calibration to obtain valid RCS data. 

B. TARGET SUPPORT SYSTEMS 

Static RCS measurements require a secure target support system that 

provides a low RCS return to avoid measurement inaccuracies. Dynamic measure- 

ments by their nature do not require specialized supports. The target support 

must position the target in the facility and provide an accurate, repeatable 

means of rotating the target so that different aspect angles can be measured. 

Generally, azimuth target rotations are used in RCS measurements. The target 

is repositioned on the azimuth mount to achieve coverage of the full spherical 

volume of the target. 

A comprehensive discussion of the electrical and mechanical properties of 

various target support systems is given in Ref. 28. Very light targets can be 

supported and attached to the positioner with monofilament lines. More sub- 

stantial targets can be supported by low density foam columns rotated by 

azimuth positioners. Shaping techniques can reduce the reflectivity of foam 

supports; techniques to estimate the RCS of these low density foam supports 

are described in Ref. 29. Large, heavy targets provide the biggest challenge 

for target support systems because the mechanical requirements for secure 

support strongly conflict with low reflectivity requirements. A clever solu- 

tion for moderate weight targets and monostatic RCS measurements has been 

implemented with an inclined metal column specially shaped to provide a low 

backscatter to the radar. This column, illustrated in Fig. 5, presents an 

inclined wedge shape with a low RCS level to the radar and the rounded por- 

tions attenuate creeping wave returns that travel around the column. Analytic 

techniques to estimate the RCS return for such supports are described in 

Ref. 30. The column remains fixed and the target is rotated by a driveshaft 

within the column or by a motor enclosed within the target. 

C.   CALIBRATION STANDARDS 

Both the relative RCS variation of the target and its absolute level must 

be determined. In principle, the absolute RCS level can be established by 

careful measurement of elements of the radar range equation described in 
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Section IV. The overall accuracy in this calibration method is compromised by 

the accuracy with which the antenna gain, power levels, etc. can be measured. 

A more accurate method to establish the absolute RCS level uses a standard 

target that is substituted for the target being measured. This calibration 

technique is analogous to establishing of an antenna gain level by the 

substitution method. This method is widely used in static measurements and 

highly recommended for dynamic measurements if possible. 

The most common calibration target is the conducting sphere for the 

following reasons: 

1 . Its RCS level is well established and can be calculated by well 
known techniques 

2. It does not require angular alignment 

3. Its bistatic response is almost Isotropie, except in the forward 
scattering region (180° bistatic angle), and provides sensitivity to 
multipath errors over a wide angular volume 

M. Its RCS level is relatively low, which increases the sensitivity to 
background RCS errors. 

A particularly useful tabulation of the monostatic and bistatic RCS levels of 

spheres is given in Refs. 31 and 32, respectively. 

Flat plate or corner reflector targets provide higher RCS levels than 

conducting spheres; a higher calibration target level is particularly desir- 

able to separate the calibration from the background RCS level. Both targets 

must be aligned with the radar line of sight. With care, flat plate targets, 

as shown in Fig. 6, can be constructed with sufficient precision to yield 

almost a textbook response, even at 93 GHz (Ref. 33). The peak return of the 

flat plate, referred to as the "specular" response, is the orientation used 

for calibration purposes; i.e., the plate is aligned normal to the radar line 

of. sight. The narrow width of this specular lobe illustrates the requirements 

for precision alignment. While the required alignment presents a burden, the 

positioning accuracy of the target support system is also evaluated. Corner 

reflectors have relatively high RCS returns over a wide angular region, which 

eases requirements for alignment in dynamic measurements.   Both of these 
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(a) Circular Plate 

i 

(b) Square Plate 

Figure 6.  93 GHz Measurements of Flat Plate RCS Calibration Targets 
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targets are restricted to monostatic systems; the RCS response of corner 

reflectors is particularly sensitive to the bistatic angle (Ref. 3^). 

Active coherent repeaters described in Fig. 7 provide a high level 

bistatic radar calibration target. Their RCS is given by 

o = U /HIT) G  G..  G 
rr tr 

(2) 

where G_,„ and G-- are the repeater antenna gain levels on receive and 

transmit, respectively, and G is the net electronics gain between the transmit 

and receive antennas. The effective field of view is controlled by the 

antenna beamwidths. The polarization properties are those of the transmit 

antenna; the polarization loss of the receiving antenna relative to the 

incident radar polarization is factored into the overall gain of the repeater 

that establishes the RC? level. The coherence time of the repeater depends on 

the short-term stability of the oscillator used for the frequency conversion, 

which is adequate for most applications. The radar bandwidth must be accommo- 

dated by the IF amplifier.  The amplifier must be capable of a power output, 

out , equal to 

m out 

PtGt 0 

4TTR
2
 G 

(3) 

tr 

where Pt and G^ are the radar transmitted power and antenna gain, respec- 

tively, and R is the range separation. Sufficient isolation between the 

transmit and receive antennas must be maintained for stable operation. The 

thermal noise radiated by the repeater should be sufficiently low so that the 

system noise .figure of the radar receiver is not degraded; the physical 

separation between the repeater and the radar receiver is effective in 

reducing this noise contribution. Examination of the link equation and the 

noise powers results in 
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Figure 7. Functional Diagram of Repeater For 
Bistatic Radar Calibration 
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where NF is the noise figure of the repeater, Gr is the gain of the radar 

receiving antenna, and NF is the noise figure of the radar receiver. The 

inherent RCS return from the physical structure of the repeater must be 

controlled to reduce interaction with the return from the active repeater. 

This structural RCS return of the repeater can be determined from measurements 

taken with the active repeater turned off. 

The repeater may be modulated to offset its return from the background 

clutter and the inherent structural return of the repeater. An X-band 

repeater system was used to calibrate a biatatic radar (Ref. 35); this system 

used 3 kHz single sideband modulation to create a synthetic doppler output for 

coherence periods up to 0.1 sec. 

The comparison of several different calibration targets is highly recom- 

mended to add confidence in measurement accuracy. The relative differences 

between the measured levels for different calibration targets can be compared 

with the anticipated differences in their absolute levels. Spheres of differ- 

ent diameters, such as ball bearings of varying size, are a particularly 

expedient target collection. Analytic data are widely available for simple 

targets which can be used to increase measurement credibility. The correspon- 

dence between analytic data (Ref. 36) and VHF measurements of a dipole, shown 

in Fig. 8, is an example. 

D.   FACILITY EVALUATION 

Facility evaluation is an important part of any measurement program, and 

the fundamental definition of RCS provides guidance for such evaluations. RCS 

facility evaluations address the success with which an incident plane wa^e is 

generated, the interaction between the target and the facility, and the 

facility background RCS which limits low level RCS accuracy. 

The incident illumination provided by the facility can be directly 

measured. One technique is to move a probe antenna across the cross section 

of the facility and measure the amplitude and phase of the illumination field. 
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These measurements are made in an antenna mode rather than a radar mode. The 

measurements can also be made by moving a small scatterer over the cross 

section of the facility and measuring the amplitude and phase of the response; 

the measurements in this form are made in a radar mode. The measurements over 

the cross section of the facility are repeated at different distances from the 

instrumentation radar. Such measurements characterize the field structure in 

a volume in which the target is to be located and measured; the volume over 

which the facility achieves the required closeness to plane wave illumination 

is commonly referred to as the "quiet zone." 

The second task assesses potential interactions between the target and 

the surrounding facility. These measurements establish the level of multipath 

components which limit measurement accuracy. Typically, a small sphere is 

selected to provide a low level return that accentuates the multipath level 

and also provides an almost Isotropie bistatic response to increase sensitiv- 

ity to multipath distortion. The sphere is suspended in the facility and 

swung in both axial and transverse directions. Multipath components are 

indicated by the modulation which results from their interaction with the 

direct signal. The multipath source can sometimes be identified by observing 

the periodicity of the modulation and identifying a direction of arrival fror 

that periodicity. The height of the sphere can also be varied to observe 

multipath components in a vertical direction. At high frequencies, the sphere 

must be moved sufficiently slowly so that the modulation is not doppler 

shifted beyond the receiver passband. The multipath level can be determined 

from the spread between maximum and minimum values of the modulation. The 

peak-to-peak ripple, discussed as a coherent error in Section V, Fig. 18, is 

used to derive the multipath level relative to that of the direct signal. 

The third task in facility evaluation determines the background RCS level 

of the facility. Three components comprise this background RCS level. Tha 

first component is the background of the facility itself which is determined 

by measuring the empty facility and referencing its level to a calibration 

target. The second component is the target support system. The empty target 

support is measured in the facility and should be rotated to evaluate the 

support's azimuth variations.  The third component is  the residual isolation 
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between the instrumentation radar's receiver and transmitter. Isolation is a 

particular problem for CW instrumentation radars, and nulling circuitry is 

used to increase the isolation. The isolation of pulsed radars should be 

measured because of the large dynamic range between the transmitted power and 

received signal levels. The time gating in pulsed radars can isolate the 

individual components of the background RCS within the resolution capabilities 

of the waveform. 
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IV.  INSTRUMENTATION RADARS 

The instrumentation radar must have the capability to generate the radar 

waveform of interest, sufficient sensitivity to measure the target return with 

adequate accuracy at the required minimum RCS level, sufficient isolation 

between the transmitted waveform and the received, and ability to process and 

display measured data. The radar's antennas must have the required polariza- 

tion capability, with sufficient purity to measure the desired polarization 

response of the target. The radar requirements will be reviewed and typical 

electronics will be described. 

A.   RADAR RANGE EQUATION 

The radar range equation provides a basis to establish the radar sensi- 

tivity requirements. The radar range equation and its underlying assumptions 

illustrate the implicit dependence on fan field conditions and the fundamental 

need to establish the RCS levels of targets for operational systems. The 

required isolation between the transmitted and received waveforms is deter- 

mined from the radar range equation, and some of the factors that limit 

measurement accuracy are highlighted. 

The radar range equation relates the ratio of the power available to the 

radar receiver, Pr>, to the peak power output of the radar transmitter, P^ > as 

P _ _t t _o A__ 
n "   ?    2  4IT r 

^R  4^ H1J    r 

P,. G.. G (o/X ) L 
t t r   

(^TT)
3
 (R/A)^ 

(5) 

where 

Gr ^ = the antenna gain on receive and transmit, respectively 

o   = target RCS relative to the incident (transmit) and scattering 
(receive) polarization and radar orientation 
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X        = operating wavelength 

R        = range  separation between the target  and radar 

L        = system     losses    which     include     ohmic     losses     in    radar     components, 
propagation losses above  free space,  and processing losses. 

The grouping of terms in the initial expression is, respectively: the power 

density incident on the target which is regarded as "plane" over the target 

extent; the transfer of incident illumination by the target RCS into an 

outgoing spherical wave; and the effective aperture area of the radar receiv- 

ing antenna. This grouping of terms is illustrated in Fig. 9. The spatial 

orientation of the radar relative to the target is specified in a coordinate 

system embedded in the target. If a bistatic radar configuration is used, two 

range values are required: one is the transmitter-target separation for the 

incident power density, and the second is the target-receiver separation for 

the outgoing spherical wave component. For bistatic configurations, both the 

transmitter and receiver orientations must be specified in the coordinate 

system fixed to the target; i.e., the monostatic RCS is a function of two 

angular    coordinates   while   the    bistatic   RCS   is   a   function   of   four   angular 

coordinates.     The second expression  in Eq.   (5)  normalizes  the  parameters,  and 
2 

o/X , which is commonly used in scaled measurements again appears. Dimen- 

sions specified in wavelengths are commonly used in electromagnetics. The 

sensitivity of the power transfer to range, 1/R , should also be noted: 

significant increases in the range separation are accompanied by a drastic 

increase  in  the required radar resources. 

The radar receiver must compet'-"' with three noise components: isolation, 

facility background RCS levels, and thermal receiver noise. Isolation and 

facility background RCS components are coherently related to the radar signal, 

while thermal noise is incoherent. The distinction between coherent and 

incoherent errors will be discussed in Section V. Isolation between the radar 

transmitter and receiver results from leakage between the electronics and 

antennas. Isolation is troublesome in CW radars, bat is time-gated in pulsed 

systems. The facility background RCS component consists of contributions from 

the empty  facility and the  target support  system, as  previously discussed. 
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The thermal noise component may be derived from the sensitivity specifi- 

cation of the instrumentation receiver, a measurement of the receiver noise 

power, or from the receiver noise figure and signal processing bandwidth. The 

receiver noise power can be conveniently measured by injecting signal power of 

a known level into the receiver and observing its level above the receiver 

noise. Estimates of the receiver noise power derived from the receiver noise 

figure and the signal processing bandwidth can be verified by a radar 

measurement of a calibration target. The estimate of the signal processing 

bandwidth is based on a "matched filter" bandwidth (Ref. 37). The difference 

between the measured signal-to-noise ratio and one projected from the radar 

component values and the matched filter projection of receiver noise power is 

the system loss component used in Eq. (4). A determination of the receiver 

noise power is fundamental to understanding the limitations of the radar 

sensitivity. In dynamic measurements the absolute RCS level is inferred from 

the measured signal-to-noise ratio, and the quantification of the receiver 

noise power is mandatory. 

A graphical display of the various power levels given in Fig. 10 

(Ref. 38) is particularly useful in establishing the radar requirements for 

anticipated measurements and in understanding the factors that limit accuracy. 

The minimum usable RCS level is established by the accuracy requirements for a 

specified RCS level, as shown in the figure. The achievable accuracy will be 

discussed in Section V. The dynamic range of the measurements extends from 

the maximum return level to the minimum usable level. The power levels 

indicated on the display illustrate the measurement limitations. If the 

facility background RCS level or radar isolation exceed the minimum usable RCS 

response, improvements must be made to the facility or to the isolation. The 

dynamic range of the measurements is limited by the coherent errors and no 

increase in transmitted power will improve the dynamic range. If the receiver 

noise level is the limiting factor, either a transmitter power increase or a 

receiver sensitivity improvement will expand the dynamic range of the 

measurements. 
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B.   INSTRUMENTATION RADARS 

The instrumentation radar system may take various forms. Simple CW 

instrumentation radars configured from conventional microwave components and 

standard test receivers and transmitters have been widely used. The develop- 

ment of modern network analyzers has significantly enhanced these radars. 

While such systems can be readily constructed from general purpose elec- 

tronics, the isolation between the receiver and transmitter limits their 

performance, and pulsed systems are required when the required isolation 

cannot be achieved. The present availability of broad bandwidth electronics 

and inexpensive signal processing technology, coupled with the desire to 

observe the details of the radar response, lead to high resolution 

instrumentation designs. Measurement programs that must determine the RCS 

response for a specified waveform and processing technique can be conducted 

with actual hardware or a specialized instrumentation radar constructed to 

replicate the operational system. As a practical matter, measurement program 

costs significantly increase with instrumentation radar complexity. 

1 .  CW Radars 

A typical CW instrumentation radar is illustrated in Fig. 11. The 

receiver and transmitter are connected to separate ports of a magic tee or 

hybrid, an antenna used for both transmitting the incident field and receiving 

the scattered field is connected to the third port, and nulling circuitry is 

connected to the fourth port. The nulling circuitry consists of amplitude and 

phase controls that adjust the impedance of the fourth port to maximize the 

isolation between the transmitter and receiver. 

In operation the isolation is maximized without a target in the 

measurement facility by adjusting the amplitude and phase values in the 

nulling circuitry. This adjustment cancels both the isolation and background 

RCS components. The target is then inserted into the facility and measured 

without changing the nulling circuit adjustment. The target is then replaced 

by a calibration target to establish an absolute RCS level. Finally, the 

measurement of the empty facility is repeated to verify that the cancelled 

isolation level has not changed during the course of the measurements.  Some 
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Figure 11.  Block Diagram of CW Instrumentation Radar 
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variation in the cancslled level can be anticipated during the course of the 

measurements; an example of the variation during the course of VHF measure- 

ments sented in Fig. 12. At the start of the measurements, the 

isolate was adjusted to at least an equivalent level of -^5 dBsm (Ref. 15). 

Frequency accuracy and the stability of the measurement system are key 

requirements to maintain isolation for the period of time required by the 

measurements. The isolation performance that can be achieved in a typical 

instrumentation system is between 100 and 110 dB. 

This isolation performance is limited by several factors. The impedances 

of the devices connected to the magic tee or hybrid ports must be well matched 

and stable in value. Other isolation paths, such as flange leakage, must be 

carefully controlled. The null achieved by the cancellation circuitry is very 

frequency sensitive (Ref. 39); the required transmitter stability is typically 

on the order of parts in 10 , and phase lock circuitry is used to stabilize 

the transmitter. At low frequencies, the system null may be influenced by the 

presence of the operator and his interaction with the antenna. The nulling 

circuitry can be transferred to a remote location by a well supported phase 

stable cable, and the antenna is isolated in the measurement facility. At 

high frequencies the null response is limited by the phase stability of the 

impedances. In this case more isolation may be achieved by using separate 

transmit and receive antennas. At high frequencies a small physical separ- 

ation between antennas is equivalent to a large number of wavelengths and 

significant isolation exists; the small physical separation also closely 

approximates monostatic conditions. The isolation may be enhanced when 

absorber-lined tunnels surround the antennas (Ref. ^0). When separate 

antennas achieve adequate isolation, broad bandwidth measurements can be taken 

without adjusting of the nulling circuitry and without stringent frequency 

stability. 

Modern network analyzers and frequency synthesizers have greatly expanded 

CW radar capabilities. Network analyzer measurements are considered as CW 

measurements because the CW RCS values are obtained at discrete frequencies 

over the measurement bandwidth. An early application of network analyzers to 

RCS measurements is described in Ref. ^1.  The received amplitude and phase 
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values, with and without the target in the facility, are measured as a func- 

tion of frequency for different target orientations. The target return is 

then obtained from a vector subtraction of the target plus background and the 

background responses. The vector subtraction is equivalent to the nulling 

circuit adjustment at each frequency. An automated network analyzer was used 

to measure the RCS response of a target over an octave bandwidth. The dynamic 

range of these measurements is limited by the sampling accuracy and frequency 

stability and repeatability. 

The transform techniques available in more modern network- analyzer 

systems (Ref. M2) further increase measurement speed, convenience, and 

accuracy. The measured amplitude and phase values over a range of frequencies 

are transformed into the time domain where the target response and facility 

returns are displayed. The time domain response is windowed to isolate the 

target and transformed into the frequency domain. The windowing of the time 

domain response is analogous to pulsed radar operation. Th«: spacing between 

frequency samples must be chosen to avoid aliasing. When sufficient bandwidth 

is used, the time domain response has the resolution necessary to observe RCS 

returns from different parts of the target. Experience with this technique is 

also described in Ref. 43» 

A less costly time gating technique uses the recently developed broad- 

band, low reflection switches with conventional instrumentation receivers and 

transmitters (Ref. U3). The timing between the switches is selected to iso- 

late the target return. The instrumentation receiver operates in a conven- 

tional way to measure the RCS at a CW frequency, but the overall sensitivity 

is reduced by the square of the duty cycle. One duty cycle factor results 

from the reduction in average power, and the second duty cycle factor results 

because the receiver measures only the central lobe of the switched spectrum. 

In many applications the sensitivity loss is tolerable, and the target is 

isolated from the isolation and facility background components. This switch- 

ing technique can also be applied to antenna measurements (Ref. M). 

RCS measurements have expanded into millimeter wavelengths in recent 

years.  The sensitivity of standard instrumentation receivers is reduced at 
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these frequencies because harmonic mixing techniques are used to extend the 

frequency coverage. The conversion loss of a harmonic mixer used in the 

receiver front end degrades with the square of the harmonic number. A large 

harmonic number is required at millimeter wave frequencies and a substantial 

sensitivity loss is incurred. A phase lock technique has been developed to 

use fundamental mixing in the receiver to recover the sensitivity loss 

(Ref. M5). Functional block diagrams of a conventional system and the phase 

locked system with improved sensitivity are presented in Fig. 13. A 30 dB 

sensitivity improvement was realized at Ka-band frequencies. 

2. Pulsed Radars 

Pulsed instrumentation radars are required when the achievable isolation 

limits the required minimum RCS level. Generally, the measurement of 

extremely large targets on ranges that exceed 1000 ft requires pulsed opera- 

tion. The large range requirement results in practical pulse parameters and 

sufficient time to duplex (terminate the radar receiver during transmission 

periods) if required. Pulsed radars also reduce isolation components and 

portions of the background RC? that lie beyond the range interval containing 

the target. 

A block diagram of a typical pulsed radar is shown in Fig. 14. The pulse 

duration for such systems is selected on the basis of several considerations. 

Component availability and performance is one factor. A pulsed system also 

unavoidably expands the bandwidth of the measurement, which must be considered 

if the measured target response is required to represent CW values. The band- 

width of an unmodulated pulse is to first order equal to the inverse of the 

pulse duration. The pulse duration must exceed the target dimensions by 

several multiples for a CW response. The range extent of the pulse and its 

rejection capability equal one-half the speed of light multiplied by the pulse 

duration. As an example, since the speed of light is approximately 1 ft/nano- 

second, a 1 microsecond pulse covers a 500 ft range dimension. Specialized 

systems with very short duration transmitters are also used to identify 

individual features of the radar target. One example of short pulse system 

measurements is described in Ref. 46. These measurements cannot be considered 

narrowband. 
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3.  High Resolution Radars 

The availability of wide bandwidth electronics and frequency assignments 

(Ref. 47) that can support such bandwidths permits the development of high 

resolution radars. The general goal of operational high resolution systems is 

to enjoy the resolution performance of a short pulse system combined with the 

detection performance of a long pulse system. The tradeoffs associated with 

the waveform design have been described in Ref. 48 and further details of 

target imaging techniques are described in Ref. 49. High resolution instru- 

mentation radars are required to assess operational radar performance and, 

with sufficient bandwidth, permit the measurement of radar returns from 

individual features of the target geometry. 

The present popularity of dynamic measurements results from the desire to 

measure the detection performance of an operational radar waveform. Broadband 

electronics and frequency assignments provide many options besides high 

resolution processing. Frequency diversity, which hops a narrow bandwidth 

radar response over a broad bandwidth, is a simple way to use the broadband 

allocation without incurring significant processing complexity. Operation- 

ally, this technique offers the advantages of minimizing the probability of 

being in a null of the target response, reducing the phasing between target 

radar components which is the 'source of glint errors in tracking systems, 

decorrelating clutter effects, and diluting the effectiveness of electronic 

Jamming. The evaluation of radar detection performance for diversity wave- 

forms is a simple extension of CW measurement program requirements. While 

frequency diversity waveforms have broad bandwidths, these waveforms are not 

compressed to increase the range resolution, and are not considered as a high 

resolution waveform. 

High resolution instrumentation radar requirements are more complex than 

those for CW or pulsed radars. High resolution radar responses are derived by 

transform processing the modulation added during the pulse duration. Indepen- 

dent of the precise modulation used for the waveform, the resolution achieved 

in range is given by 

6    =   K c/(2B) 
r (5) 

51 

Wmmmrnm WmffllilSSfflSäM 



^^^^CTtrKTOr?rsm^5TO^^ 

where K is a constant approximately equal to unity that depends on the 

weighting in the transform processing, c is the speed of light, and B is the 

bandwidth of the modulation used. Range resolution is defined as the rang0 

separation required to distinguish two equal targets. The bandwidth required 

to achieve this range resolution performance is presented in Fig. 15, which 

use'.> 1.3 as the value of K. When the bandwidth approaches 1 GHz, sufficient 

resolution exists to resolve  the  detailed structure of  typical  radar targets. 

A wide bandwidth high resolution waveform does result in a penalty. The 

waveform processing compresses measurements for a finite bandwidth into a 

short pulse response by means of a transform technique. In common with any 

transform technique, finite responses exist beyond the region of interest; 

these responses are referred to as range sidelobes. The range sideiobe 

performance of a high resolution radar may be viewed as the radar system's 

response to an isolated point target as a function of range from the target. 

The range sidelobes from h4gh level returns mask the low level returns. 

Unlike a true short pulse radar, the high resolution radar has a limited 

dynamic range over which target returns can be measured. Range sideiobe 

control, therefore, is another design issue for high resolution radar designs 

as it imposes amplitude and phase fidelity requirements over the waveform 

bandwidth. Amplitude weighting during the pulse interval is effective in 

reducing range sideiobe values at the expense of a minor loss in sensitivity 

and range resolution performance. The loss in range resolution performance is 

the reason that  the  value of  K equal  to  1.3 was used in  Fig.   15. 

Linear FM modulation, referred to as chirp, is the most popular way to 

increase the waveform ""indwidth. The transmitted frequency varies in a linear 

fashion over the bandwidth required for range resolution during the pulse 

period. An example chirp instrumentation radar constructed easily from analog 

circuitry is described in Ref. 50, and a functional block diagram of this 

system is presented in Fig. 16. The transform processing used to obtain a 

high resolution response requires excellent waveform fidelity. This system 

uses leveling for amplitude control and a phase locked delay line discrimin- 

ator for phase linearity. This system covered a 2 GHz bandwidth from 8.5 to 

10.5  GHz.     The   amplitude  weighting   for  range  sideiobe   control  was  cos X,  and 
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the measured range resolution, 4.9 in, closely agrees with the theoretical 

performance for this weighting. The measured range sidelobe performance for 

this radar, given in Fig. 17, indicates good waveform fidelity. Circuitry of 

this type has also  been used  at millimeter wavelengths  (Ref.   51). 

Another example chirp instrumentation radar (Ref. 52) has been used to 

generate both range and cross range radar responses. While the spectrum 

analyzer used in the former example provides a convenient, real time display, 

digital processing techniques increase the processing flexibility and can be 

supported with available technology. The range image is generated by the 

chirp waveform; the cross range image is generated by transform processing a 

series of range images taken with successive target rotations. The resolution 

in the  cross range direction  is  given  by 

cr 
KA 
2A6 

(7) 

m m 

where X is the operating wavelength, A6 is the total angular rotation of the 

target, and k is again approximately unity depending on the amplitude weight- 

ing used in the transform processing. An example of a measured range and 

cross range image from Ref. 52 is given in Fig. 18 for a target drone vehicle. 
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V.  MEASUREMENT ACCURACY 

Accuracy is an important issue for any measurement program. For RCS 

measurements the accuracy of changes in the relative RCS level and the 

absolute RCS level is important. The absolute accuracy of RCS measurements 

depends on many factors, e.g., system stability, calibration standard 

accuracy, target and calibration standard positioning accuracy, facility error 

components, etc., as well as those factors that determine the relative 

accuracy. The relative accuracy depends on system linearity over the dynamic 

range of the measurements and on the errors induced by thermal noise and the 

coherent background RCS levels. 

As a rule-of-thumb, absolute RCS accuracy under carefully controlled 

conditions is probably no better than 0.5 dB for static measurements and 2 dB 

for dynamic measurements. The larger errors for the dynamic case result from 

greater uncertainties in the radar parameters, range losses, calibration 

target level and alignment, receiver linearity, etc. Relative RCS accuracy is 

generally much better. The linearity of typical general purpose instrumenta- 

tion, such as a network analyzer, is 0.1 dB/10 dB. At high RCS levels the 

relative accuracy principally depends on instrumentation linearity; in 

operation, measurements are referenced to the calibration standard RCS level 

and the system linearity errors are relative to that level. At low levels the 

relative accuracy degrades because of the interaction with background RCS 

components and thermal noise. 

RCS measurement accuracy is generally projected by using an error budget 

to combine individual error components. In such error budgets, the random 

components are combined on an rss (root sum square) basis and added to the sum 

of the bias error components. Many of the error sources are specific to the 

measurement facility and instrumentation radar, and can be judged by repeated 

measurements to identify the particular components, which is sometimes a sub- 

jective process. A convenient ordering for purposes of discussion categorize 

errors associated with the RCS definition, those associated with the measure- 

ment facility, and those associated with the instrumentation radar; this 

ordering follows the preceding discussion. 
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The errors associated with the RCS definition result from deviations in 

the plane wave illumination of the target and reception of the scattered 

spherical wave. Quadratic phase errors, for example, reduce the specular RCS 

levels somewhat, fill in the nulls of the RCS pattern surrounding the specular 

lobe, and vary the phasing between the component returns from the target. 

Such errors can be quantified on the basis of aperture integration with quad- 

ratic phase error (Ref. 53) for specular region returns (Ref. 9). Variations 

in the RCS lobe structure can be modeled by a collection of point sources 

having the same physical spacing and relative levels as the component returns 

for the aspect angle of interest. The lobe structure for this collection can 

be computed with and without quadratic phase error and the variation in the 

lobe structure can be observed from the differences in the computed results. 

The RCS definition implicitly assumes polarization properties for the incident 

illumination and scattered spherical waves. In practice, measurements are 

made with a finite cross polarization level. The polarization errors 

resulting from this finite cross polarization are discussed in Ref. 8. 

The facility errors include the background RCS components and the cali- 

bration standard accuracy. The background RCS components previously discussed 

are coherently related to the radar waveform. The calibration standard 

accuracy involves both the accuracy with which its level is known and its 

positioning accuracy within the facility. Facility alignment errors can be 

determined by removing and replacing the calibration standard in the facility 

to obtain a repeated set of measurements. The set of repeated measurements 

should include variations of the incident and received polarizations to 

indicate multipath components; e.g., o  measurements for a spherical target 

should equal o.. measurements.  The calibration target location can be varied 
hh D 

to determine potential multipath errors. The repeated measurements also 

provide an opportunity to observe the long term stability of the radar syst0^. 

The background RCS components include contributions from the facility 

itself, from the target support system, and from the isolation between the 

instrumentation radar receiver and transmitter. Each of these components 

should be individually examined and combined in the er^or budget. The indi- 

vidual levels may be used directly in the error budget for CW measurements; 
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for broadband measurements each component error must be weighted by the 

autocorrelation function of the waveform, with the time delay of each error 

component referenced to the target location. 

The instrumentation radar errors include linearity over a dynamic range 

and thermal noise errors at the minimum RCS levels. In dynamic measurements, 

pointing errors and range tracking errors must be also included. Validation 

of manufacturer's data on these error values is recommended. 

The first and second order component error statistics are required to 

apply the error budget to a particular measurement application. The first 

order, or mean, errors are summed to obtain the bias error. The second order, 

or standard deviation, or rms, errors are summed in an rss manner. The 

individual error sources can be further separated into coherent and incoherent 

errors. Coherent errors, e.g., background RCS errors, are related to the 

radar waveform. Incoherent errors, e.g., thermal noise, have no relation to 

the radar waveform. The errors are referenced to a specified RCS level; the 

minimum usable RCS level in Fig. 10 is used for this purpose. 

Incoherent error statistics typically assume Gaussian statistics. The 

statistics were originally applied to radar applications by Woodward 

(Ref. 54). Further discussions of these statistics (Ref. 55) and their 

applications to radar measurements (Ref. 56) extend the original work. 

Gaussian error analyses typically assume zero mean error. The rms power 

errors are inversely proportional to the square root of twice the signal to 

noise ratio; power errors are cited because RCS is a power relation. Typical 

rms error values are shown in Fig. 19. 

The first and second order statistics for coherent errors have been 

recently derived (Ref. 57). Statistics for power errors apply to RCS values 

because RCS is defined as a power relation. Statistics for amplitude and 

phase have application as well; e.g., the scattering matrix transformation for 

polarization uses amplitude and phase quantities. The derivation of the 

statistics proceeds by assuming that the true value has a unit amplitude and 

the error component has a relative amplitude a and a phase with respect to 

the true value.   The phase, a,   is assumed equally likely and uniformly 
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distributed from 0 to 2IT. These assumptions correspond to a physical error 

model in which the error component is related to the desired signal, the 

relative amplitude is constant, and its phase is indeterminate. The differ- 

ences in statistical assumptions between incoherent and coherent errors are 

worth contrasting. Incoherent error statistics assume that a sufficiently 

large number of statistically similar error components exist to apply the 

Central Limit Theorem to justify Gaussian statistics. The coherent error 

statistics assume that an individual error component is related to the true 

value with 'unknown phasing. 

The resultant power is the phasor sum of the true value and the error 

component, which is given by 

rec 1 + a + 2 a cos a (8) 

Since the true value is unity, the error is obtained by subtracting 1 from 

this expression. The voltage is given by the square root of Eq. (6). The 

peak-to-peak errors are obtained by setting a to 0 and tr, are commonly used. 

The mean and rms power errors may be easily obtained by direct integration. 

The mean power error equals a2i in contrast to the incoherent case, which has 

a zero mean error. The rms power error is similarly obtained by direct 

integration and equals /z a- The statistics for the voltage errors can be 

derived in closed form and expressed in terms of a complete elliptic integral 

of the second kind. Series expansions with good accuracy for a< 0.5 (-6 dB) 

were obtained for the statistics. The mean voltage error is approximately 

equal to a2/^, and the rms error is approximately equal to a//2. 

The coherent phase error statistics can be obtained from a similar 

process. The phase error is given by 

-1 
tan  [(a sina)/(1 + a cosa)) (9) 

The mean phase error can be demonstrated to equal zero.  The standard devia- 

tion of the phase error is difficult to derive in closed form. An approximate 
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rms phase error  value  is a/I",  which has  been  found accurate for  a > 0.5 

(-6 dB).     The derivation of  the statistical  values  is described  in Ref.   48. 

Example values of the coherent error statistics are given in Figure 20, 

for power, voltage, and phase errors. The peak-to-peak errors are commonly 

known. Since power and voltage are commonly expressed as dB variations, the 

rms errors are expressed as a ± 1o spread about the mean error value. In 

comparison with incoherent error statistics, the coherent power and voltage 

errors have nonzero mean values, and the standard deviation of all three 

quantities  is larger  than their  corresponding incoherent  error  values. 
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Figure 20.  Coherent Mean and rms Error Statistics (Continued) 
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VI.  SUMMARY 

RCS measurement techniques have developed over the last forty or so years 

and are well established. Recent progress in measurement techniques has been 

encouraged by the present growth in radar systems and, as with radar tech- 

nology, has benefited from broad bandwidth electronics, signal processing 

techniques, and digital computer techniques. The earlier objectives of 

determining radar detection performance and understanding the radar scattering 

process have expanded to emphasize and support radar processing techniques. 

The recent active development of compact range designs and the use of trans- 

form techniques in measurement processing are evidence that the progress in 

RCS measurement techniques is accelerating. 

These surveys tempt their authors to project the future. While such 

"crystal ball" projections have their obvious limitations, several trends are 

evident. A more general understanding of target properties will be required 

to distinguish different types of targets and separate targets from a clutter 

background. Such studies can be expected to emphasize target responses to 

waveforms having broad bandwidths and to explore further the polarization 

characteristics of targets. Further determination of the millimeter wave 

target response can also be anticipated from the availability of wide 

frequency allocations, increased resolution performance, and the availability 

of component technology that supports both experimental and operational 

systems. Advances in signal processing techniques and digital technology will 

also have a significant impact on the development of both measurement and 

operational systems. While a rich heritage already exists, future expansion 

for RCS measurement techniques can be readily foreseen. 
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LABORATORY OPERATIONS 

The Aerospace Corporation functions as an "architect-engineer" for 

national security projects, specializing in advanced military space systems. 

Providing research support, the corporation's Laboratory Operations conducts 

experimental and theoretical investigations that focus on the application of 

scientific and technical advances to such systems.  Vital to the success of 

these investigations is the technical staff's wide-ranging expertise and Its 

ability to stay current with new developments.  This expertise Is enhanced by 

a research program aimed at dealing with the many problems associated with 

rapidly evolving space systems. Contributing their capabilities to the 

research effort ate these individual laboratories: 

Aerophysics Laboratory:  Launch vehicle and reentry fluid mechanics, heat 
transfer and flight dynamics; chemical and electric propulsion, propellant 
chemistry, chemical dynamics, environmental chemistry, trace detection; 
spacecraft structural mechanics, contamination, thermal and structural 
control; high temperature therraoraechanlcs, gas kinetics and radiation; cw and 
pulsed chemical and exclraer laser development Including chemical kinetics, 
spectroscopy, optical resonators, beam control, atmospheric propagation, laser 
effects and counterraeasures. 

Chemistry and Physics Laboratory:  Atmospheric chemical reactions, 
atmospheric optics, light scattering, state-specific chemical reactions and 
radiative signatures of missile plumes, sensor out-of-field-of-view rejection, 
applied laser spectroscopy, laser chemistry, laser optoelectronics, solar cell 
physics, battery electrochemistry, space vacuum and radiation effects on 
materials, lubrication and surface phenomena, thermionic emission, photo- 
sensitive materials and detectors, atomic frequency standards, and 
environmental chemistry. 

Computer Science Laboratory:  Program verification, program translation, 
performance-sensitive system design, distributed architectures for spaceborne 
computers, fault-tolerant computer systems, artificial intelligence, micro- 
electronics applications, communication protocols, and computer security. 

Electronics Research Laboratory:  Microelectronics, solid-state device 
physics, compound semiconductors, radiation hardening; electro-optics, quantum 
electronics, solid-state lasers, optical propagation and communications; 
microwave semiconductor devices, microwave/milliraeter wave measurements, 
diagnostics and radioraetry, microwave/milliraeter wave thermionic devices; 
atomic time and frequency standards; antennas, rf systems, electromagnetic 
propagation phenomena, space communication systems. 

Materials Sciences Laboratory;  Development of new materials:  metals, 
alloys, ceramics, polymers and their composites, and new forms of carbon; non- 
destructive evaluation, component failure analysis and reliability; fracture 
mechanics and stress corrosion; analysis and evaluation of materials at 
cryogenic and elevated temperatures as well as in space and enemy-induced 
environments. 
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Space Sciences Laboratory: Magnetospherlc, auroral and cosmic ray 
physics, wave-particle Interactions, magnetospherlc plasma waves; atmospheric 
and Ionospheric physics, density and composition of the upper atmosphere, 
remote sensing using atmospheric radiation; solar physics, infrared astronomy. 
Infrared signature analysis; effects of solar activity, magnetic storms and 
nuclear explosions on the earth's atmosphere. Ionosphere and magnetosphere; 
effects of electromagnetic and partlculate radiations on space systems; space 
instrumentation. 
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