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I. Abstract

‘\\

> The last 15 years has seen the development of speech tech-
nology at a very rapid rate. Unfortunately, the fact and fiction
of recognition are not always easily separated. This confusion
is not only evident among users, but also often among system in-
tegrators.

This paper outlines the technology today and provides
results from one set of benchmark tests. Three tests were per-
formed with live speakers in three noise environments. The tasks
used: a) a sixteen word discrete vocabulary, b) a 37 word con-
nected speech vocabulary, and c¢) a 30 word connected speech
vocabulary which was very tightly cgnstrained (syntaxed). The
noise environments included a‘'"quiet" background noise, a noisy
background of loud voices, and the sounds associated with a nor-
mal (loud) vehicle repair shop.

The results indicate that virtually all systems tested could
be made to perform well with specific, well-motivated speakers
and under all noise conditions. Conditions not requiring- ad-
vanced features (eg. large vocabularies or ccnnected speech) may
turn these features into a liability through increased error. In
spite of this, however, the technology is sufficiently mature to
support many field applications. >
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II. Introduction

This report is the outgrowth of questions regarding the
state of the art in speech recognition both capabilities arid
limitations. BEased on the claims of vendors, it appears that
substantial progress has been made recently in the effectiveness
of speech recognition systems. There are, however, disappoint-
ingly few large-scale applications from which data may be drawn
for comparison of the various systems. The shortage of informa-
tion 1is especially evident when comparable data on noise,
speaker, or recognizer effects are needed. This study attempts
to provide some baseline data which would be useful in the
evaluation process. Three distinct scenarios are addressed and
extrapolation beyond these 1limits must be pursued with great
care. The term "performance evaluation" has been used, though it
is necessary to recognize that there are currently no performance
standards for speech recognition systems. As a result, there are
no "standard" tasks, and a certain amount of gquibbling over the
appropriateness of a given test, task, or scenario is inevitable.

A. Objectives

Given the above constraints, the primary objectives of this study
were to:
a) Perform a survey of the vendor literature,
b) Assess the performance of as many systems as practical,
and
c) Provide firsgst-pass data on differential system perfor-
mance.

The recognition systems evaluated in this study were: the
Interstate Vocalink S4000; the ITT Multibus CSR; the Verbex
Series 4000; the TI Speech Development System; the Votan VPC
2100; the IBM Voice Communication Adapter; the Intel iSBC 570;
the Interstate CSRB; and the Kurzweil Voice System.

The vendor literature was gurveyed for two purposes. It
provided an assessment of the vendor perception of the state of
the speech recognition art. Additionally, it served to identify
the vendors who currently have product offerings. As with any
survey, there may be some product which has inadvertently been
omitted, but every effort has been made to scolicit information
from every known potential vendor.

Several performance assessments were mandated. For com-
parison with other studies, testing in a quiet environment was
necessary. To be of more practical value, hnowever, it was essen-

tial to test performance in two additional noilze environmants.
The first emulated an industrial environment and was taped 1n an

[}8]

'_L" ISR S

~\~~-\"\

T TR S

x



ryry

pu ' n "

sv'a'a 8 & AN

e s 8 LAKLK

-

»
O

5

R e

A |

“ %

-
4
- a

=N

B

automotive service shop, while the second was somewhat more 1in-
nocuous, consigsting of vocal noise at a fast food restaurant or-
der counter. This last environment approximates a noisy class-
room or other area with verbal interference.

Finally, many of the existing studies of recognizer system
performance use taped speech under the rationale that each system

receives identical input. Taped speech and its means of entry
into the recognition system differ in several marked respects
from live speech delivered orally into a microphone. Live speech

was chosen for this study to preserve the more realistic perfor-
mance environment, and within speaker variation was dealt with
statistically.

ITII. Background

Almost since the advent of the first commercial speech
recognizers in the early 1970’s, manufacturers of automatic
speech recognizers (ASR’s) have been claiming hijh performance
for their systems that is often not achieved in actual applica-
tions. The net result, therefore, is a perhaps healthy, skep-
ticism of manufacturers’ claims. For this reason, concerns have
arisen about how to best evaluate a system for a specific ap-
plication and a given group of users. The system evaluation of-
ten takes two forms; systems can be evaluated based on a review
of the literature available from manufacturers or other users, or
they can be evaluated through tests of the system performance.
The former provides essential design information (eg. vocabulary
size, language/application support, or price), whereas the latter
is required to characterize the ASR’s behavior under actual
operating conditions (eg. recognition accuracy, speed, trainir _
time, application development time).

IV. Marketing Literature Review

In reviewing the marketing material provided by manufac-
turers, information was extracted addressing several major
areas. These include the technology, vocabulary capacity, train-
ing support, hardware and software compatibility, and development
tools.

A. Technology

The issue of techrology includes two dimensions: manner of
speaking and speaker dependence. Although all vendors 1i1dentify

3
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the segment to which they belong, no universally accepted defin:-
tions for these termsg exiat. For this reason, a certain amount
of confusion results. For clarity, definitions are presented
which closely follow those proposed by Pallett (1985).

1. Manner of Speaking

The cadence of speech allowed (in some cases enforced may be
a better term) by the technology <can be broken 1into three
classes.

Discrete Speech forces the speaker to aid the recognizer by
pausing between each utterance. This results in somewhat stilted
speech, may be perceived as being slow, and appears hard for some
speakers to learn. 1In spite of this, discrete utterance recogni-
tion is the most common implementation today and 1is quite
adequate for many speech input tasks.

Connected Speech, on the other hand, requires that the word
be spoken carefully, but does not require that an explicit pause
be used to separate each utterance. Although this appears easier
for speakers to wuse, it is achieved through higher processing
requirements and thus, is usually somewhat more expensive.

Continuous Speech is most like natural speech. Words are
spoken fluently and rapidly as in conversational speech. When
this occurs, however, speech sounds are influenced by neighboring
sounds (coarticulation).

Evaluating vendor products can become somewhat confusing at
this point, since many vendors do not make the distinction be-
tween connected and continuous speech. Additionally, there 1is
nothing inherently "better" about a system simply because it al-
lows or promotes the use of one type of speech. It is the ap-
plication which usually dictates the recognition requirements.
Thus, no one system is likely to prove more suitable than others
for all applications and it is likely to be a mistake to attempt
to identify one system that is to be the standard for all future
applications. In general, unless the application really requires
connected apeech recognition capabilities, selection of a dis-
crete speech recognizer is desirable, because of the additional
cues provided by the speaker (ie. pauses) to the discrete sys-
tem, which usually make it more tolerant of environmental noise.
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2. Speaker Dependence

Speaker Dependent recognition relies on matching speech
samples to previous utterances of the same speaker. An enroll-
ment or training procedure is followed to allow the system to ex-
tract adequate models of the individual’s speech patterns.

Speaker lndependent recognition, however requires no enroll-
ment for recognition. Rather than using speaker specific models
for recognition, general models appropriate for a large popula-
tion are used. Most existing systems with speaker independent
capabilities have relatively small vocabulary sizes (eg. digits
plus several control words), and tend to have somewhat lower
recognition accuracy than 1is usually attained by comparable
speaker dependent systems.

The vendor products tabulated In Table 1, are more com-

pletely described in Appendix I. In several instances, a vendor
has claimed continuous capabilities but may be shown as connected
to preserve the above definitions. In rare cases, insufficient

information was available to make this assessment so a question
mark was inserted to identify the uncertainties.

3. Vocabulary Capacity

The question that is probably most often asked relates to
the size of the recognition vocabulary. What most individuals
tend to forget i1is that at any ingtant in time, unless the user is
attempting verbal dictation, the probability is wvery 1low that
more than a relative handful of words are feasible in the exist-
ing context. Additionally, there is usually a trade-off that
must be made; as the candidate vocabulary gets larger, the prob-
ability of recognition error increases. What in many cases is a
more pertinent question is how well the system supports subdivid-
ing the vocabulary. As is evident from Table 1, there are a wide
variety of wvocabulary sizes supported by the various systems.
This reflects several major design philosophies - provide several
relatively small vocabularies which may be switched very rapidly,
a larger vocabulary that can be arbitrarily split under progranm
control, or a large vocabulary that relies heavily on the ac-
curacy of the recognition algorithm. Az a point of reference,
there are very few well-structured applications requiring more
than 200-3C0 words in the vocabulary i1f the application is
thoroughly studied, understood, and designed.
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Table 1. Summary of Vendor Literature.

VENDOR PRODUCT RECOGNITION TECHNOLOGY VOCAB. VOICE PRICE
Dep.  Ind. Disc. Conn Cont  SIZE OUTPUT (8 US)
AT4T Conversant 1 X X X X 2562 ? ote
AUDEC §58-1000 I X 144 50
Calltalk DVIO Mod. 100 I X ? 500 ? ote
Dragon Systeas Voicescribe 1000 X X 1000 95
Dragon Systess Voicescribe 20000 X X 20000 uote
1BM Voice Cosm. Adpt.X X S+64¢ X ,7003
Intel iSBC 570 | X 200 2,900
Interstate V P CSRB X X digits 240 opt. 1,410
[nterstate V P SRB-LC X X 400 395
Interstate V P Vocalink 54000 X 1 100 5,200
I[TT OCD Multibus CSR X X 1 ? 300 | 37,000
Kurzweil A I (4] X X 1000 6,500
Microphonics {various) b4 1 b | 128 quote
NEC America {various) X X X X <5003 quote
Scott Instr. Coretechs VET 3 X X X X 200 b4 8,995
Speech Systems Phonetic Engine X i ? 5000 ? quote
Texas Instr. T1-Speech b | X X 20450 X 1,155
Toghiba TOSVOICE X X 64 ? ote
Voice Indust. Verbex 4000 X X 100 500
Voice Cntrl Sys VCS Technology X X 20 ? quote
VOTAN VSP 1010 1 limited X X 64+ X quote
VOTAN VPC 2100 4 limited X b4 B 80+3 b4 quote
Vestinghouse Series 100 VDCS X X 200 ? uote
xcom Seraphine X X X X 100 ? ,000

1 13 in speaker independent mode.

2 Bundled price, may also be purchased unbundled.

3 Less than 20 in independent mode.

4 Total vocabulary sust be divided into subsets of vhich only one may be active at any time.
3 This may be increased with fewer training passes or optional expamsion vocabulary.

4. Training Support

The type of training required depends, to a large degree, on
the type of recognizer. While discrete word recognizers require
only individual template(s) of each word, connected systems must
also be able to account for coarticulation. Coarticulation is
the phenomenon observed at the boundary of words spoken together.
Each word is influenced by the word preceding it and is in-
fluenced, in turn, by the succeeding word. Thus, a connected
recognizer relies not only on templates for each word, but also
requires models of how coarticulation affects each word-pair. In
a very simplistic manner, every possible word-pair boundary must
be modeled. Needless to say, the combinations quickly get very
large as the vocabulay size grows making the enrollment process
very cumbersome unless the possible combinations are efficiently
pared down. As examples, the Interstate S4000 and Verbex 4000
generate a relatively exhaustive script "for coarticulation es-
timation, while ITT relies on a training script developed by the
application designer. VOTAN uses only the discrete utterance

6
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templates (relying on a strong algorithm) and allows operator
selected embedded training of particularly troublesome combina-
tions. Scott Instruments does no coarticulation evaluation in-
stead, the VET 3 internally adjusts word boundaries to allow con-
nected recognition.

All systems (except speaker independent systems which, by
definition, require no training but may require speech patterns
for adaptation purposes) provide wutilities for training the

vocabulary. In most cases this is an off-line function that ac-
quires and maintains patterns. For most applications, this 1is
sufficient. These static models, however, may not be adequate
when speech patterns are likely to change due to stress, boredonm,
or tatigue. Under these conditions, dynamic updating of |user
templates may be required to cope with dynamic change, permanent
or transient. This dynamic update feature 1is available from

very few vendors at the current time.

Whether due to adaptation or standard training techniques,
speaech recognition systems wusually use multiple utterances
against which new speech signals are compared. To guard against
inadvertent contamination of the speech patterns, major dif-
ferences between patterns usually result in a user query thus
avoiding the inclusion of coughs, burps, and etc. The method
used to represent these composite patterns varies greatly. Most
systems use an "averaging" technique where template updates are
combined with and replace previously existing templates. One
potential danger of this system is that, as more samples are in-
cluded in the template, it may become more general and, over
time, no longer represent the intended utterance very well. This
would tend to result in an increased number of errors. An alter-
native approach used by VOTAN and Kurzweil consumes a vocabulary
entry for each update of a word. This technique reduces the
chance that the template becomes so general that recognition 1is
adversely affected at the expense of reducing the maximum number
of words in the vocabulary. For example, if the recognizer had a
20 word vocabulary limit, a s8single update (after 1initial
training) will reduce the usable vocabulary to 10, two updates to
7 (if one word had only a 3ingle update), etc. The effects of
this may be minimized by understating the available vocabulary so
that updates do not affect the apparent vocabulary size.

Finally, to achieve consistent performance, the user needs
feedback, especially during training. This feedback helps the
user develcp the necessary speech habits and allows rapid deter-
mination of the effects of mispronuciation.




A A
o8N

;";‘JT

5. Compatibility

Both hardware and software compatibility issues arise with
speech recognition. At the hardware level, a number of factors
need to be considered. Probably the most flexible systems employ
a stand-alone architecture communicating with the host via an RS-
232 (typ.) interface. Examples include the Verbex 4000 and the
ITT CSR. Unfortunately, the application development libraries
for many of these systems assume a specific host (ie. the support
software will run only on a specific operating system). When
that constraint is considered, then the workstations developed
around the Intel iSBC 570 or Westinghouse systems may be con-
sidered just as flexible.

The next level of compatibility currently revolves around
computer bus standards (typically Multibus or PC bus). Within
this 1level are +two subdivisions. One, the "low-priced"
(typically under £500 and designed to be used in a PC) systems,
often use the host CPU to execute the recognition algorithm. In
this case, the speech board is primarily a "front-end"
amplifier/filter. While this reduces the cost of the recognition
subsystem, it usually severely curtails other computing func-
tions. The result is often substantially slower processing (in
some cases, the application software must be custom-designed to
use sgpeech input. This cugstom software is obviously a very ex-
pensive solution and may substantially exceed the savings an-
ticipated through the use of the low-cost recognition hardware
resulting in a higher net cost in all but the most trivial ap-
plications.

The other subdivision (typically $1000 and up with a PC or
Multibus formfactor) uses the host processor as a file server,
providing mass storage and supporting the application software.
Systems in this class usually include integrated signal processor
chips as well as powerful microprocessors. Because of this, the
host impact is minimal and host applications can be integrated
with voice withnut the need to redevelop the application support
software.

To assess software compatibility, several questions must be
addressed. Perhaps the most obvious is the operating system sup-
ported. The largest number of systems require MS/PC DCS. These
include those which reside in the PC (eg. IBM, TI, VOTAN, and In-
terstate CSRB) as well as those which communicate via an RS§-232
link but have DOS-resident support software (eg. Verbex 4000, In-
terstate 4000, and XKurzweil). The latter set may be used with
non-DOS systems, but the necessary support software is likely
non existent. Other operating systems which provide the neces-
sary support include UNIX or its derivatives (suprcrting ITT's
CSR and Intel’s iSBC 570) and Intel’s iRMX (supporting the Intel

i3BC 570).
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Within <the appropriate operating system, the level of sup-
port also differs dramatically, ranging from a set of subroutines
to transaction generators. The use of support subroutines as-
sumes that the necessary application host languages are avail-
able. In addition, the use of these routines must be initiated
from within the application program which requires program
modification. At the second level, the speech system interacts
with the application through operating system calls. This also
requires access to be initiated from within the application
program and, thus, may require substantial programming. Finally,
some vendors supply a utility which may be generically called a
transparent keyboard. After being appropriately designed, this
software utility parallels the operation of the terminal keyboard
and allows speech recognition to be used without modification to
the application software.

At the most sophisticated end of the software support
spectrum are the transaction generators. These packages (most
notably available from Intel and Westinghouse) generate the
necessary software automatically after acquiring the interaction
rules from the application developer. As a result, although
these may be initially more expensive, application development
speed may make the net system cost more competitive.

In general, there are 1limitations inherent in all the
software support packages provided by the vendors. This may, to
a large extent, be due to the youth of the technology with very
few established application niches. As these applications are
reproduced, commonalties are likely to emerge which will 1likely
encourage the development of more generic application generators.
These generators in turn, will promote the spread of the technol-
ogy to other applications.

6. Development tools

Although the goftware mentioned above may allow the integra-
tior of voice into an application, there is another aspect to the
support of speech systems. The Intel and Westinghouse packages
encourage full and careful use of the voice channel implementing
dialogue structures, editing gsupport, vocabulary selection, and
syntaxing. This improves the probability that applications will
be properly designed and implemented by forcing the application
developer to consider all aspects of the user dialog.

High-level support for the Kurzweil, TI, Verbex 4000, Inter-

state S4000, and ITT CSR also exists. This support =software,
while being well designed, 1is used primarily to support advanced
recognition features (eg. syntaxing or training) and the broader

issues of a comprehensive verbal dialog are not addressed.
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V. Performance Testing

In the design of performance tests for ASR’s,a number of
issues must be addressed: 1) Selection of words to be tested:; 2)
Identification of test scenarios; 3) Environmental conditions; 4)
The type of speech used for input (live vs. recorded); 5)
Parameter settings; and 6) Evaluation procedures.

A. Vocabulary Selection

The selection of words to be tested is typically made based
on one or more of the following three factors. First, the words
gelected may form a phonetically balanced word list so that all
phonemes represented in the language are in some way tested. The
words can also be selected based on the frequency with which they
are typically used in voice input applications (e.g. the so-
called TI word list suggested by Doddington & Schalk (1981)).
Finally, the words selected for testing may be chosen with an ap-
plication in mind, in which case the words that will be used in
the application will provide the best indication of performance.

B. Scenario

Since an application does not consist of a random sequence
of words, scenarios must be designed to implement transactions
that exercise the vocabulary in such a way as to be repre-
sentative of typical  use. Depending on the application, the
transactions will be of varying lengths and degrees of dif-
ficulty. Transactions used for testing must either be repre-
sentative of an actual application, or general enough for generic
testing. Consideration must also be given as to whether to use
"syntaxing®", and to what degree.

C. Environmental Conditions

If it is intended that the results be extended to a specific
task, the environmental conditions in which the recognizer is to
be tested should replicate the application environment as closely
as possible. These environmental conditions should include: the
noise characteristics of the application area; the acoustic
properties of the room ir. which the application is 1located; and
the type of speech input apparatus that is required for the ap-
plication.

10
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D. Noise Characteristics

Automatic Speech Recognizer (ASR) performance accuracy is
influenced to some extent by background noise levels (Rollins et

al., 1983). The ambient noise dB level, the sound frequency dis-
tribution, and <the variability of the noise are characteristics
that may degrade ASR performance. The reason for this potential

performance degradation is related to the influence of the back-
ground noise on the ASR, the speaker, and the microphone.

1. Effects of Background Noise on ASR’s

When background noise levels become too high (eg. 85 dB(A)),
the signal-to-noise ratio may not be large enough for the ASR to
detect which, if any, word has been gpoken (Rollins et al.,
1983)., Depending on the spectral characteristics of the noise,
this may be experienced with or without a noise canceling
microphone. In this case, a rejection error is most likely to
occur (Rollins et al., 1983), though this is dependent on the
discrimination levels set on the ASR. Rejection and misrecogni-
tion errors are also likely to occur in inconsistent noise (sound
pressure levels varying more than S dB(A)), where the front end
gain function of the ASR does not accurately reflect the back-
ground noise. This problem is most significant when the ASR only
calibrates the front end gain once and for a brief period of
time.

Certain frequency characteristics of noise can also affect
the ASR performance, especially high frequency components ( >
10,000 Hz), outside of the normal speech range. Microphones
and/or ASR’s typically attenuate background noise differently.
Noise canceling microphones are more effective below 2,000 Hz,
and provide little filtering above this frequency (Larson et al.
1986). Thus, high frequency noises can severely degrade ASR per-
formance, and in some cases prohibit the wuse of these recog-
nizers. This degradation often occurs because the high frequency
noise 1is not removed from the speech signal, and impedes the
identification of speech onset or termination.

A

, &
r
» ‘ .
L 2. Effects of Background Noise and Setting on Speech
™
— It has been well documented that speech characteristics arve
altered by high background noise levels (Pizoni et al. 1985;
‘. Lane et al., 1971; Craegert, 1951)., The source 0f the background
o noisa - whether it is from machinery or from other speakers 1n a
. 11
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room - is also of significance (Webster et al., 1962), as are the
room characteristics, the speaker task (reading aloud vs,.
talking), the fregquency components of the background (masking)
noise, and the use of hearing protection devices.

Characteristic changes occur in speech that is produced when
there 1is a masking hnoise present. These effects have been
demonstrated with background noises as low as 50 dB(A) (Lane &
Tranel, 1971). The changes noted in the speech include an in-
crease in vocal intensity (voice level increases by half the in-
crease in background noise); increases in fundamental frequency;
and an increase in syllabic duration and consequent decrease 1in
rate of speech (Lane & Tranel, 1971). When the masking noise is
produced by other speakers, the rate of speaking has been found
to increase and not decrease (Webster et al., 1962). A tilt in
the short term spectrum of consonants and vowels has also been
observed (Pisoni et al., 1985).

The size and reverberation characteristics of the room have
also been shown to alter speech characteristics. Black (1950),
found that speech rate was slower in large rooms (1900 cu. ft.),
ags compared to small rooms (150 cu. ft.), and that speech was
slowest for large live rooms (reverberation time = .2-.3 sec.) as
compared to dead rooms (reverberation time = .8-1.0 sec.). It
was also found that the intensity of the speech was greater 1in
dead rooms as compared to live rooms, especially in the larger
room.

Garber et al. (1976), demonstrated that noise of equal in-
tensity differentially affected the voice level dependent upon
the noises ability to interfere with (mask) the sgpeech signal.
Noisa with a range of 20-20,000 Hz produced a significantly
higher vocal intensity when compared to noise ranges of 1800-2500
Hz; 4000-6000 Yz; and 20-250 Hz. Vocal intensities procduced from
mai3xing noise with a frequency range of 1800-2500 Hz was also
noted to be significantly higher than those produced from a mask-
1ing noise with a frequency range of 4000-6000 Hz. When noise of
equal loudneas were presented, a similar differentiation oc-
curred. Vncal intensities produced i1n masking noise 1n the 20-
20,000 Hz and 350-700 Hz ranges were sign:ificantly higher than
those 1n the 1800-2500 Hz and 4000-6000 Hz ranges. The vecal in-
tensity noted for the masking noise i1n the 1800-2500 Hz range was
alro significantly higher than that found i1n the 4000-6000 Kz
range. In general, Garber et al. found that the more the
frequency components of the nocise mask the speech signal, the
greater the change in vocal intensity produced by the speaker.

Yowell and Martin (197%) have demcnstrated that speech 12
dagradad by zpeakers wearing hearing protection devices. The
hearing protectar affects the apeaker’:s ability to hear hizther?
own  voice (occlusion e2ffect. The hearing pro+tection devite
"attenuates the Alrdhorne 2nerqy, fut hao lirtle effect  on the
12
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bone conduction portion, except in the lower frequencies were the
perceived voice levels are actually amplified as a result of the
occlusion effect® (Berger et.al., 1986, p.368.). This results in
the speaker perceiving his own voice as being louder than it ac-
tually is as compared to the background noise level and a sub-
sequent reduction in vcice level of 2 - 4 dB by the speaker
(Kryter, 1946; Howell & Martin, 1975).

Additional research has indicated that the above effects may
be altered unsystematically by factors such as speaker training
(instructions); speaker task; hearing loss, and sidetone effects
(Lane & Tranel, 1971; Siegel & Pick, 1974; Borden, 1979).

E. Input Apparatus

The microphone-ASR system combination must be chosen to
satisfy several performance and operational requirements in order
to facilitate ASR performance in the application setting. The
type of microphone, performance characteristics, reliability,
durability, ease of use, and comfort are important criteria that
need to be considered (Waller, 1985),

Microphones presently in wuse with ASRs include: headset
microphones; handheld microphones; gooseneck microphones; wire-

less microphones (typically headset); and telephone systems. The
headset microphones can be either one-way (no verbal feedback) or
two-way (can be used for both speaking and hearing). The headset

microphones also can provide a full range of hearing protection.
In part, physical constraints of the application dictate the type
of microphone selected. However, performance characteristics are
equally important in microphone selection.

The microphone chosen for a particular speech recognition

application must satisfy two performance characteristics. The
microphone must perform accurately and reliably in the specific
SR application. Humidity, temperature, noise levels, physical

workapace layout, and the nature of the ASR task all influence
the microphone performance and subsequent recognition rates.
Technical constraints of the microphone must also be considered.
Frequency response, range, directionality, and stability (ability
to tolerate head movement without changing the microphone posi-
tion relative to the mouth) are necessary to assure reliable and
accurate input to the ASR. To date, the headmount microphones
moat conzistently satisfy the necessary raquirements for speech
recognition (Plice, 1983),

Headmount microphones, although the best microphcne at the
precent *ime for speech recojnition, have scme negative at-
tributez h.indering their usefulness in ASR applications. The

microphone can be unceomfortable, move out of position and may not
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cancel ambient noise sufficiently for successful recognition.

The specifications of the particular microphone model must
be considered in attempting to match the application needs of the
task with the appropriate microphone. The microphones must
restrict extraneous noise sounds from entering into the
microphone while enhancing the entrance of human speech sounds.
Therefore the attenuation characteristics of the microphone must
be matched with the frequency characteristics of the application
noisge.

The application environment (temperature, humidity, dust)
also must be considered with respect to microphone durability.
Excessively high (above 55-60 C. [130-140 degrees F.]1) or exces-
sively low temperatures (below -25 C. [-13 degrees F.]) air pres-
sure changes, and high humidity levels have been found to alter

microphone performance (Peterson, 1980). The use of microphones
in work situations may subject the microphone to damaging bumps,
jolts, or vibrations. The microphone chosen for use in ASR ap-

plications must be able to withstand these environmental charac-
teristics.

An additional microphone characteristic is its physical
stability. The microphone must be able to be maintained in the
same relative posgition to the mouth throughout all applications.
The movement of the microphone piece severely degrades the per-
formance of the ASR.

F. Type of Speech Used in Research

When testing speech recognizers, an important question 1is
whether to use live sreakers or recorded/digitized data. There
are advantages and disadvantages in either of these methods of
speech input.

Proponents of wusing recorded/digitized speech support the
need for both a standardized testing procedure as well as a
standardized data base of speech input. They suggest that this
method 1s the only fair means of comparison between speakers due
to the variability that exists in a speaker’'s utterances of the
same word. Several tests of speech recognizers have been com-
pleted wusing thia type of data base (Doddington & Schalk,1981;
Baker, 1982; and Nusbaum et al., 1986).

Proponents of the use of 1live speakers suggest that this is
the most effective way to accurately compare systems as they

might be used in an actual application setting. The inter and
intra-speaker variability is a naturally occurring phenomenon
that should bhe accounted for, not controlled. This method also

provides the speaker with an opportunity to "tune his voice" to
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the specific ASR being tested. This typically occurs through the
! feedback that the machine generates in both the training and
testing procedures. This adaptation to the system is often seen
“r and its effects on system performance are important. Finally,
iy the entry of recorded data into the ASR differs considerably from
- the entry of live data. When played back, taped data must either
go directly into the ASR, hence by-passing the microphone, or
f? played out through a speaker which produces a speech signal dif-
- ferent in many essential respects from orally produced speech.
e The disadvantages of live speech is that its replication
"o requires a large number of speakers and it requires more time
« than alternative approaches. However, this type of evaluation is
- also more likely to provide a more realistic view of the system's
;\ actual performance in an application setting.
-
FI 1. Parameter Setting
" Many, though not all recognizers allow the user to set
:; various parameters. These parameters typically are used to set
the minimum match score (ie. how well the current utterance
. matches the ’best’ template) and match score difference (as the
. minimum difference increases, the probability decreases that the
‘runner-up’ word i3 the correct match). Based on these
) parameters, the decisions are made to report an utterance as
o~ "recognized"” or "rejected". If testing is performed with a
. specific application in mind, these parameters may be adjusted to
suit that application. For generic testing, either several com-
3 binations of these parameters may be tried, which increases the
’. testing effort, or a "forced choice" philosophy may be adopted so
o that the system’s ability to discriminate among similar sounding
- words is most conservatively tested.
‘s
) VI. Method
A. Scenarios/Vocabulary
>
Three distinct speech scenarios were used for this study.
“ The firast scenario used discrete speech and a 16 word vocabulary
E (Appendix II). The second and third scenarios ucsed connected
ol speech with 37 and 30 vocabulary words respectively (Appendix
I1D).
A‘-
. The second scenarion was decsigned o measure recognition ac- !
curacy for connected speech using limited zyntaxing. The sen-
. tences conztructed for this scenario were designed to be ap-
;{ plication apecific. Twenty four sentences were used for this i
9
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task; twelve sentences were three words long, six were four words
long, and six were five words long. The syntaxing used for the
scenario varied among the recognizers tested. The Votan speech
recognizer had no syntaxing capabilities (except via subsets), so
the 37 wunique vocabulary words used were available at all times

for recognition. The syntax used for the ITT recognizer was
restricted; the number of possible word choices were limited
once the first word was recognized (Appendix IV). The syntax-

ing used on the remaining three systems (Verbex, Interstate
4000, and TI), consisted of a first word choice (15 words), a
second word choice (15 words), a third word choice (15 words),
an optional fourth word choice (11 words), and an optional fifth
word choice (6 words). The recognition of the first word did
not 1limit the possible choices for the subsequent utterances,
except that they could only be chosen from the appropriate word
list (Appendix V).

The third scenario was designed to test recognition rates
for digits using a connected speech task and restricted syntax.
Five basic sentences were used for this scenario, but they varied
in number length (one to five digits). This resulted in 25 test
sentences (Appendix VI). The syntaxing used for the recognizers
tested in this scenario was equivalent since once the first word
choice was recognized, the second word choice was known (limited
to one choice) and all further utterances were krown except for
the number string spoken. The spoken number string was con-
structed from the digits zero to nine, and contained sets of one
to five digits.

B. Equipment

1. Recognizers

The Interstate Vocalink $S4000 (Interstate 4000), ITT Multi-
bus CSR (ITT), and Verbex Series 4000 (Verbex 4000) recognizers
were used for all three tasks included in this research project.
The TI Speech Development System (TI) and Votan VPC 2100 (Votan)
recognizers were used in all but the second connected speech
recognition task. Additionally, the following recognizers were
also tested in the discrete recognition task: an IEM Voice Com-
munication Adapter (IBM); an Intel iSBC 570 (Intel); an Inter-
state C5RB;:; and the Kurzweil Voice Systems a3peech recognizer
(Kurzweil).

All of the ASRs tested in this study are commercially avail-
able except for the ITT system. This ASR is still considered to
be a prototype research system.
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' 2. Microphones
N
> The following microphones were used during this study: an AT
: 33 9100 headset microphone, a Kurzweil headset microphone; a
b N Prologue handheld microphone; a Tl handheld microphone: a Shure
SM10A headset microphone; and a Shure VR230 headset microphone.
] The microphones used in this study were, in most cases, supplied
y > by the manufacturer of the speech recognizer being tested. When
g the manufacturer did not supply a microphone, a Shure microphone
: e from the NCSU laboratory was used. The microphone-speech recog-
e: nizer combinations used in this study are listed in Table 2.
: - 3. Recording Equipment
3 ."
e
: This study used a JVC Model CR 6C60U wvideccassette re-
b corder, a Vector Research VR 220A amplifier, two Acoustic Re-
v search AR-5 speakers, and two 3/4 1inch 3M Professional VHS
videocassettes for the noise conditions tested. A GenRad 1565-B
- sound level meter was also used for initial <calibration of the

o noise and for the sound pressure level readings.

. C. Speech Signals
The voices of six speakers were used for this study. The
speakers, four male and two female, had varying degrees of
familiarity with the use of gspeech recognizers. They had no

known hearing disorders, were native speakers of English, and
ranged in age from 24 to 38 years.

. For each scenario, the recognizers were tested 1n the room
- described below. The first test was completed under background
B level noise conditions. The second and third tests were com-

pleted with masking noise being played through two speavers
which were approximately two feet away from the speaker and

TV X R R ITTTTU EEEV T U, e
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\ : recognizer. The order of the presentaticn of the masking noise
: was randomized and the noise consisted of eirther an industrial
" noise <condition or a fast food regtaurant nolse condition.
L
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Table 2. Microphone/Recognizer Combinations Tested.

2

1,
!
- Microphone
-
db Recognizer AT9100  Kurzweil Prologue TI  SMIOA VR230
- [BY X
. ettt cectcccccetacceccemeeessescamsmecccemnmn-
) ‘A
Intel X
g T T
. Interstate 4000 X
i e
. Interstate CSRB X
X p:‘.. ---------------------------------------------------------------
, ITT X
: %\ Kurzweil X
) m X
;_‘ Verbex X
Votan X

': D. Environment
4+
}E All recognizers except the ITT system, were tested i1in a
large classroom with high ceilings (11 ft.). The background
v level of noise in the room was measured at 45 dB(A) and 61 dB(O
e (the A and C weightings are different descriptions of the noise
'S characteristics). The ITT syatem was tested in a smaller office
area, and the background noise level was not measured, but was
= not noticably different.
A
The sound pressure level measurements taken during the
TN playing of the industrial noise tape indicated an Leq= 79 dB(A).
yﬁ The mean sound pressure level for the C-weighted readings was 82
de(C). The range of sound pressure levels was from 62 dB(A) to
. e 84 dB(AY and from 73 dB(C) ton 86 dB(C). The standard deviation
Ej ~of the A-weighted sound presaure level was 5.38.
] . The zound pressure level measurements taken during the
b N playing of the fast {ood restaurant noise tape was less variable,
- with a standard deviation for A-weighted sound pressure level:
' of 1.36, and Led = 80 d83(A). The mean C-weighted sound pressure
level was 84 dB(C). The range of the sound pressurae  levels wa:
from 78 dB(A) to 83 dB(A) and from 33 dB(C) to 87 d4dBIC).
¥ 18
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The speech recognizer and the speaker were both in the free X
; field area of the room with respect to the gspeakers, so rever-
berant characteristics of the room were not included in any
data.
o
e
Nt
VII. Procedure
st
The procedure used for all scenarios consisted of a training
- phase and a testing phase. Since the training phase varied be-
T tween the different types of scenarios, noise conditions, and
- for the various recognizers, the procedures used in this study
. are described according to these three factors.
=
A. Training Phase
s
v
1. First Scenario - Discrete Task
. A . |
Two male and two female speakers were trained in the dis-
" crete gpeech task. Three sets of templates were made for each
‘ speaker and for each recognizer tested. The templates were made
according to the manufacturer’s recommendations for the number of
. utterances of vocabulary words required for accurate recognition
K: (Table 3). The training procedures used for all speakers have
~ thus been grouped according to similar types of suggested
manufacturer’s procedures.
L

a. Votan

a0

- The training procedure for the Votan consisted of three ut-
2 terances of each vocabulary word. Each vocabulary word was
spoken once, and then this process was repeated two times.
Training for the two noicse conditions consisted of this same

ol process, and all utterancss were made in the noise condition
N being tested. The Votan system stores all templates, so there
was no feedback to the user relating to the c¢loseness of the !
" templates, and no training utterances were rejected by the sys-
) tem.

b. IBM, Intel, Interstate CSRB, TI

The four systems in this category are similar in that they

all provide some feedback to the user relating the similarity

I between the initial utterance of the word anrd the subsequent
training wutterances (updated templates). The recogniczer, a* )

timesz, rejected an updated utterance bacauze 1% did not match tne

s ini1tial template formed. Therefore, the numher Y utterarn e s

Ej listed are the minimal number of utterances 2f 31 word aszuming
19 '
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present.

Table 3. Number of Utterances Required for Training Recognizers

Voice § utterances $ utterances
Profile background noise masking noise

.................................................................

that all utterances were accepted (though this was not always the
case). The Interstate CSRB required three utterances of each
vocabulary word while the Intel and IBM used four utterances.
The words were spoken sequentially; a complete pass was made
through the vocabulary before subsequent words were spoken. The
TI speech recognizer required five tokens of each vocabulary
word. Two utterances of each vocabulary word were completed
sequentially and then, three additional utterances of each word
were completed. Training for the two noise conditions consisted
of the same process as described above with all wutterances
spoken in the noise condition, with the exception oi the TI
which required two initial utterances to be made in no noise
with the three updated utterances being spoken with the noise

Recognizer Silence Noise
4 4

Intel 4 4
Interstate 4000 9 5 4
Interstate CSRB 3 3
I 10 amin. 3 0
Kurzweil 1 hour 3 3
491 5 2 3
Verbex 9 S 4
Votan 3 3
c. Interstate 4000 and Verbex 4000

The training for both of these systems was identical.
Training was controlled by the recognizer and required ap-
proximately nine utterances of each vocabulary word. The user
was not provided with feedback on the accuracy of the word
spoken in comparison to the template of the word. However, the
user had the option of rejecting utterances if it was felt the
word was not spoken <correctly. The presentation of the
vocabulary words to be spoken was randomized by the system.
Training of templates required that an initial training be com-

pleted in which each word was uttered approximately 5 times i
"quiet". A second trial was then completed in which the user ut

20
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tered the vocabulary words four additional times under the noise
conditions i1in which the recognizer would be tested.

d. Kurzweil

The Kurzweil recognizer required that an enrollment process
be completed prior to the actual training of the vocabulary words
used in this scenario. The enrollment process forms a "voice
profile” which the system requires for each user. The enrollment
process took approximately one hour and 1is system controlled.
The training process of the words used in this study required
three utterances of each vocabulary word which was presented
3erially. The training process was repeated for each of the
noise conditions with all utterances spoken with the appropriate
noise background.

e. ITT

The ITT recognizer also required a "voice profile®", though
this process required approximately ten minutes. The actual
training process consisted of three utterances of each
vocabulary word. The templates were not remade for each noise
condition. They were made for the background noise condition
only. However, "silence templates" were recalibrated (adapted)
for the two noise conditions.

2. Second Scenario - Connected Speech

Two male and two female speakers were used for this task.
Each speaker attempted to make three sets of templates for each
recognicer. However, templates could not be made for two
speakers using the TI recognizer 1in any noise condaition
(apparently due to the excessive memory required to store the
speech templates for their slow speech), one speaker was unable
to use the TI in the fast food restaurant noise conditicn (also
apparently due to insufficient memory), and one speaker was un-
able to wuse the Interstate 4000 in the i1ndustrial noise condi-
tion (apparently due to the interaction between his voice and the
background noise). The templates were made 1n accordance with
the manufacturers’ specified procedures and, thus, the training
procedure varied between the recognizers.

a. Votan

The Votan recognizer required three utterances for each werd

in the vocabulary. The procedure used was the same as described
under the discrete task training procedures. The Votan dne=z
permit extiraction of connected speech templates, however, when

this was attempted, the gsystem ran out of memory space for tna
templates.
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b. TI

The TI recognizer required the speaker to say a sentence and
then to s3ay isolated words from the sentence. The sentences were
defined and developed by the recognizer. After all wordes had
been spoken using this process, the words were updated three
times using the system defined sentences for updating. This
process was repeated for each of the two noise conditions, except
that the initial training was done in gquiet with the three up-
dated passes being done with the appropriate noise being
present.

c. Verbex 4000 and Interstate 4000

The training required for both of these recognizers was,
again, identical, The first phase consisted of the speaker
saying each word in the vocabulary using discrete speech. Thais
was followed by approximately four utterances of each word being
spoken using connected speech with sentence or sentence frag-
ments as the prompt. The wupdating phase consisted of each
speaker making approximately four utterances of each word using
connected speech as prompted with sentence or sentence frag-
ments. This process was repeated for each of the noise condi-
tions with the 1initial phase being completed in silence and the
update phase being completed with the masking noise present.

d. ITT

The training for the ITT system was controlled by the ITT
representative present during the training and testing of this
system. Training was continued until the templates had been fine
tuned to the representative’s specification. Thus, training
varied greatly between the speakers. The ITT recognizer did not
require retraining for the two masking noise conditions, only the
"silence templates" were updated.

3. Third Scenario - Connected Speech

Two male and one female speakers were used for this
3cenario. Three sets of templates were made for each speaker for
each recognizer tested. The three recognizers tested in this
3cenario, Interstate 4000, ITT, Verbex 4000, (the only systems
which supported adequate syntaxing for this scenariol) were
trained using the same procedures as described for the second
scenarin.
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B. Testing Phase

1. First Scenario - Discrete Speech

Each speaker repeated the 16 words in the vocabulary ten
times in random order. The words were recorded as being cor-
rectly recognized; not recognized (rejected): or misrecognized.
For each misrecognition, the misrecognized word was recorded.
This process was repeated for each of the noise conditions for
each recognizer. A random order was used to test the recognizers
as well as the effects of noise to minimize any order effects.
The background noise condition (no noise) was presented first in
all cases.

2. Second and Third Scenarios - Connected Speech

Each of the sentences used in these scenarios was repeated
four times 1in sequential order. This process was repeated for
each noise condition and for each recognizer tested. The sen-
tences were recorded as being recognized correctly; rejected (no
sentence or sentence fragment recognized); or misrecognized, for
further analysis.

VIII. Results

The results from the three speech scenarios used to assess

the performance of the speech recognizers are presented
separately. Due to the distinct nature of these scenarios, the
results cannot be directly compared. Additionally, since the

systems were tested using their default parameter settings, some
exhibited forced recognition (the recognizer returned a match for
all utterances, a substitution error was preferred over a rejec-
tion error) while other systems forced minimum separation (a
rejection was preferred over a substitution).

A. First Scenario

An Analysis of Variance procedure (Sheffe, 1959; Searle,
1971) was wused to initially evaluate the data. The dependent
variable was the number of words correctly recognized, and the
independent variables consisted of the following: recognizer,
noise conditions, speakers, recognizer by noise condition, and
recognizer by speaker. This model accounted for 90 ¥ of the to-
tal variance.
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As noted in Table 4, there were significant differences ex-
hibited due to differences in the recognizer used, the type of
noise in the environment, and the speaker providing the signal.

b

LS . . :
- Additionally, the interaction between the recognizer and speaker
L or noise was also significant.

;; Table 4. Analysis of Variance: Discrete Data

iy

?’

4 Source dat L] F

S F

. Recognizer 8 31840.30 37,68 < ,00Cl
N Foise 2 5218.35  24.70 < .0001

~ Speaker 3 1975.51  6.23 < .0011

Recognizer ¢ Noise 16 8135.65 4,81 < ,0001

> Recognizer + Speaker % 5543.41  2.19 < .0088
{

- Key:

Eg df Degrees of Freedos

SS Sum of squares of deviations

. F  Computed F ratio
‘ p Probability that the observed F ratio is due to chance -
Ey Significance is arbitrarily defined at p <= .05

53 These effects were further analyzed using a Tukey’s Studen-
N tized Range Test (Tukey, 1952; Dunnett, 1980). Table 5 presents

a matrix of the significant differences (p<=.05) that were ob-
> tained between the recognizers based on the number of correct
recognitions. For example, the Votan performed significantly bet-
ter than the Verbex and Interstate 4000 systems. The mean recog-
~ nition rates obtained for the individual recognizers and the
Tukey Analysis can be found in Appendix VII and Appendix VIII,
respectively.

: A Tukey test for the noise effect demonstrated that the mean
correct recognition rate for the no noise condition was sig-
nificantly higher than the mean recognition rates for both the
industrial noise condition and the fast food restaurant noise
condition (Figures 1, 2, and 3 with details in Appendix IX).
Analysis of the speaker effect indicated significantly higher

v correct recognition rates for speaker 3 as compared to speakers Z
= and 4. The reasults also demonstrated significantly higher recog-
nition rates Zor speaker 1 as compared to speaker 4 (Figures 4,
rea 5, and 6).
.52‘;8
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“ ! Table 5. Differences Between Recognizers
“ [Tukey Test (alpha = .05)]

3 (¢

Recognizer

rov significantly better than column
coluen significantly better than row)

--------------------------------

...........................................

...........................................

...........................

P T ] LY Ry I T PRpEpipy PRpRpuay Py orpuy piynptpy

................................

(¥ ]
———— — O —— —— . —— ——— o — ———— - —
*
-+
—— ——— —— T e — e —— — — — . —
—— - ——— . — —— —— — . —— — ——— —

. .
J l.,l.' .

Verbex
Interstate 4000
Yotan

11

188

Intel
Interstate CSRB
1T

o
(V-T. - RN F. NV I XY Yy

Kurzweil

v
-
T O®»CD

~O® YOO

i { 1
4200 IBY ICSRE Intel 11T 1% 11 ertr Wtar

~; Recogruer
B 5t Food B Industr)3] £33 ore

L
~ Figure 1. Correct Recognition by Noise (160 maximum)

.................. .,
,,,,,, N
LA

" K '\-
L l&'l




- -

- v‘:

AR

et g
I.l .o

F N A S O T O A S R R e o, i E b L R S R

W —
60 1

L]

'}

b

. Ll

r

' 2

J

¢ .

C

t 0 ‘ § oy 4

L) i '

d 14000 IBY ICSRE Intel 1T KW T terbr Vot

Recogr zer
B Fast Food B3 Indstrial S tore
Figure 2. Rejections by Noise
8 ]
n
v .
" bR i
b
¢
r
[ 4
i
$
: 2
4
[}
9 |
1 0 t ‘ > V i i y '
! W30 1P 10T intel 11T LS T1 berh: Botan
d
o us
0 Cast Food B3 Indssteial £33 Yore
Figure 3. Misrecognitions by Noise

26

N




r:' n 1y
e v 1|
b <
_ ¢ (N
r o
. ol
< c
[ i
r i
- [4 N '
1%y e 1 .
A ¢ & R R N . ¢ i .L‘-
4000 [B% ICSRE Inte: bt betar
~
Recogrizar
:\‘. R ! B8 Sprrd 53 Str? 2% Sotrt
\l
:a Figure 4. Correct Recognition by Speaker
‘
¢
80
- 604 g
n
" . Q J !
r
' r
o
f‘;‘ : N
e
[4
[y : p i
' d W00 1B ICSRD Inte! 1T g¥C T Yerbn wotan

:

-l Setrd Sobr? Spard
Figure 5. Rejection by Speaker

27




ol

»
.

~
LR

|

R WP

1

OT N FONSEERU

%

e o c >

Teieleaeleseielein e o . eieler

e aCesegese

ele

QAN ~-IJWONH® TN - »

B KRR Intel N7
Recognuzer
. ! Spire £ Sole 2 R spiet

Figure 6. Misrecognition by Speaker

A summary of the interaction effect of recognizer by noise
as analyzed by the Tukey test are shown in Tables 6 and 7, with
the plus and minus signs having the same meaning as in the ©pre-
vious table. This summary is limited to differences in which the
noise condition was held constant. There are no results given
for the no noise condition as there were no significant dif-
ferences 1in the <correct word recognition rates between recog-
nizers for the no noise conditicn. The complete results of this
analysis are located in Appendix X.
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) Table 6. Differences Between Recognizers: Industrial Noise
Discrete Speech

K6

{Tukey Test <(alpha = .05))

KA A
0

= rov significantly better than column
= colusn significantly better than row)
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Table 7. Differences Between Recognizers: Fast Food Restaurant
Discrete Speech

{Tukey Test (alpha = .05)]

(+ = rov significantly better than colusn

column significantly better than row)

...........................................

'
1
'
m— - '
'
'
'
'
'
'
'
— '

= Verbex

= [nterstate 4000
= Votan

= 11

IBNM

= Intel

= Interstate CSRB
= 17T

= Kurzweil

(VoI - e R R % R
"

Results from the Tukey analysis for the recognicer

nition performance rates on the Interstate 4000 and Verbex

by
speaker interaction indicated significantly lowar correct recog-
for

speakers 2 and 4 (female and male) as compared with all other
recognizers tested. cr speakers 1 and 3 (female and male) thiz
significantly lower performance rate was found only with the
teratate 4000.
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Confugion matrices for the recognizers having more than 10
misrecognitons and error matrices for all recognizers are in Ap-
pendix XI.

B. Scenario Two - Connected Speech

The data for the second scenario were initially analyzed
using a General Linear Models (GLM) procedure (Goodnight, 1971;:
Sall, 1978). This statistical analysis was used due to missing
data for speaker 1 and 4 for all conditions on the Texas Instru-
ments recognizer and for speaker 3 under the industrial noise
condition using the Interstate 4000 and under the Fast Food noise
condition for the Texas Instruments recognizer. Though these
speakers made =several attempts to use these systems, the
speaker’s templates were either too large for memory (TI) or the
recognizer was unable to detect any utterances made by the
speaker (Interstate 4000).

The dependent variable for the GLM model was the number of
correct sentences, while +the independent variables were recog-

nizer, noise condition, and speaker. Interaction effects of
recognizer by speaker and recognizer by noise condition were also
included. This model accounted for 90% of the total variance.

Tatle 8 indicates that all main effects were significant , as was
the interaction effect of recognizer by speaker.

The significant effect:s were further analyzed using a Tukey
Test with an alpha level of .05. Table 9 illustrates the sig-
nificant differences in performance rates (correct sentences
recognized) between recognizers. A plus indicates that the
recognizer listed in the row performed significantly (p<=.05)
better than the recognizer listed in the column. A minus sign
indicates the opposite.

Results of the Tukey test for the noise effect demonstrated
significantly higher recognition rates for the no noise and fast
food restaurant noise conditions as compared to the 1industrial
noise condition. Results from the analysis of the speaker effact
indica%=d that overall, speaker 2 (female) attained significantly
higher recognition rates than did speaker 4 (male) (Appendix
XID).

Tables 10 through 13 are matrices indicating significant
differences for the speaker by recognizer interaction. The
results are limited to those comparisons in which the speaker was
held constant. The complete results from this analysis are 1n
Appendix XIII.
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v l Table 8. GLM Results: Scenario 2
" 'Y
Source df Type 1 8§ F }
S L R TP R RRREEP

A .

e. Al Recognizer 4 9106.86 35.31  <.001
. Noise 2 1009.07 7.82  .002
! Speaker 3 858.61 4.44 013
> 3 Recognizer + Noise 8 1018.90 1.9  .09%4

k>, Recognizer ¢ Speaker 10 1895.8¢ 2.94 .015
\: >,

Y] Source af Type 3 58S F P

e S
. Recognizer 4 9169.93 35.55  «<.001
N Noise 2 485.49 376 .038
:: o~ Speaker k| 743.09 3.8 .022
~ Recognizer + Noise 8 1059.18 2.05  .083
R Recognizer + Speaker 10 1895.80 2.94 015
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:' Table 9. Differences Between Recognizers
M [Tukey Test (alpha = .05)]

. Recognizer | Votan | T1 { Inter 1 Verbex ! ITT !

". .'. --------------------------------------------------------------
-~ Votan 1 1 | - ! - ! - !
S i ! | ! | Lo
- ~
T e

Interstate ! ’ ) } ! ! - !
y T e L T R i
L\

'}. o Verdex ! s ! ! boo-
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Table 10. Differences Between Recognizers: Speaker 1
(Tukey Test (alpha = .05}]

Recognizer | Votan | T1 | Tater ! Verbex | ITT |

Votan | i | - ! ] - !
Wterstate |+ 1 11
vber 11 1

Table 11. Differences Between Recognizers: Speaker 2
(Tukev Test (alpha = .05)]

Recognizer | Votan | T1I { Inter | Verbex { ITT

Votan ) ) | ! | |
T | | | | | - |
Interstate ! | | | ! - !
Verbex | ! | | | !
ITT ! | + ! + ! {
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. Table 12. Differences Between Recognizers: Speaker 3
- (Tukey Test (alpha = .05)]
? Recognizer | Votan | TI | Inter ! Verbex! ITT |
Votan ! ! [ ! -1
53 1 | | 1 I 1 !
ﬁ; Enterstate | t | | 1 |
D e mcemameeesemcmemcemseeeenacceemmeanae
= Verbex | 1 ! 1 I !
b I Lo : | | !
‘F_‘ --------------------------------------------------------------
)
5

Table 13. Differences Between Recognizers: Speaker 4

‘ (Tukey Test (alpha = .05)]}

“ Recognizer | Votan | T1 | Inter | Verbex ! ITT |
P e m e
' Votan ! | I R
» 1 | | ! ! ] l
" Interstate | + 1 ! | | |
et
4 Verbex | + | ! | 1 - |

..............................................................

..............................................................

Though the interaction effect of recognizer by noise was not
significant for this scenario, a Tukey analysis was still com-
pleted. The results from this analysis, with the noise conditons
held constant, are located in Tables 14 through 16. The complete
results of this analysis are located in Appendix XIV.

o Matrices for the rejection and misrecognition errors for the
— sentences are located in Appendix XV. The misrecognition errors
were further analyzed wusing error trees and these are algc lo-
.'r:" cated in Appendix XVI.
“
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' Since the method of data construction for the Tukey test,
. ' based on the GLM procedure does not indicate mean recognition
' scores, these are included in separate tables in Appendix XVII.
-
R ™~ Table 14. Differences Between Recognizers: No Noise
ol [Tukey Test (alpha = .05))
.
! Recognizer | Votan | T1 | Inter ! Verbex | ITT !
7S
! 00 Votan | ] | | | - !
. 11 1 | | | | |
' :') ..............................................................
) "¢
. Interstate | 1 ! [ I - |
': Verbex I I ! ! | |
S I e b | |
. meeeeccec—ecmeceeseeemeeseeeeccaeenameeeeemmeeeaee—mee—n—n
‘
N2
o
y .:: Table 15. Differencees Between Recognizers: Industrial Noise
N v
A (Tukey Test (alpha = .05)]
. b Recognizer | Votan ! T1I ! Inter | Verbex ! ITT |
S Votan | [ [ [ b
T
‘- 1! | i ! ! 1 !
Do Interstate ! ! ! ! -
. Verbex I | ! ro-
S S I | ¢ | l . 1 ’ | |
v ”
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Table 16. Differences Between Recognizers: Fast Food Noise

(Tukey Test (alpha = .05)]

Recognizer | Votan | T1 | Inter | Verbex ! ITT |
s 1 U
testate | 1 L1
Ve 1+ 11t

C. Scenario Three - Connected Speech

An Analysis of Variance procedure was used to initially
analyze the data for this scenario. The dependent variable was
the number of correct sentences, with independent variables con-
sigting of recognizer, noise, speaker, recognizer by noise, and
recognizer by speaker. This model accounted for 80 % of the to-
tal variance.

As noted 1in Table 17, only two main effects achieved
significance; recognizer and speaker. The data for this scenario
are limited by the reduced number of speakers and recognizers
testad. Therefore, independent variables that may otherwise have
had a zignificant effect, can only be viewed as having a tendency
to affect recognition rates.

Table 17. Analysis of Variance: Scenario 3

Source df Ss F P

Recognizer 2 1658.74 4.92 .03

Noise 2 1185.85 3.52 .06

Speaker 2 3842.30 11.39 <.01

Recognizer ¢ Noise 4 865.48 1.28 .33

Recognizer ¢ Speaker 4 722.37 1.07 Al
36
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The two significant main effects were further analyzed using

a Tukey’s Studentized Range Test with an alpha of .05. Results
from these analyses demonstrate that the ITT recognizer achieved
significantly higher recognition rates as compared to the Inter-
sState 4000. Results from the speaker effect indicate that
speaker 1 achieved significantly higher recognition rates than
speakers 2 and 3. The complete results from these analyses are
in Appendix XVIII. No further statistical analysis was performed
on the data from scenario three, as no other significant effects
were oObserved.

Matrices for the rejection and misrecognition errors for the
sentences are in Appendix XIX. The misrecognition errors were
further analyzed using error trees and these are also in Appendix
XX.

IX. Discussion

The discussion gection is in three parts. First, observa-
tions that apply to the entire project in general. Then two sec-
tions with remarks mainly pertinent to discrete and connected

speech, respectively.

A. General

It is not surprising that recognizer performance was higher,
overall, in low noise than in high noise conditions after
all, people hear better in low noise too. Yet there have been
reports of recognizers performing as well or better in very noisy
environments than in less noisy ones. The results reported here
do not settle this question in either direction. Discrete speech
recognition was better under low noise, but connected recognition

-

was better under both low noise and fast food restaurant high
noise (i.e., mostly voice noise), as opposed to industrial high
noise with ites much wider frequency spectrum, These effects,

however, were not uniform. Noigse had different effects on dif-

ferent recognizers.

The major source of variability in speech recognition is the
individual speaker. Both inter and intra speaker variabilities
occur, often to a high degree. The effects of inter-speaker
variation is minimized when comparing ASRs, providing the same
speaker population is used throughout, which it was. While this
statistcally minimizes the effects of interspeaker variance, it
is still important to recognize that a significant recognizer =«
speaker interaction term was observed in all but the most tightly
constrained case. This implies that it may often be necessary to
match speakers and recognizers in many applications.

Intra-speaker variation is affected by many psychological
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and physiological factors. They impact speech recognition within
a single speaker over time periods as short as a few seconds.
Day to day variations may be considerable, and may persist for a
long time. Thus, if a speaker has an "off" day when a certain
recognizer is being tested, those results may prejudice the
results against that system (which argues for replication). Sig-
nificant drift experienced by motivated speakers, however, should
be relatively slow changing. Thus, the random deviations should
be slowly moving about the target templates. If the sessions are
not overly long, the net effect should be tolerable. Having more
speakers would have reduced the effect of the variance and,
thereby increased the probability of significant findings, 1leav-
ing these results as somewhat conservative

With a small speaker pool, the order in which recognition
systems are tested may be important, due to experience with
speech recognizers. Thus, although order was randomized as far
as possgible, there ig still the possibility that some order ef-
fects may still contaminate the results. Without a large speaker
pool, which allows full randomization of the order of testing,
this factor, if indeed significant, cannot be eliminated.

B. Discrete Speech

All of the above remarks apply in general to the discrete
speech part of the experiment. Specific results indicated that
the Verbex 4000 and the Interstate S4000 performed significantly
poorer than the other systems. Both these machines were designed
specifically for connected speech, and were, therefore,operating
at a severe disadvantage on an isolated word task. The Kurzweil
recognizer, despite its long enrollment process, and its design
for large vocabularies, did relatively poorly on the 16 word
vocabulary. We do not discount the possibility that the exces-
sively long enrollment procedures (which may be necessary for
larger vocabularies) may have "put speakers off" this device,
either consaciously or subconsciously.

This study found a significant interaction between the
various recognizers and various noise conditions. The reccognizer
* noise term implies that it is not likely that any one of the
current recognizers will have the best performance under all

noise conditions. This interaction appears to be primarily due
to better relative performance of the Kurzweil system with the
Fast Food background noise. For this reason, this interaction

may not be oberved under different conditions.

The 16 word vocabulary chosen to test the discrete speech
recognizers consisted of the ten digits and six control words.
This 1s not a particularly difficult vocabulary, and the fact
that all recognizers did not perform at near perfect levels may
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be a strong, but sad, indication of how much progress remains to
be made in ASR design. Even more strongly it indicates how im-
portant are the user and user environment. There is little doubt
that with carefully chosen, highly trained and motivated users in
a controlled environment (not necessarily noise free), near per-
fect performance can be obtained by all vendors on such small
vocabularies. The use of "average" speakers in a 1loosely con-
trolled environment is, however, justified as being closer to
likely application scenarios.

Error analysis consisted of tabulating and analyzing rejec-
tion errors and substitution errors (while noting the substituted
word). Speakers were not allowed to enter non-vocabulary words
or sounds, so that insertion errors did not occur. (An insertion
error is when the recognizer interprets some non-vocabulary word,
or a sound such as a cough, as a word in the vocabulary.) To
measure performance vis-a-vis insertion error avoidance, the
recognizer threshold values (or their equivalents) would have to
be adjusted, which was deemed impractical at the time.

The generic approach of setting the recognition parameters
at manufacturer’'s recommended levels was taken. Experience has
shown, however, that depending on the demands of the application,
much benefit may result from an adjustment of these parameters.
Indeed, there is evidence that individual speakers may benefit
from a fine-tuning of these parameters to their idiosyncratic
needs. A close study of how threshold adjustment might affect
the relative performance among recognizers was beyond the scope
of the project, however, and should be considered for future re-
search.

C. Connected Speech

Table 9 indicates that the ITT ASR did significantly better
than the other four, and that the VOTAN did significantly worse
than all but one other recognizer. There are several factors
that may account for this observation.

o In the case of the ITT machine, testing was done in a d:if-
& ferent room due to overheating problems in the laboratory that
housed the other tests. Additionally, the ITT system was a
prototype system and required ITT technical assistance. As a
prototype, not all the necessary enrollment evaluation routines
exist. This forced technical intervention in the enrollment
stage and perhaps allowed the system to be tailored more
oy precisely to the scenario than was possible with the development
tools available with the other systems, Because of the substan-
tially greater computing power and memory, the ITT machine also
permitted the gtrictegst syntaxing. That factor, too, helped to
account for the better results.
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The use of "syntaxing® is a crucial factor, especially in

! connected speech, but in discrete speech as well. All the recog-
- nizers tested operate by comparing a current template with a
o series of prestored templates gathered during enrollment. The
5; more prestored templates, the greater the chance for error. Syn-
: taxing allows the comparison to be made on a subset of the pres-

tored templates, hence reducing the possibility for error. The
5} term syntaxing is used because the subsetting operation is
o~ generally based on the permissible co-occurrence of utterances.

By designing transactions that permit "heavy" syntaring -- the
P reduction of candidate templates by an average factor of three or
o more -- recognition performance can be dramatically improved. As

noted above, part of the reason for the success of the ITT recog-
« nizer was due to its ability to handle heavy syntaxing.

bt
-

The VOTAN device, on the other hand, permitted no syntaxing
whatsoever, which put it at a disadvantage compared to the other
machines. The only ASR the VOTAN did not perform worse than was
the TI. The TI machine, however, refused to perform at all for
two of the four speakers whose natural speaking rate was slower,
apparently due to limits on available memory. In one sense, this
lack of data severely compromises any conclusions that could be
drawn about the TI machine, or a comparison between it and the

. VOTAN. In another sense, however, the comparisons are quite
'; valid since the TI was functionally unable to perform the task.
: Thus, while syntaxing may substantially reduce errors, it may be

a two-edged sword; it may increase the task support complexity

;: beyond the capacity of many recognition systems.
’A
Error analysis in connected speech is far more difficult
&, than in discrete speech because a much wider variety of error is
w possible. In addition to substitution errors, and possibly
rejection of all or part of the input, the following errors may
- cccur: Insertion errors: extra words are inserted. Deletion
-S errorg: gaspoken words are omitted. Merge errors: two or more
o words are recognized as one or more words Split errors: one or
more words are recognized as two or more words. These errors may
f: occur 1in any combination and in any number in a given utterance,
) sometimes leading to recognizer output that is best described as
"word hash."
ﬁ; One way of reporting results for connected speech, is to
simply report on the percentage of sentences interpreted without
.o error. This was the initial basis for comparison among the five
ﬁ: ASRs used in this connected speech scenario. Additionally, in-
g dividual tabulations were completed to indicate which of the sen-
) tences the recognizers completely rejected (no recognition of any
Lo word); and which o©of the sentences contained any of the pre-
N viously mentioned errors (Appendix XV). The s3entences that con-
tained some type of recogniton error were further analyzed using
t: error trees (Appendix XX).
-
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The error trees compiled for this =study were developed in an
effort to assess the degree and manner in which an individual
recognizer errs in word identification once at least one word in
a sentence has been misrecognized, omitted, or inserted. Such an
analysis is of interest, because certain types of errors are
easier to handle than others (depending on the magnitude of the
errors). For example, suppose two recognizers achieve the same
percentage correct sentences for a given scenario, but when the
first recognizer errs, it returns a sentence that is totally in-
coherent and unrelated to what was said, whereas the second
recognizer returns a sentence with a single substitution error.
The second recognizer’s performance should be considered superior
to the first recognizer since the error of the second recognizer
could be corrected more easily than the error of the first recog-
nizer.

In an attempt to quantify errors made in Scenario 2, two
values were computed for each recognizer by noise condition,
length of transaction (3, 4, or 5 words), and speaker. These
values (right margin of Appendix XVI) indicate the number of
words correctly identified (R) over the total number of the words

(L) in the transaction (R/L) and the number of wrong words
(ingsertions, merges, splits and misrecognitions) (W) over the to-
tal number of words (L) in the transaction (W/L). The numbers

listed were averages obtained based on analysis of all the errors
for the particular recognizer, noise condition, sentence length,
and speaker. Since the number of sentences containing errors
varied by recognizer (Appendix XIX), <the percentages only indi-
cate the type and degree of error that occurs when an error does
occur.

The value for the first percentage, R/L, ranged from 0 to 1.
Zero indicated that the recognizer did not correctly identify and
word spoken, and one meant that the recognizer correctly recog-
nized all the words spoken, but also inserted words that had not
been spoken. The value for the second percentage, W/L, 1is in
theory unbounded, with numbers approaching infinity occurring
when a recognizer cannot detect the end point of an utterance(as
might occur in a high noise environment). Heowever, in thais
study, the number rarely exceeded a value of 1, except when the
recognizer used strict syntaxing and misrecognized the utterance
completely.

In theory, with all other factors being equal, the better
recognizers, those that would be most amenable to present day er-
ror detection and correction strategies, would be those that had

high R/L percentages and low W/L percentages. Two caveats must

be made. This scoring method judges an omission error to be bet-

ter than a substitution error (which is debatable). For example,

suppose the following sentence was uttered, "Driver move tank out

slower". If the recognizer returned the sentence "Driver move

tank out faster", the first percentage would be R/L = .8 (4/5 =
41




a4 e IS o Rhbes Tiieg Rig

* 8" e
tala,

-

“»
>

oy

s
e

»
I, l.

.83, while the second percentage would be W/L = .2 (1/5 = 2.
(The results of this type of error could also lead to serious
problems for the driver of the tank!) However, if the recognizer
returned the sentence "Driver move tank out" the R/L still equals
.8, but W/L now equals zero. (The Driver of the tank could also
ask for the correct speed with which to move the tank!) A second
problem with these percentages is that they do not indicate
whether the recognizer is consistently making the same mistakes
for the same sentences, (in which case retraining the recognizer
may solve the problem), or if the errors are inconsistent and
randomly distributed (may require redesign of application).

The two percentages calculated could also be supplemented by
a third number, not completed for this project. This numbar
would reflect the degree to which the recognizer is able to iden-
tify the correct number of word boundaries (correct number of
words utterred). This number could be considered the ratio of
the difference between the number of words utterred minus the
number of words recognized (D) over the total number of words (L)
in the sentence (D/L). The better recognizers (more amenable to
error detection and correction), would be those whose D/L ratio
approached zero.

The R/L and W/L ratios, though initially computed at the
lowest 1level of recognizer * noise * sentence length * speaker
are also listed for levels of recognizer +* noise +* sentence
length; recognizer * noise; and recognizer (Appendix XX). Again,
as the numbers are based on an average incorrect utterance only,
and not on the number of incorrect utterances, the data must be
reviewed cautiously. A recognizer that misses one utterance in a
thousand but reports no correct words for that sentence will ap-
pear the worse than a recognizer that always returns one or two

errors in each sentence. Therefore, the error trees must be in-
terpreted with the additional data in Appendix XV. When two
recognizers have approximately the same number of misrecognized
sentences, the error trees can be used for meaningful com-
parisons.

The error trees for the third scenario were constructed so
as to accurately reflect the type of errors that occurred with
the connected digits. Since the scenario employed a highly
restricted syntax, for all but the connected digits, the other
words in the sentence were correctly recognized (with only a few
exceptions).

The three error trees thus reflect the types of errors (S =
substitutions, I = insertions, O = omissions), that occurred for
each of the recognizers tested (Verbex, ITT, Interstate 4000).
The results for each recognizer were further categorized by the
noise condition in which the recognizer was tested (N). At the
lowest level, the data reflect recognizer error by noise (N), by
error type (§5,1,0), by speaker (sl, s32, s4).
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These results, in contrast to the previous error trees, rep-
resent the total number of errors for each speaker by error type,
noise and recognizer, and can therefore accurately be compared
with each other (between recognizers). However, the results
again, do not reflect "consistent" recognizer error where the
same mistakes are always made, as opposed to "random" errors.
However, consistent recognizer error would be much easier to cor-
rect (typically by retraining the particular digit template).
The error trees also do not weight the different types of errors
in any way when obtaining the average errors per speaker score
(SE). The resulting score is somewhat misleading in that the
correction for substituted digits would be significantly harder
than correction for insertions or omissions.

X. Summary and Conclusions

While there is no conclusive evidence, then, that any of the
recognizers tested consistantly excelled beyond the others, some
important conclusions can be drawn about the recognition of con-
nected speech in general.

The "care and feeding" of speakers is all important. This
point cannot be emphasized too strongly. Performance appears to
vary depending on the mood, motivational level, and frustration
level experienced by speakers. Systems (and applications) must
be designed to minimize these performance moderators. The notion
that any worker can use a recognition system with just a few
hours of orientation is wrong and may often result in the failure
of a project that might otherwise be a success.

At the same time, designer and manufacturers of ASRs must
pay attention to the extraction of linguistically significant in-
formation from the speech signal. Humans have little trouble un-
derstanding other humans when they are angry, sick, or sobbing.
The information is present in the speech signal; it remains to be
used.

Training time varied somewhat among recognizers. The en-
rollment procedures for both the Verbex and the Interstate was
considerably longer and more tedious than for the ITT, for ex-
ample. Users of systems are likely to experience a substantial
amount of training as long term speech shifts occur. As a
result, it 1is very desireable to have minimal training time to
reduce the non-productive time an employee spends on the system.

None of the devices tested could be used in a speaker inde-
pendent setting, nor did any claim to be speaker independent.
Although it is often thought that speaker independence 13 neces-
sary for application wvalue, the 1larger vocabularies of the
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speaker dependent systems make them useful today for many tasks.

Moderate vocabulary size systems are available from a number
of vendors that should have the capability of supporting educa-
tional as well as performance maintenance roles.

Speaker independent systems are currently limited to small
vocabularies and are probably of insufficient robustness to sup-
port <class or field applications. Watch this group - much work
is being done and there will likely be some major progress in the
short term.

Speaker dependent discrete systems are currently most noise
tolerant. With proper design, they will likely be adequate for
most class or field applications.

Speaker dependent connected recognizers are becoming much
less noise sensitive. As this evolution proceeds, they will
likely be perceived as more appropriate for all applications.
There are many assumptions but no current evidence, however, that
suggests that humang interact better with a connected speech
recognizer.

The wide variation of software support provided by the ven-
dors results in difficult "porting" of applications from system
to systenm. A very useful research and development task would be
the development of an "application generator" that not only sup-
ported a range of products from different vendors, but also en-
couraged the voice system integrator to fully consider the many
application design issues (eg. prompting, help, editing, error
recovery, etc.).

Finally, the technology is certainly mature enough to sup-

port both training and maintenance applications. In such a
scenario, most of the voiced input would be commands, so even
discrete speech recognizers would function well. The addition of

an intelligent post-processor to further filter the input would
likely reduce the potential impact of mosgt recognizer errors to
verification rather than editing or re-entry. Unfortunately,
this post-processing function is not available in a generic for-
mat and will require application specific development. The basic
premises of such a system are, however, known. It is suggested
that the next step is to develop an application prototype and,
through the prototype, define the requirements for an error
detection and correction post processor.
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XI. Glossary

Application generator - Software with the capability to automati-
cally generate the necessary programs to support an application
baseed on design requirements input.

Coarticulation - The phenomenon observed when pronouncing two
words together results in the component sounds being changed.

Connected speech - Speaking words fully and distinctly with no
unnatural pauses between them.

Continuous speech - Speech as typified by human to human speech.
Words are often run on and sounds are missing.

DbA - Sound pressure measurement (in decibels) wusing the A
weighting scale.

DbC - Sound pressure measurement (in decibels) using the C
weighting scale.

Discrete speech - Speech 1in which each word is fully and dis-
tinctly pronounced with short pauses between each word.

Dynamic update - The process of updating speech recognition
templates during performance without the need to enter some per-
formance maintenance process.

Enrollment - The process of training the speech recognition sys-
tem to the user’s voice. Templates are extracted from prompted
speech to be used for future comparison.

Form factor - Physical attributes of a system. Determines which
host systems are compatable, ie. will the board fit?

Front end gain - Amplification applied to the signal provided by
the microphone.

Front-end amplifier - Amplifier to provide front end gain.
Intensity - Amplitude of speech or noise usually related in dB.
Le« -~ Equivalent or perceived loudness.

Loudness - Perceived intensity.

Match sceore - The degree to which an utterarce matches a stored

template.
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Multibus - Computer backplane standard.
PC bus - Computer backplane standard.

RS-232 - Communications protocol standard (this one is not always
interpreted the same by all vendors).

Speaker dependent - Speech recognition in which the user must
have enrolled speech patterns.

Speaker independent - Speech recognition in which utterences are
identified using generic information.

Speech onset - The start of an utterance; nominally when the
energy level increases above ambient.

Speech template - A pattern derived from speech against which fu-
ture utterences will be compared.

Speech termination - The end of an utterence; nominally when the
energy level returns to ambient.

Syntaxing - The specification of rules which identify the pos-
sible (allowed) sequence of words in the vocabulary.

Template - Stored pattern derived from speech during training
against which future utterences are compared.

Token - Often used interchangably with template but usually is a
template derived from a single utterance.

Transaction generator - Software that automatically generates the
necessary programs to suppcrt application transactions. This is
a subset of application generators.

Tukey test - A statistical test to 1solate sources of sig-
nificance from pooled information.
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Q Appendix I. Vendor List !
> Product name, contact and address:
s
Q
{-\ Dr. H. Mangold
AEG Telefunken Nachrichtentechnik GaBh
E Postfach 1120 7150 Bachnang, West Germany
F3d ‘
Description of Product Capabilities:
" Speaker dependent or independent?
"' Type of speech:
Method of speech recognition:
Training Method:
E:: Vocabulary Limitations
- Nusber of words in active vocabulary:
. Vocabularies in systes:
‘: Word length limit:
. Built in syntaxing:
1 Response time:
s finiaum tise between utterances:
7 Tesplates updated continuously:
7 Compatibility of Systes
Systes colgatibility:
l Languages Supported:
- Programaing required:
Nicrophone / Telephone information
.
. Telephone access:
e Recomsended microphone and/or jack type:
':-' Testing of ASR
' Independent Tests:
. Tests in noise:
Existing Applications:
v Price and size information
N Price:
A Size of systea:
)
" Custoser Support:




Product nase, contact and address:

AT&T's Conversant 1 Voice Systes
R;hChristopher D. Farrar

g 6200 East Broad Street Colusbus, Ohio 43213
.y 614-860-3278 or 800-341-2272
- Description of Product Capabilities:
o Speaker dependent or independent? Both
T Type of speech: Isolated and Connected
) Method of speech recognition: teamplate with phonetic enhancesents
AN Training Method: 2 to 4 for Dep
& Vocabulary Lisitations
. Nuaber of words in active vocabulary: Dis Ind digits,yes,no,oh; Con Ind digits, yes, no; dep 256 words
i Vocabularies in systes: n/a
~ Vord length limit: Dis - sax 2.0l sec; others application dependent
Built in syntaxing: optional
Response time: 250 »s saxisus to next proapt
5 Minimum tise between utterances: for dep is prograssable default 195 ms
,d Tesplates updated continuously: no
Compatibility of Systes
X ::- Systes congatibility: Stand alone; Unix operating system; asynchronous, bisynchronous 3270 & SNA/SDLC
A Lanquages Supported: C
) Prograsaing required: none required
' ‘ Microphone / Telephone inforsation
Telephone access: yes
Recossended microphone and/or jack type:
O telephone
g
.t Testing of ASR
Independent Tests: not availadble
‘_~ Tests in noise: no specific tutinz but meant for telephone lines
r Existing Applications: yes stock quotation,

Price and size inforsation

.,

N Price: pricing on individual basis; vnluse discounts available to VAR's
= Size of systes: 25222x15 “1001bs
Customer Support: training and warranty
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Product nase, contact and address:

N

§58-1000 Speech Recognition Board
ir. Arthurpschelona

K AUDEC
Qa 299 Market Street Saddle Brook, Rew Jersey 07662
o 201-368-3048
r Description of Product Capabilities:
o Speaker dependent or independent? dependent
Type of 3peech: discrete
L Method of speech recognition: template
" Training Method: one pass for enrollment, 2 additional training passes
r
= Vocabulary Limitations
‘2, Rusber of words in active vocabulary: 144
oA Vocabularies in systea:
‘e Word length limit: 2 sec w/ 150 »s gap between vords

Built in syntaxing: a glication dependent
Response time: 230-300 =s

Ninimus time between utterances: 150 as
Teaplates updated continuously: yes

Compatibility of Systes

A

Systea congatibility: any computer with RS5-232 port or 8 bit parallel port. Can stand alone.
Languages Supported: Macro commands, 6502 assesble language, any resident language for host system
Programsing required: not required

v

Microphone / Telephone inforsation

b

Telephone access: yes with additional design
Recomsended microphone and/or jack type:

}: none recoasended

e Testing of ASR

b Independent Testa: none
7 Tests in noise: not defined

. Existing Applications: Telephone, Remote equipment management, toys
. Price and size inforsation

.

\ﬁ Price: 8250 vith discounts for multiple purchase

~ Size of systea: 5 in x 5 in; < one pound

Customer Support: yes

.
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Product nase, contact and address:

Philip T. Mclaughlin

Audopilot

19 Antoine Court Hunington, New York 11743
516-351-4862

Description of Product Capabilities:

Speaker dependent or independent?
Hothod of spebeh

ethod of s recognition:
Training Hegﬁggz o

Vocabulary Limitations

Number of words in active vocabulary:
Vocabularies in systea:

Vord length limit:

Built in syntaxing:

Reaponse time:

Minisum tise between utterances:
Tesplates updated continuously:

Compatibility of Syatea

Systes congatibility:

Languages Supported:

Prograssing required:

Microphone / Telephone information
Telephone access:

Recoanended microphone and/or jack type:
Testing of ASR

Independent Tests:

Tests in noise:

Existing Applications:

Price and size information

Price:

Size of system:
Customer Support:
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Product name, contact and address:

Calltalk DVIO Model 100

Mr. J. Levenberg

Calltalk LTD

Hanasger 56 Tel-Aviv, [srael 67214

Description of Product Capabilities:

-3

&- Speaker dependent or independent? dependent
Type of speech: continuous speech
Nethod of speech recognition: templates

b Training Method:

£ Vocabulary Lisitations

- Yusber of words in active vocabulary: 500 words

) Vocabularies in system:

" Vord length limit:

Built in syntaxing:

Response time: less than 400 as
Minisus tise between utterances:
Teaplates updated continuously:

e 2]

Compatibility of Systems

aay

Systes colgatibility:
Languages Supported:
Programsing required:

Microphone / Telephone information

K

Telephone access:
Recossended microphone and/or jack type:

K

Testing of ASR
Independent Tests:

13 Tests in noise:

. Existing Applications:
Price and size inforsation

Yy Price:

. Size of systes: 17x6.5x22.5 55.51bs
Customer Support: yes
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Product name, contact and address:

¥r. Barry Cohen
CE Electronics
48] Eighth Avenue Suite 726 New York, Rew York 10001

Description of Product Capabilities:

Speaker dependent or independent?
Type of speech:

Method of speech recognition:
Training Method:

Vocabulary Limitations

Rumber of words in active vocabulary:
Vocabularies in systes:

Word length limit:

Built in syntaxing:

Responge time:

Ninisus tise between utterances:
Templates updated continuously:

Compatibility of Systea

Syatea congatibility:

Lanquages Supported:

Programsing required:

Nicrophone / Telephone inforsation
Telephone access:

Recoasended microphone and/or jack type:
Testing of ASR

Independent Tests:

Tests in noise:

Existing Applications:

Price and size inforaation

Price:

Size of aysten:
Custozer Support:
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Product name, contact and address:

Voicescribe 1000

Dr. Janet Baker

Dragon Systess, Inc.

55 Chapel Street Newton, MA. 02158
617-965-5200

Description of Product Capabilities:

Speaker dependent or independent? dependent
Type of speech: isolated

Method of speech recognition: template
Training Method: train each word

Vocabulary Limitations

Rusber of words in active vocabulary: 1000
Vocabularies in systes: n/a

Vord length liait:

Built in syntaxing:

Response time: pear real time

Ninimum time between utterances:

Templates updated continuously:

Compatibility of Systea

System compatibility: IBM PC/XT or AT
Lanquages Supported:

Prograsaing required:

Microphone / Telephone information
Telephone access:

Recomnended wicrophone and/or jack type:
Testing of ASR

Independent Tests:

Tests in noise:

Existing Applications:

Price and size information

Price: 8200 minimum 1,000 units

Size of systea:
Custoser Support:
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Product name, contact and address:

Voicescribe - 20000

Dr. Janet Baker

Dragon Systess, Inc.

5SS Chapel Street Newton, MA. 02158
617-965-5200

Description of Product Capabilities:

Speaker dependent or independent? independent
ype of speech: isolated

Method of speech recognition: phonetic
Training Method: 30 asinutes
Vocabulary Limitations

Number of words in active vocabulary: 20,000
Vocabularies in systea: n/a

Vord length limit:

Built in syntaxing:

Response tise:

Minisus tise between utterances:

Teaplates updated continuously:

Compatibility of Systes

Systea congatlblllty IBN PC XT or AT

Languages Supported

Prograsming required:

Microphone / Telephone information
Telephone access:

Recosmended microphone and/or jack type:
Testing of ASR

Independent Tests:

Tests in noise:

Existing Applications:

Price and size information

Price:  $500 minisum 1,000 units

Size of systes:
Customer Support:
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Product name, contact and address:

Mr. Yasuo Sato
Fufitsu, Ltd.
10

Description of Product Capabilities:

Speaker dependent or independent?
Type of speech:

Nethad of speech recognition:
Training Method:

Vocabulary Limitations

Nusber of words in active vocabulary:
Vocabylaries in systes:

Vord length limit:

Built in syntaxing:

Response time:

Minisua time between utterances:
Templates updated continuously:

Compatibility of Systes

System compatibility:

Languages Supported:

Prograsming required:

Microphone / Telephone information
Telephone access:

Recomnended microphone and/or jack type:
Testing of ASR

Independent Testa:

Tests in noise:

Existing Applications:

Price and size information

Price:

Size of systea:
Customer Support:

Y -\~,.-\v"- PRI
MR MG

‘. . v :
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5 Kami-Odanaka Nakakara-ku, Kawasaki 211 Japan
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Product name, contact and address:

Most activity is IRAD & CRAD in support of Defense Department - no product
Dr. John K. Damoulakis

Gould Electronics

40 Gould Center, Rolling Meadows, I11. 60008

312-640-4400

Description of Product Capabilities:

Speaker dependent or independent? dependent

Type of speech: isolated or connected

Method of speech recognition: template

Training Method: 1 to 5 times inserting individual words

Vocabulary Limitations

Number of words in active vocabulary: 256

Vocabularies in systea:

Vord length limit: wminisum word length 0.1 sec.

Built in syntaxing: none

Responge time: 200 m3 at lov noise; 500 ms at 0 dB SKR
Minimum time between utterances: 200 ms

Tesplates updated continuously: yes, environmentally adaptive

Compatibility of Systea

Systes congatibility: Special purpose stand alone; operational on VAX 11/780
Languages Supported: Fortram, C, Pascal
Prograsming required: none

Microphone / Telephone information

Telephone access: not tested yet
Recomaended microphone and/or jack tzpe:
flexible, minimua telephone bandwidt

Testing of ASR

Independent Tests: none .
Tests in noise: many test completed in noise
Existing Applications: experimental and evaluation only at this time

Price and size information

Price: Quotation
Size of gystea: .35 £t cubed
Customer Support: custosized products; support negotiated in cont
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. Product name, contact and address:

y Mr. Akira Ichikawa
) Hitachi, Ltd.

Su o 0ts g wta Rta gio ad, gt cd ar gt gt ‘gb.

o 1-280 Higashi-Koigakubo Kokubunji, Tokyo 185, Japan

Speaker dependent or independent?
; Type of speech:
s Method of speech recognition:

Description of Product Capabilities:

Training Method:
Y
e Yocabulary Limitations
F - Nusber of words in active vocabulary:

* Vocabularies in systes:
Vord length limit:
Built in syntaxing:
. Response tise:
'{: Ninisus time between utterances:
a Teaplates updated continuously:

Compatibility of System

Kk - System compatibility:
. Languages Supported:
. Prograsaing required:
' Microphone / Telephone inforsation

Telephone access:

Recommended microphone and/or jack
N
- .
Le Testing of ASR
q
Independent Tests:
, 'j: Tests in noise:
A Existing Applications:
. Price and size information
. <,
’ ::'_ Price:
Size of systes:
Customer Support:
-8
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Product nase, contact and address:

Voice Communication Adapter
?gﬁ Fred McNeese
IBM Entry Systeas Division Boca Raton, Florida 33432

Description of Product Capabilities:

Speaker dependent or independent? dependent

Type of speech: discrete

¥ethod of speech recognition: template

Training Method: user defined, 4 utterances recormerded

Vocabulary Lisitations

Number of words in active vocabulary: 64
Vocabuylaries in system: wup to 5

Word length liait: 2 seconds

Built in syntaxing: user defined

Response tisme: real time

Ninisus time between utterances: ‘brief pause®
Teaplates updated continuously: no

Compatibility of System

Systes compatibility: IBM PC

Lanquages Supported: has transparent keyboard
Prograssing required: none required
Microphone / Telephone information
Telephone access: yes

Recoszended aicrophone and/or jack type:
high iepedance with 2.5ae connector
Testing of ASR

Independent Tests: yes

Tests in noise: yes

Existing Applications:

Price and size inforaation

Price:

Size of system: board
Customer Support: yes
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Product name, contact and address:

iSBC 570

Dan Fink

Intel Corp.

3065 Bowers Avenue Santa Clara, CA. 95051
408-987-8080

Description of Product Capabilities:

Speaker dependent or independent? dependent
Type of speech: isolated

Method of speech recognition: template

Training Method: three training passes suggested

Vocabulary Limitations

Nugber of words in active vocabulary: 200
Vocabularies in system: n/a

Vord length limit: up to 2 seconds

Built in syntaxing: user defined

Response time: real time

Ninimum time between utterances: varied, user defined
Teaplates updated continuously: yes

Compatibility of System

Systes compatibility: Multibus channel, serial channel and local channel

Languages Supported: C
Prograssing required: gspeech transaction files

Microphone / Telephone information
Telephone access: no

Recommended microphone and/or jack type:
fesale jack for Shure SM-10 microphone
Testing of ASR

Independent Tests: yes

Tests in noise: yes

Existing Applications: yes

Price and size information

Price:  unknown

Size of systes: 6.5%x17x22 (60 lbs.)
Customer Support: yes
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Product nase, contact and address:

Vocalink 54000

¥r. Brundage

Interstate Voice Products

1849 Vest Sequoia Ave Orange, CA.
714-937-9010

Description of Product Capabilities:

92668

Speaker dependent or independent? dependent
Type of speech: continuous

Method of speech recognition: tesplate
Training Method: systes controlled
Vocabulary Limitations

Number of words in active vocabulary: 100 words
Vocabularies in system: multiple

Word length limit: .1 to 2.0 seconds 15 chars/word
Built in syntaxing: yes

Responge tise: < 300 »s

Minisus time between utterances: n/a

Teaplates updated continuously: no

Cospatibility of Systes

Systea congatibility: PC DOS or ¥S DOS
Languages Supported: all supported by DOS
Prograsming required: grassar and translation files defined Dy user
Microphone / Telephone information
Telephone access: no

Recosaended microphone and/or jack type:
headset or wireless

Testing of ASR

Independent Tests: yes

Tests in noise: yes

Existing Applications: yes

Price and size information

Price:
Size of systes: 17x4x12 15 lbs.
Customer Support: yes
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Product nase, contact and address:

Bultidus CSR

Richard C. Sadler

1T? Defense Comsusications Division

492 liver Road Butley, New Jersey 07119-369
201-284-4234

Description of Product Capabilities:

"y,

e
-
Spesker depeadeat or independent’ depesdent
Type of speech: both
Hethod of speech recognition: tesplate
- Training Bethod: systes defimed 1nitially, but user defined § of utterances word
N
. Vocabulary Lisitations
. Rusber of words 1p active vocabuiary: 40 active tesplates & 20C to 300 words
"o Vocabularies i1n systes: 5 but is expandable to 30
‘s Sord length .imit: n/a
Built in syntaxing: user prograssabie syntax 60 nodes 290 words/node
Response time: .25 sec
o Minisus time Detween utterances: n/a
>~ Tesp.ates updated -oatinwousiy: no
Tompatidiiity of Systes
:' Systee compatibiiity: Venix/86 0%
g Languages Supported: T and assest.y
Proqramsing required: systes def.red for gjrasear
. %.c-ophone  Te.ephone .nformation
Te.ephone accesg ¢
fecossended n.-rophone and/'or [acx “ype
W apf..Cat.or depencent
"
v *est ng -¢ ASH
‘rCepergert Tests  vep
Q Tests v nc.se ves
. Fr.sting App..ca".ons yer
troe ane ez nforme’ uf
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Product nase, comtact and address:

luunxl Voicebysteas
lunnxl !od Intelligence, Inc.

,
[ = a1 'aml; Oats Rosd Valthas, Ma. 02154
L 617-893-5151
P Description of Prodect Capabilities:
.. Spesker dependest or 1ndependent? dependent, lisited independent
of speech: 1solated
Nethod of speech recogmition: tesplate plus other proprietary algorithas
\, Training Nethod: one to three times for each utterance
-
0 Vocabulary Limitations
Busber of words 1n active vocabylary: 1000
Vocabularies in systes: sultiple
Yord leagth limit: up to several secoads
Milt in syntaxing: optional, user developed
Response time: <.5 sec
A Ninieus tise between utterances: 60-180 ss
MY Tesplates updated coatinuously: o

Compatibility of Systes

Systes coagnubxlxty 188 PC cospatible, connects to ASCII & 3270 hosts w/o modification to host s/vw
upported:  KVS libraries written in C can be linked w/ objects produced by other lanquages
Proqrunxuq required: none required

"' Ricrophone / Telephose information

Teiephone access: limited
Recossended aicrophone and/or ack type:
Ca 5 pin DIN connector, headset & “handset available

Testing of ASH
Independent Tests:. yes

Tests 1n nolse: reilable 1n high continuous noise environsents
Exist.ng Appilcations: yes

.-
. b.

t: Price and size information
- '.\
* N Price:  KVS-AA 86500, voluse discounts available
Y s S1ze of l§ltel! i4x6.5x8 18 lbs
Tustomer Support:  yes
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Product nase, coatact and address:

Voice-Nacros
Microphoaice.

2 c ics

5 25-37th St. M.E. Suite B Auburn, ¥a. 98002
206-939-2321  800-325-9206

- Descriptios of Product Capabilities:

-~

N 4
. Speaker dependent or independent? dependent
Type of speech: discrete
Nethod of speech recognition: tesplate

- Training Method: 1 pass
2 Vocabulary Limitations
y Rusber of words in active vocabulary: 128
b Vocabularies in systes:
™~ Yord length lisit: 2 seconds
Built 1n syataxing: no
fesponse time:
N Hinisus tise between utterances:
- Teaplates updated coatinuously:

Compatibility of Systes

% Systes cospatibility: IBN PC,XT,AT
N Frograseing requred: D0 conatile
Nicrophone / Telephone inforsation

Telephone access:
kecossended microphone and/or jack type:

bl

Testing of ASR

|ndependent Tests:
Tests 1n nolse: yes
Existing Applications:

ry.a

Price and size inforsation

.- Price:
Size of systes: board
Custoser Support:

s .
B
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Product name, contact and address:

fr. Jun Oyamada

NEC Aserica Inc.

8 01d Sod Faras Road Melville, New York 11747
$16-753-7000

Description of Product Capabilities:

Speaker dependent or independent? d:sondont, limited independent

Type of speech: isolated and connect
Method of speech recogniticn: tesplate
Training Method:

Vocabulary Lisitations

Rusber of words in active vocabulary: 500 vords
Vocabularies in systes:

Yord length limit:

Built in syntaxing:

Response tise:

Einisua tine between utterances:

Tesplates updated continuously:

Compatibility of Systes

Systes co.gctxbility:

Languages Supported:

Prograseing required:

Nicrophone / Telephone inforsation
Telephone access:

Recowsended sicrophone and/or jack type:
Testing of ASR

Independent Tests:

Tests in noise: 80 - 85 dB
Existing Applications:

Price and size inforsation

Price: 8599 - 89,995

Size of systes:
Custoser Support: yes
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Product name, coatact and address:

Austin Bordeaux

DA Logicon R&D Associates

P.0. Box 9695 4640 Adeiralty Vay MNarima Del Ray, CA. 90295
213-822-17M5

Description of Product Capabilities:

Speaker mt or independeat’
Type of spesch:
Nethod of speech recognition:

Training Nethod:
Vocabulary Lisitations

fusber of words ia active vocabulary:
Yocabularies 1n systes:

Yord leagth lisit:

Built in syntaxing:

Response time:

Hinisua tise between utterances:
Tesplates updated continuously:

Cospatibility of Systes

Sntn compatibility:
o.g:ppottod

Proqrnnnq required:

Microphose / Telephone 1nforsatios

Telephone access:

Recossended sicrophone and/or jack type:
Testing of ASR

independent Tests:

Tests 1n nolise:

Existing Applications:

Price and size inforsation

Price:

Size of systes:
Custoser Support:
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Product namse, coatact and address:

Coretechs VET ) Spesch Terainal

Vayne Laffitte
» Scott Instruseats Corp.
P 1111 ¥llow Springs Drivae Deatoa, Texas 76201
¥ 817-387-9514
- Descriptios of Prodect Capsbilities:
\ +
’ Speaker dependeat or indepeadeat’ both
A 3
4 Type of speech: consected and discrete
Nethod of spesch recogaition: tesplate ‘unique represeatatioe of spoken word)
.'- Training Nethod: 1 pass
:'t Yocabulary Lisitations
. Busber of words 1a active vocabulary: 200 1/2 sec words asd 100 recordings
:-. Yocabularies in systes: |
- Tord length lisit: 3 seconds discrete § seconds commected
Built 1n syntazing: yes
fesponse tine: .25 seconds - softwvare selectable
.. Hiniswe tise between utteramces: .29 secoads - software selectable
[ A Tesplates updated continwously: mo
Compatidility of Systee
:: Systee coogatxbllny: any cosputer v/ 85232 cossunications
. Lanquaqes Supported: Y

Prograssing required: nome required
' Ricrophone / Telephone 1aforsation

Telephone access: yes
fecossended aicrophone and/or jack type:

S Rirose MR10-78-6

> Tasting of ASR
Independent Tests: yes, resulted in purchase of Scott VET ]

[ 8 Tests 1n noise: up to 110 dd nolrse

Existing Applications: 0C/QA data gathering
Price and size inforsation

o~

» Price: = $8995.00 list ., VAR and distridbutor pricing avaiiabdie

~ Size of l;ltﬂ: desktop 17.6x16.3x4.5 16 ibe; rack soust 9.0ni6.3x5.22
Custoser Support: vyes
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Prnduct nase, contact and address:

SS1's Phoaetic b\’xm

Leonard L. Backus/Deana J. Murchison (818) 881-0885
h Systeas Inc.

18356 Oxnard Street Tarzana, California 91356

$17-639-2360

Description of Product Capabilities:

Speaker dependent or iadependent? dapendent
Type of speech: continuous

Nethod of speech recognition: phometic

Training Metbod: 20 sinutes, optional (1increases accuracy)

Vocabulary Lisitations

Muaber of vords 1n active vocabulary: 5000
Vocabularies in systes: all can be accessed
Yord leagth lLimit: n/a
Built in syntaxing: yes

Tesponse tine: phonstics produced 1n real tise

fHinleua tise between utterances: n/a

Tesplates updated continwously: no, tesplates not used

Cospatibility of Systes

Systea coogtubmty: Phonetic process software in C. Currently on VAN and SUN systess
Languages Su

pported:

Prograseiaq required: User 1nputs to syntax and dictiobary utilizing SSI tools

Nicrophone / Telephone inforsation
Telephone access:

Recommended sicrophone and/or jack type:
proprietary handset/telephone type

Testing of ASR

{ndependent Tests:
Tests in nolse: no
Existing Applications: developeent 2pplications include cossand & control, lisited dictation, Al

Price and size 1aforsation

Price:  jepends on configuration of developsent and systes

Site of n!ntn:
Zustoser Support:  yes, cost vill be sinisal
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Product nase, contact and address:

Palner
Texas Instrusents Inc. M/S 2081
P.0. Box 2909 Austin, Texas 78769
512-250-6005

Description of Product Capabilities:

Speaker dependent or independent? dependent
Mehod of speech recognition: tespl

of s recognition: tesplate
Training Ihm: systea defined

TI-Sg:och Developaent Systes
Hr. Doug Y

Vocabulary Lisitations

Nuaber of words in active vocabulary: 50 words
Vocabularies in systea: 1000 words total

Vord length lisit: n/a

Built in syntaxing: user defined

Response time: real tise

Minisua tise between uttarances: a/a
Tesplates updated continvously: no

Compatibility of Systes

Systes colgattbility: IBN PC and T]

Lanquages Supported: MS-Basic, MS-Pascal, Lattice C, [0 Lisp, Compiled Basic
Prograssing required: grassar structures

Nicrophone / Telephone inforsation

;clcphou access: auii::}o .

ecossended aicr or jack type:

174 1nch jack - MM n‘koJ e

Testing of ASR

independent Tests: yes

!« Tests 1n noise:
P Existing Applications:
Price and size information
‘.
', Price:  8115%
. Size of lgltl.: board
Custoser Support:
’
”-
~
A
v
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Product name, contact and address:

= T0SVOICE
Dr. Sadakazu Watanabe
e Toshiba Corp.
o 1,Kosukai Toshibacho,Saivai-Ku,Kawasaki-City,Kanagawa,210,Japan
< Kavasaki 044-511-2111

Description of Product Capabilities:

Speaker dependent or independent? independent
i Type of speech: discrete

Method of speech recognition: both are used
Training Method: n/a

>

Vocabulary Limitations
Number of words in active vocabulary: 64
Vocabularieg in system: 64
Vord length limit: 4 sec

Built in syntaxing: optional
Response time: 0 nsec
Minisus time between utterances:
Tesplates updated continuously:

. 4
ARA

i sec
n/a

o

Compatibility of Systes

-
*

3

Systes compatibility: DOS; PL-40
Languages Supported: PL-40, Fortran
Prograssing required: none

..‘,..

Microphone / Telephone inforsation

Telephone access: yes
Recossended aicrophone and/or jack type:

I8 telephone; Shure SM12; canon connector
- Testing of ASR
Independent Tests: yes
En Tests in noise: S dB(A)
S Existing Applications: yes
Price and size inforsation
.
:: Price:  unknown
> Size of systea: 500x900x900 ss; 50 Kg
Customer Support: no
..4'
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Product name, contact and address:

D

Verbex Series 4000

Wr. Chris Seelbach

Verbex/Voice Industries Corp.

10 Madison Ave. , Morristown, New Jersey 07960

-

»
4] 201-267-7507
Description of Product Capabilities:
e Speaker dependent or independent? dependent
~ Type of speech: continuous
- Method of speech recogrition: teeplate
Training Method: systes defined
r
.»-: Yocabulary Limitations
L
Rumber of words in active vocabulary: 100 words
. Vocabularies in system: wmultiple
. Word length limit: 15 characters
o Built in syntaxing: yes
Response tise: <300 as
Minimue time between utterances: n/a
;;. Templates updated continuousiy: no
. Compatibility of Systea
. Systes compatibility: IBM PC compatible
2 Languages Supported: all supported by DOS
A Prograsming required: grasmars and translation tables
Microphone / Telephone information
‘ Telephone access: no
) Recossended microphone and/or jack type:
Shure VR- 230
; ) Testing of ASR
) Independent Tests: yes
Tests in noise: yes
.‘; Existing Applications: yes
Price and size inforsation
Price:  unknown
Size of systes: 17x4x12 15 1bs
i Customer Support: yes
.
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Product name, contact and address:

-

' VCS Technol
) O, R.E Helay

s Voice Control Systeas
IS 16610 Dallas Parkway, Dallas, Texas 75248
y 214-248-8244

_ Description of Product Capabilities:

he Speaker dependent or independent? independent
1 Type of speech: discrete
) Method of speech recognition: phonetic
A Training Method: n/a
;2 Vocabulary Limitations

~ Rusber of words in active vocabulary: 20
- Vocabularies in system: 1 kbyte/vocabulary words
S Word length lisit: 1.5 seconds

Built in syntaxing: optional
. Response time: 250 asec

o Hinisun time between utterances: n/a
P Teaplates updated continuously: n/a
' Compatibility of Systes
A Systes congatibility: stand alone
> Languages Supported: application specific
Programeing required: application specific
v ‘ Microphone / Telephone inforsation
: Telephone access: yes
. Recossended licroghone and/or jack type:
LT application-specific
Y Testing of ASR
Independent Tests: unknown
L, Tests in noise: yes- specific versions have been developed
O Existing Applications: yes
’ Price and size inforsation
::} Price: cost to produce is app. $100
y Size of systea: 35 square inches
Custoser Support: yes
+ * N
NN
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D
~
.
"
‘-¢'."-‘.\"-"-'-\‘_\';-".l.*\'.-_:_.{.'.'.'_4'.._....’.'._ T T T e TR et et e e "t R c v a
> ) N A SO T Y A A A A T A A A S A A S AR RN N AR MRS S SR




ot}
“
1. [
A.'
N
Product name, contact and address:
o VPC 2100
¥r. Bruce Ryon
a Votan
> 4487 Technology Drive, Freemont, CA. 94538-6343
A 415-490-7600
. Description of Product Capabilities:
::-r Speaker dependent or independent? dependent
* Type of speech: both
Yethod of speech recognition: template
o Training Method: discrete words; 2 utterances recomsended; can extract continuous phrases
?J Vocabulary Lisitations
. Nuaber of words 1n active vocabulary: B0 (wore with fewer training passes or optiona. expantion vocadulary
- Vocabularies 1n systes: n/a
\ Yord length limit: n/a
' Built in syntaxing: no, available through vocabulary subsets
Response time: real tiame
o Ninisus time between utterances: n/a
‘;.'- Teaplates updated continuously: no
Compatibility of Systes
Systes conga:mhty: IBM PC's and compatibles
Languages Supported: C 86
Prograssing required: none
‘ N:crophone / Telephone inforsation
Telephone access: yes
Recoasended sicrophone and/or jack type: gooseneck and handheld
:: Testing of ASR
Al
independent Tests: yes
Tests in nolse: yes
', Existing Applications: ves
Price and size inforsat:ion
e Price:
- Size of systes: board
- Custoser Support:  yes
;.v




Product name, contact and acdress:

~

Series 100 Voice Data lo..ection Systes
V.A. Hardister
Vest:inghouse flectric
Southern Reg:ora. fo
704-545-42701

Eo'at'cn .
one Knoliwood Place, Ashevi..e,

Jescription of Product Capabilities:

;peaxe' dependent or :independent! dependent
Type of speecr 2ON%INUOUS

'e'“od £ zpeech recogrition: tesp.a‘e
Training 1e'hod

v

SCaT..aly L.:itations

V.aer ~f werds (= active vacabu.ar Al

Vacapu.aries in zystes.

¥ord length Lt na

Su.lt imoavntaxing:  ves

lesnorae "iee Tea. Time

¥or.mul ‘ime Detween ytterarces: r-a

oo oh

Somp.ates ipcated IORLLNUCUSLY e
Tompatiiiiity of Zyoces

Jigtem TLgnatitilLty

. -

L1"3.3388 1.ppoOTed L

T griee.ng Tequited svetes lellve:

¥ -raphone Te.ectope nfsrmat.cr
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Product nase, contact and address:

Seraphine
Nr. Herve Couturier
Xcon

BP 29 Montbonnot Saint Martin, Saint-lsmier, France 38330
76-52-00-46

Description of Product Capabilities:

Speaker dependent or independent? both

Type of speech: discrete and connected

Hethod of speech recognition: templates for each speaker
Training Method: single pass for individual wvords

Vocabulary Limitations

Number of words in active vocabulary: 100 vords

Vocabularies in system: 100->200 words

Word length limit: 6 seconds; up to 7 words

Built in syntaxing: yes

Besponse time: size and syntax dependent; 1 sec for 0 to 999 recognition
Minimum tise between utterances: 1 sec

Templates updated continuously: no

Compatibility of Systea

Systes colgatibility: stand alone systea - Multibus and RS232C
Languages Supported: all

Programaing required: no programaing required for test
Microphone / Telephone information

Telephone access: under study

Recomeended microphone and/or jack type:

Shure SM10

Testing of ASR

independent Tests: no

Tests in noise: no

Existing Applications: yes

Price and size information

Price: 83,000

Size of systea: SBC board or 445x300x70 am cabinet
astomer Support: yes, free in France
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Appendix (1. Discreet Speech Vocabulary

N

-—

Vocabulary Wcrds - Scenario |

TNy

T

l. 2Zero 9. Eight
~ 2. One 10. Nine
b . 3. Two 11. Yes
{ . 4. Three 12. No
. S. Four 13. Up
‘ r; 6. Five 14. Down
' > 7. Six 15. Right
8. Seven 16. Left
b
o
N
P
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! Appendix 1II1. Connected Speech Vocabularies
Vocabulary Words - Scenario 2
~
“~
1. Driver 20. Again
. - 2. Move 21. M-48
3. OQut 22. M-60
4. Sagger 23. Turn
S. Gunner 24. Rear
6. Cease 25. Identified
- 7. Fire 26. Sabot
8. Heat 27. On
re 9. Tank 28. Target
o 10. Steady 29. M-1
11, Right 30. Slower
" 12. Left 31. 1
13. Coax 32. Ammo
' 14. Can’t 33. Forward
.. 15. Go 34. Stop
- 16. Faster 35. Watch
N 17. For 36. Load
18. Re-engaging 37. Any
. " 19. Fast
Vocabulary Words - Scenario 3
.
= 1. Part 16. Tool
N 2. Number 17. 1s
3. Has 18. Regquired
b3 4. Failed 19. To
- 5. How 20. Install
6. Many 21. Zero
?: 7. Of 22. One
g 8. Are 23. Two
9. In 24. Three
.o 10. Stock 25. Four
oy 11. Which 26. Five
) 12. Replaces 27. Six
13. What 28. Seven
& 14. Repair 29. Eight
15. Procedures 30. Nine
5
N
78
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. Appendix IV. ITT Syntax for Scenario 2

va ( sagger ) sagger )

. GETD

' t§ tank )} out )} slower )

(_cease o fire )
{( heat ) tank: )

-( identified )= target )= tank )

:f; ( cant )} doad )= sabot = fast )

> ( cant ) fie )

5

g ) :::8 T tum right )} slower )

= (re-engaging ) any )~ identified )}~ target )

VW W

F~.
: I ¥ G ) S g G,

fire )—( faster )

N ( ITT Syntax ).

o 5‘,},

- '( ammo )—( out )—C on

" 7 )

H( forward )~ steady ){=
v (__stop )
J'
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Appendix V. Other Connected Syntax (Verbex, Interstate, and TI) \
n
Syntax Structure for Scenario 2 (except ITT)
-
;ﬁ First Second Third
Driver Move Out
- Gunner Sagger Sagger
L Tank Cease Fire
N Move Heat Tank
Coax Steady Right
f« Can’t Fire Left
é; M-48 Go Again
M-60 Can’t Fagster
o Sabot Turn Rear .
f- M-1 Identified Target ~
’ 1 On Slower
r. Fire Tank On
f« Ammo Out Steady
- Forward For Any
.. Watch Re-engaging Load ‘
Fourth Word Fifth Word
Slower Tank
._ Right Slower
Faster Stop .
~ Target Ammo :
',t.; Tank Target s
’ M-60 Fast d
Out )
| Steady
- Load
Identified I
R Sabot :
- ,
o 1. First Word -> Second Word -> Third Word !
-t 2. First Word -> Second Word -> Third Word -> Fourth Word
. 3. First Word -> Second Word -> Third Word -> Fourth Word -> Fifth Word
;' i
R
-t
.
b' U
30
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Appendix VI. Test Sentences

e

-

v

Sentence List - Scenario 2

oz

Three Words

>
< 1. Driver move out
. 2. Driver sagger sagger
)
"y 3. Gunner cease fire
& 4. Gunner heat tank
5. Tank steady right
:} 6. Move steady left
) 7. Coax fire again
8. Can’t go faster
o, 9. M-48 can’t fire
G; 10.M-60 turn rear
i 11.Tank identified again
.- 12.Coax on target
i~ Four Words
13. M-1 turn right slower
! 14. Move tank slower right

15. I can’t fire faster
» 16. Coax fire on target
E 17. Fire on rear tank
18. Gunner identified target tank

s

%’ Five Words

19. Ammo out on M~-60 tank
- 20. Driver move tank out slower
21. Forward steady steady steady stop
22, Watch for sagger load ammo
= 23. M-1 re-engaging any identified target
tﬂ 24. Gunner can’t load sabot fast

» v -
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Sentence List - Cenario
Basic Sentences
1 Part # has failed.
2 How many of part # are in 3tock.
3. Which part replaces Part # .
4. Part # has failed what are repair procedures.
S. What tool is required to install part %

Increasingly longer sequences of numbers were used.

Scenario 3 - Actual Sentences Tested

Part number six has failed.

How many of part number nine are in stock

Which part replaces part number two.

Part number four has failed what are repair procedures

What tool is required to install part number sevan.

Part number two eight has failed.

How many of part number three nine are in stock.

Which part replaces part number seven four.

Part number one six has failed what are repair procedures.
What tool is required to install part number zero five.
Part number seven six one has failed.

How many of part number zero two four are in stock.
Which part replaces part number three five eight.
Part number nine two two has failed what are repair
procedures.

15. What tool is required to install part number nine nine one.

16. Part number six three two one has failed.

17. How many of part number four four six six are in stock.

18. Which part replaces part number eight seven eight three.

19. Part number six six one one has failed what are repair

procedures.

20. What tool is required to install part number two two two

eight.

21. Part number seven eight three three seven has failed.

22. How many of part number nine four zero zero nine are in

stock.

23. Which part replaces part number nine seven seven three three.

24, Part number one two six s8ix two has failed what are repair

procedures.

25. What tool is required to install part number zero one one

nine four.
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Appendix VII. Rejection / Misrecognition Matricies: Discrete Task

Rejections - Discrete Scenario

.
’l
A
R
DI L
:g Y 0 6 E
P ENUVYE F
, Recognizer Noise 0 : 234567895 0PNT 1T
A Verbex Yone 2216111 S2422112 11
Industrial 142 41915 422161310 91525 82 11
AN Fast Food
" Restaurant 814 210 611231614 S11 520 621 2
i 1N4000 Rone 54 8151 44 126116 10
, Industrial 15231015121812172014191126 929 23
Fast Food
* Restaurant 1620 21516 4251013 10 1412241630 18
VOTAN None
i: Industrial
o Fast Food
Restaurant
Tl None 3 2 2 1
S Industrial 3 1141 3
Fast Food
. Restaurant 1 1 3 1 2 3
~ 1BY None
Indugtrial 3 4 3 3 3 52452133313 4
Fast Food
%- Restaurant
/ PN INTEL None 11 11
¥ Industrial 11 1
YR Fast Food
JRE Restaurant 31 1 11 1
o TNCSRB None 11 3 616 3
AT Industrial 2111311 71 $ 36 4
s :r' Fast Food
' < Restaurant 6 118221 28 3 3
. Xvs None 1 2 11 2 1 2
9 Industrial 6 4 7 1 4 321 9 8 3 9 119 22 8
> Fast Food
Restaurant 6 7 211 1713 53 4 111 S
) I None
. Industrial
* Fast Food
"0 Restaurant
»
-2
A
Iy
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232
193

68
273

245

36

42
10
107

.08
.36

.30
A1
.43

.38

.01
.02

.02
0.00
.08

0.00
.01
.00

.01
.03
.06

.07
.02
.17

13
0.00
0.00

0.00




)
&
4;
Recognizer Noise
:S Verdex None
‘- Industrial
Fast Food
» Restaurant
o TNA000 None
Industrial
\\'. Fast Food
KN Restaurant
) VOTAR None
N Industrial
?; Fast Food
Restaurant
T None
e Industrial
- Fast Food
Restaurant
134 None
‘ Industrial
Fast Food
X Restaurant
W IRTEL None
W Industrial
Fast Food
l: Restaurant
‘. INCSRB None
Industrial
pRS Fast Food
;-} Restaurant
Kvs None
~, Industrial
ftv Fast Food
* Restaurant
ITT None
2; Industrial
Restaurant
gf
v
~
-~
.;:‘,
'\.
>

0

s

1

23 456 78

1
4
!
1 6
3 1
5 1
1
4 2 21
11
11 2 21
4 3 42
1
1

Misrecogn.tion - Discrete Scemario

9

R 1

DI L 0

Y 06 E T
ESUNVE F A _
SOPNT T L X
! 1 .001
1 2.0
v00
0 0.0
40
1 .00
2 2 .0
4§ ¢ .0
111 4 .0
1 .00
0 0.0
1 1 .00
71 9.0
1 1 10 .0
13 .0
1 1 .00
1 .00
0 0.0
1 4 .0
21 4 % .0
IS 2 .0
1 .00
1121 16 .0
11211 0 .0
1 1 .001
.0
1 2 .0
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! Appendix VIII, Tukey Analysis of Means:

A A

>~

3

X,
2

1Y

s s

LR

A

w2 -

Ahe

Grouping

Recognizer A B C Mean

ITT
VOTRAN
INTEL

TI

IBM
INTERCSRB
KURZWEIL
VERBEX

159.58
159.17
158.42
157.17
152.25
148.25
139.17
* 118.67

* o+ * * * »

INTERSTATEA4000 * 110.75

85

Discrete Task

Mean # of Correct

N Utterances
12 .997
12 . 995
12 .990
12 .982
12 .952
12 .927
12 .870
12 .748
12 .692
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Appendix IX. Tukey Analysis of Noise Effects: Discrete Task

GROUPING
NOISE A B
NONE
FAST FOOD *
RESTAURANT *
-
INDUSTRIAL *

.............

MEAN

154.53

142.00

138.28

......

......
e e T

36

36

36

86

# CORRECT UTTERANCES

#TOTAL UTTERANCES

.966

.888

.864
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Appendix X.

RECOGNIZER

ITT

ITT

ITT

VOTAN
VOTAN
INTEL
VOTAN
INTEL
INTEL

TI

TI
KURZWEIL
TI

IBM

IBM
INTERSTATE
VERBEX
INTERSTATE
I8M
INTERSTATE
INTERSTATE
KURZWEIL
KURZWEIL
VERBEX
VERBEX
INTERSTATE
INTERSTATE

Tukey Analysis of Recognizer « Noise:

CSRB

CSRB

CSRB
4000

4000
4000

NOISE

NONE
RESTAURANT
INDUSTRIAL
NONE
RESTAURANT
NONE
INDUSTRIAL
INDUSTRIAL
RESTAURANT
NONE
RESTAURANT
NONE
INDUSTRIAL
RESTAURANT
NONE
NONE
NONE
RESTAURANT
INDUSTRIAL
INDUSTRIAL
NONE
RESTAURANT
INDUSTRIAL
RESTAURANT
INDUSTRIAL
RESTAURANT
INDUSTRIAL

>

* % A F % B » * 3 * % F % F 2 * 2 % % * B

GROUPING

B C

* > F % F ¢ F B B F F » F % F 3 F & * ¥ @

¥ * % F » 2 % * * * » * »

D

E

F

* % & #*

(" 00 A i® ol b S A id Ao aal nl sof b aob gl o mmmmm

Discrete Task

MEAN

159,
159.
159.
159.
159.
159.
159.
158.
158.
157.
157.
157.
.75

156

156.
155.
153.
146.
146.
144.
144.
143,
131.
129.
111.
101.

98.

90.

75
50
50
50
00
00
Co
25
00
75
00
00

75
25
75
S0
50
75
50
00
25
25
50
00
50
75
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Appendix XI. Confuaion and Error Matric:es:

Utterance

Zero
Cne
Two
Three
Four
Five
Six
Seven
Eight
Nine
Yes
No

Up
Down
Right
Left

Wword Fec-ogrized

Y
E N
Q N 2 I 4 5 & 7 3 4 3
3 »
1 i 1
1
1 1 :
1 3
2
2 3
1 1 1
1

Discrete Utterance Confusion Matrix:

Tisrrete T
. .
3 v
w =
F N T T
N
\ \
: N
B bl
- 4
-
<
A
)

Interstate

@]

a8k

b ps

m
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mn

ey
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t*terance

Zer:
ne
Two
Three
Four
Five
Six
Seven
Eight
Nine
Yes
No

Down

Right
Left

Y

Word Recognized

to

Ui m
200
H IO~
Hmmer

-

Discrete Utterance Confusion Matrix: Kurzweil
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Utterance

Zero
One
Two
Three
Four
Five
Six
Seven
Eight
Nine
Yes
No

Up
Down
Right
Left

Word Recognized

m =
£00
rTOr-X
mme
ma
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Discrete Utterance Confusion Matrix:
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Appendix XIl1. Tukey Analysis of Speaker Effects: Scenario 2

TUKEY’S STUDENTIZED RANGE (HSD) TEST FOR VARIABLE: CORRECT
RECOGNITION (COR)

ALPHA=0.05 CONFIDENCE=0.95 DF=24 MSE-64.4803
CRITICAL VALUE OF STUDENTIZED RANGE=4.166

COMPARISONS SIGNIFICANT AT THE 0.05 LEVEL ARE INDICATED BY ‘#*xw’

SIMULTANEOUS SIMULTANEOUS
LOWER DIFFERENCES UPPER
SUBJECT CONFIDENCE BETWEEN CONFIDENCE
COMPARISON LIMIT MEANS LIMIT
2 - 1 ~4.529 4.050 12.629
2 - 3 ~2.953 5.441 13.835
2 - 4 0.054 8.633 17.213  #x»
1 - 2 -12.629 -4.050 4.529
1 - 3 ~7.477 1.391 10.259
1 - 4 ~4.460 4.583 13.627
3 - 2 -13.835 -5.441 2.953
3 - 1 -10.259 -1.391 7.477
3 - 4 ~5.675 3.192 12.060
4 - 2 -17.213 -8.633 ~0.054 x#x=»
4 - 1 -13.627 -4.583 4.460
4 - 3 -12.060 -3.192 5.675
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Appendix XIII. Tukey Analysis of Speaker * Recognizer: Scenario 2

ot SIMULTANEOUS SIMULTANEOUS
2D RECOGNIZER LOWER DIFFERENCES UPPER
- » SUBJECT CONFIDENCE BETWEEN CONFIDENCE
" COMPARISON LIMIT MEANS LIMIT
My
b~ ITT #2 - ITT #1 -25.469 0.000 25.469
L ITT #2 - ITT #4 -25.469 0.000 25.469
e ITT #2 - ITT #3 -23.469 2.000 27.469
‘ u ITT #2 - VER #2 -13.136 12.333 37.802
ITT #2 - INT #1 -8.469 17.000 42.469
S ITT #2 - VOT #2 -8.136 17.333 42.802
bl ITT #2 - INT #4 -4.802 20.667 46.136
ITT #2 - VER #%1 -4.136 21.333 46.802
" ITT #2 - VER #3 -3.802 21.667 47.136
P ITT %2 - INT #3 -5.975 22.500 50.975
- ITT #2 - INT #2 0.198 25.667 51.136 #*+
) ITT #2 - VER #4 2.198 27.667 53.136 #+«
S ITT #2 - TI #2 3.531 29.000 54.469 wx+
(D¢ ITT #2 - TI #3 1.525 30.000 58.475 »a*
ITT #2 - VOT #3 12.531 38.000 63.469 +**
ITT #2 - VOT #1 19.864 45.333 70.802 x#+
‘ ITT #2 - VOT #4 28.198 53.667 79.136 #+
. ITT #1 - ITT #2 -25.469 0.000 25.469
g ITT #1 - ITT #4 -25.469 0.000 25.469
: ITT #1 - ITT #3 -23.469 2.000 27.469
ITT #1 - VER #2 -13.136 12.333 37.802
) ITT #1 - INT #1 -8.469 17.000 42.469
- ITT #1 - VOT #2 -8.136 17.333 42.802
ITT #1 - INT #4 -4.802 20.667 46.136
6 ITT #1 - VER #1 -4.136 22.500 50.975
b N ITT #1 - INT #3 -3.802 21.667 47.136
| ITT #1 - VER #3 -5.975 22.500 50.975
L ITT #1 - INT #2 0.198 25.667 51.136 ##++
~ ITT #1 - VER #4 2.198 27.667 53.136 «#+
| - ITT #1 - TI #2 3.531 29.000 54.469 =#+
ITT #1 - TI #3 1.525 30.000 58.475 e+
' ;ﬁ ITT #1 - VOT #3 12.531 38.000 63.469 **+
ITT #1 - VOT #1 19.864 45.333 70.802 ##+
’ ITT #1 - VOT #4 28.198 53.667 79.136 ~#*+
A
; v ITT #4 - ITT #2 -25.469 0.000 25.469
. ITT #4 - ITT #1 -25.469 0.000 25.469
., ITT #4 O ITT %3 -23.469 2.000 27.469
. ITT #4 - VER #2 -13.136 12.333 37.802

v
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SIMULTANEOUS SIMULTANEOUS
B RECOGNIZER LOWER DIFFERENCES UPPER
» SUBJECT CONFIDENCE BETWEEN CONFIDENCE
COMPARISON LIMIT MEANS LIMIT
ﬁ ITT #4 - INT #1 -8.469 17.000 42.469
ITT #4 - VOT #2 -8.136 17.333 42.802
E ITT %4 - INT #4 -4.802 20.667 46.136
i ITT #4 - VER #1 -4.136 21.333 46.802
- ITT #4 - VER #3 -3.802 21.667 47.136
" ITT #4 - INT #3 -5.975 22.500 50.975
&5 ITT #4 - INT #2 0.198 25.667 51.136 #++
ITT #4 - VER #4 2.198 27.667 53.136 **=*
ITT #4 - TI #2 3.531 29.000 54.469 x+*
X ITT #4 - TI #3 1.525 30.000 58.475 ##*
S ITT #4 - VOT #3 12.531 38.000 63.469 x4x
ITT #4 - VOT #1 19.864 45.333 70.802 #x#
e ITT #4 - VOT #4 28.198 53.667 79.136 *x=
ITT #3 - ITT #2 -27.469 -2.000 23.469
.. ITT #3 - ITT #1 -27.469 -2.000 23.469
o ITT #3 - ITT #4 -27.469 -2.000 23.469
Y ITT #3 - VER #2 -13.136 10.333 35.802
, ITT #3 - INT #1 -10.469 15.000 40.469
' ITT #3 - VOT #2 -10.136 15.333 40.802
ITT #3 - INT %4 -6.802 18.667 44.136
ITT #3 - VER #1 -6.136 19.333 44.802
o ITT #3 - VER %3 -5.802 19.667 45.136
o ITT #3 - INT %3 -7.975 20.500 48.975
- ITT #3 - INT %2 -1.802 23.667 49.136
ITT #3 - VER #4 0.198 25.667 S1.136 ##=*
§s ITT %3 - TI #2 1.531 27.000 52.469 ~#*
R ITT #3 - TI 43 -0.475 28.000 56.475
ITT #3 - VOT #3 10.531 36.000 61.469 #w=
:§ ITT #3 - VOT #1 17.864 43.333 68.802 x+x
o ITT #3 - VOT #4 26.198 51.667 77.136 #x%
~ VER #2 ITT #2 -37.802 -12.333 13.136
o VER #2 ITT #1 -37.802 -12.333 13.136
VER #2 ITT #4 -37.802 -12.333 13.136
) VER #2 ITT #3 -35.802 -10.333 15.136
& VER #2 INT #1 -20.802 4,667 30.136
: VER #2 VOT #2 -20.469 5.000 30.469
. VER #2 INT #4 -17.136 8.333 33.802
-~ VER #2 VER #1 -16.469 9.000 34.469
< VER #2 VER #3 -16.136 9.333 34.802
VER #2 INT #3 -18.309 10.167 38.642
~ VER #2 INT #2 -12.136 13.333 38.802
VER #2 VER #4 -10.136 15.333 40.802
= VER #2 TI #2 -8.802 16.667 42.136
L N I T e I I Ty I «‘._".';i;LJ
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SIMULTANEOUS

RECOGNIZER LOWER

» SUBJECT CONFIDENCE
COMPARISON LIMIT

VER #2 - TI %3 -10.809
VER #2 - VOT #3 0.198
VER #2 - VOT #1 7.531
VER #2 - VOT #4 15.864
INT #1 - ITT #2 -42.469
INT #1 - ITT #1 -42.469
INT #1 - ITT #4 -42.469
INT #1 - ITT #3 -40.469
INT #1 - VER #2 -30.136
INT #1 - VOT #2 -25.136
INT #1 - INT #4 -21.802
INT #1 - VER #1 -21.136
INT #1 - VER #3 -20.802
INT #1 - INT #3 -22.975
INT #1 - INT #2 -16.802
INT #1 - VER #4 -14.802
INT #1 - TI #2 -13.469
INT #1 - TI #3 -15.475
INT #1 - VOT #3 -4.469
INT #1 - VOT #1 2.864
INT #1 - VOT #4 11.198
VOT #2 - ITT #2 -42.,802
VOT #2 - ITT #1 -42.802
VOT #2 - ITT #4 -42.802
VOT #2 - ITT %3 -40.802
VOT #2 - VER #2 -30.469
VOT #2 - INT #1 -25.802
VOT #2 - INT #4 -22.136
VOT #2 - VER #1 -21.469
VOT #2 - VER #3 -21.136
VOT #2 - INT 43 -23.309
VOT #2 - INT #2 -17.136
VOT #2 - VER #4 -15.136
VOT #2 - TI #2 -13.802
VOT #2 - TI #3 -15.809
VOT #2 - VOT #3 -4.802
VOT #2 - VOT #1 2.531
VOT #2 - VOT #4 10.864
INT #4 - ITT #2 -46.136
INT %4 - ITT #1 -46.136
INT %4 - ITT #4 -46.136
INT #4 - ITT #3 -44.136
INT #4 - VER %2 -33.802
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SIMULTANEOUS
FFERENCES UPPER
BETWEEN CONFIDENCE
MEANS LIMIT
17.667 46.142
25.667 51.136 #»x«
33.000 58.469 »+»
41.333 66.802 *=x»
17.000 8.469
-17.000 8.465
17.000 8.469
-15.000 8.469
-4.667 10.469
0.333 25.802
3.667 29.136
4.333 29.802
4.667 30.136
5.500 33.975
8.667 34.136
10.667 36.136
12.000 37.469
13.000 41.475
21.000 46,469
28.333 53.802 #»x
36.667 62.136 *»»
17.333 8.136
17.333 8.136
17.333 8.136
15.333 10.136
-5.000 20.469
-0.333 25.136
3.333 28.802
4.000 29.469
4.333 29.802
5.167 33.642
8.333 33.802
10.333 35.802
11.667 37.136
12.667 41.142
20.667 46.136
28.000 53.469 wxs«
36.333 61.802 ##+«
20.667 4.802
20.667 4.802
-20.667 4.802
18.667 6.802
-8.333 17.136
o Ll N A RSN I
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! RECOGNIZER
« SUBJECT
COMPARISON
A
ﬁ; INT #4 - INT #1
INT #4 - VOT #2
INT #4 - VER #1
2: INT #4 - VER #3
S INT #4 INT #3
INT #4 INT #2
g INT #4 - VER #4
INT #2 - TI #2
e INT #2 - TI #3
v INT #2 - VOT #3
INT #2 - VOT #1
v INT #2 - VOT #4
E VER #1 ITT #2
. VER #1 ITT #1
- VER #1 - ITT #4
~ VER #1 ITT #3
VER #1 - VER #2
: VER #1 INT #1
l VER #1 - VOT #2
) VER #1 INT #4
- VER #1 VER #3
N VER #1 - INT #3
At VER #1 INT #2
VER #1 VER #4
5, VER #1 - TI #2
N VER #1 - TI #3
VER #1 - VOT #3
. VER #1 - VOT #1
W VER #1 - VOT #4
. VER #3 ITT #2
NG VER #3 - ITT #1
2 VER #3 ITT %4
. VER #3 ITT #3
5(' VER #3 VER #2
: VER #3 INT #1
VER #3 - VOT #2
z VER #3 INT #4
" VER #3 - VER #1
VER #3 INT #3
v VER #3 INT #2
. VER #3 - VER #4
- VER #3 - TI #2

SIMULTANEOUS
LOVWER
CONFIDENCE
LIMIT

-29.136
-28.802
-24.802
-24.469
-26.642
-20.469
-18.469

-17.136
-19.142
-8.136
-0.802
7.531

-46.802
-46.802
-46.802
-44.802
-34.469
-29.802
-29.469
-26.136
-25.136
-27.309
-21.136
-19.13¢6
-17.802
-19.809
-8.802
-1.4698
6.864

-47.136
-47.136
-47.136
-45.136
-34.802
-30.136
-29.802
-26.469
-25.802
-27.642
-21.469
-19.469
-18.136

TN DTN A A NN
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SIMULTANEOUS

DIFFERENCES
BETWEEN
MEANS

-3.667
-3.333
0.667
1.000
1.833
S$.C00
7.000

8.333
9.333
17.333
24.667
33.000

.333
.333
-21.333
.333
-9.000
-4.333
-4.000
-0.667
0.333
l1.167
4.333
6.333
7.667
8.667
16.667
24.000
32.333

.667
.667
.667
19.667
-9.333
-4.667
-4.333
-1.000
-0.333
0.833
4.000
6.000
7.333

PR PR S0,

L R T R e L
WL W hO0 RN

UPPER
CONFIDENCE
LIMIT

21.802
22.136
26.136
26.469
30.309
30.469
32.469

33.802
37.809
42.802
50.136
58.469 #«a
4.136
4.136
4.136
6.136
16.469
21.136
21.469
24.802
25.802
29.642
29.802
31.802
33.136
37.142
42.136
49.469
57.802 #+#+
3.802
3.802
3.802
5.802
16.136
20.802
21.136
24.469
25.136
29.309
29.469
21.469
32.802
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SIMULTANEOUS SIMULTANEOQUS
! RECOGNIZER LOWER DIFFERENCES UPPER
-y + SUBJECT CONFIDENCE BETWEEN CONFIDENCE
COMPARISON LIMIT MEANS LIMIT
IA'J
;} VER #3 - TI #3 -20.142 8.333 36.809
VER #3 - VOT 43 -9.136 16.333 41.802
- VER #3 - VOT #1 -1.802 23.667 49.136
vy VER #3 - VOT #4 6.531 32.000 54.469 #==«
INT #3 - ITT #2 -50.975 -22.500 5.975
w4 INT #3 - ITT #1 -50.975 -22.500 5.975
% INT #3 - ITT #4 -50.975 -22.500 5.975
INT #3 - ITT %3 -48.975 -20.500 7.975
» INT #3 - VER #2 ~38.642 -10.167 18.309
P INT #3 - INT #1 -33.975 -5.500 22.975
B INT #3 - VOT #2 -33.642 -5.167 23.309
L INT #3 - INT #4 -30.309 -1.833 26.462
i INT #3 - VER #1 -29.642 -1.167 27.309
- INT #3 - VER #3 -29.309 -0.833 27.642
. INT #3 - INT #2 -25.309 3.167 31.642
e INT #3 - VER #4 -23.309 5.167 33.672
TN INT #3 - TI #2 -21.975 6.500 24,9275
Y INT #3 - TI #3 -23.693 7.500 33.6932
INT #3 - VOT %3 -12.975 15.500 48.975
. INT #3 - VOT #1 -5.642 22.833 51.309
; INT #3 - VOT #4 2.691 1.167 59.642 ~e«
{ L
E ;ﬁ INT #2 - ITT 42 -51.136 -25.667 ~0.198 ses
b * INT #2 - ITT #1 -51.136 -25.667 -0.198 s«
TNT #2 - ITT %4 -51.135 -25.667 -0.198 +e+s
% INT #2 - ITT #3 -49.1236 -23.667 1.802
A INT 42 - VER #2 -38.802 -13.332 12.136
' TNT #2 - INT #1 -34.136 -8.6567 16.802
o TNT #2 - VOT #2 -33.802 -8.333 17.136
o~ INT #2 - INT #4 -30.469 -5.000 20.469
INT 42 - VER #1 -29.802 -4.333 21.136
< INT #2 - VER #3 ~-29.469 -4.000 21.469
o INT #2 - INT 43 -31.642 -3.167 25.309
. TNT %2 - VER #4 -23.469 2.000 27.469
A TNT %2 - TI #2 -22.136 3.333 28.802
;5(‘ INT #2 - TI #3 -24.142 4.333 32.809
< INT #2 - VOT 43 -13.136 12.333 37.802
INT #2 - VOT #1 -5.802 19.667 45,136
.a; INT #2 - VOT %4 2.531 28.000 53.469 »++
¥ >
: VER %4 - ITT #2 -53.136 -27.667 -2.138 ##*»
)W VER #4 - ITT #1 -53.136 -27.667 -2.198 wws
i VER #4 - ITT #4 -53.136 -27.667 -2.198 #ae
: VER #4 - ITT #3 -51.136 -25.667 ~0.198 #es
]
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SIMULTANEOUS
! RECOGNIZER LOWER
» » SUBJECT CONFIDENCE
COMPARISON LIMIT
! VER #4 VER #2 -40.802
VER #4 INT #1 -36.136
VER #4 VOT #2 -35.802
z{ VER #4 INT #4 -32.469
VER #4 VER #1 -31.802
VER #4 VER #3 -31.469
@ VER #4 - INT #3 -33.642
- VER #4 INT %2 -27.469
VER #4 TI #2 -24.136
W VER #4 TI #3 -26.142
g VER #4 VOT #3 -15.136
VER #4 VOT #1 -7.802
Fl VER #4 VOT #4 0.531
- TI #2 ITT #2 -54.469
. TI #2 ITT #1 -54.469
S TI %2 ITT #4 -54.469
- TI 42 ITT #3 -52.469
TI #2 VER #2 -42.136
TI %2 INT #1 -37.469
. TI #2 VOT #2 -37.136
TI #2 INT #4 -33.802
o TI #2 VER #1 -33.136
&. TI %2 VER #3 -32.802
' TI #2 INT #3 -34.975
TI #2 INT #2 -28.802
> TI #2 VER #4 -26.802
v TI #2 TI %3 -27.475
TI #2 VOT #3 -16.469
~ TI #2 VOT #1 -9.136
- TI #2 VOT #4 -0.802
v, TI #3 ITT #2 -58.475
2", TI #3 ITT #1 -58.475
: TI #3 ITT %4 -58.475
TI #3 ITT #3 -56.475
R"_ TI #3 VER #2 -46.142
< TI #3 INT #1 -41.475
TI #3 VOT #2 -41.142
o TI #3 INT #4 -37.809
” TI #3 VER #1 -37.142
TI #3 VER #3 -36.809
“ TI #3 INT #3 -38.693
TI #3 INT #2 -32.809
- TI #3 VER #4 -30.809
.
WaV "' \' - ..- » L] Q~ ~ .. ..: 4‘.- --. ...... \:.‘ .:-\:.~:.'-:. - .
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DIFFERENCES
BETWEEN
MEANS

-15.333
-10.667
-10.333
-7.000
-6.333
-6.000
-5.167
-2.000
1.333
2.333
10.333
17.667
26.000

-29.000
~-29.000
-29.000
-27.000
~-16.6567
-12.000
-11.667
-8.333
-7.667
-7.333
-6.500
-3.333
-1.333
1.000
9.000
16.333
24.667

-30.000
-30.000
-30.000
-28.000
-17.667
-13.000
-12.667
-9.333
-8.667
-8.333
-7.500
-4.333
-2.333

..................

SIMULTANEOCUS
UPPER
CONFIDENCE
LIMIT

10.
.802
15.
18.
19.
.469
23.
23.
26,
.809
35.
43.

14

19

30

51

136

136
469
136

309
469
8C2

802
136

.469

.531
. 531
.531
.531
.802
.469
.802
.136
.802
.136
. 975
.136
.136
.475
.469
. 802
.136

.525
.525
.525
.475
. 809
.475
. 809
.142
.809
.142
.693
.142
.142

* & K

LA K
* &
* & &

a* e A

LR R ]
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‘ RECOGNIZER
by «+ SUBJECT
COMPARISON
K
o TI #3 TI #2
TI #3 VOT #3
. TI #3 VOT #1
N TI #3 VOT #4
. VOT #3 - ITT #2
o VOT #3 - ITT #1
N VOT #3 - ITT #4
VOT #3 - ITT #3
A VOT #3 - VER #2
o VOT #3 INT #1
VOT #3 - VOT #2
- VOT #3 - INT #4
: VOT #3 - VER #1
- VOT #3 - VER 43
. VOT #3 - INT #3
Y VOT 43 - INT #2
W VOT #3 VER #4
VOT #3 - TI #2
‘: VOT #3 - TI #3
" VOT #3 - VOT #1
VOT #3 - VOT #4
“
o VOT #1 - ITT #2
VOT #1 - ITT #1
. VOT #1 - ITT #4
t- VOT #1 - ITT #3
" VOT #1 - VER #2
VOT #1 - INT #1
N VOT #1 - VOT #2
- VOT #1 - INT #4
VOT #1 - VER #1
I VOT #1 - VER #3
Y VOT #1 - INT #3
Y VOT #1 - INT #2
5 VOT #1 - VER #4
N 5‘5 VOT #1 - TI #2
VOT #1 - TI #3
VOT #1 - VOT #3
o VOT #1 - VOT #4
%
VOT #4 - ITT #2
o VOT #4 - ITT #1
VOT #4 - ITT #4
) VOT #4 - ITT #3
>
¢
7',
;?¥f\f~(‘y\f\ S R SR S R

SIMULTANEOUS
LOWER
CONFIDENCE
LIMIT

-29.475
.475

142

.809

.469
.469
.469
.469
.136
.469
136
.802
.136
.802
.975
.802
.802
.469
.475
.136
.802

.802
.802
.802

802

.469
.802
.469
.136
.469
.136
.309
.136
.136
.802
.809
.802
.136

.136
.136
.136
.136

............

DIFFERENCES
BETWEEN
MEANS

.000
. 000
.333
.667

.000
.000
.0090
. 000
.667
.000
.667
.333
.667
.333
.500
.333
.333
.000
. 000
.333
.667

.333
.333
.333
.333
.000
.333
. 000
.667
.000
.667
.833
.667
.667
.333
.333
.333
.333

.667
.667
.667
667

U

L

27.
36.
43.
52.

-12
-12
-12
-10
-0.
4.
4.
8
8.
9.
12.
13.
15.
16.
20.
32
41

-19.
-19.
-19.
-17.

-28
-18
-28
-26

.
o

-7
-2
-2
0
1
1
5
S.
-
9
13
18
33

LSRN

SIMULTANEOUS

PPER

CONFIDENCE

IMIT

475
475
809
142

531 xxx
«531 xwxa
c531 xxx
.531 xxx
198 »«x
469

802

.136

802
136
975
136
136
469
475
.802
.136

864 %4
864 x#*x
864 #~x=»
864 ~x=x
.531 nax
.864 xxx
531 xxas
.802
.469
.802
.642
802
.802
.136
.142
.136
.B02

198 +4-«
198 xxe
.198 %4«
198 +x«

LI

Cd

O A AN AN
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SIMULTANEOUS SIMULTANEOUS
! RECOGNIZER LOWER DIFFERENCES UPPER
A + SUBJECT CONFIDENCE BETWEEN CONFIDENCE
) COMPARISON LIMIT MEANS LIMIT
.
i) VOT #4 - VER #2 -66.802 -41.333 -15.846 *++
VOT #4 - INT #1 -62.106 -36.667 ~11.198 s+
- VOT #4 - VOT #2 -61.802 -36.333 -10.864 *#+
~ VOT #4 - INT #4 -58.469 -33.000 -7.531 wwe
v VOT #4 - VER #1 -57.802 -32.333 -6.864 ++=
. VOT #4 - VER #3 -57.469 -32.000 -6.531 ~sa
- VOT #4 - INT 43 -59.642 -31.167 —2.691 *#+
o) VOT #4 - INT #2 -53.469 -28.000 —2.531 s+
VOT #4 - VER #4 -51.469 -26.000 ~0.531 *++
§ VOT #4 - TI #2 -50.136 -24.667 0.802
N, VOT #4 - TI1 43 -52.142 -23.667 4.809
VOT #4 - VOT #3 -41.136 -15.667 9.802

VOT #4 - VOT #1 -33.802 -8.333 17.136
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Appendix XIV. Tukey Analysis of Recognizer +~ Noise: Scenario 2

TUKEY'’S STUDENTIZED RANGE (HSD) TEST FOR VARIABLE: CORRECT
ALPHA=0.05 CONFIDENCE=0.95 DF=24 MSE-64.4803
CRITICAL VALUE OF STUDENTIZED RANGE=5.319

COMPARISONS SIGNIFICANT AT THE 0.05 LEVEL ARE INDICATED BY ‘waxs«’

SIMULTANEOUS SIMULTANEOUS
RECOGNIZER LOWER UPPER
+ NOISE CONFIDENCE BETWEEN CONFIDENCE
COMPARISON LIMIT MEANS LIMIT
ITT #2 - ITT #0 -21.354 0.000 21.354
ITT #2 - ITT #1 -19.854 1.500 22.854
ITT %2 - VER #2 -9.354 12.000 33.354
ITT #2 - VER #$0 -7.104 14.250 35.604
ITT #2 - INT 42 -5.854 15.500 36.854
ITT #2 - INT %0 1.646 23.000 44,354 *+x
ITT #2 - TI #0O -2.153 24.000 50.153
ITT #2 - TI #1 -7.764 26.000 59.764
ITT #2 - INT #1 3.985 27.000 50.065 #~=*=
ITT #2 - VOT #0 18.146 34.500 55.854 +x»
ITT #2 - VOT 42 14.646 36.000 57.354 xx+
ITT #2 - VER #1 14.646 36.000 57.354 «+»
ITT #2 - TI %2 10.347 36.500 62.653 *x+
ITT #2 - VOT #1 23.896 45.250 66.604 ++=»
ITT #0 - ITT &2 -21.354 0.000 21.354
ITT #0 - ITT #1 -19.854 1.500 22.854
ITT 40 - VER #2 -9.354 12.000 33.354
ITT #0 - VER #0O -7.104 14.250 35.604
ITT #0 - INT 42 -5.854 15.500 36.854
ITT #0 - INT #0 1.646 23.000 44.354 +«x=»
ITT #0 - TI #0 -2.153 24.000 50.153
ITT #0 - TI #1 -7.764 26.000 59.764
ITT #0 - INT #1 3.935 27.000 50.065 «w#«
ITT #0 - VOT #0 13.146 34.500 55.854 4+«
ITT #0 - VOT #2 14.646 36.000 57.354 x=x=
ITT #0 - VER #1 14.646 36.000 57.354 xx«
ITT #0 - TI #2 10.347 36.500 62.653 »en
ITT #0 - VOT #1 23.896 45.250 66.604 «««
ITT %1 - ITT #2 -22.854 -1.500 19.854
100
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SIMULTANEOUS SIMULTANEOUS

RECOGNIZER LOWER DIFFERENCES UPPER
« NOISE CONFIDENCE BETWEEN CONFIDENCE
COMPARISON LIMIT MEANS LIMIT
ITT #1 - ITT #0 -22.854 -1.500 19.854
ITT #1 - VER #2  -10.854 10.500 31.854
ITT #1 - VER #0 -8.604 12.750 34.104
ITT #1 - INT #2 -7.354 14.000 35.354
ITT #1 - INT #0 0.146 21.500 42.854 xx*
ITT #1 - TI #0 -3.653 22.500 48.653
ITT #1 - T1 #1 -9.264 24.500 58.264
ITT #1 - INT #1 2.435% 25.500 48.565 «*x
ITT #1 - VOT #0 11.646 33.000 54,354 w4
ITT #1 - VOT #2 13.146 34.500 55.854 ##*
ITT #1 - VER #1 13.146 34.500 55.854 «*»
ITT #1 - TI #2 8.847 35.000 61.153 ##*
ITT #1 - VOT #1 22.396 43.750 65.104 *#x
VER #2 - ITT #2 -33.354 -12.000 9.354
VER #2 - ITT 40 -33.354 -12.000 9.354
VER #2 - ITT #1 -31.854 -10.500 10.854
VER #2 - VER #0 -19.104 2.250 23.604
VER #2 - INT 42 -17.854 3.500 24.854
VER #2 - INT #0 -10.354 11.000 32.354
VER #2 - TI %0 -14.153 12.000 38.153
VER #2 - TI #1 -19.764 14.000 47.764
VER #2 - INT #1 -8.065 15.000 38.065
VER #2 - VOT #0 1.146 22.500 43.854
VER #2 - VOT #2 2.646 24.000 45.354 +#**
VER #2 - VER #1 2.646 24.000 45,354 #*x
VER #2 - TI #2 -1.653 24.500 50.653
VER #2 - VOT 41 11.896 33,250 54,604 #4+
|
VER #0 - ITT #2 -35.604 -14.250 7.104
VER #0 - ITT #0 -35.604 -14.250 7.104
VER #0 - ITT #1 -34.104 -12.750 8.604
™ VER #0 - VER #2 -23.604 -2.250 19.104
=~ VER #0 - INT #2 -20.104 1.250 22.604
VER #0 - INT #0 -12.604 8.750 30.104 \
ot VER #0 - ITT #0 -16.403 9.750 35.903
- VER #0 - TI #1 -22.014 11.750 45.514 |
VER #0 - INT #1 -10.315 12.750 35.815
E VER #0 - VOT %0 -1.104 20.250 41.604 |
- VER #0 - VOT #2 0.396 21.750 43.104 #»e l
§ L VER #0 - VER #1 0.396 21.750 43.104 #e+ |
E ] VER #0 - TI1 42 -3.903 22.250 48.403 |
P Dy VER #0 - VOT #1 9.646 31.000 $2.354 s«s i
y I
- |
& :-.: |
r - !
r i
r |
N 101 |
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SIMULTANEOUS SIMULTANEOUS
! RECOGNIZER LOWER DIFFERENCES UPPER
N +« NOISE CONFIDENCE BETWEEN CONFIDENCE
X COMPARISON LIMIT MEANS LIMIT
LY
; & INT #2 - ITT #2 -36.854 -15.500 5.854
' INT #2 - ITT #0 -36.854 -15.500 5.854
- INT #2 - ITT #1 -35.354 -14.000 7.354
N INT #2 - VER #2 -24.854 -3.500 17.854
T INT #2 - VER #0 -22.604 -1.250 20.104
. INT #2 -~ INT #0 -13.854 7.500 28.854
: g INT #2 - TI #0 -17.653 8.500 34.653
b X INT #2 - TI #1 -23.264 10.500 44.264
INT #2 - INT #1 -11.565 11.500 34.656
-2 INT 42 - VOT #0 -2.354 19.000 40.354
) INT #2 - VOT #2 -0.854 20.500 41.854
: INT #2 - VER #1 -0.854 20.500 41.854
- INT #2 - TI #2 -5.153 21.000 47.153
< INT #2 - VOT #1 8.396 29.750 51.104 a#«
B INT #0 - ITT #2 -44,354 -23.000 -1.646 2=
. INT #0 - ITT #O -44,354 -23.000 -1.646 #x=
. N INT #0 - ITT #1 -42.854 -21.500 —0.146 #x=
G INT #0 - VER #2 -32.354 -11.000 10.354
9 INT #0 - VER #0 -30.104 -8.750 12.604
‘ INT #0 - INT #2 -28.854 -7.500 13.854
i INT #0 - TI #0 -25.153 1.000 27.153
INT #0 - TI #1 -30.764 3.000 36.764
- INT #0 - INT #1 -19.065 4.000 27.065
"l INT #0 - VOT #0 -9.854 11.500 32.854
“ INT 40 - VOT #2 -8.354 13.000 34.354
INT #0 - VER #1 -8.354 13.000 34.354
A INT #0 - TI #2 -12.653 13.500 39.653
'\ INT #0 - VOT #1 0.896 22.250 43.604 *»»
~ TI #0 - ITT #2 -50.153 -24.000 2.153
o TI #0 - ITT %0 -50.153 -24.000 2.153
TI #0 - ITT #1 -48.653 -22.500 3.653
" T #0 - VER #2 -38.153 -12.000 14.153
y TI #0 - VER #0 -35.903 -9.750 16.403
v TI #0 - INT #2 -34.653 -8.500 17.653
, TI #0 - INT #0 -27.153 -1.000 25.153
' f: TI 40 - TI #1 -34.986 2.000 38.986
o TI #0 - INT #1 -24.568 3.000 30.568
; TI #0 - VOT #0 -15.653 10.500 36.653
S TI #0 - VOT #2 -14.153 12.000 38.153
S TI %0 - VOT #1 -14.153 12.000 38.153
TI %0 - TI #2 -17.699 12.500 42.699
o TI #0 - VER #1 -4.903 21.250 47 .403
- TT %1 - ITT 42 -59.764 -26.000 7.764
>,
o
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SIMULTANEOUS
RECOGNIZER LOWER
* NOISE CONFIDENCE
COMPARISON LIMIT
TI #1 - ITT #0 -59.764
TI #1 - ITT #1 -58.264
TI #1 - VER #%2 -47.764
TI #1 - VER #0 -45.514
TI #1 - INT #2 -44.264
Tl #1 - INT #0 -36.764
TI #1 - TI #0 -38.986
TI #1 - INT #1 -33.871
TI #1 - VOT #0 -25.264
TI #1 - VOT #2 -23.764
Tl #1 - VER #1 -23.764
TI #1 - TI #2 -26.486
TI #1 - VOT #1 -14.514
INT #1 ITT #2 ~-50.065
INT #1 ITT #0 -50.065
INT #1 ITT #1 -48.565
INT #1 VER #2 -38.065
INT #1 VER #0 -35.815
INT #1 INT #2 ~34.565
INT #1 INT #0 -27.065
INT #1 TI %0 ~30.568
INT #1 TI #1 -35.871
INT #1 VOT #0 -15.565
INT #1 VOT #2 ~14.065
INT #1 VER #1 -14.065
INT #1 TI #2 -18.068
INT #1 VOT #1 -4.815
VOT #0 -~ ITT #2 -55.854
VOT #0 - ITT #0 -55.854
VOT #0 -~ ITT #1 -54.354
VOT #0 - VER #2 -43.854
VOT #0 - VER #0 -41.604
VOT #0 - INT #2 -40.354
VOT %0 - INT #0O -32.854
VOT #0 - TI 40 -36.653
VOT #0 - TI #1 -42.264
VOT #0 - INT #1 ~30.565
VOT #C - VOT #2 -19.854
VOT #0 - VER #1 ~19.854
VOT #0 - TI #2 -24.153
VOT %0 - VOT #1 ~-10.604
-"-‘..-'~ ~ “a ‘ "7 ~ ~I~f\1\ R . .. .. e \ oo ‘ \

DIFFERENCES

BETW

EEN

MEANS

-26.
-24.
-14.
-11.
-10.
-3
-2.
1
8.
10
10.
10.
19.

=27.
-27.
-25.
~15.
-12.
-11.

-34.
~-34.
-33.
-22.
-20.
-19.
-11.
-10.

-7.

10,

000
500
000
750
500

.000

000

. 000

500

.000

000
500
250

000
000
500
000
750
300

. 000
. 000
.000
.500
.000
.000
.500
.250

500
500
000
500
250
000
500
500

.500

500

.500
.500
.000

750

SIMULTANEOUS
UPPER
CONFIDENCE
LIMIT

7.

9
19.
22.
23.
30.
34.
35.
42.
43.
43.
47.
53

764

.264

764
014
264
764
986
871
264
764
764
486

.014

-3.935 awx»
-3.935 www»
-2.435 #+»

8

.065

10.315

11.

565

19.065

24.
33.
30.
32.
32.

568
871
565
065
065

37.068

41.

315

-13.146

-13.

-11

~-1.
1.
2.
9.

15

146
.646
146
104
354
854
.653

25.264
15.565
22.854

22.
28.
32.

854
153
104

* & &

* N h

* * A

* & *

------




ey
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O

el

£ 'y

L 2
LJ

hO

RECOGNIZER
» NOISE

COMPARISON
VOT #2 ITT
VOT #2 ITT
VOT #2 ITT
VOT #2 VER
VOT #2 VER
VOT #2 INT
VOT #2 INT
VOT #2 TI
VOT #2 TI
VOT #2 INT
VOT #2 VOT
VOT #2 VER
VOT #2 TI
VOT #2 voT
VER #1 ITT
VER #1 ITT
VER #1 ITT
VER #1 VER
VER #1 VER
VER #1 INT
VER #1 INT
VER #1 TI
VER #1 TI
VER #1 INT
VER #1 VOT
VER #1 VOT
VER #1 TI
VER #1 VOT
TI #2 ITT
TI #2 ITT
TI #2 ITT
TI #2 VER
TI #2 VER
TI #2 INT
TI #2 INT
TI #2 TI #
TI #2 TI #
TI %2 INT
TI #2 VoT
TI %2 VOoT
TI #2 VER
TI #2 vVoT

#2
%0
#1
#2
40
2
#0
#0
#1
#1
#0
#1
82
#1

#2
#0
#1
#2
#0
42
#0
#0
#1
#1
40
#2
#2
#1

#2
#0
#1
#2
#0
$2
#0
0

1

#1
#0
#2
#1
#1

SIMULTANEOUS

LOWER

CONFIDENCE

LIMIT

-57.
-57.
-55.
-45.
-43.
-41.
-34.
-38.
-43.
-32.
-22,
-21.
-25.
-12.

-57.
-57.
-55.
-45,
-43.
-41.
-34.
-38.
-43,
-32.
.854
-21.
-25.
-12.

-22

-62
-62

-61.
.653
-48.
-47.
-39.
-42.
-47.
-37.
-28.
-26.
.653
-17.

-50

-25

354
354
854
354
104
854
354
153
764
065
854
354
653
104

354
354
854
354
104
854
354
153
764
065

354
653
104

.653
.653

153

403
153
653
699
486
068
153
653

403

DIFFERENCES

BETWEEN
MEANS

-36.000
-36.000
~-34.500
-24.000
-21.750
-20.500
-13.000
-12.000
-10.000
-9.000
-1.500
0.000
0.500
9.250

-36.000
-36.000
-34.500
-24.000
-21.750
-20.500
-13.000
-12.000
-10.000
-9.000
-1.500
0.000
0.500
9.250

-36.500
-36.500
-35.000
-24.500
-22.250
-21.000
-13.500
-12.500
-10.500
-9.500
-2.000
-0.500
-0.500
8.750

SIMULTANEOUS
UPPER
CONFIDENCE
LIMIT

-14.
-14.
-13.
-2.
-0.
0.
8.
14.
23.
14.
19.
21.
26.
30.

-14.
-14.
-13.
-2.
-0.
0.
8.
14.
23
14.
19
21
26.
30.

-10.
-10.
-8.
1.

3

5
12.
17.
26.
18
24.
25

-~
L

34

646
646
146
646
396
854
354
153
764
065
854
354
653
604

646
646
146
646
396
854
354
153

.764

065

.854
.354

653
604

347
347
847
653

.903
.153

653
699
486

.068

153

.653
.653
.903

LE X
* & &
* f &
L X X 1
* & &

LR 2 1
*
* A
* e

* &

* A x
* A *

* & %
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2 B

SIMULTANEOUS | SIMULTANEOUS
RECOGNIZER LOWER DIFFERENCES UPPER
+ NOISE CONFIDENCE BETWEEN CONFIDENCE
_ COMPARISON LIMIT MEANS LIMIT
N »
¥ ;; VOT #1 - ITT #2 -66.604 -45.250 -23.896 s«
¢ VOT #1 - ITT %0 -66.604 -45.250 -23.896 was
VOT #1 - ITT #1 -65.104 -43.750 -22.396 waw
e ? VOT #1 - VER #2 -54.604 -33.250 -~11.896 #x«
- VOT #1 - VER #0 -52.354 -31.000 ~9.646 ww+
1. VOT #1 - INT #2 -51.104 -29.750 ~8.396 *w=
4 VOT #1 - INT #0 -43.604 -22.250 ~0.856 #*++
4 VOT #1 - TI #0 -47.403 -21.250 4.903
VOT #1 - TI #1 -53.014 -19.250 14.514
N, VOT #1 - INT #1 -41.315 -18.250 4.815
3 VOT #1 - VOT #0 -32.104 -10.750 10.604
3 VOT #1 - VOT #2 -30.604 -9.250 12.104
‘ VOT #1 - VER #1 -30.604 -9.250 12.104
p VOT #1 - TI #2 -34.903 -8.750 17.403
Y
. :'4'
| X
§,
¢ »
K
L
L,
N
: x
D e
&
!
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o
by
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Appendix XV. Rejection/Misrecognition Matricies:

“f g
by E NUNBER OF WORDS REJECTED
8 (Across all Speakers)
- 6 SERTENCE LENGTH
R Y N N
P3¢ I 0 3 WORD 4 WORD
71 T ?
T : ]
“l
B A A
1234567891211 LY 131415161718 L X 1920
A gso 0 0 00
¥ }:1 00 00
; 'Y 00 1 1.01
v Toox1 1121 3 10.10 2 2.04 1
R 11 32 2 210.2 00
~ 0?4 1 661 4 426.227 15 3 110.2 1
! (44 44131732909 271244021
tTun 2 135 3144 2.6 32125 13.8 71
?, 23 21 1 12 10.05 32143 13.4 61
o
DY
veo11 133 4 13 .07 1 161 9.09 9
':; 51144459752143 48.25 5 51 465 2.27 11 4
) 21 1 1 1 4.02 2 11 4.4 5
:vl'
ot 0 00 00
T 8 00 00
T 1
N 12 00 00
- 0 ¥ NOISE
ﬁ $1  INDUSTRIAL
ol #2  FAST FOOD RESTAURANT
¥
-
b
A"I
~
<y
v
]
106
E -

N TR T T G I S T T N R SR TAE . e
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Scenario 2

5 WORD
]
T
2122 23 24 % X T0T REJ.

0 0 0
0 0 0
0 0 0
2 1 4.08 16
0 0 10
21 15.10 4
17 12.23 719
221 114.19 50
2 4 13 .14 36
4 ¢ 17.18 39
311 30.31 104
2 2 110.10 18
6 0 o0
6 0 o
0 0 o0
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PO FIE v+ B IO M V3 30

IO

$0
41
#2

AW O <

$0
1
$2

— -l

$0
1
$

PO pwg e IR

0
1
2

D 71 0O PO 173 3

30
t
2

o Lo T

10
)
7/

NUMBER OF WORDS MISRECOGNIZED
(Across all Speakers)

SENTENCE LENGTH
4 VORD

3 VORD
123 456789101112
73912197 555
9253751081776
1127236961694
1 2 1
2 2
1 2 3 21 2 2
2
1 5 5
1 13
1
23114 12 112
3 2 1 1 1
l 1 1
N0 ROISE
INDUSTRIAL

FAST FOOD RESTAURANT

T
0
T
A
L

54
70
66

13

11

18

o W o

f 131415161718
16
76
2 5

.28
.36
! |

.04
.08
Q4

.01
.08
.03

.01
.09
.04

107

91211
81213
Jinie

X X=X ]

4 4512
51 .53 15

36 .38

5.10
.17
5.10

5.05
10 .14
9 .09

11 .11
7.07

0.0
1.011
0.0

9

5 WORD

¥ 192021222324

7 214 & 2
8 515 8 8
8 212 7 2
2114
3 2 1
4 151

5
1 4

4

6

3 1
3 8

!

o4O -3

41
59
40

10

14

10

15

[~} o~ (=3
. .

43 138
.61 180
42 131
.21 18
.33 16
.30 3
.05 12
A1 29
.09 23
.10 18
.05 34
.16 30
0 0
.02 6
0 0

§ 70T MISRECOG.




Appendix XVI. Misrecognition Error Trees: Scenario

2

g3 R

; Spk 4 )
Q‘_ Spk 3
' 5 Words j)
! Spk 2
g * Spk 1 )
I Spk 4 )
B ﬁ Spk3 )
k Industrial 4 Words )
. Spk 2
R 3
N Spki_ )
3
- Spk 4 )
1 S Spk3 )
3 Words .
- Spk 2 )
o
L= Spk1 )
- Spkd )
' ?5 Spk 3 )
T ( sWords
Spk 2 )
0.58/0.08
Spk 4 )
. Spk 3
E ( Recognizer 1 (' FastFood (4 Words : %
! Spk 2
e 0.65/0.21 0.63/0.22 0.75/0.15
N ::, Spk1 )
L Sck4 )
- 3 Spk 3
g ( 3words g
Spk 2
: LN 0.56/0.44
he Y Spk 1 )
‘ o
Spk 4 )
‘I Sok 3
: .é ( 5words )
N 0.60/0.15 Sok2___)
$ é& Sok 1 f)
Sok 4 )
A
Ls g Sok 3
v :% None C 4 Words - j
;- Spk 2 i)
o 0.67/0.20 0.75/0.03
g a Sok 1 j
R Spk 4 )
v =
. Sok 3
s (__3Woras )
LS Sok 2
067.042 - j
Scx 1 j

18

A A AL L AL A

v L e e e e e N e e e e N
K.&mm.;..x.\i.\i-.':\'_\".\'.\f.\":\‘.\'.\'L\':\‘Dsf\‘_\{\f\ij

0.50/0.20
0.65/0.15

0.75/0.15

0.62/0.38

0.50/0.50

0.64/0.10

0.55/0.20

0.75/0.05

0.75,0.00

(&)
[e2]
~3
[&]
[}
w

(@]
[o2}

]
(@]
wn
(@]




A
3)
)

BN |

L4 £
U,

i
a

LA

C

( Recognizer2

0.77/0.29

Spk 4 )
Spk 3 )
5 Words
-l Spk 2 )
0.73/0.27 ( Sok 1 ) 0.73/0.27
( Spk 4 ) 0.75/0.25
Spk 3
Industrial (4 Words D
Spk 2 ) 0.75/0.25
0.73/0.28 0.75/0.25 Spk 1 )
Spkd ) 0.67/0.33
Spk 3
( 3 Words )
Spk 2 ) 0.67/0.33
0.72/0.33 Spk1 ) 0.83/0.33
Spk 4 )
Spk 3
( 5Words )
Spk 2 )
0.74/0.26 Spk 1 j 0.74/0.26
Spk 4 )
Spk 3 0.81/0.25
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Appendix XVII. Performance Means: Scenario 2

Scenario 2 CORRECT SENTENCES
TOTAL
CORRECT
SUM MEAN TOTAL
UTTERANCES
RECOGNIZER NOISE
VOoT o) 246.00 61.50 .64
1 203.00 50.75 .53
2 240.00 60.00 .63
ﬁ TI 0 144.00 72.00 .75
' 1 70.00 70.00 .73
. 2 119.00 59.50 .62
4
> INT 0 292.00 73.00 .76
1 207.00 69.00 .72
‘ 2 322.00 80.50 .84
’ VER 0 327.00 81.75 .85
‘" 1 240.00 60.00 .63
:: 2 336.00 84.00 .88
ITT 0 384.00 96 .00 1.00
1 378.00 94.50 .98
2 384.00 96.00 1.00
ALL 3892.00 74.85 .78
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Scenerio 2

NOISE

e e

n

'-.-' oo A,

SUM

0.00
0.00
1.00

16.00
10.00
41.00

80.00
51.00
36.00

39.00

109.00
18.00

0.00
0.00

401.00

AP T I
-

o

TOTAL
REJECTED
MEAN TOTAL
UTTERANCES
0.00 .00
0.00 .00
0.25 .003
8.00 .08
10.00 .10
20.50 .21
20.00 .21
17.00 .18
9.00 .09
9.75 .10
27 .25 .28
4.50 .05
0.00 .00
0.00 .00
0.00 .00
7.71
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N Scenario 2 SENTENCES MISRECOGNIZED
~
y TOTAL
CORRECT
<
PR TOTAL
i SUM MEAN UTTERANCES
2 RECCGNIZER NOISE
. VOT 0 138.00 34.50 .36
- 1 181.00 45.25 .47
2 . 2 143.00 35.75 .37
v TI 0 32.00 16.00 .17
N 1 16.00 16.00 .17
) 2 32.00 16.00 .17
Cor
b INT 0 12.00 3.00 .03
: 1 30.00 10.00 o1
‘ 2 26.00 6.50 .07
v VER 0 18.00 4.50 .05
T 1 35.00 8.75 .09
Y S 2 30.C0 7.50 .08
' ITT 0 5.00 0.00 .00
bv 1 6.00 1.50 .C2
" 2 0.00 0.CO .00
- ALL £99 .00 13.44
~
%
3
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!
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v
A
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TUKEY’'S STUDENTIZED RANGE (HSD) TEST FOR VARIABLE: CORRECT
ALPHA=0.05 CONFIDENCE=0.95 DF=24 MSE-64.4803
CRITICAL VALUE OF STUDENTIZED RANGE=4.166

Ze

by COMPARISONS SIGNIFICANT AT THE 0.05 LEVEL ARE INDICATED BY ‘w4’
= SIMULTANEOUS SIMULTANEOUS
o LOWER DIFFERENCES UPPER
RECOGNIZER CONFIDENCE BETWEEN CONFIDENCE
. COMPARISON LIMIT MEANS LIMIT
1{:
- ITT VER 10.592 20.250 29.908 ax=x
, ITT INT 10.989 20.864 30.739 sxx
& ITT T1 16.307 28.900 41.493 sx»
¢ ITT VOT 28.425 38.083 47.741  ax»
.“
kS VER ITT -29.908 ~20.250 -10.592  sss
VER INT -9.261 0.614 10.489
VER TI -3.943 8.650 21.243
‘ VER VOT 8.175 17.833 27.491  sss
INT ITT -30.739 -20.864 -10.989  +s»
INT VER -10.489 -0.614 9.261
INT TI -4.723 8.036 20.796
INT VOT 7.345 17.220 27.095 +xs
> TI ITT -41,493 -28.900 -16.307 +ea
T1 INT -21.243 -8.650 3.943
_" TI INT -20.796 -8.036 4.723
e T1 VOT -3.409 9.183 21.776
. voT ITT -47.741 -38.083 -28.425 ses
N VOT VER -27.491 -17.833 ~8.175 «xs
v VOT INT -27.095 -17.220 -7.345 w«as
VOT TI -21.776 -9.183 3.400
%
v
-‘-'
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_J’
"
~
e
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TUKEY'S STUDENTIZED RANGE (HSD) TEST FOR VARIABLE: CORRECT
ALPHA=0.05 CONFIDENCE=0.95 DF=24 MSE-64.4803
CRITICAL VALUE OF STUDENTIZED RANGE=3.532

T .
-+,
%
- COMPARISONS SIGNIFICANT AT THE 0.05 LEVEL ARE INDICATED BY ‘ees’
he!
“‘-‘
SIMULTANEOUS SIMULTANEOUS
o LOWER DIFFERENCES UPPER
" NOISE CONFIDENCE BETWEEN CONFIDENCE
COMPARISON LIMIT MEANS LIMIT
3
* 2 -0 -6.240 0.444 7.129
N 2 -1 2.318 9.208 16.098 +ee
\l
L 0 -2 -7.129 -0.444 6.240
0 -1 1.874 8.764 15.654 «++
;i
b 1 -2 -16.098 -9.208 -2.318 #se
1 -0 -15.654 -8.654 -1.874 aee
X ‘ 0 = NO NOISE
g} 1 = INDUSTRIAL NOISE
B 2 = FAST-FOOD RESTAURANT NOISE
t-
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} Appendix XVIII. Tukey Analyses: Scenario 3

)
R CORRECT UTTERANCES
GROUPING  mmmemmmmmmmmmmeoa

» RECOGNIZER A B MEAN TOTAL # UTTERANCES
¥

ITT . 87.444 .87
= VERBEX - 74.222 .74
3 INTERSTATE . 68.778 .69

Grouping by Connected Recognizer Performance

A N
P CORRECT UTTERANCES
P GROUPING = memmememmmemmeeem-
bl SPEAKER A B MEAN TOTAL # UTTERANCES
» 1 * 92.667 .93
l 2 > 73.889 .74
. 3 * 63.889 .64
2: Grouping by Speaker Performance - Connected Speech
o
&
"\
9 CORRECT UTTERANCES
L GROUPING = mmmemcemmcmemm -
y NOISE A MEAN TOTAL # UTTERANCES
! " FAST FOOD
o RESTAURANT . 85.444 .85
: i NONE » 75.667 .76
" INDUSTRIAL > 69.333 .69
E ?j Grouping by Noise Source - Connected Speech
F
A
E
E
E v
P
» 118
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Appendix XIX. Rejection/Misrecognition Matricies: Scenario 3

T
—.’ 0
i r
A
- NOISE 1234567891011 1213141516171819202122232425 L
& V NONE 14 4312 3 4 321313 2 317 325 3 58
E
g RINDUSTRIAL 27153 717 3 3 4 3 6 4 2 55 3 446 455 99
B
E FAST FOOD
N YRESTAURANT 1 4142 2 2 2 21113 S 11
4
N
d
: 1 NONE 71193825 8 3 43 27 4453947 3 610118
«* N
- 1
' E
L ) RIRDUSTRIAL 36147 825 6 8 2161651813533 710
A S
o T
A
I' T FAST FOOD
- E RESTAURANT 1 1 3 1 11 1 4 11 1111 23
.- 1 NORE
;-5 T INDUSTRIAL 1 1 1 3
? T FAST FOOD
RESTAURANT
Po¥
LI
:
F ~ Rejections - Connected Speech Scenario 3
i' b‘,
'k
)
.
o ]
:
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P
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X A

VERBEX - INTERSTATE  _ I -
01 2 TOTAL X 0 1 2 TOTAL X 0 1 2 T0TAL X TOTAL
1DIGIT 121812 42 .23 1821 4 43 .24 00 0 O O 85
2DIGIT 1018 6 34 .19 2621 4 51 .28 0 1 0 I .01 @86
3DIGIT 1120 7 38 .21 1917 5§ 4 .23 000 0 O 79
4DIGIT 1219 S 36 .20 2521 6 52 .29 01 0 1 .01 89
SDIGIT 1324 1 38 .21 3021 4 S5 .21 ¢ 10 1 .01 94
SENT.1 211 1 14 .08 47 0 21 .22 000 0 0 35
SENT. 2 1429 8 S1 .28 303312 75 42 010 1 .01 127
SENT. 3 414 2 20 .11 1413 2 29 .16 0 20 2 .02 3l
SENT. 4 1826 7 51 .28 1714 2 33 .18 600 O O 84
SENT. 5 201913 52 .29 433 7 84 47 000 0 0 136

Rejection by Sentence - Scenario 3
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VERREX  _ INTERSTATE  _ I _

01 270TAL X 0 1 2 TOTAL X 0 1 2 TOTAL X TOTAL
10IGIT 2 10 3 .02 032 S .033565 13 .07 2
20IGIT 310 3 16 .09 0 2 4 6 .03 7 9 9 25 .14 47
IDIGIT 4 2 6 12 .07 2 45 11 .06 510 9 24 .13 47
4DIGIT 2 5 4 11 .06 0 4 8 12 .071010 9 29 .16 52
SDIGIT 0 11 2 .00 006 6 .03587 2 .11 28
SENT.1 2 65 13 .07 0 4 3 7 .04 4 57 16 .09 36
SENT.2 432 9 .05 118 10 .06 41814 36 .20 S5
SENT.3 0 41 S .03 131 S5 .3779 23 .3 33
SENT. 4 5 4 615 .08 055 10 .06 5 4 6 15 .08 40
SERT.S 0 20 2 .00 008 8 .0410 8 3 21 .12 31

Nisrecognition by Sentence - Scenario 3
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mmmm
» | |
L |
|
.g
T
0
94 T
A
"3 FOISE 12345678910111213141516171819202122232425 L
Y
\i
V NONE 11 12 4 1 1 11
. E
e RINDUSTRIAL 1 6121 1 1 1112 1 19
v . B
¥
P E FAST FOOD
e, X RESTAURANT 3 11 & 1 12 1 14
b o
Sy
I NOKE 11 2
b v n
~ ?
- . E
- R INDUSTRIAL 111 2 1 21 1 3 13
<! S
& T
. A
-~ T FAST FOOD
r E RESTAURANT 2 21 1 311123 2 31 25
: I NONE 3 02 1 41 4 12521131 30
! TINDUSTRIAL 41 142 2 61 32 143242 42
T FAST FOOD

RESTAURART 23 234 2 6 1 11221322 3 39

Misrecognitions - Connected Speech Scenario 3
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J Appendix XX. Misrecognition Error Trees: Scenario 3

+i

;3-_ Spk 3 ) 2.00
e ( Omissions Spk2 )
% 0.67 Spk 1 )
N Spk3 ) 2.00
'\\ Industrial C Insertions Spk 2 ) 3.00
& 2.67 2.00 Spk 1 ) 1.00
:j,’; Spk 3 ) s.00
” ( Substitutions Spk 2 ) 3.00
5.33 Spk 1 ) 8.00
g
Spk 3 )
A Omissions Spk 2 )
N
Spk 1 )
' Spk 3 ) t.00
o ( Recognizer2 ( FastFood ( Insertions Spk 2 ) 4.00
::: 1.52 1.67 2.00 Spk 1 ) 1.00
* Sek3__ ) s.00
ti Substitutions Spk2 ) 3.00
: 3.00 Spk 1 ) 1.00
;;: Spk 3 )
A)
Omissions Spk 2 )
b ::.: Spk 1 )
o Spk 3 ) 1.00
; None ( Insertions Spk 2 ) 1.00
i
b 0.22 0.67 Spk 1 )
N
E e Spk 3 )
. Substitutions Spk 2 )
™ Spk 1 )
M ~3
.
5
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Spk3 ) 4.00
( Omissions )% Spk2 ) 1.09
1.67 Spk 1 D)
3 Spk3 )
Industrial C Insertions Spk 2 j 2.00
2.00 0.67 Spk 1 )
Spk 3 ) 3.00
( Substittions ){ Spk2 ) 6.00
3.67 Spk1 ) 2.00
Spk3 ) 4.00
C Omissions )% Spk 2 j 1.00
2.00 Spk 1 ) 1.00
Spk 3 ) 1.00
(__Recognizer 3 L Fast Food ( Insertions é Spk2 ) 4.00
2.08 2.56 1.67 Spk 1 D)
Spk 3 ) 5.00
( Substitutions )% Spk 2 ﬁ 5.00
4.00 Spk 1 )} 2.00
Spk 3 ) 5.00
LOmissions )% Spk 2 )
2.00 Spk 1 ) 1.00
Spk3 )
C None Insertions ){ Spk 2 j
1.67 SPk 1 )
Sok 3 ) 3.00
C Substitutions )% Spk 2 ) 5.00
3.00 Spk 1 ) 1.00
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1
53
'
e Ska ) 13.00
- (_ Omissions % Spk2 )
4.33 ST )
> Spk3 ) 8.00
* ( Industrial L Insertions )é Spk2 ) 6.00
ué 5.78 4.67 ST Y
Spk3 ) 10.00
.ﬁ (__ Substitutions )% Spk2 ) 11.00
S 8.33 Spk1 ) 4.00
;-}_ Spk3 ) 21.00
" ( Omissions < Spk2 )
:.:: 7.00 Spk 1 j
- Spk3a ) 10.00
i ( Recognizer 5 ( FastFood (_ nsertions )% Spk2 ) 6.0C
6.22 7.67 5.33 ST )
L Spk3 ) 23.00
( Substitutions % Spk2 ) 8.00
!:,’ 10.67 Spk1 ) 1.00
' Spk 3 ) 7.00
1 ;é C Omissions )% Spk 2 ) 1.00
~ 2.67 Skl )
:'; % Spk 3 ) 17.00
' ( Ncne C Insertions Spk 2 ) 5.00
& 5.22 7.33 s )
Spk 3 ) 11.00
“ ( Substitutions ‘)é Spk 2 ) 6.00
- 5.67 Sor 1 D
. 1
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