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1. INTRODUCTION

This report covers work done during the past year on a pilot study to

determine the feasibility of simultaneously measuring temperature, velocity,

and pressure fluctuations in a turbulent flow with an optical system based

on the Resonant Doppler Velocimeter [1). The model system studied was

sodium seeded into a supersonic nitrogen flow. The methodology may be

extended to iodine in nitrogen or air and other atomic and molecular

fluorescing species. In the experiment, a laser beam passes through the

sample point (or sample plane). As the laser is tuned through the sodium

absorption profile, the average and fluctuating components of the

fluorescence from the sample point are detected. The purpose of this

study is to assess whether the average fluctuating magnitude of all

the flow parameters can be separately determined from these measurements.

The procedure we are following consists of four distinct computational

steps. The first step is a program which generates artificial data.

With the aid of a random number generator this program gives the sampled

fluorescence intensities at a variety of separate laser frequencies across

the absorption spectrum of the sodium. The second step is a fitting

program which uses a nonlinear least squares fitting routine to generate

the absorption-emission profile which most closely approximates the

average intensity measured at each frequency. The fitted parameters of

this profile can be compared to the temperature, pressure, and velocity

initially given to the data generation routine to see how accurately

this fit reproduces the average static ccnditions. The third step is

a program which generates a temperature, pressure, and velocity sensitivity

from the fitted profile. Finally, in the fourth step, these sensitivites
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are fitted to the variance of the measured intensities at each laser

frequency in order to yield the turbulent flow parameters.

Although many factors contribute, one can think of the variation of

the absorption profile in frequency as being an indication of the velocity

fluctuations, the variation in the amplitude as being an indication of

the magnitude of the temperature fluctuation, and the variation of the

linewidth as being an indication of the pressure fluctuation. For

this study we have assumed that the ratio of sodium to nitrogen molecules

stays constant, independent of the flow conditions. This will be true

so long as the seeding is uniform.



2. ANALYSIS OF THE ABSORPTION-EMISSION PROFILE

The sodium transition of interest actually consists of six separate

transitions due to the hyperfine splitting of the sodium atom. In this dis-

cussion we idealize sodium by considering only one of these transitions. No

generality is lost however, and the proper lineshape is later constructed by

a weighted sum of six idealized transitions. Saturation and optical pumping

have been ignored for the purposes of clarity.

The fluorescence power intensity detected from a unit volume, PDET' can

be related to the laser power absorbed per unit volume, PABS' as shown in

expression (1):

, P X optical relaxation rate x
DET ABS quenching rate+ optical relaxation rate

x collection efficiency (i)

If optical relaxation is much stronger than quenching then all of the power

that goes in is reradiated and the power measured is the absorbed power

reduced by the collection efficiency of the detection apparatus. This col-

lection efficiency includes the collection aperture of the optics, the opti-

cal filter transmission, and the efficiency of the photodetector. A collec-

tion efficiency better than a few percent is difficult to achieve.

If sodium is seeded into nitrogen, the quenching rate predominates over

the optical relaxation rate and the detected signal is significantly reduced.

This means that some of the energy is lost via non-radiative channels to the

nitrogen. The optical relaxation rate is the number of photons emitted per

second and equals the natural lifetime of the sodium in the excited state:

OPTICAL RELAXATION RATE = - = 6.25 x 107 sec - I  (2)
TNa

I'
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This rate is independent of collisions. The quenching rate is determined

by the number of collisions per second between sodium atoms and nitrogen

molecules. As shown in expression (3) this can be written as the nitrogen

density, NN , times the relative velocity between the sodium and nitrogen,
2

Vre I , times a quenching collision cross section, Q.

QUENCHING RATE = NN2 vrel Q (3)

For the purposes of our calculation we are interested in the variation of

the detected power with respect to velocity, temperature, and pressure. The

relative velocity between the sodium and nitrogen is related to the temper-

ature since the sodium and nitrogen are considered well-mixed and thus mov-

ing with the same average velocities. This relation is shown in expression

(4) where k is Boltzmann's constant, T is the temperature, and p is the re-

duced mass of the nitrogen and the sodium.

= / k (4)Vre I v= 7r

The quenching cross section is also related to the temperature, however, its

exact temperature dependence in the range of temperatures and pressures in

which we expect to operate is not well-determined. From reference [2] we

approximate this cross section as

Q Z 10-16 /T (m2) ()

Combining the above relationships we then arrive at an expression for the

variation of the detected power which can be written:

P v (6)
DET N2 ABS

where K is a constant and a large quenching rate has been assumed.

SW %~ ~%~.%?A~V ~h~ 9m"
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The total absorbed power over a small pathlength Ax is given in the

following expression:

PABS I L .I exp(-F(v)Ax)} A (7)

where IL is the incident laser intensity (watts/m2 ) measured at Ax=0, A is

the beam area, and P(v) is the absorption constant which will be discussed

shortly. Assuming that the amount of light absorbed over the distance Ax is

small, the exponent can be expanded and the volume divided out to give the

expression for the absorbed power per unit volume for the case of low optical

density
PABS = IL T(v) (8)

The absorption constant, r(v), involves a line strength factor, the

sodium density, and a lineshape function

F(v) = (7 rocf)(NNa)(V(v)) (9)

The line strength factor includes r0 = 2.82x10
-1 5 im, c = the speed of light,

and f, which is the oscillator strength and varies between .3 and .6 for the

transitions in which we are interested. These factors are not affected by

temperature, pressure, or velocity, and can thus be combined together as a

single constant. The lineshape factor V(v) is due to a combination of ther-

mal broadening and collision broadening. An excellent approximation for this

is the Voigt profile in which the normalized thermal broadening factor is

convolved with a normalized collision broadening factor. Experiments have

shown that this profile fits the data to high accuracy. The thermal broaden-

ing factor is written

CV/n2 1 exp[-kn2 ( - 0)2 (10)

T T

IV'
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where
= 5.1 x 1014 (1 + - cose) (11)

is the frequency of the absorption line center of sodium shifted by the

average velocity component in the direction of the laser illumination, and

AvT is the thermal linewidth

AV = V /8kn2 kT = 7.57x10 7 VF (Hz) (12)T o V 2
Na c

This thermal broadening factor occurs due to the Doppler shift of the sodium

atoms as seen by the incident radiation as they move about with random ther-

mal fluctuations. This expression is normalized so that when integrated

over all frequenc;es one finds

f g(Q)d' = 1 (13)

The collision broadening factor is written

r
1 Av L/2 '

£(v) ALA (14)

(v-v) + 2

where again v is the center frequency for absorption shifted by the averageO,

velocity component, and ,v is the collision linewidth
L

1V 2 N b vlS)
AVL =2 N V rel (

In this expression ab is the collision broadening cross section which, again,

is not well known at the low temperatures where our measurements are to be

taken. An approximation from reference [3] gives

a 1.28 x 10- 1 8 T-.2 (m ) (16)
b*
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Note that the thermal broadening depends only on temperature while the col-

lision broadening depends on both temperature and pressure. If we rewrite

the collision broadening factor in terms Of pressure and temperature we find

LvL = 1.21 x10 6P T* 7 (Hz) (17)

where pressure is in Pascals and temperature in Kelvin. The collision broad-

ening arises from the fact that each time a sodium atom undergoes a collision

with a nitrogen molecule, the atom is perturbed. As expected from the uncer-

tainty principle, the energy levels of the atom become broadened because the

atom exists in a pure state for a shorter period of time. Since the atom's

energy is related to the absorption frequency, that leads to a broadening of

the spectrum. 
1

The Voigt profile arises due to the fact that both broadening mechanisms N

simultaneously occur. Thus, each "velocity group" under the thermal curve is

separately collision broadened. The overall curve shape, then, becomes equi-

valently a weighted sum of collision broadened subgroups. This is written

V(Vu) k (v-L) g(A)dA (18)

where A is a dummy variable of integration.

From equations (6), (8) and (9) we find our final expression for the

detected power per unit volume.

P I K ' I LVKv) = f(T,P,V,v) (19)

Assuming a constant laser intensity, the detected power is only a function

of temperature, pressure, velocity, and the laser frequency, 'V. The ratio

of the density of sodium to the density of nitrogen is constant assuming

uniform seeding.
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In general, the laser will be tuned in discrete steps across the

absorption spectrum of the sodium. At each laser frequency, the detected

power intensity and its fluctuations will be measured. If desired, the

fluctuations can be resolved into separate spectral components. For this

discussion, however, we will assume that some number of samples are taken

at each laser frequency. In the absence of fluctuations of the temperature,

pressure, or velocity, each of these samples yields the same measured power.

If fluctuations are present, the measured power intensity will vary and the

magnitude of that variation will depend upon the sensitivity of the absorption-

emission curve to that particular parameter.

4*
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3. SIMULATED DATA GENERATION AND FITTING ROUTINES

In order to generate simulated data for the fitting routines, average

values of temperature, pressure, and velocity are first selected. Following

that, a desired maximum fluctuation limit for each of these parameters is

chosen. The program multiplies this fluctuation limit by a random number

between - .5 and +.5 and adds that to the appropriate average parameter. This

is done for each simulated sample. Thus, if 51 separate laser frequencies

are chosen and 25 samples taken at each frequency, 1275 values of temperature,

pressure, and velocity are separately generated. The program then calculates

the average and standard deviation of temperature, pressure, and velocity.

It is these values which the fitting routines are expected to reproduce. At

each laser frequency, the program also calculates the detected intensity for 1

each sample taken at that frequency using the randomly varying temperature,

pressure, and velocity.

Figures 1 through 5 are examples from the data generation program and also

serve to demonstrate the unique signature of each varying parameter. The

static conditions were chosen to be those of the Mach 3.4 nitrogen flow in

which we first undertook these measurements [4]. These were T= 100 0K, and

P= 1700 Pa. The average velocity in the illumination direction is assumed

to be 0 (a nonzero average velocity component will simply shift the spectrum

in wavelength). Figure 1 shows the result for no variations in flow param-

eters. The intensity scale is arbitrary and the wavelength scale is just

the number of wavelength steps taken. In Figure 2 a maximum fluctuation of

+25% or +250K in the temperature is simulated with pressure and velocity

held constant. At each wavelength, 25 samples are taken. In Figure 3 a

maximum fluctuation of +25% or +425 Pa in the pressure is simulated with

.W

- *e*b~ AA
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temperature and velocity constant. Similarly Figure 4 is a *25 m/sec varia-

tion in the velocity component in the illuminating laser direction with

temperature and pressure constant. Figure 5 shows the curve with all the

parameters simultaneously varying *25%.

The rather large variations were chosen to make the characteristics of

these variations apparent. Note, particularly, that the velocity variations

do not affect the measurement at the maxima and minimum of the curve. The

pressure variations do not affect the curve near the half power points. The

temperature variations are seen throughout. Thus it should be possible to

separately determine the contribution of each from the character of the mea-

sured curve.

At each laser wavelength, the data generation program also calculates the

average measured intensity and the variance of the intensity. The average

intensities are passed to a curve fitting routine which produces a fit yield-

ing the average temperature, pressure, and velocity. This step is important

since the sensitivities of the detected intensity to variations in tempera-

ture, pressure and velocity, depend strongly on the average temperature,

pressure, and velocity about which these variations take place. For example,

if the pressure is very low, the collision broadening factor becomes negli-

gible and the Voigt lineshape reduces to the thermal broadening. As a con-

sequence, the detected intensity becomes insensitive to pressure variations.

The exact form of the sensitivity must be calculated in order to perform the

fit to determine turbulence parameters. The fitting procedure uses the ZXSSQ

routine from the IMSL Fortran library. This is a standard fitting routine

which proceeds by trial and error. Given the fact that the characteristics

of the Voigt profile are well understood, other fitting routines could con-

ceivably be devised to provide more rapid convergence. The fit of the average

a_
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detected intensities should reproduce with reasonable accuracy the average

temperature, pressure, and velocity, generated by the data simulation routine.

Once the fitted values of temperature, pressure and velocity have been

found, the sensitivities at each frequency are calculated. These sensitivi-

ties are essentially the derivatives of the detected power with respect to

each parameter. In the small signal approximation, we can write the detected

power in a Taylor expansion:

aPDET (0) aPDET (v)
PDET(nv) ']DET(V) + ( E3V )T'P Av(n) + ( 3T )vP AT(n) +

+ (aP )T,v AP(n) (20)

where n indicates the nth sample at laser frequency v. The variance of the

detected intensity at any laser frequency v, is then

( PDET(v)) = - S(V)Av + ST (v)AT + Sp(V)AP (21)

where the sensitivities are defined

aPDET(N)
S V(V) = ;v (22)

;PDET)
ST(V) = DT (23)

aPDETM( o

Sp(N) = -p (24)

This then yields:

1PD() 2 = S2(V) Av2 + S2(v) AT2 + S2('V) AP2 + 2S (V)S (V)AvAP
DET V P

.06

+ 2S V(V)ST(v)AvAT + 2Sp(v)ST(v)APAT (25)

P.
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If the fluctuations are correlated, the products AvAP, AvAT, and APAT give

the correlation constants. Thus, in general, a six parameter fit will yield

the mean square variation of velocity, temperature, and pressure, plus the

three correlation constants. Of course, the fit must be performed over

numerous laser frequencies and the sensitivities must be non-degenerate in

order to provide viable results.

Table 1 shows a sample output from the data generation routine as well

as the curve-fitting and the six parameter fitting routines. In this example,

variations of +2.5% in temperature and pressure and + 2.5 rn/sec in velocity

have been used. Note that the curve-fitting routine reproduces the values of

T, _V, and If rather well. The six parameter fit reproduces the standard de-

viation of T, P, and v with reasonable accuracy. The correlation constants

should all be zero. The value of .52 for the v-P correlation is a spurious

result arising from truncation error in the computer routine. We are cur-

rently reworking the routine to minimize this problem.
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Table 1. Input and fitted results for a maximum simultaneous variation of
+2.5% for T and P and +2.5 r/sec for v.

Input Parameters were:

T = 100.00 Kelvin

P = 1700.00 Pascal

v = 0.0 meters/sec

AT = 5.00

Ap = 85.00

AV = 5.00

Step = 100000000. Hertz

Number of Steps = 51

Samples per Step = 25

Output of Data Simulation Routine:

T = 99.97

P = 1700.45

v = 0.07

(AT2 ) 1 / 2 = 1.48

(2 112 = 24.06

(AV- = 1.42

Output of the Curve-Fitting Routine:

T-fitted = 100.00

P-fitted = 1700.64

v-fitted = 0.09

Output of the Six Parameter Variation-Fitting Routine:

(AT2) 1 /2 fitte d = 1.26

(AP2)1 / 2 -fitted = 24.09

(A--)-/2.fitted = 1.43

Correlation of v and P-fitted = 0.52

Correlation of v and T-fitted = 0.028

Correlation of T and P-fitted = -0.081

0 1 'WI
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4. ROBUSTNESS OF THE FITTING ROUTINE

The ability of the fitting routines to properly determine parameter

variations is based on the effect those variations will have on the absorp-

tion-emission curve. In the high temperature-low pressure regime, the

pressure sensitivity is reduced due to the fact that its contribution to the

lineshape becomes less important. In order to test our continued ability to

observe pressure at high temperatures we ran a three parameter fitting rou-

tine (i.e. we neglected the correlations) for 20°K increments between 1000 K

and 280*K. Pressure was held constant at 1700 Pa. Temperature and pressure

were varied .5°K and +85 Pa respectively. Velocity was varied a maximum of

+5 m/sec. Standard deviations of the actual data were 2.96PK, 48.13 Pa, and

2.84 m/sec. The resultings of the fitting routine are shown in Table 2.

Here we see that the fitted values for pressure are reasonably unaffected by

temperature. The fitted values for temperature and velocity do appear to

have some temperature dependence.

774.

Ip
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Table 2. ritting sensitivity to temperature variation.

3 Parameter
Input Values Fitted Values

Temperature Pressure Velocity (AT2)'11 (AP 2) 12 (AV 2)12

100.00 1700.00 0.0 2.47 42.01 2.94

120.00 1700.00 0.0 2.37 49.98 2.94

140.00 1700.00 0.0 2.48 48.51 2.83

160.00 1700.00 0.0 2.50 48.32 2.80

180.00 1700.00 0.0 2.50 48.40 2.78

200.00 1700.00 0.0 2.50 48.46 2.77

220.00 1700.00 0.0 2.50 48.51 2.76
240.0 170.000.0 .51 8.532.7

240.00 1700.00 0.0 2.51 48.53 2.75

260.00 1700.00 0.0 2.51 48.568 2.75

Actual Values:

("IT2 112 =2.96 (APe 2 =1 48.13 (AV 2)112 =2.84
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5. CONCLUSION

The resultsof our work give us strong encouragement that temperature,

pressure, velocity, and the three correlation constants can be extracted

from the flow measurements. Our computer routine still needs to be

upgraded in its precision, but it nonetheless has shown an ability to

fit the standard deviation of temperature, pressure, and velocity with

reasonable accuracy. Since each value of temperature, pressure, and

velocity for each sample is created by an independent random number,

we expect no correlation. The fact that, in some cases, significant

correlations are calculated indicates that this step of the process

must be further explored. We also intend to address the issue of how

most efficiently to take data, i.e., many sample points at few laser

wavelengths, or vice versa. From Figures 1 through 5, it is important

to note that certain wavelengths need to be sampled. For example,

the peaks of the curve should be sampled to allow separation of velocity

fluctuations from those of temperature and pressure. Similarly, the

curves should be sampled near their half-power points to allow separation

of the pressure variations from the velocity and temperature. Sampling

in the wings of the curve is also important, however, it is in that

region that the signal is smallest and, therefore, the vulnerability

to noise the greatest.

v.
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