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Abstract

A fine attitude determination model is developed for a spinning
g€eosynchronous satellite, besed upon stellar observations from
a V-slit star scanner and ground supplied satellite
ephenerides. A true attitude model is determined through
numericsl integration of Euler's moment equations for a torque-
free, rigid, axisymmetric body, and kinematic relations which
congist of pitch, roll, yaw, orientstion angles. Next, the
closed form solutions to the Euler equstions sre coupled with
first-order approxiamate solutions of the kinemstic relations to
develop a second order kinematics model. Observation
relstions, relating aﬁollar slit-plane crosseing times, (a
priori star identification assumed), to sttitude states, are
then developed. Finally, 8 nonlinear lesat-squares estimation
algorithnm 18 used to identify the full gsatellite attitude
state. Simulation igs tested for single scan and nultiple-scan
ceapability using exact and noise ridden data. K"fvﬁdﬁ
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STAR SENSOR FINE ATTITUDE POINTING MODEL

FOR A SPINNING GEOSYNCHRONOUS SATELLITE

Chapter One Introduction

Topic Description

Today's satellites utilize a variety of sensors and
inatruments for sttitude deteramination. For a typical
spinning sstellite, dasta from a tachometer, sun sensor,
esrth sensor, and star sengor would be coupled with an
epheseris prediction model and fed through a ground-based
computer’'s attitude prediction algorithm to yield the
satellite’'s state (pitch,roll,yaw, and rates). In the
quest for autonomous satellite nevigation, simple and
reliable models that accurately compute satellite attitude
need to be developed. This report analyzes an attitude
prediction mocdel for a torque-free, spinning, rigid,
axisymmetric, geosynchronous satellite based solely on
satellite ephemerides, a star catalogue, and data obtained
from @ scanning star sensor. As onboard gatellite

computing capacity continues to increese, it 1s quite

feasible that satellite-borne attitude deteramination
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schenes will soon replace ground based systems. For
saxinmum reliability, these algorithms will require as amuch
independence as possible. Optimal pointing asccuracy will
be achieved through a weighted relisnce on all of the
sensors, but in the event of satellite scftware or hardware
anomolies, standalone capabilities would prove invaluable.
An algorithm similar to the one presented in this paper
aight one day make up an independent portion of a
satellite’s attitude determination package.
Background

Setellite star sensors were conceived to assist in
determining a satellite’'s attitude. Many of the early
ideas for asolution to the general problem of spacecraft
attitude determination were probably first consolidated in
open literature in the "Proceedings of the Symposium on
Spececraft Attitude Determination” (1:1-438). 1In that
report, attitude determination based on stellar
observations is a pervasive topic. The current need for
efficient, independent computer programs for possible
space-borne applicetion gives the subject a renewad
importance.

Model Desgcription

Any attitude determination scheme based on stellar
obgervations consists of an observer, a dynamics package,

and an estimator. The estimator fits the data recorded by
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the obgserver with the rotions described by the dynamics
package and produces a best estimate of the attitude. In
computer simulations, the functiona of the observer must be
augmented with a truth model, which tracks the attitude of
the true state of the simulated satellite.

The observer can be a camera, a star tracker, or a star
scanner. Star trackers operate by mechanically tracking a
particular star. Data is recorded as the orientation
between the tracker boresight axis and s satellite fixed
reference frame. Star scanners, on the other hand, are
generally fixed to the satellite, and they scan the heavens
a8 the satellite moves. Data is recorded as the time when
8 star passes through the field-of-view of the scanner.

The field-of-view usually contains one or more planar
s8lits, called slit planes (2:582). For spinning
satellites, the practical choice of star sensors is the
scanner. Herein, a star acanner is modelled with the
following specificationa: +8.0 Magnitude Sensitivity; 3°
Field-of-view; .205' Accuracy (3¢0); 38°/sec Scan Rate.
Comparing this with 2 first generation star senaor, the
0S0-8 Star Scanner, with +4.0 Magnitude Sensitivity; 10°
Field-of-view; 8°' Accuracy (3¢g); 30°/sec Scan Rate, (3:
224), it cen be seen that the model specifications are more
stringent, but not unfeasible. The scean rate mentioned

sbove can be either a gatellite characteristic, or, in the
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’ cage where the scanner is motor-driven, a charecteristic of
the combined satellite dynamics and motor rate. A complete
description of the star gensor model is given later in this
P report.

The attitude dynamics pasckege describes the motion of
the satellite. A dynemics package may be a piece of
b hardwvare or a mathematical model. An example of a cosbined
hardware/software dynamics package would be an aircraft’'s
1nerti§1 navigation system. For this report, a
' mathematical dynamics package was chosen to model. The
dynamic equations conasist of Euler’'s first order moment

equations and kinematic equetions which contain Euler

orientation angles. Many pespers written on this subject
ugse Euler perameters instead of Euler orientation angles to
degcribe the satellite’'s kinematics. While this choice
avoids singularities which are inherent in the use of Euler
orientation angles, it forces the use of an additional
variable, and it removes physical clarity from the dynasic
description. This report uses the familiar pitch, roll,
and yaw orientation angles, and while it is acknowledged
no solutions are possible for pitch angles of 90°, later
agssumptions prohibit this situation.

! The sssuaptions of an axisyametric rigid body in
torque—-free motion permit the solution of Euler's equations

in closed form. It has been shown that meking an

e



e

axisyametric sssumption in nesr-sxisysasetric gituations
lesds to very small errors (2:568). The kinesmatic
equastions are next solved to first order by isposing small
angle restrictions on the sstellite’s pitch, spin speed
devistion, precession rste, precession sngle, and orbital
rate. For the problem of fine-asttitude pointing on s
nominally esrth pointing sstellite, these assuaptions are
not unressonsble. The first order kinemstic sclutions sre
then used to derive second order solutions, which mske up
the second hslf of the dynesmics psckage. The genersl
orbital dynssics probles is sssumed to be solved
independently for this sisulation. A full description of
the sttitude dynsmics routine is given in the next section
of this report.

The finsl component of the attitude determination
systen is the estimstor. Herein, s nonlinesr lesst squares
routine is chosen. It will be shown later that this
routine is well suited for the probles st hand.

The truth model wes sisulated by numerical integrstions

of the exact dynamic equations which were fed through the

observation relations.
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Chapter Two Ansalyticsl Development

Overview

The computer model for attitude determination will
contain, ss stated earlier, four besic parts: the dynamics
model, the observer model, the truth model, end the
estisstion algoritha.

The equations coaprising the dynemics model are Euler’s
soment equetions, which csn be solved exactly for the
torque-free rigid body, and a set of kinemstic relations,
whose solutions sre derived through second order
spproxisstions. Next, the observation relations,
equivelent to tasking the inner product of the boresight
axis of esch slit plane of the star sengor with a sgtar
vector represented in the body frame, are derived. Then,
the truth model, consisting of a bright gtar catalogue (4:
H1-H31 & 5:Sec. VI) and s numerical integration of the
exsct gstate equations, is fully described. Finally, the
nonlinesr least squares estimation algoritha, which takes
inputs from all other coamponents to produce a state

estimste, is expleined.

Sstellite Dynamics

Coordinate Systens

In order to define the satellite’'s dynamics, two




coordinate systems are enployed. The first reference
frsme, the orbital frame (04,09,03), centered at the
satellite’'s mass center, consists of a pair of axes in the
orbitel plane (og "down” from the satellite to the earth’s
center, snd o) "eastward” along the orbital path), snd an
0o @xis normal to the orbital plene (see Figure la). The
second reference frame consists of a principal body axis
set (by,bg,bg). bg is £h. sysmetry axis of the sestellite
(nominally down-pointing), sand by and bg complete a rI;ht-
handed set in the spin plane of the setellite (see Figure

ib).

0, (orbit b
2 0, (orbit 3
normal) O, tangent)
b -
2 b|
(b) Principal Body
(a) Orbital Frame (0,0,,04) Axis Frame (":"’2"’3)

Figure 1. Coordinate Reference Franes
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P Kinematics

|

! The kinematic equations of motion are derived froms a
L pitch (¢2), roll (¥1), yaw (¥3) rotation (2,1,3]1 of the

P 233 =

213 *
P 2]

agz =

g3 =
L @31 *
2gp =

833 *

Use

orbital axes. Thus:

B by L5 B 92 213 o1
bar= |82y a2z 823 o2 (1)
bg LI} agz 833 °3
wvhere:

8in(vy)8in(vg)lain(vg) + cos(yg)lcos(vwg)
cos(y,q)8in(vg)
8in(wj)cos(dg)sin(wg) - sin(yg)cos(dg)

sin(yy)sin(dg)cos(dg) ~ cos(vglsin(vg)
cos(dy)cos(vg)

8in(yy)cos(dg)cos(vwg) + sin(vo)sin(vg)
cos(yy)sin(wg)

-a8in(¢q)

coa(yq)coa(vy)

(29)
(2b)
(2¢)
(2d)
(2e)
2¢)
(2g)
(2h)
(21)
(8:423)

of thias rotation scheme instead of the coamonly

R N S T N L R AT AT Y

used (3,1,3] Euler angle rotstion moves the singularities

-

.- 'O_‘v"_,.,‘.qo -

aprEr

A(‘_ ‘ﬁ ) ’



i

A

P
5

LN

P inherent in these schemes out of the ares of concern. (7: .
514) :

:

The angulsr velocity of the body axes, with respect to .

32

b the orbital axes, is: ”
Y,

t

b/o - [ . 1 + . A N

Wy Yocos(yy)sin(ug) Yicos(vg)]l by (3a) U

> WP/ = [hpcos(wy)cos(bg) - b1ein(wg)] Bs  (3b) y
. . A ‘c

_gab/° = [-¢o8in(¥y) + ¢35 bgl (3¢) X

LN

(8:489) '("

Now, for @ simplified orbital model, let the satellite

be in an equatorial, circulsr, prograde orbit. Then, the

At A Ay et g

angular velocity of the orbital axes, with respect to sn

o
inertial geocentric set, is: ’
.
F 2.
Ta) '
wo’l = -0 op (4)

»
K
or, expressed in the body frame, using equation (1): 'é
e 5
o/1 ~ @
wy = —-Qcos(yy)sin(yg) by (5s) )
v
wp®/I = -Qcos(wy)cos(vy) Do (8b) &

w3°’/1 = qsin(wy) B (5c)
Y
Ny,
A J

Adding equstions (3) and (8) yields the totsl angular

L)
velocity of the satellite, expressed in the body frame: .
~
Y
N
9 .
'l\‘fxl\:::

..... A K ST e By A



P wy = _glb/l = [-Qcos(d;)ein(g) + &2cos(w1)-in(¢3) a
+ $ycos(wg)] b, (8e) ]
'
wp = woP/Il = [-Qcos(wy)cos(ug) + docos(wy)cos(wg) :
P - &1.1!\(@3)] 32 (6b) ‘
:
wg = wgP’/l = [Qsin(¥y) - Ggsin(w;) + 3] by  (8¢c) 2
4
+ Equation (8) can be solved for li)l. &2. and 63. to
yield the kinematic equations of amotion in first-order, .
b
nonlinesr form: :
ke ;
¥ = wycos(vg) - wosin(vg) (79) ’
L4
&2 * wyisin(dg)/cos(dy) + wgcos(dg)/cos(wy) + 0 (7b) :
t
b ¥3 = wisin(vg)ten(wy) + wgcos(wzltan(yP;) + wg (7¢) -
K
(8:428) ﬁ
w4
o ;
Euler's Equstions
In the principsl] body axis set, Euler’'s equations are: :
3
K . )
Awy + (C-B)w2w3 = My (8a) .
Bug + (A-Clwjuwg = Mp (8b)
Cug + (B-Adwjug = Mg (8¢)

where A, B, ‘and C are the principasl moments of inertis,

snd M;, Mo, and Mg are the moment coaponents.

Equstion (8), when solved for w;, wg, w3, yields the .




h attitude dynamic equations of motion in first order fora: ‘-‘
wy = ((B-C)/Adugug + M1/A (8s) :
wg * ((A~C)/Blwywg + Mp/B (8b)
> w3 = ((A-B)/Clwyjug + Mg/C (8c)

For the case under study, it will be assumed thst the
k satellite is symmetric about the bg exis. Thus: A = B. .
Furtherasore, if we let the inertis retio ((A-C)/A) be

represented by k, then Euler's equations reduce to:

wy = kwgug + My/A (10a) I’
y
hp = ~kwjwg + Mo/A (10b) ,
. K
F' wy = Mg/C (10c)

Torque-Free Motion
P In the absence of external torques (M) =Mo2Mz3=0),

Euler's Equations cen be solved in closed fora:

‘ wy = wypgcoslugok(t-tg)l + woosinlwgok(t-tg)] (lla) )
2 v
wo = ‘wloﬂin[waok(t‘to)] + waocOl[maok(t-to)] (11b) :

"

wg * wgo (11c) :

¢ ,

wvhere wjg. wgo:, snd wgg sre sll constsnts of the

sotion.

-
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4. The dynamic model to be used in this work will inveolve

3

the torque-free aolutioﬂ Just developed.

. - .-

L. First Order Approximations of the Kinematic Equations

The solutions to Euler's equations (11) can be used to !
® help integrate the kinemetic equations (7), yielding the
total dynsmic description of the satellite’'s attitude in ]
non—-differential form. In order to complete the
integrations, the kinemetic equations will first be

simplified. With a nominally "down-pointing” satellite, ¢,

W M2

v e e e

and do, 88 well as &1 and 62. will remain small. Also,
with the og and bg axes remaining neerly aligned, wy and wg
will have vealues on the seaae order as ¢y and ¢o (1.e.:
small). A final assumption will be that orbital rate (Q)
will be comparitively small. Using first-order small angle

spproxisations for ¢, and Yo, equations (7) becone:

$; = wycos(¥g) - wpsin(yy) (12a) '
$o = wysin(wgy) + wgcos(wg) + N (12b) .
. ’
¥3 * wid18in(dg) + wowjicos(dg) + wg (12c) :

Neglecting second order terms in Q, ¢¥3, Y3, wy, and wy,

equation (12¢), to first-order, becones:

1.

Je et % W e L L e e et R T S R S L PO S LR
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b .
¥

:

2

. Y

b $g = wg (13) P
's.

Integrating: :

b .
$3 = Pg0 + wgpl(t-tgp) (14) ;:

<

,,\

‘t

P The results from equetion (14), when inserted into the N
right hand sides of equations (12), will give first-order }t
epproximations for 61. &2. and &3: o

.{

] “.‘

P = w1c08[¢3°+WQo(t~to)] = wosinlyPgotugpg(t-tg)l (15a) h:

62 = wysinlygoruwgg(t-tg)l + ugsinldgotugg(t-tg)l + Q (15b) ;4

s N
¥3 = wgg (15¢) -

e

o5

Substituting the solutions of Euler’'s equationas (11) ?F

into equations (15) yields:

Y

<)
-

. “»

®; = wypcosl(k-1l)ugg(t~-tg)-dgzpl :‘
+ woosinl(k~-1)ugg(t-tg)-wgpl (18a) )
do = -wyosinl(k-1)ugg(t-tg)-dgg] by

’
u\
+ wggcosl (k-1)ugglt-tg)-tgol + O (16b) N

¢

¥g = wgo (16éc)

These equations can essily be integrated to yield:

13 e
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P

¥ = ¢30 + (w107 ((k-1)ugg)lsinl(k-1)ugp(t-tg)-vgzpl
+ [wyg/ ((k=1)wgg)lsin(vgzg)
- Lwgg/ ((k=1)ugp) Jcosl (k-1)ugp(t-tg)-¥gp)
+ [wgp/ ((k=1)wgg) lcos(dggp)
(17e)
P = dgg + [wy19/((k-1)ugg)lcoal(k-1)ugg(t-tpo)-v¥g0]
= [wy9/((k=1)uwgg)lcoa(vgg)
+ [wgg/ ((k=1)ugg)lainl(k-1)ugg(t-tg)-dgapol
+ [wgp/ ((k-1l)uwgg)lsin(dgg) + Q(t-ty)
(17b)
g = 3o *+ wgolt-to)
(17¢)

Equations (17) give a first—-order solution to the

torque—-free rigid body attitude dynaaics problen.

Second Order Approximations of the Kinematic Egqueations

The order of the approximate solutions cen be increased
by substituting the first order approximations (eq. 17)
into the right hand side of equations (12), and then
integrating these new equations (ref. 9). When this is

completed, the following relations are obtained:
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P10

+

10 + wiod{sin(cty)+sin(vgpo)} - wogd{cos(cty)-cos(vgp)}
(d2(wg2+wpp2) /21 (wygcos(cty )+ugpsin(cty )} (£-£0)
(dAqugo + [d8(wqo2+wpg2)wyg/21) (sin(cty)+sin(vgp)?
(dAguyo + [d8(wg02-wpp2lugp/21) (cos(cty)-cos(vgp)?
{d2Ag(wy02-wp02)/2) (sinZ(cty)-8in8(ugp)?
(d2Agwguzp/2) {sin(2cty)+sin(2ugp)}?

{0 (dwy)3/81-(d3w; 02uz0/2)3 (8inB(cty)+81n3(wgp)?
(48 (w; 92 +wpg2)upg/6) (cosP(cty)-cosB(ugp)?

(184e)

Po3dgg + wypgd{cos(cty)-cos(ivgp)} + wood{sin(cty)+sin(wgp)?

+

re

+

+

+

+

+

(9- (d2(wy2+wgp2) /21wy gein(cty)-wggcos(cty ) 1) (t-t0)

((Ag2dwgg/2)+(dAgquwy o) - (d3wyg2uwgp/2))
*{sin(cty)+sin(wgg)?}

{(Ag2duwq o/2)-(dAgupg)-(3d8uwp02w 9/2))
*{cos(ctqy)-cos(dggp)}

(2d2A3w10w20} (aina(ctl)-sinz(wao))

((Agd2/2) (wy02-wpp®)) (sin(2cty)+sin(2wgp)}

(dBuwq o2wop- [ (dwp)3/91) (8inB(cty)+sinB(uwgo)?

(dBuwq qwo2-[ (dwy)B3/813 (cos®(cty)-coaP(wgg))

(18b)

Wgsdgo + wgo(t-t0) - [d(wyg@+uwpp2)/21(£-¢0)

+

+

+

(dAg) (wjplcos(cty)-cos(dgg) l+ugpglain(cty)+ainligg)l}
(d2(wqy92-wgp2)/4] (sin(2cty)+s8in(20gp)?

(d2wyguag) (81nZ(cty)-8ind(wgg)?

(18¢c)
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where: .
X
-
Py
k = [(A-C)/A) (Inertis Rstio) (18a) -
d = [(k-1)wggl~? (18b) :
cty1= (k-1)uwgg(t-t0) - wgzg (19¢) 3
Ag = ®10 + dwjolsin(vgg)] + dugglcoa(vgg)] (198d) 2
,“'
Ag = -[d2cos(¥g0) 1 ([ (wy92-wgp2)/218in(wgg)+wiguwpocos(¥gg))
-d; o lwygcos(wgp)-wapsin(wgg) ] (19e) 7
$\
N
2
These second order kinematic aspproximations, coupled W
A
with the solutions to Euler’'s equetions (eq. 7), complete :ﬁ
the dynasic description of the satellite attitude model. :3
; <
The solutions to the dynamic equations can be combined >
~r
to form the attitude state vector (x}, consisting of state ]
elements (w3, wg, wgzg, ¥1, Yo, wa}r. The matrix whosase :g
-
elements are made up of the partial deriveatives of the '
e
state vector with respect to the state elesents is celled 7
the [®] matrix. The (4] matrix normally plays a major role ii
K
in en estimation algorithm. The [#] matrix is not used in N
oy
the simulation developed in this research. In this }:‘
.:\
estimation algorithm, the [T] matrix, which is the matrix E:

L
2

of pesrtial derivatives of the obgservation data vector with
respect to the initial state vector, is derived
nuserically. A full discussion of this subject is included

later in this report.
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Obgervation Geometry

The inertial reference frame will be defined by the

T

celestial sphere. Let the origin of the aysten be at the

satellite’'s mass center. The X exis will point to the

first point of Aries (¥), the Y axis will point east along

Pl

the celestial equator, and the 2 axis will point toward the

caelestial north pole. Since all data will congiast of

v

distant star sightings, perallax will be ignored (i.e.-the

f
reference frame will be treated as though the origin were K
at the earth’'s center). Algo, since the period of analysias

will remein short, the motion effects of the earth’'s pole i
~

(precession, nutation, wobble) will be ignored. Star .
information will be stored as right ascenaion (a) and :
declinsation (5). (see f£ig. 2). b
- -

4

[ 8

\S

=
b

Y
‘
AN

'

Figure 2. Stellar Geometry )
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Stellar data will be taken by a V-glit atar sensor,
recorded as first slit crosseing tine (t1), end dwell tinme
(t4q). A full description of the optical geometry will be

shown leter in this section.

Looking at the orientation of the orbital frame at a
tinme (t‘o) when the satellite crosses the +¥ axis, the

following relationship is evident (see fig. 9):

Figure 3. Orbital Reference Frame Orientation

A A
o1(tge) = J (20a)
PaS A
og(tgy) = K (20b)
~ A
og(tgs) = -1 (20¢)

This relationship assunmes, for the time being, that

18
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® the orbitel pleane is not inclined with respect to the
celestisl equator. In matrix notation, equation (20)
becones:

| 01(tgo) o 1 o0 I

: oz(t‘o) =| 0 o -1 J (21)

|

P °3“"¢o’ -1 o) 0 K

Now, at some arbitrery time t, given the sstellite’'s
c right sscension snd declinstion (ag, 84), the relationship

between the orbital frsme snd the inertisl frase (see fig.

Q) beconmes:

(]

o1(t) 1 o o cos(ag) O sin(ay) o1 0

0o(t))=|0 cos(8g) -sin(8g) o 1 o 0 0 -1i(J

og(t) 0 8in(8g) cos(84)| |[-sin(ag) O cos(ag)| -1 0 Of |K

(22)

Multiplying the second snd third mstrices yields:

o1(t) 1 0 o -sin(ag) cos(ag) O] |I
oo(t)) = |0 cos(8gy) -sin(8g) o o -1| \J
og(t) O 8in(8g) cos(8g)| |-cos(ag) -sin(ag) O] |K

(23)

gt

v

-y



For the purpose of this paper, the orbital model will

consist of a geocentric satellite in two-body motion. In
this case, 85 = O, and, if we reference all tine
aessuresents to s crogsing of the firast point of Aries
(tgo)s then vwe can solve for the satellite’s right

ascension aa:

It is noteworthy that the attitude prediction to be
developed herein could essily handle any degree of
complexity orbital model, so long ss the satellite’'s
ephenerides wvere known gquantitiea, and the satellite’'s
orbit produced no short-term perturbations which might
talter the orientation dynamics model. In the simplified

cesgse vwe have developed:

o1 --1n[0(t-t‘°)] coa(Q(t—b¢°)] o I
ogp * 0 o -1 (47 (285)
og —cos(Q(t-tg,)] -sin(Q(t-tg,)] o K

Resrranging, the inertial coordinates, in terms of the

orbits]l frase, beconme:
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o

1

I| |=sin(Q(t-tgy)] 0 -coslQ(t-tgy)]

Iy | costare-tgo)1 0 -sinlA(t-tgy)1 | {og (26)

K o -1 o og

Now, given a known star position (ay4,8;), (see fig. 4)

the coordinates can be transformed into the I J K syatelé

2@
X
X,7
Figure 4. Star Vector Definition
A A A ~
14 = cos(ay)cos(8y) I+sin(aj)cos(8y) J+ain(By) K (27)
k Now, combining equations (28) and (27) with the

relation between the orbital axes and the body axes ylields:

F 15 cos(si)coa(ai)T -sinlQ(t-tg,)]1 O —cos(Q(t-tgy)] by
lo)=(cos(8y)sin(ay) cos(i(t-tgy)] O -sin(Q(t-tgy) ]l |R)\bo
13| |®in(84) o -1 0o b3
B (28)

21
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where:

(R]=

cos(wg) O sin(vg)! |1 o 0 cos(dg) -sin(ygzg) O
o 1 o O cos(wy) -sin(wy)| |8in(yg) cos(yg) O

-8in(Yg) O cos(dg)| |0 ain(¥;y) cos(yy) o o 1

(29)
Expanding the [(R] matrix will make it more convenient

for use later. The expansion will be:
[(R] = [R1(wg)1({R2(y1)1LR3(¥g3)] (30)
where:

[ cos(wg) 0 sin(wp)]
(R1(wg)]= o 1 o (31)

-8in(vg) O cos(yg)

= o

-
1 0 0

(R2(¢q)1= |0 cos(wy) -sin(y,y) (32)
O sin(dy) cos(vy)
cos(vg) -sin(vwg) O

[R3(¥3) )= [sin(wg) cos(vg) O (33)

o 0 H




r Star Sensor Operation

This psper will utilize a v-slit staear sensor to obtsin

stellar data. Although a major portion of the operstion of

P s stellar sttitude deteraination scheme involves star .b
identification, the method to be developed herein will %

assume @ priori star identificstion with esch star ,E

P sighting. The star sensor will be defined to have the #
first slit aligned parallel with the bg sxis, with the by ;ﬂ

axis out the boresight axis, snd the bg axis will complete 'g

# the dextral set (see Figure 85). Physical aisorientations hq
could be essily accounted for (ref 7:218-221), but they ;'

will be neglected in this report. j

"

P '
N

03 !

.

K

U
(ﬂ.‘-.}
uﬂ'
.?t’t'"':ff- -

-

TOP
4 VIEW

b Figure 5. Star Sensor Geometry pt




Each slit of the star sensor has s planer field of
view. The sensor is fixed to the sstellite, snd thus scens
the sky ss the satellite spins. The width of the field of
view will be taken ss three degrees.

At a time (t) when s star enters the field of view of
#8lit one and is identified, the following relations exist

(see Figure 8):

14(t) - bg = O ("no™ error) (34e)
1l4(t) * by = cos(8y4(t)) (34b)
14(t) * bg = 8in(8y4(t)) (34c¢)

814(t) = 1.5 degrees (34d)

After a short time period (tg), the star will norselly
pess through slit two, and a new gecmetric relationship
exists (see Figure 8).

This new relationship csn be described in terms of a

new body axis set (cy, co, cg) as:

l3(t+tg) * co = 0O ("no” error) (38e)

l4(t+tg) - cy = cos(Bgy(t+tg)) (38b)

l4(t+tg) * cg = sin(Bgi(t+tg)) (36c)

Boy(t+tg) 2 1.5/cos(6,) degrees (38d)




O AP,

Figure 6. Star Slit Reference Frases

The body cy,co.c3 freme is linked to the principal body
frame through two sngles, 6; snd 0, which are properties
of the star sensor’'s design (see Figure 7). Froa figure 7,
the choice of the v-slits in the star sensor beconmes
spperent: the v-slits sllow the declinstion of the star in
the body frase to be determined. The relationship between

Cyscg.cg end by,bg,bg is:
cy 1 0 o cos(6z) ~sin(6;) O] by
cp)z |0 cos(6y4) 8in(64)| [ain(8;) cos(6z) O {bo) (38)

ca O -sin(6y) cos(64) (o] o} 1l |ba

which reduces to:
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Figure 7. Star Scsnner Design Angles .}

e, cos(8z) -sin(0z) ) by o

4

b cop= | cos(0.)8in(0,) cos(8y)cos(8,) sin(8y)|{bo}  (37) >
cg| (~#in(04)sin(8;) -8in(@04)cos(6;) cos(84)| |bg 3y

g’

.':

1

P Referring to equation (28), letting the star position i
vector and orbit position matrix be represented by Play, K

84) and Rn(t—tgo). respectively, then coabining this oy

|

b expression with equetions (34),(35), and (37), yields: =
¥

J Rt

{P(ay.81)) [RO(t-tgr)][R1(¥e)][R2(91))[RB(w3)] fb}={Phys}  (38) p.

L)

T ¥

b {Plag. 8 Y [Ra(t-tgo )[R (wp)l[R2(w N(RB(wa)}[RE) = {Ppos]  (39) .
N

h Y

=

",

where: :

LY

b i
A (]

RY

)

N

Ry

4 ®
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cos(ay )cos(5y)

{P(ai.s,‘% s{sin(ay)cos(8;) (40)

sin(8y)

-sin(Q(t-

[Rme-c‘oj = | costa(e-

o

cos(8z)
E?OJ = cos(0y)s8in(6z)

-8in(64)8in(63)

{ang "

6’»213 -

-1 o
-8in(8,) o by

cos(8;)cos(6z) 8in(04) (bo
-8in(84)cos(8z) cos(84) b3

(a2)

cos(814(t))

o (43)

8in(814(t))

koa(szi(t+t8))

0o (44)

fin(Sgi(t+ts))

As a finel simplification, let the left hand side of

equations (38) snd (38) be represented by Obsl and Obs2,

respectively. Then, using only the equality portions of

these equations, the observaetion relations reduce to:
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P
Obslg = O (46a)
Obs2, = O (46b)
4
Iruth Model
An operating star scanner would obtain inputs from
k stellar slit transits, which, after being time-tagged by

the satellite’'s reference clock, would be sent to the
attitide determination package. These s8lit crossing tises
would be directly dependent on the satellite’s dynamic
characteristics. In cosputer simulstions, the observation
inputs must be provided by the truth model. The model used
in this effort, as stated earlier, assumes a satellite in
geosynchronous, two body orbit, with nominally esrth-

pointing attitude. Under these assuaptions, the reference

attitude, (the orbital reference frame), ig established by
the time elapsed since tgo' and this reference rotates
sbout the op axis at constant rate (1) of 7.2921158568x10~5
rad/sec (10:428). Thus, given the true initial attitude
state parsseters (w;g, woos wggs, W10+ ¥20. ¥30) end the
initisl time, with respect to t‘O. the true state of the
gsatellite can be tracked by numerically integrating the
exact first order differential equations. Knowledge of the
true state peraits the star vector to be tranaeformed into

the astar sgsensor elit frame, using the transforametions




developed in the last section. Watching the bg(cy)
component of 8 star vector for a sign chenge allows
determination of @ slit plane crossing time. After
checking field-of-view constraints, a atar sighting can be
recorded.

For this research, @ star data base, which is accessed
by the truth model algoritha, was compiled from the Bright
Stsrs, J1684.5 table of "The Astronautical Almenac” (4:Hl-
H31). Thig data bese lists a circumpolar band of stars,
approxinately 30° wide, centered on ® nominal satellite
position of 0° right ascension at tg,=0 (see figure 8).
The list contains 301 stars of visual magnitude +8.0 or

brighter (see Table 1, Appendix A).

X
(sat. poresight
for tqo=0)

Direction

Figure 8. Truth Model Star Field
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Estimator

The final component of the attitude determination
package is the estimator. Here, the truth data is combined

with the approximated dynamice and observation relations to

form the state estimate. Due to the nonlinear nsture of
the dynanica and obsarvations relations, some nonlinear
estimation algorithm is desired. The choice made for this
regsearch is a nonlinear least squares algoritha.

Nonlinear Least Squeres Algorithm

A typicel nonlinear lesst squares algorithm operates in
the following manner:

I) Propsgate the state vector to the observation

time. Also, obtsin the state tranasition matrix &(t,tg).

II) For each observation, calculate:

8) ry = Zy ~ GxXpge(ti),ty) (48)
b) Hy = (36/9x) [(xXpee(ti)ityi)lxcae (47)
c) @(ty.tg) = Ax(ty)/dx(tgp) (48)
d) Ty = Hi®j(ty,tg) (49)

III) Add new teras to the running sums of the matrix:
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el

E TyTQq"1lTy

and the vector:

€ TyTQq " 1r,

IV) Compute the covariance of the correction:

Pgx = (€ T3TQ 114172 (50)

and the state correction at epoch:

8x(tg) = Pgy, & T4TQ"1rg (51)

V) Correct the reference attitude state:

Xrag(new) = x,age(old) + 8Bx(ty) (52)

vI) Repeat steps I through V until convergence is

achieved. (Check residuals for valid convergence.)

(11:88 & 12:30,31)

The components needed to employ this algorithm will now

be described.

Qbgervetjon Vector (G)
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The observation relations developed eerlier (eqg. 48),
when expressed as s vector, make up the observation vector
{6(x4,t4}, which can be expressed as:

Obﬂl(xil.til)

Obs2(xj0.t39)
(83)

Some simplification can be obtained by treating the
information from each atar scanner elit as a separate data
point. 1In this manner, the data vector (z) is reduced to a
scaler value, and the observetion vector (G} relation is
reduced to two scalar relations. Which relation is used is

determined by the slit making the observation.

Now, having tranformed the observetion relation into a
scalsr relation, the gradient of the observation relation
with respect to the state vector, the [H] matrix, beconmes a
row vector reletion. In order to obtain (H], the following

partial derivatives will be required:

-8in(dg) O cos(¥p)

3/3vy (R1(wg)]l = o o 0 (54)

-cos(yo) O —-8in(¢g)
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3/39y (R2(wy)] =

9/3¢vg [(R3(¥g)] =

above equstions, let:

o 0 o ]

O -sin(¢y) -cos(yy)

t? cos(yy) -sin(y,)
d

r—-i.n(vba) -cos(¢¥g3) )
cos(¢g) -sin(yg) O
o o o

(65)

(58)

e o

With respect to the state varisbles, all

= 3/3¥g [Rl(wg)]
= 3/3¢; [R2(¥y)]

= 3/3¢g (R3(wg)]

Now (H] can be s@sembled as:

hq hy hg 1

hg = 36/dug

(HR1(wo)]
[(HR2(y4y)]
(HR3(wg)]
(Hl = [ h1 h2 ha
The elenments of (H] are:
hqg = aG/aw1
>

hg = 3G/duwg

other partial

| ¥ derivestives are zero, Assigning astrix nomenclature to the

(87)
(68)

(69)

(80)

(8la)
(81b)

(81c)
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o hq = 36/3w;
hy = 86/dug

hg = 36/3vg

Since the observation relations are dependent on the

observation slit, the elements of [H] will alsc vary with

P the observation slit. For slit 1 star sightings, the

elemeants of [H] are:

Ic hy =0 (82a)
hg = O (82b)
hg = O (82¢)

Elg of ((P(ay,8;)}TIRA(E-t45)1(RL(¥p)]

"o
4

* [HR2(¥1)1[R3(¥g) 13T (e2d)
hg = Elg of ({P(ay,8;))T(RA(t-tg,)1(HRL(¥p)]
H‘ * [R2(vy)1[R3(v3)13T (82e)
Elg of ({P(a;,8;))T(RA(t-tgy)1[R1(Wg)]

°d
a
]

$ [R2(¥y) ] [HR3(wg) 13T (82£)

For slit 2 astar sightings, the elements of [H] are:

k hy = O (83a)
hg = O (83b)
hg = O (83c)

f hg = Elg of ((P(ay,81))TIRA(t-tgo) 1 IHRL(¢p)]




% [R2(wy)1(R3(dYg)IIR(84,6,11)T (83d)
hg = Elg of {({P(ay.84)3TIRA(t-tgo)1IRL(W2)]

% [HR2(wy)I[R3(Wg)1[R(84,6,)127 (83e)
hg = Elg of ((P(ay,81))T(RA(t-tgy)1[R1(¥Wg)]

* [(R2(¥y)I(HR3($g)I1(R(64,0;)13T (83¢£)

Fros equations (80-83), it can be seen that the
elenents of [H] for slit 1 observations are determined from
element 2 of a vector, which, if that vector is post-
multiplied by the [(RO] matrix, yields the elements of [H]
for slit 2 observationa. Problems which might arise from
the small difference in observation times of a particuler
star by esch gtar sensor silit are thus avoided by treating
each sighting as separate data. All that is now required
to form the residual is the transformation of the
observation relation into a relation which estinmates a alit

croasing tinme.

Computing the residual (r)
The truth model gives the time for a given slit

crossing. This perameter, tg. ¢, Peraits solution of the
satate estimate. In order to coapute the residual (tg. ¢~
tegt): it is necessary to determine the estimate of the
slit crossing time from the estimated state. Since t is an

implicit varisble in the dynamics and in the observation
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relation, some iterative scheme will be required to f£ind

teat: The observation relations lend themselves readily to $
Y
8 Newton—-Rhaphson iteration technique, and this scheme will b
.v
[
now be developed. The form of each observation relation s
is: 2
B
§
]
» €3(x,t) = 0 (i21,2) (84) >
4,
b
The Newton—-Rhaphson method to solve for t will be: %
# )
),
thew ® told — €1/(dgy/dt) (88) ;
M
2
The actual s8lit crossing time will be used as the .
t
initiasl seed for each iterastion. 1In order to find the time ;j
derivatives of each observation relation, the chain rule f
{
5,0
will be applied, as follows: a
¢
o
>
dgg(x,t)/dt = 3g3/3t + (3g4/3x)(3x/3t) (86) e
"
)
The only new expressions needed here are the partial >
derivatives of the observetion relations with respect to ;‘
U
’|
time. Recalling the observstion relastions (egqs. 38,398) the
.'l
only components of these equations which are explicit in t ﬁ
l.t
sre the elements of: o
B
.f
.J‘
-a
K
K
s
N
X

‘]
+

/
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[RA(t-tgq) ]

The partisl derivative of this expression with respect

to ¢t is:

cosl(Q(t-to,)] O -sin(f(t-tgy)]
/3t IRA(t~tgy)] = -QlsinlQ(t-t )] O coslQ(t-tg,)]l (67)

(o) o o

Now, the first terams on the right-hand side of equation

(868) becconme:

&1 = Elp of {{P(ay,8;1)3T(3/3t[RA(L-tgy) 11 IRL(W2)]
s [R2(w;)1[R3(¥g)1) (e8)
€2 = Elg of {{P(a;,55)3T(8/3t(RA(L~tgo) 11 [R1(wp)]

* [R2(¢Y;)II(R3(Wg)1[R(64,6,)]) (89)
The other two teras required are (3g/0x) and (dx/dt),
which are already developed 3as [H) and the first order
state differential equations. Now, equation (68) becomes:

dg/dty = g3 + [Hy] (9x;/3ty) (70)

where 1(=1,2) signifies the appliceble star sensor

slit.
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Substitution of equation (70) into equation (66) yields
the basic equation of the Newton-Rhaphson schese, which,
after iterating to s specified tolerance, gives an
estimation of the slit crossing time. The residual scalar,

ry, can be calculated aa:

ry * tacts ~ Peats (71)

Data Gradient (T]

Having found the residuals, the gradient of the data
scalar with respect to the initia)l state, [T], is the only
remsining relation required for the sssembly of the
estimate correction covarisnce. The derivation of (T] is

a8 follows:

ry = (tacea—tagts) = [Hyl (Bx4(ty)} (72)

where:

(8xy(ty)) = [#(tg,tg)] (Bx(tg)) (73)

Substitution of equation (73) into equation (72)

yields:

ry = (Hg) [#(ty,tg)] (Bx(tg)) (74)
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N
’ The (T)] matrix, (herein a row vector), is simply a p
§
shorthand notation for the product of [H] and (®1]: %
3
3
p [Tg] = [Hyl C[8(ty,tQ)] (78) )
[
"l
p;
In terms of the data scalar and the state, the (T] -
¥
(N
’ matrix can be considered to be:
4
g
k (Ty] = 3ty/3xg (76) i
"Wl
The problem of t being an implicit veriable in the ~
A
observation relations nov resurfaces. This problem is Qﬁ
circuavented by obtaining the {(T) aatrix numerically using
LY
e finite differencing technique. For each observation tinme %‘
' 1]
ty, on estimated 8lit crossing time is computed. By F.
&
varying each initial estimated state veriable by a small -
amount, 8 new estimated slit crossing time can be obtained P}
.
for each varisble change. The approximete relstionship :J
which results is: :
Ny
@
.l
{Tg4) X A8ty/8x9 (77) ..::.
]
k
1]
Use of the spproximate relastionship for (T] eliminates v
the need to compute the [($]) matrix. I
N
‘>
2,
l’-
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\"_

Y -':- .': .-E'J':'&“a_'i ‘:',7 '-:'.')‘iﬁ,;i ‘.*E’-_-:‘J',;.: -&-_. ‘i, ‘:-:':c !."E -l\;‘:;'i




.l.-.l‘r s Pet

T o Y S T Y o R R R T N D T P

" e ¥,

Data Covariance Matrix (QJ]

The data covariance matrix is a property of the
satellite hardware. It i8 @ numerical declaration of the
precision of the ingtrument’'s ability to record the data.
A simplified approach is taken in this problem by treating
the data covariance as a scaler value. Thus, the value of
q will simply become the square of the standard deviation

of the observation time for a psrticular star:

qi = (Ut")z (78)

Now, all components required to compute the covariance

of the estimate correction have been derived.

Covariance of the estimeste correction (P]

The final component of the least squares estimation

slgoritha to be coaputed is the covariance of the estimate

correction, or, as it is commonly called, the [P] matrix.
As shown by equation (50), the (P] matrix is obtained by

inverting the watrix described by:

(TyTQ =11y

With the modifications described above, the resulting

expression for the [P)] matrix in this simulation is:
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[P] = q(ET;TT 11 (79)
. Modified Nonlineer Least Squares Algoritham

By incorporating all modifications into the typical
nonlinear least squares algoritha described earlier, the

‘ following estimation algorithm emerges:

I) From the truth model, obtain the observation

p times. (Add noise if desired).

II) Propagate the state vector estimate to the
observation time.

III) For each observation, obtain:

8) g1(xqges) ty)
b) (Hy] = (9¢/9x)
c) og/ot

d) dx/dt
IV) From components of step III, compute tgg¢

$ V) Repeat steps III and IV until a converged tggy i8

obtained. Foras residusl:

# ry = tacts ~ tagts
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» VI) Veary each initial stete estimate variable, and _

repest steps III-V to obtain:

\

W

‘!

® Ty R Aty /bxg -
o

;'

U

L VII) Add new terms to the running sums of the matrix: g
a~leeTy Ty .

= snd the vector:
()

O

A

q 18Ty Try]

'I

VIII) Coampute the covariance of the correction: N
o

)

Pgx = allET4TT 171 P

s

~

l\

and the state correction at epoch: o

.

8x(tg) = qlPgyl{(ET;Try) -

‘'

‘l
3

IX) Correct the estimated attitude state:

7,

:::

hy

Xeat(nNew) = xXggue(old) + Bx(tqg) 3
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X) Repeat steps I through IX until convergence ia

achieved. (Check residuals for vslid convergence.)

oA

2% 5

The remainder of this resesrch will be devoted to the

-

development of a computer simulation which incorporetes the

U AR

slgorithes which have been described in this section.

- -

Prograa iaplenmentation and @imulation results will be

presented. Q
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Chapter Three Program Inplementation

A major portion of the effort in this thesis involves
the creation of a working simulation of a gatellite
attitude state prediction model. This chapter 1s devoted
to taking a brief qualitative look at the programs used in
the simulation. Algo discussed are some of the hardwired
constraints used in the program, and the reasoning behind
the constraint choices (where pertinent). For a coamplete

program listing, see Appendix B.

Program Overview

The program used to silu1;t0 the satellite attitude
egstimation congists of a main controller program, 16
subroutines, and two input files. All progrea code is
written in FORTRAN 77 language, and one IMSL subroutine
(LEQT2F) (ref 13:LEQT2F), as well as one IMSL function
(GGNQF) (ref 13:GGNQF), are utilized.

Input Files

There are two input files for the estimation progran, @
Bright Star Catalog, "stardat” (App B25-B30), and a initial
conditions input file, "guessin” (App Bl4). The Bright

Star Catalog contains 301 stars, listing eech star’'s right

agcension and declination (in radians), as well as the
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star's identificetion number and visual magnitude. The
list was developed from Tsble 1 (App. Al-A8) and put into
ussble foramst by a utility program "starcnv.f"” (see
appendix C1-C2). For a visuaslization of how the starfield

night appear, consider an earth-polinting satellite
positioned on the equator at the Greenwich meridian. 1f
the satellite is spinning clockwise (viewed from behind the
satellite looking towards earth), with the star scanner
8lit 1 boresight axis pointing along the eerth’s inertial Y
axis (east), then an observer looking through the star
scanner would see a star field as depicted in Figure 9 over
4 one scan period.

The initial conditions input file contains: the initial
attitude state vector (in rads/secirads), the initisl
attitude state vector estimate (@ame units), initial
sidereal time (seconds from J1884.5 first point of Aries),
start time with respect to initial sidereal time (seconds),
the number of epoch updates to be processed, and the number
of scans to be propegated between epoch updates. Other
parameters included in this input file are: the truth
model numericel integration timestep (typically 0.1 sec),
the number of ordinary differential equations to be
integrated (always 8), the maximum number of iterations to

be allowed by the estimator (10), a noise flag which

determines if noise is to be added to the truth model data,
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C
o and a8 noise geed for the IMSL function’'s pseudo-randona
noraal nuaber generator.
- Main Progrem Operation
The controlling program for the attitude estimation
P package, "estimator.f” (asee app B2-BB), reeds the initisl
conditions input file, controle the overall progras flow,
k_ and produces the desired output inforasstion in a useble
formst. After resding the initial conditions input file,

the initial conditions are stored in array forast, and sre
printed to the output file. For each epoch update, the
following processaing occurs:
1) Input data for sn estinmation sequence arae
initialized.
2) Prograas control is treansferred to subroutine
"truth” (App B35~B37), where the truth model star
sighting times for one scan period are deterumined froms
true initial conditions, stellar data, observation
relations, and propsgation of the true gtate. Star
sighting information is stored in a temporary data file
"gitings” (App D1-D2), and program control is passed
back to the aain progran.

3) Progras control is pessed to subroutine "torder”

(App B32-B33), which reads the "sitinge” file, adds

-------------



noise to the truth model data (if required), prints
noise information to the output file, time-orders the
star sighting information, snd stores the adjusted
sighting inforwmetion in temporary datas file "gstars”
(App D3-D4). Program control is then psssed back to
the main prograns.

4) Next, program control is pessed to subroutine
"tresid” (App B34), where 8 Newton-Rhaphson iteration
procedure is used to comspute the estimated star
observetion times. True star sighting times,
observation relations, spproxisate dynamics, and first-
order exact state differential equationa are used to
obtain results. True observation times, estimated
observation times, and aéollar information sre stored
in temporary data file "statfile” (App DBb-D7). Progras
control is then pagsed back to the main routine.

B8) Program control is then passed to subroutine
"dtdx0” (App Bl0), where a finite differencing
technique is used to compute the [T] row vector for
each ster sighting. The procedures explained in the
previous step ere used to obtein resulta. Star
information, true and estimated 8lit crossing times,
and (T] deats are stored in temporary deata file "dtfile”

(App D8-D9), and control is passed back to the main

progran.

B

A




"‘V

. 2ol

A A4

68) Finally, progras control is passed to subroutine
"covarian” (App B7,B8), which processes the residuals
to obtain the (P] metrix end the estimated state
correction vector {(xp}. In this routine, the residuals
and {(xg)} ere printed to the output file. This routine
also determines whether or not & converged state
estimate has been achieved. 1If the state estimaste {(xg)
has converged, the [P] matrix is printed to the output
file. Progras control, along wicth an eatisate
convergence flag, are then passed back to the main
progran.

7) Steps 1 through 68 are repeated until either a

coverged state estimste is achieved, or the progran

fails when the maximus number of iteration cycles is
exceeded.

After completing one estimation cycle and obtaining e
converged state estimate at epoch, the main program next
propagates the true and estineted states forward in time to
the next epoch time. States are periodically printed to
the output file. At eech state printing time (set to one
typical scan period), subroutine "comperr” (App B8), 18
callad. This subroutine computes the vector magnitude of
the total pointing error and prints this error, with the

time of occurrence, to temporary data file "errlist”

(App D10-D11).
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Finally, after the progras hss completed all estimation
propsgation cycles, subroutine "ploterr” (App B24) resds
the error dats file "errlist”, puts this informetion into
plottable formst, and stores the information in deta file
"errplot” (D14-D17).

Other Routines

Before discussing the hardwired parameters used in this
simuletion, the subroutines which have not already been
specifically discussed will be presented.

Subroutine "theslrhs” (App B31l) contains the exsact
first-order differentisl stste equstions. This routine is
accegssed by the numerical integration subroutine, end by
the subroutine which processes the Newton-Rhasphson
iteration for the estinmated ;tar observetion tise.

Subroutine "haming” (App B15-B17) is s fourth-order
pradictor—-corrector numerical integration routine. It is
used to propagate the true state equations forwerd in tiame.
This slgoritha wes developed by Professor Anderson, Harvard
University, in the 18680's. The version used in this
simulation was provided by Dr. Willisa Wiesel, Professor of
Astronsuticsl Sciences, AFIT.

Subroutine "dyno2” (App B12,B13) contsins the second
order spproximate solution to the state attitude dynamics.
Given un initial time, steate, and time of concern, this

routine computes the approximate state at the time of
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concern. A similar progras "dynol” (App Bll), contains the

first order approximate solutions to the state sttitude
dynasics. With very minor prograam modificstions, the

estimation routine cen be run with first order spproxinmste

dyneaics in plece of the current gecond order model.

Subroutine "observ2” (App B20-B23) contsins the msatrix
relations required to compute the observation relstionas
(€4), the [(H] row vector, or the pesrtisl derivative of the
observetion relestion with respect to time (gdoty). The
calling routine provides stsr informstion, tise, sideresl
time, state, and e specification flag. The specification
fleg signels this routine which relstion is required.
"observ2” utilizes two matrix operstion routines:
*"asatxanst” (App B18), which multiplies two matrices, snd
"vecxnat” (App B40), which premultiplies a matrix by s row
vector. The mstrix manipulation routines were provided by
fellow AFIT student Capt Keith Greer, GAE/8€D.

Subroutine "tstate” (App B38,B36) drives the Newton-
Rhaphson iteration scheme which is used to compute the (T]
row vector.

Subroutine "noise” (App Bl9) uses IMSL function ggnaf
to provide 8 one-sigme pseudo rsndom normal time error.
This time error is sdded to the true slit-crossing time to

generste "noisy” truth deate where required.
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Herdwired Parameters

Seversl pasraneter constants sre esmbedded within the
estimator prograss, but could be asltered with minor progreaa
editing. These sltersble constants will now be discussed.

The size of the input star data besse is fixed at 301
stars spsnning slmost a 30° wide longitudinel swath of the
sky. Incressing the size of thig list would require
edition of the STAR.DB table, but the list could be easily
disinished by editing either the main progrea or "starcnv.
£” to discrisinate according to visual msgnitude.

The estimation pasckage works with an underlying
sgsunption of s nominal setellite spin rate of B
revolutions per msinute. A -iizlo estinmation loop processes
all deata observed in a typical single scan period (12
seconds). In order to reduce the processing tise involved
in generating the truth model data, the truth subroutine
was progreamsnmed only to look for star sightings for a tinme
period equal to current epoch time + 12 seconds. Also,
sfter s star observation is recorded, no second sighting
for that stasr is peraitted. Altering the typical spin rate
of the sstellite would require chsnging the pearameter
"tend” in the main program to e vealue spproxinmestely equal
to the typicsl scen period (in seconds). Altering the

truth model operation further would require more extensive
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progran changes, and this topic will be diascussed later in
this rcéort.

Star scsnner physical pasraseters 64 snd 0, are
currently set to 18° end 0.5°, respectively, and they
reside in gubroutines "observ2” and "truth”. The
characteristics of the star scanner could be altered by

simply editing these psramseters. The gcanner’'s field of

view, 2also hardwired, is set to three degrees in subroutine

"truth”. Changing the psrameter ”"fov” in "truth” is all
that is required to alter the scanner’'s field of view.
The orbital rste psraseter, ), carries with it many
implicetions. In essence, this parameter sumssrizes the
assuaptions of a satellite reference attitude model which
arises froam s circular, two-body orbit having 0°
inclination. It also aight appear to iaply that the
reference attitude maintains its nominal earth-pointing
atate without torques. This is not the case, however, for
although the governing state equations assume torque-free
motion, the estimation algorithm could easily handle the
presence of ssall, ispulsive, attitude correction torques
(so long a8 the true state corrections were presented to
the truth sodel). Analysis of a more complex equatorial
reference attitude model would require replacing the Q
psraneter in routines "theslrhs” and "observ2” with a

subroutine which deascribed the reference attitude rotation
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? rate. The study of inclined orbits would require a revised ar
derivation of the observation relations. h

Residusl reJjection criteria are established in

-
-3
-

g
iy

subroutine "covarian”. Currently, these parameters sre set

to 83 seconds for the first two estimation iterations, and 3

e

sigma for succesive iterations. If all residuals are 5§;
’ rejected on one pass, the constraints are widened by an =
order of segnitude. For different case studies, it amight ?g
be desirable to edit this rejection schene. k?
» The finite differencing technique used in this effort ‘r
uses a forward-differencing approach, with the initial Ki
state being varied by a finite difference amount of 0.1X%. 'i
Problema might arise for ceses where initial conditions }?
approach zero. Different cri%oria could easily be arrsnged E}
by small editions to the "covarian” subroutine. .ég
For this resesrch, the inertias ratio ((A-C)/A) is set .
to a value of -1. This represents a typical, stable, tuna- i
can type of satellite with a spin moment of inertia equal EE
‘ in magnitude to twice the magnitude of the trangverse ’r
moments of inertia. To study @ different case, the 3ﬁ
psrameter "sk” in the "thelrhs” snd "dyno” routines would b 

have to be edited.
In the subroutine "truth”, a simplificetion is ¢

incorporated which locks esightings msade by 8l1it-2 of the v

star scanner to slit 1 obgervations. Essentially the N
e

P\ ¢
X
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o
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b field-of-view of 8lit 2 is adjusted so that all atars ﬁ

observed by slit 1 sre also observed by slit 2. For a case h

£
-

o
-,
™

study involving lesrge satellite precession retes, this
%)

-

L criterion mnight need to be adjuasted.

The final hsrdwired constraints used in this simulation
are the tolerances in the numerical integration routine :
P "haming”, snd the Newton-Rhaphson convergence (subroutine
"tstate”). While these tolerances proved adequate for this

case study, it might be desireble to verify these

E parameters in a different anslysias.
Now that a full description of the progrsm operation ﬁ
snd theocretical sssumptions have been presented, results i;
P from several case studies can be presentad. ?
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Chapter Four Results

This section includes results from 8 case studies, as

vall as results obtained while verifying some of the

subroutine algorithms. During this presentation,
qualitative, as well as quantitative, results are compiled.
The sequence used to present the results parallela the
sequence utilized to develop the gimulation progranm.
Typical Input Files
For the case studies which will follow, two typical

cases wvere considered. For the first caease, all true
initial conditions were gset to zZero except for the spin
rate (5 revolutions per minute), and the initial spin angle
(0.8 radians). This case wud_chosen to depict a
preceassion—-free situation which should produce predictable
results, For the second case, it was deaired to find a
general initial true state which contained arbitrary
(emall) deviations from the firat case. To achieve this
goel, the following true initiel conditions were chosen:

X130 = 0.01 rad/sec (0.57266°/sec)

Xo0 = 0.06 read/sec (2.884798°/sec)

Xg0 = 0.52235687768 rad/sec (29.9290°/sec)

Xq0 = 0.08 rad (2.88479°)

Xgo = 0.05 red (2.88479°)

w0

-
e &
A A AR A

T =

I PPN 2

s »
RS

4 LA,

v .5
N




