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1 INTRODUCTION

'The system we have been developing, called VISIONS, is an investigation into issues of general

computer vision. The goal is to provide an analysis of color images of outdoor scenes, from seg-

mentation through symbolic interpretation. The output of the system is intended to be a symbolic

representation of the three-dimensional world depicted in the two-dimensional image, including the

naming of objects, their placement in three-dimensional space, and the ability to predict from this

representation the rough appearance of the scene from other points of view.

The emphasis of the research over the past year has been on three issues critical to furthering

our understanding of machine vision. The first area addresses the issue of image segmentation and

the failure of recent research to provide robust procedures applicable to complex imagery. We have

begun to develop an expert segmentation system which would combine existing techniques using

image specific knowledge to improve segmentation results. Two general segmentation approaches,

based on regions and lines, have been developed towards this end. The second area focusses on the

use of domain knowledge in the interpretation task. Domain knowledge is embedded in high-level

structures called schemas; knowledge-based expectations from the schema are used to focus the

interpretation process. Terry Weymouth's forthcoming Ph.D. Thesis explores this issue in detail.

The third area focusses on techniques for controlling the use of system resources during interpre-

tation and on ways of resolving conflicting partial interpretations. Leonard Wesley's forthcoming

Ph.D. Thesis demonstrates how the Shafer-Dempster formalism for evidential reasoning may be

extended to a control mechanism for interpretation.

The remainder of this report is continued in four sections. Section 2 provides a very brief

overview of the VISIONS system. Section 3 discusses image segmentation, Section 4 explores

image interpretation, and Section 5 presents the preliminary design of a vision system based on the

use of evidential reasoning as a control mechanism.

*%
A.;,
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2 Overview of the VISIONS System Approach
-. -

In response to the issues that we have outlined we have evolved over the last twelve years a general

partially working image understanding system. Our system design embodies certain assumptions

about the process of transforming visual information. The first assumption underlying our work

is that the initial computation proceeds in a bottom-up fashion by extracting information from

the image without knowledge of its contents. A second basic assumption is that every stage of -'-'

processing is inherently unreliable. A third assumption is that local ambiguity and uncertainty in

object hypotheses to a great extent can only be removed by satisfying expected relations between

scene and object parts that are stored in a knowledge base about the domain.

Thus, the successful functioning of our system will involve extracting image events which are

then used to hypothesize scene and object parts for quick access to knowledge structures, called
A..

schemas, embodying the object descriptions and contextual constraints from prototypical scene

situations. The hierarchically organized schemas embody interpretation strategies for top-down

control of intermediate grouping strategies and allow feedback from high-level hypotheses to low-

level processing. s.

The general strategy by which the VISIONS system operates is to build an intermediate symbolic

representation (ISR) of the image data using segmentation processes which initially do not make
:- *

use of any knowledge of specific objects in the domain. From the intermediate level data, a partial

interpretation is constructed by associating an object label with selected groups of the intermediate

tokens. The object labels are used to activate portions of the knowledge network related to the

hypothesized object. Once activated, the procedural components of the knowledge network direct

further grouping, splitting and labelling processes at the intermediate level to construct aggregated

and refined intermediate events which are in closer agreement with the stored s mbolic object

." description. Figure 2.1 is an abstraction of the multiple levels of representation and processing

in the VISIONS system. Communication between these levels is by no means unidirectional; in

______'"" ."" """... .d . "" "."" "" " """" ""- ", . . - "" "
" 
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most eases, recognition of an object or part of a scene at the high level establishes a strategy for

further manipulating the intermediate level primitives within the context provided by the partial

interpretation, and for feedback for goal-directed resegmentation. Although the following discussion
"i.

is based primarily on 2D abstractions of the image data (such as regions and lines), it should be

clear that the general ideas extend naturally to 3D abstractions such as surfaces as well as to

'. attributes such as motion and depth.

Let us briefly describe the three levels of representation:

1. Low-Level - Here arrays of direct numerical sensory data are stored, including the results of

algorithms which produce point/pixel data in register with the sensory data (e.g. a depth

map produced from stereo point matching).

2. Intermediate-Level - This is referred to as the Intermediate Symbolic Representation (ISR)

because symbolic tokens for regions, lines, and surfaces with attribute lists are constructed

for the image events that have been extracted from the low-level data. Aggregrate structures

S'produced by grouping and/or extending the primitive image events or other aggregates are

also reprsented symbolically as tokens in the ISR.

3. High-Level - The knowledge base (called Long Term Memory or LTM) consists of a semantic

network of schema nodes, each of which has a declarative and procedural component. The

network is organized in terms of a compositional hierarchy of PART-OF relations and a

subclass hierarchy of IS-A relations.

Now let us consider some of the stages of processing in a bit more detail.

1. Motion and Stereo

* * Multiple frames can be analyzed via motion and stereo algorithms to produce displace-

ment fields and from these displacement fields depth arrays can be extracted. Note

that if line correspondences are determined, then the result can be viewed as a direct

04
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extraction of a symbolic token at the intermediate symbolic representation and a form

of low-level segmentation process.

2. Segmentation 7W

Segmentation processes are applied to the sensory data to form a symbolic representation

of regions and lines and their attributes such as color, texture, location, size, shape, ori-

entation, length, etc. The region and line representations are integrated so that spatially

related entities in either can be easily accessed. If depth arrays are available, then 3D

surfaces and their attributes can be extracted. Two-dimensional motion attributes can

also be associated with regions and lines, while 3D motion attributes can be associated

with surfaces and their boundaries.

3. Focus-of-Attention

e Object hypothesis rules are applied to the region, line, and surface tokens in the ISR

to rank-order candidate object hypotheses [1,28,33,341. This initial mapping of spatially

organized tokens to object labels provides an effective focus-of-attention mechanism to

initiate semantic processing. The rules can also be viewed as sets of constraints on

the range of attribute values on the ISR tokens; e.g. constraints on the color of region "

tokens, or length of line tokens, or orientation of surface tokens. Relational rules applied

to tokens of a different type (e.g. line to region relations) allow fusion of information

across multiple representations.

4. Object Matching A.9

* More complex object-dependent interpretation strategies are represented in a procedu-

ral form within the schema knowledge structures [8,25]. These local control strategies

provide top-down control over the interpretation process. Partial interpretations are ,-e-

extended from "islands of reliability" as in the HEARSAY paradigm 17,161. General

.0:0
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knowledge of objects and scenes is organized around a network of standard 2D views

of 3D objects. In cases of simple 3D shapes, such as the planar surfaces forming a

"house" volume, 3D models and associated processing strategies are employed. Verifica-

tion strategies exploit particular spatial relationships between the hypothesized object

and other specific expected object labels or image features.

5. Perceptual Organization

e Intermediate grouping algorithms, currently being developed, e.g., reorganize the region

and line elements into larger aggregrate structures which are expected to more closely

match expected object structures. These include line grouping and region merging cap&-

bilities and are intended to be applied in a bottom-up or top-down manner. There are

significant advantages in selective application of knowledge-directed perceptual organi-

zation mechanisms, and the schemas provide an effective means for specification of the

relevant control knowledge. We hope to evolve similar intermediate grouping strategies

for complex 3D shape representations in the future.

6. Goal-Oriented Resegmentation

• Feedback to the lower-level processes for more detailed segmentation can be requested in

. cases when interpretation of an area fails, when an expected image feature is not found,

or when conflicting interpretations occur. It may also be of utility in motion sequences

for extraction of particular objects that have been found in previous frames. Both the

region and line algorithms have parameters for varying the sensitivity and amount of

detail in their segmentation output. The development and control of such strategies,

as well as the integration of their results is currently under examination in an effort to

build a low-level executive.

.%



-M -RWR M O t-- -- _--

Final Scientific Report August 26, 1986 6

7. Inference

* Due to the inherent ambiguities in both the raw image data and the extracted inter-

mediate representations, object hypotheses will have a high degree of uncertainty. In

order to combine this information into a coherent view of the world, two capabilities are

being developed: the capability to combine uncertain evidence from multiple sources

of knowledge [27], and the ability to propagate confidences (of beliefs or probabilities)

through the network of schema nodes [17,311. The latter capability will allow inferential

capabilities about the presence of object/scene parts for control of the partially com-

pleted interpretation. Both heuristic approaches and theoretical formulations similar to

* the Dempster-Shafer theory of evidential reasoning 16,291 are currently being explored.

2.1 Summary of Design Principles

Let us summarize key characterisitics of our design that are relevant to the issues involved in the

construction of a general interpretation system; the VISIONS system incorporates:

*.effective (although imperfect) segmentation processes that are knowledge-independent and

parameterized to control the degree of sensitivity in the output;

* an intermediate symbolic representation to serve as an interface between sensory data and

knowledge;

* a focus-of-attention mechanism for initial object hypotheses to deal with uncertainty and

unreliability in the early stages of the interpretation process when there is a lack of context;

e procedural knowledge encoded as object specific interpretation strategies within schemas;

. knowledge-directed grouping of the ambiguous, incomplete, and uncertain perceptual events

extracted from the sensory data;

%
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" fusion of the multiple sensory data, intermediate representations, and multiple sources of

knowledge during the interepretation process;

" knowledge-directed feedback to lower level vision mechanisms to extract additional informs-

tion from the sensory data.

Most of our research, particularly that funded by the AFOSR, is oriented towards incremental

expansion and extensions to the existing system.

g-~~p k 2
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3 Segmentation Algorithms

Probably the most fundamental problem blocking knowledge-based vision development has been

the lack of stable low-level vision algorithms that can produce a reasonably useful intermediate

representation. Vision systems must deal with the problem of dynamically transforming the massive

amounts of sensory data (in an image of reasonable resolution there are 512 x 512 5 1/4 million

pixels) into a much smaller set of image events, such as regions of homogeneous color and texture,

straight lines, and local surface patches, to which propositions will be attached.

There is little doubt that the segmentation problem' is a very difficult and ill-formed problem

[9). There is no ideal or "correct" segmentation because that is a function of the goals of theO

interpretation system. The 2D appearance of objects and their parts is affected by variations

in lighting, perspective distortion, varying point of view, occlusion, highlights, and shadows. In

*addition objects and their parts may or may not be visually distinguished depending upon their

color and the background. Thus, one cannot predict what initial image information can be extracted

" that is relevant to the recognition of objects. The only thing one should count on is that the process

is unreliable; some useful information can be extracted while many errors will also occur, and that

there is probably no optimal solution in any non-trivial image domain. In general there is no

universally acceptable set of parameter settings for any algorithm which are guaranteed to extract

the desired image events without also generating additional non-optimal or undesirable events. For

a given parameter setting, a region segmentation might be too fragmented in one area of an image

(i.e. too many regions) while being overmerged in another area of the image (i.e. too few regions).

As parameters are varied the partitioning will change, but never will a result be produced that

- "" is optimal or near-optimal throughout the scene. The same is true of line and surface extraction

algorithms; they will produce frarmented and overmerged events in a varied and unpredictable

'Note that we sometimes will use the term -segmentation loosely to cover not only the usual definition of partitioning

an image into connected, non-ov'etrlapping tqes f pixel,, but also other low-level processes such as line extraction.

-7-.
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manner.

3.1 Segmentation vs. the Recovery of 3D Surfaces

As we have just noted, for the past decade there has been major controversy in the field of computer r'i,
vision concerning the meaningfulness and validity of the segmentation problem. Some researchers

seem to restrict their criticisms to the actual partitioning of images via region segmentation, but

feel more open to the process of line extraction. It is our strong opinion that while both suffer

from similar types of unreliability, both result in descriptions which contain useful information

and therefore should not be distinguished with respect to the issues being discussed. Researchers

who are more theoretically inclined, and whose work is sometimes referred to as computational

vision [3,12,13,18,30], have concluded that the recovery of information about the 3D surfaces in the

visible environment is the most (and some have implied goJ1) appropriate problem. In the extreme

this leads to systems which are restricted to using only those processes which directly recover 3D

information (stereo, motion, shape from shading, shape from texture, and in general shape from x,

where x is a monocular source of information).

It is our position that even when we have the best intermediate level surface information possible,

the complexity of the natural world will leave us facing many of the difficult issues that we have
been discussing. Consider the problem of interpreting a natural environment such as a typical

crowded city street scene even if one had a perfect depth map for all the visible surfaces; i.e.,

in addition to the original color information at each pixel, we are assuming that the distance to - ".

the corresponding visible surface element at each pixel would also be available. How should one

partition the information into meaningful entities such as surfaces, parts of objects, and objects?

* And then how could this be interfaced to the knowledge base so that control of the interpretation

process is feasible? Given that many initial local hypotheses will be inherently uncertain and

unreliable, how do we achieve globally consistent and reliable integration of the information?

This, in fact, is exactly the set of problems that we face with 2D data of regions and lines. One

'A 'S
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cannot escape the problem of 3D segmentation, and in some manner must face the partitioning

of the depth map into surface patches of various types and the extraction of 3D lines via depth

and orientation discontinuties. We believe that the principles and approaches presented here for

analysis of 2D color data of static monocular images will also be applicable to the processing of
3D depth data derived from stereo and laser ranging devices, as well as 2D and 3D motion data

derived from a sequence of images.

3.2 Segmentation Algorithms

There are a variety of sources of low-level information available in an image of a scene which

can be used to form an initial description of the structure of the image. The extraction of this

description, in terms of significant image "events" is an important precursor to the construction

of a more abstract description at the semantic level. It is unlikely that any single descriptive

process will produce a description which is adequate for an unambiguous interpretation of the

image. Rather, multiple processes are required, each of which views the image data in a different

way and each of which produces a partial description which may be incomplete or errorful. As we

shall see in later sections, we view one of the functions of the perceptual grouping processes to be

the resolution of the multiple descriptions into consistent higher-level symbolic descriptions of the

image. Consequently, for the entire history of our project we have continued the development of

multiple low-level algorithms which are reasonably robust across a variety of task domains, while

recognizing that no single algorithm is sufficient.

We will sometimes refer to the entire set of low-level processes for extracting image events as

segmentation algorithms, including region and line extraction algorithms, even though some of

them do not actually partition in the image into disjoint subsets; thus, sometimes we loosely use

"low-level processes" and "segmentation processes" interchangeably.

It should also be noted that we view all of these algorithms operating initially in a bottom-up

mode without any use of knowledge of the task domain. However, we allow rough *sensitivity"

0- - % %
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settings on parameters of the algorithm, such as "low', "medium", and 'high', to be set a priori

in order to extract a larger or smaller number of intermediate tokens; these parameters may also
--

be set or modified by other components of the system and the application of the process may be

localized to a specified subimage.

While a variety of low-level algorithms have been developed, there are two primary low-level

algorithms that are currently in use in our environment a) a region segmentation algorithm that

is based upon analysis of histogram peaks and valleys in local subimages; and b) a straight line

extraction algorithm that segments the intensity surface into connected subsets of pixels with similar

gradient orientation.

These algorithms, in addition to a region merging segmentation algorithm, are being integrated

into a low-level executive for directing goal-oriented low-level procesing via feedback from interpre-

tation processes [14]. These algorithms are discussed below.

3.2.1 Histogram-Based Region Segmentation

The region Aegmentation technique that we employ was first developed by Nagin [21] and later

extended by Kohler [15]. The algorithm is currently being further extended by R. Beveridge.

The approach is in the spirit of the Ohlander-Price algorithms 123,26]. However, since both their

algorithms should be viewed as instances of histogram-based region segmentation, we believe that

generally our approach will be more robust and computationally efficient because of the problems of

recursive decomposition of global histograms in the Ohlander-Price approach [101. Our algorithm

allows a fixed number of windois to be processed on one pass and definitely avoids the problem of

hidden clusters in global histograms in a recursive decomposition approach.

The histogram-based region segmentation algorithm involves detecting clusters in a feature

histogram, associating labels %itli the clusters, mapping the labels onto the image pixels, and then

forming regions of connected pixel% with the same label. The process of global histogram labeling

causes many errors to occur because global information will not accurately reflect local image events

94
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that do not involve large numbers of pixels, but which nevertheless are quite clear. Much of the

focus of the algorithms will be to organize the segmentation process around local histograms from

local windows and then have a postprocesing stage merge regions that have been arbitrarily split

along the artificial window boundaries.

The Nagin algorithm overcomes this difficulty by partitioning the image into NxN subimages

(usually N = 16 or 32) called sectors; the histogram segmentation algorithm is applied independently

to each sector. Thus, each sector receives the full focus of the cluster detection process and many

of the problems of cluster overlap and "hidden" clusters are significantly reduced. The partitioning

of the image into sectors has an obvious weakness. If an adjacent sector has a visually distinct

region which does not overlap the central sector sufficiently, it is quite possible that the cluster will

be undetected in the central sector. The small region representing the intrusion into the central

sector will then be lost. Nagin attempted to limit this problem, while still preserving the locality

of the histogram, by expanding each sector to overlap adjacent sectors by 25%.

The Kohler algorithm improves the clustering step by determining correspondences between

peaks in adjacent sectors and by adding candidate peaks from surrounding sectors to the set of

peaks selected for the central sector. Thus, small variations between peak labels will be accounted

for and if the 25% overlap is not sufficient, small intrusions of regions from one sector to the next

will more likely result in a peak to be added. The augmented set of peaks forms the basis of the

labeling process.

The basis for mapping labels to each pixel in the image is a histogram cluster analysis. While

we will present our simple cluster extraction algorithm via histograms (i.e. the use of only a

single feature), if a 2D clustering algorithm for associating pixel labels with two feature values

is available, then the rest of the algorithm remains the same. Theoretically, any N-dimensional

clustering algorithm could be used, but one must keep in mind that computational considerations

are primary since this clustering algorithm will be executed many times across the image and is

%"
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only one small step in the entire interpretation process. The one-dimensional cluster extraction

- algorithm determines local maxima and local minima in the histogram, and then sequentially

chooses the next 'best' maxima, which is that maxima for which the ratio of the local maximum to
I-

its adjacent valley is largest and the distance to any previously selected local maximum is greatest.

The net result is a set of local maxima and their relationships to the valley separating them, each

of which can be considered as a distinct cluster and given a unique label. Each of these labels are

then mapped back to the subimage and a connected components is used to generate a set of labeled

regions.

The artificial sector boundaries are removed by a region merging algorithm which considers ,

adjacent region across sector boundaries. The merge/no merge decision mechanism compares the

global mean and variance of the two regions, as well as the local mean and variance of the regions

near the sector boundary. This remerging algorithm is being generalized to use a set of modular

featurc statistics so that many different remerging strategies can be used and so it can be applied

separately from the histogram-based region segmentation algorithm under discussion here.

The algorithm can be summarized in five steps:

1. Subdivide the image into sectors and select cluster labels in each expanded sector (Figure

2. Analyze cluster labels from adjacent sectors for augmenting the label set.

3. Segment each sector using the expanded set of labels by mapping each pixel value to a label

=L and applying a connected components algorithm.

..-. 4. Remove sector boundaries by merging similar regions.

S- 5. Perform small region suppression, which often reduces the number of regions by a factor of 4

(Figure 3.2).
%3.4-•
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Figure 3.3 shows additional segmentations using this algorithm on some of the images in Figure

3.0.

3.2.2 Extracting Straight Lines and Line-Based Texture Features

Despite the large amount of research appearing in the literature, effective extraction of linear

boundaries has remained a difficult problem in many image domains. The technique presented

here 141 was motivated by a need for a straight line extraction method which can find straight lines,

possibly long and possibly of very low contrast, in reasonably complex images.

A key characteristic of our approach that distinguishes it from most previous work is the global

organization of the intensity surface into a "supporting edge context" prior to making any decisions

about the relevance of local intensity changes. Pixels are grouped into edge support regions of

similar gradient orientation, and then the associated intensity surface is used to determine a gradient

magnitude weighted planar fit from which a representative line is extracted. A set of line attributes

is extracted from the line-support region, the weighted planar fit, and the representative line. These

attributes can then be filtered for a variety of purposes.

Figure 3.4(a) is a surface plot of a 32x32 intensity image. The vector field drawn in figure

3.4(b) shows the corresponding gradient image (where the length of the vector encodes gradient

magnitude) computed using two 2x2 edge masks.

An extremely simple and computationally efficient process is employed to group the local gra-

dients into regions on the basis of the orientation estimates. The 360 degree range of gradient

directions is arbitrarily partitioned into a small set of regular intervals, say eight 45 degree parti-

tions or sixteen 22.5 degree partitions. Pixels participating in the edge-support context of a straight

line will tend to be in the same edge orientation partitions and adjacent pixels that are not part of

a straight line will tend to have different orientations. A simple connected components algorithm

can be used to form distinct region labels for groups of adjacent pixels with the same orientation

label (Figure 3.4(c)). The great degree of fragmentation into many small regions of very low gra-
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dient magnitude can be considered homogeneous region fragments, and adjacent elements could be

grouped into homogeneous regions.

To make the fixed partition technique more sensitive to edges of any orientation, the algorithm

actually uses two overlapping sets of partitions, with one set rotated a half-partition intervaI. Thus,

if a 45 degree partition starting at 0 degrees is used, then a second set of 45 degree partitions starting

at 22.5 is also used. The critical problem of this approach is merging the two representations

in such a way that a single representation of each line is extracted from the two alternate line

representations. The following scheme is used to select such regions for each line: first the lengths

of the lines are determined for each line support region; then, since each pixel is a member of exactly

two regions (one in each gradient segmentation), the pixel votes for the longest interpretation; finally

the percentage of voting pixels within each line-support regions is the "support" of that region.

Typically the regions selected are those that have support greater than 50%.

Initially, the underlying intensity surface of each line-support region will be assumed to have

a meaningful straight line associated with it. In order to extract a representative straight line, a

plane is fit to the intensity surface of the pixels in each edge-support region, using a least-squares

method as in Ilaralick's planar surface patches of his slope-facet model [11). An example region is

depicted in figure 3.5(a) and as dots in the surface plot of figure 3.5(b). The pixels are weighted

by local gradient magnitude in so that pixels in rapidly changing portions of the intensity surface

would dominate the fit.

An obvious constraint on the orientation of the line is that it be perpendicular to the gradient

of the fitted plane. A simple approach for locating the line along the projection of the gradient is

to intersect the fitted plane with a horizontal plane representing the average intensity of the region

weighted by local gradient magnitude as shown in Figure 3.5(c); the straight line resulting from

the intersection of the two planes is shown in Figure 3.5(d).

The line-support region and the planar fit of the a.sociated intensity surface provides the basic

" m" "4 -° .. " " " " " " ' " .' "-- 
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information necessary to quantify a variety of attributes beyond the basic orientation and position

parameters. Length, width, contrast, and straightness can be easily extracted. Based upon these

line attributes, the large set of lines can be filtered to extract a set with specific charateristics such

- " as short texture-edges, or to select a "working set" of long lines at different levels of sensitivity.

The algorithm described in the preceding sections was applied to several full images shown in

Figure 3.0. The algorithm is very robust and accurately extracts many low contrast long lines

* . with overlapping partitions of 45 degrees, staggered by 22.5 degrees. Figure 3.6 demonstrates the

performance of the algorithm.

Figure 3.6(a) shows the unfiltered output of the algorithm applied to a house image. Note that

all of the small and low contrast edges are still present. We also show the result of filtering on the

~.. -,basis of gradient steepness (change in gray-levels per pixel) followed by a filtering on length that

.separates the edges into two disjoint sets, one corresponding to short texture edges (Figure 3.6(b))

and the other to longer lines related to the surface structure of objects in the image (Figure 3.6(c)).

Figure 3.6(d) shows the result of filtering on length alone (length _ 5) for one of the other house

scenes.

3.2.3 Rule-Based Region Merging

It became apparent during experimentation with the Nagin/Kohler histogram-based region seg-

mentation algorithm that the best results were obtained by making the cluster selection very

conservative and then merging most of the regions in the postprocessing stage; consequently, the

merging process was extracted to form an independent system to be developed separately. The

result of that development effort led to a rule-based merging algorithm, which is used to merge

regions along the artificial sector boundaries the Nagin/Kohler algorithm, but which also is used

with any algorithm which produces an overly fragmented segmentation.

The rule-based region merging algorithm starts with an initial segmentation as input and selects

pairs of adjacent regions which are candidates for merging into a single region. For example,

, -,,:--'A -A .-- ., ... , -.-. .- ..-. ..., . .. .... .. .., . . ... .: " . ... ... .. , ... .. .-... .• .- -..... -..... ... ..,: . . ,- . . ,- .... .- .., : , .-. -.-. .,- . ..-... ., -.,-.,,- ..',. .... . ... , -.... ... .... . . . . . . . .,....... . .... .
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the initial segmentation can be produced by an extremely conservative region growing algorithm

which produces a highly fragmented segmentation. Because the system only merges (as opposed

to dividing) regions, the initial segmentation must contain all the region boundaries desired in the

final result.

The merging phase of the algorithm is a locally iterative, and globally parallel, selection and

testing of region pairs for merging. For each pair of regions the boundary between them is given a

similarity score based on a similarity evaluation function. Then a search for all the local minimal

boundaries is made. A boundary is considered locally minimal if and only if it is the lowest scoring

boundary for both of its associated regions. Those minimal boundaries below the global threshold

0 for region similarity are removed and the statistics for the newly created regions updated; removal

of each boundary creates one new region from two old regions. The merging processes is applied

iteratively and terminates when none of the remaining boundaries score below the global region

similarity threshold.

*- The similarity function, which of course is the key to the effectiveness of the algorithm, takes

into account both global and local information. The global features are extracted from the total

populations of the pixels in the two regions, while the local features are extracted from the pixels

in the neighborhood of the boundary between the two regions. The similarity function is defined

as a set of riles, each of which measures the similarity of two regions on the basis of a single

Sfeature, such as color. intensity, common boundary length, boundary contrast or a combination

of features. The results of many such rules are combined through a function which computes the

"" " overall similarity measure.

The combination function is the product of each of the similarity rules, each of which returns

a value centered on one (implying no information about merging); values less than one indicate a

vote for a merge (bounded bv 7cro %hich guarantees a merge), and values greater that one indicate

a vote against a merge. In practice the riles are never absolutely certain, and often return values

,.,
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I ,,
close to one.

Expectations of the characteristics of the images and goals regarding the desired segmentation

can be encoded in the rules, and the nature of the segmentation produced can be controlled by the

choice of rules and relative weights on the chosen rules. The philosophy of rule-based expert system

" methodology can be adapted here to allow modular contributions of features in a situation that is

theoretically intractable (see discussion in introductory sections). By defining contributions from

a feature set where the features can easily be varied for empirical evaluation or can be varied in

situations where the goals of segmentation change, then we gain many of the advantages of expert

system construction. Currently, the system includes seven rules that can be applied to a pair of

regions to determine the desirability of a proposed merge:

1. Difference of the global means normalized by the sum of standard deviations of the candidate

regions.

2. Region size - small regions are encouraged to merge with larger regions.

3. Degree of adjacency - regions connected by a relatively long boundary are encouraged to .
I

merge.

4. Similarity of the standard deviations.

5. Difference of local means.

6. Maximum allowable standard deviation of the merged region.

7. The degree to which the region could have been caused by mixed pixels during the digitization

process (i.e. a narrow region between regions of locally lower and higher means).

Figure 3.7 shows the results of appl ing the merging algorithm to the output of a conservative

region segmentation generated by the Nagin/Kohler algorithm described in Section 3.2.1. Figure

3.8 shows the final results for several house srenes.

op "
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It should be noted that our approach differs significantly from the approach taken by Nasif

[221, although both systems are rule based. Nasif's system is more general in that it allows both

splitting and merging, and in that it represents both lines and regions. It is our position that it is

not computationally reasonable to use a production rule paradigm as a full segmentation processs;

Nasif's rules are of the form "if condition, Then action." Our rules are all applied simultaneously to

any decision to merge a pair of regions, but require an external control structure to decide globally

which merge they execute.

3.2.4 Low-Level Executive

The varying goals, features, and algorithms and their parameters makes the problem of delivering

the best intermediate representation to the interpretation proceses an intractable problem. The

'best" choices will almost certainly vary across images and vary across different locations in a single

image. Consequently, one cannot expect to properly extract an optimal, good, or complete set of

image events. Rather, one only hopes to deliver a usable representation.

We are in the process of deweloping the feedback loops from interpretation processes to a low-

level executive which has knowledge about the set of low-level algorithms that we have described.

The low-level executive will also be able to accept goal-oriented requests for re-analyzing the sensory

data in particular locations in order to extract tokens with particular characteristics. If successful,

*.-. this capability will change the arial.-is of the sensory data in a fundamental way.

S ..- ... .-. , .. . ,. . . . , -... .-.. .. , .. .. ." A - -..- z-
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4 Image Interpretation

The use of world knowledge, together with top down control, is beneficial and probably essential

in domains where uncertain data and intermediate results containing errors cannot be avoided.

Ambiguity and uncertainty in image interpretation tasks arise from many sources, including the

inherent variation of objects in the natural world (e.g., the size, shape, color and texture of trees),

the ambiguities arising from the perspective projection of the 3D world onto a 2D image plane,

occlusion, changes in lighting, changes in season, image artifacts introduced by the digitization

process, etc. Nevertheless, even with marginal bottom-up information, in familiar situations human

" J observers can infer the presence and location of objects.

In the VISIONS system convergent evidence from multiple interpretation stratcgies is organized

S. by top-down control mechanisms in the context of a partial interpretation. The extreme variations

that occur across images can be compensated for somewhat by utilizing an adaptive strategy.

This approach is based on the observation that the variation in the appearance of objects (region

feature measures across images) is much greater than object variations within an image. The use of

exemplar strategies using initial hypotheses and other top-down strategies results in the extension

of partial interpretations from islands of reliability. Finally a verification phase can be applied

%here relations between object hypotheses are examined for consistency.

The interpretation task we are concerned with here is that of labelling an initial region segmen-
IIi

tation of an image with object (and object part) labels when the image is known to be a member of

:Aa restricted class of scenes (e r . ,ijburban house scenes). The systems developed by Ohta [241 for

understandin' images of buildiors in outdoor settings and by Nagao [201 for understanding aerial

*- photographs bear some similarit% to the techniques employed here. A review of these and other

related woirk in image interlret at ,n alppearq in [2).

i 'I
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4.1 A Knowledge Network and Representation Using Schemata

Description of scenes, at various levels of detail, are captured in a set of schema hierarchies [8].

A schema graph is an organizational structure defining an expected collection of objects, such as

a house scene, the expected visual attributes associated with the objects in the schema (each of ""

which can have an associated schema), and the expected relations among them. For example, a

house (in a house scene hierarchy) has roof and house wall as sub-parts, and the house wall has

windows, shutters, and doors as sub-parts. The knowledge network shown in Figure 4.1 is a portion

of a schema hierarchy developed within the system. Each schema node (e.g. house, house wall,

and roof) has both a structural description appropriate to the level of detail and methods of access

to a set of hypothesis and verification strategies called interpretation strategies. For example, the

sky-object schema (associated with the outdoor-scene schema) has access to the exemplar selection

and extension strategy discussed below.

Interpretation rules relate image events to knowledge events by providing evidence for or against

part/sub-part hypotheses. An interpretation strategy, associated with a schema node, specifies

in procedural form how specific interpretation rules may be applied, and how combined results

from multiple rules may be used to decide whether or not to "accept" (i.e., instantiate) an object

hypothesis. An interpretation strategy thus represents both control local to the node and top-down

control over the instantiation process.

Note that the goal is not to have these interpretation rules and strategies extract exactly the

correct set of regions. Our ph(ool hy is to allow incorrect, but reasonable, hypotheses to be made

and to bring to bear other knowledge (such as various similarity measures and spatial constraints)

to filter the incorrect hypotheses. An example of such error detection and correction in the inter-

pretation process will be given later

- 4

S -' :_ ..,:._ _-,_,_ _ ._...'- -. """ ' " " "" "'" " "' """"''"' " """" "" "''"" -""'"""' " ":'""'""'"" ' "7



IN .-.-. TV_

*ETSC I

Figue 4] Astrat rpmetazzn o a mrtin o th

orpm 4d bn rhepresenttion of aoto ofthe
andg newor k ed o pmalroe the hne Each axbm
nod hasowledgo about at itrcaim of a==i

formn~ hyb7h the co . awt 1"u Ulb -'

and interpretation stralegia which I i biw tbe'
bypotheses a comned with ifwrm is the
cervwi to form a cougent interpret. Akhto
every node in the smxk Ls counderd to be a

" schema, only inlected noe in dm figure dow the mD I
Figure 4. 1

% I 4

%I



Final Scientific Report August 26, 1986 22

4.2 Rule Form for Object Hypotheses Under Uncertainty

We will illustrate the form of a simple interpretation rule based on using the expectation that grass

is green. The feature used is average "excess green" for the region, obtained by computing the mean

of 2G-R-B for all pixels in this region. Histograms of this feature are shown in Figure 4.2 comparing

all regions to all known grass regions across 8 samples of color outdoor scenes. An abstract version

is shown in Figure 4.3. The basic idea is to form a mapping from a measured value of the feature

obtained from an image region. say fl into a 'vote" for the object on the basis of this single feature.

One approach to defining this mapping is based on the notion of prototype vectors and the distance

from a given measurement to the prototype, a well-known pattern classification technique which

extends to N-dimensional feature space [8]. In our case rather than using this distance to "classify"

objects in a pure Bayesian approach that is replete with difficulties, we translate it into a "vote".

Let d(fp, fl) be the distance between the prototype feature point fp and the measured feature

value fl. The response R of the rule is then:

1 if d(fpf1 ) !59,
) :-d(fpf1 ) if e, < d(fpf 1) < e2PUf) = 20

0 if E2  < d(fpfl) _ Es
. -o0 if E3  < d(fPf I)

The thresholds eOe, and 03 represent a gross mapping from the feature space to a score

value that provides an interpretation of the distance measurements. ( 3 allows strong negative

votes if the measured feature value implies that the hypothesized object cannot be correct. For

example, fairly negative values of the excess green feature imply a color which should veto the

grass label. Thus. certain measurements can exclude object labels; this proves to be a very effective

mechanism for filtering many spurious weak responses. Of course there is the danger of excluding

*' ."the proper label due to a single feature value, even in the face of strong support from many other

features. In the actual implementation of this rule form, , ande3 are replaced with six values

so that non-symmetric rnles may be defined as shown in Figure 4.4. There are many possibilities

• "9 : " . ' . , . " • . . _a ' . r ", ' ' ., . . - , . , ." ' '. r . . . . . . . . _ ... .. . . .. . .
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for combining the individual feature responses into a score; here we have used a simple weighted

average.

4.3 Exemplars and Islands of Reliability

The extreme variations that occur across images can be compensated for somewhat by utilizing an

adaptive strategy. Variation in the appearance of objects (region feature measures across images)

is much greater than object variations within an image (see Figure 4.2).

In the initial stages, there are few if any image hypotheses, and development of a partial

interpretation must rely primarily on general knowledge of expected object characteristics in the

0 ' image and not on the relationship to other hypotheses. The most reliable object hypotheses, derived

from the interpretation rules, can be considered object "exemplars" and form basis of adaptation.

One strategy extends the kernel interpretation by using the features of labelled exemplar regions

including color, texture, shape, size, image location, and relative location to other objects. This is

similar to the method in [19] where "characteristic regions" were used to guide hypothesis formation

in the early stages of interpretation. The exemplar region (or set of regions) forms an image-specific

prototype which can be used with a similarity measure to select and label other regions of the

same identity. A verification phase can be applied where relations between object hypotheses are

examined for consistency. Thus, the interpretation is extended through matching and processing

of region characteristics as well as semantic inference.

Exemplar hypothesis rules differ from general hypothesis rules in that they are more conserva-

tive; they should minimize the number of false hypotheses at the risk of missing true target regions

by narrowing their range of acceptable responses. If all regions are vetoed, secondary strategies are

invoked: for example, the %et, raneq can be relaxed, admitting less reliable exemplars. Figure

compares the results of the rri.- ,'\cnplar rule with the general grass hypothesis rule. The strategy

- can also he used to generate I,-' .f h.% pit h..es ordered by reliability.

The advantages f iirg ,lJh'rt ,'.,rn iar include:

%
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fi _
1. an effective means for extending reliable hypotheses to regions which are more ambiguous;

this is similar to the notion of Islands of reliability [7).

2. knowledge-directed technique for partially dealing with the unavoidable region frag-

mentation that occurs with any segmentation algorithm or low-level image transforma-

tion/grouping; regions that are "similar" to the exemplar can be both labelled and merged;

3. exemplars play a natural role in the implementation of an hypothesize-and-verify control

strategy; hypotheses are formed based upon initial feature information and subsequently can

be used in a verification process where the relationship between labelled regions provides

consistency checks on the hypotheses and the evolving interpretation.

4.4 Results of Rule Based Image Interpretation

Experiments are being conducted on a set of eight "house scene" images. Thus far, we have been

able to extract sky, grass, and foliage (trees and bushes) from five house images with reasonable

effectiveness, and have been successful in identifying houses and their parts, including shutters

(or windows), house wall and roof in three of these images. The interpretation strategies use

many redundant features, each of which can very often be expected to be present. The premise is

that many redundant features allow any single feature to be unreliable. Object hypothesis rules

were employed as described in previous sections, while object verification rules requiring consistent

relationships with other object labels are under current development. The final results shown in

Figure 4.6 are an interpretation based on coarse segmentations. Further work on segmentation is

being carried out, as is the refinement of the exemplar selection and matching rules. 7"

An extremely important capability for an interpretation system is feedback to lower level pro-

5, cesses for a variety of purposes. The interpretation processes should have focus-of-attention mech-

anisms for correction of segmentation errors, extraction of finer image detail, and verification of

semantic hypotheses. An example of the effectiveness of semantically directed feedback to segmen-

semantice
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tation processes is shown in Figure 4.7. There is a key missing boundary between the house wall

and sky which leads to incorrect object hypotheses based upon local interpretation strategies. The

region is hypothesized to be sky by the sky strategy, while application of the house wall strategy

(using the roof and shutters as spatial constraints on the location of house wall) leads to a wall

hypothesis.

There is 'vidence available that some form of error has occurred in this example: 1) conflicting

labels are produced for the same region by local interpretation strategies; 2) the house wall label

is associated with regions above the roof (note that while there are houses with a wall above a

lower roof, the geometric consistency of the object shape is not satisfied in this example); and 3)

the sky extends down close to the approximate horizon line in only a portion of the image (which

is possible, but worthy of closer inspection).

In this case resegmentation of the sky-housewall region, with segmentation parameters set to

extract finer detail, produces the results shown in Figure 4.7a. Subsequent remerging of similar

regions produces a usable segmentation of this region as shown in 4.7b. It should be pointed out

that in this image there is a discernable boundary between the sky and house wall. Initially, the

segmentation parameters may be set so that the initial segmentation misses this boundary. This

may occur because of computational requirements (fast, coarse segmentations) or as an explicit

control strategy. However, once it is resegmented with an intent of overfragmentation, this boundary

can be detected. Remerging based on region means and variances of a set of features allows much of

the overfragmentation to be removed. Now, the same interpretation strategy used eariler produces

quite acceptable results shown in Figure 4.8.

The current development of interpretation strategies involves the utilization of stored knowledge

and a partial model (labelled regions) for hypothesis extension. In these strategies the knowledge

network is examined for objects that can be inferred from identified objects, and for relations that

would differentiate them. For example, the bush regions can be differentiated from other foliage

*t .' -.4_ ' .,.J * -' L ~ .JL.W ..
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Fgure .9An example of the use of spatial relaxons to filter and extend region labeling. The
aScoetnc relations between house and shrub (in 9a) and between betwe roof and house fromt

wall (in 9b) are used to refine regui hypotheses fromi the interpretation sown in Figure 6c.
* Note that there are still ambiguities (the shrub label i the grass area, and the pants labeled as

house wall) that req~uire the use at atbet filters.
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based on their spatial relations to the house, and front and side house walls can be differentiated

using geometric knowledge of house structure (e.g., relations between roof and walls), as shown in

Figure 4.9. In the full system, these rules would not work in isolation as shown here, and the errors

made by this type of rule would be filtered by other constraints.

Future work is directed towards refinement of the segmentation algorithms, object hypothesis

rules, object verification rules, and interpretation strategies. System development is aimed towards

more robust methods of control: automatic schema and strategy selection, interpretation of images

under more than one general class of schemata, and automatic focus of attention mechanisms and

error-correcting strategies for resolving interpretation errors.

*Terry Weymouth's forthcoming Ph.D. Thesis describes a schema-oriented system which inter-

prets images of suburban house scenes. Interpretation results in a network with object descriptions

as nodes and interobject relations as arcs. For each object, the object description includes the

approximate location of the object in the scene and the location of the object in the image The
interpretation network is constructed by the cooperative activities of schemas in a schema net-

" . work. Each schema describes a scene or object in two ways. A declarative structure describe the

compositional and spatial relations, especially those of the types of parts, their potential spatial

relations, and their possible appearance in an image. On the other hand, the schema represents.

- by references to special procedures called interpretation strategies, information on how and %hen

to group image feature and create hypothesis of object existence.

*-'- .The system is designed to apply a set of schema to an image, treating the activation of a %chema

as a separate invocation of the interpretation strategies. This invocation of the schema is called a

schema instance. Schema instances can interact directly by the request of an interpretation goal,

or indirectly by creating hypothesis and monitoring the interpretation network for the creation of

hypothesis. Several schema instances can be active at the same time, each independently interpret-

ing a portion of the image. Schema activation is controlled by both the interpretation strategies

W4
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(top down) and the presence or absence of data confirming the existence of the object (bottom up).

The system is being tested on seven images from four scenes. Preliminary results from this

experiment show that this method can be used to interpret suburban house scenes. The resulting

interpretations contain both three- dimensional descriptins of the objects in the scene (where ap-

propriate) and the association between object and image. Hopefully. experiments will also show the

potential for parallel activation of schema, with independent schema working on separate portions

of the image.

2,w tI
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5 Inferencing and the Inference Network

The construction of an image model is critically dependent on an ability to interpret the typically

imperfect information provided by the various rules and interpretation strategies within the context

of domain knowledge, system goals, and current hypotheses about the interpretation. An implicit

ssumption of our research is that the set of possible interpretations can be suffciently constrained

by some body of knowledge and inferences from the presence or absence of image features can be

pooled correctly. A major factor contributing to this abiguity is theodegree to which the knowledge

sources provide conflicting evidence. It has been shown [8,25] that ambiguity arising from the lack

of perfect information can be substantially reduced by obtaining partially redundant information

from a variety of different sources. However, a major problem has been to develop mechanisms

with some theoretical foundation that can take such unreliable and incomplete information and

interpret it within the context of the available knowledge.

Some of the limitations of inferenceing using Bayesian probability models are overcome using the

Dempster.Shafer formalism for evidential reasoning, in which an explicit representation of partial

ignorance is provided [29]. The inferencing model allows "belief" or "confidence" in a proposition to

be represented as a range within the 10,11 interval. The lower and upper bounds represent support

and plausibility, respectively, of a proposition, while the width of the interval can be interpreted as

ignorance.

Evidential information, extracted from the environment by modular sources of knowledge, en-

ters these models in the form of probability "mass" distributions which ate defined over sets of

__"*' propositions common to both them and the model. These mass distributions are combined, rela-

tive to the possibilities embodied in the model, through Dempster's rule of combination [5]. The

result is a new mass distribution representing the consensus of the information combined. This in-

formation is converted to the interval representation, and the model allows 'inference" from those

propositions it directly bears upon to those it indirectly bears upon (Figure 5.1). The apriori prob-
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by most other systems of inexact reasoning, are not needed. This form of evidential reasoning is

more general than either a Boolean or Bayesian approach, yet it reduces to Boolean or Bayesian 7
inferencing when the appropriate information is available.

Within the VISIONS system use of the DGMES model to reason about the environment involves I
. five main steps:

1. Obtain evidenc (for example, from the hypothesis rules) that tends to confirm or refute the

truthfulness of hypotheses represented in a dependency graph (LTM).

2. Use Dempster's rule of combination [5,61 to pool the evidence into a form suitable for input

to the inference engine.

3. Record the effect of the pooled evidence on hypotheses it bears directly upon.

4. Propagate the effect of the pooled evidence to the remaining hypotheses in the inference

network by updating the confidence intervals associated with each semantic entity in LTM.

.5. Determine the belief in each entity from the confidence interval.

There are many reasons why the evidential model is attractive. It separates the mechanisms 7]
for combining evidence from the mechanisms for making environmental inferenes, allowing us to

experiment with ways to combine data that are independent of the representation of domain knowl.

edge. The model also does not require perfect information; however, if it is available, it can be

easily integrated with existing information. The model can perform both data and goal directed -

inferences over a single knowledge network. The theoretical foundation of the evidential model

. makes it easier to understand the relationship between the manipulation of environmental inorma-

tion and knowledge, and the performance of the system. Because of its formality it is easier to =- 1
prove, if necessary, why the system performed the way it did, given some body of evidence and thhsy

domain knowledge.
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The inferencing system is implemented in GRASPER and has been applied to restricted cas- .-

of reasoning in the image interpretation domain [311. We are currently examining ways in which

the inference mechanism can be used to propagate the results of data-directed hypotheses through

the long term knowledge structure leading torwards schema instantiation; at the same time we

are exploring the u. of the same mechanisms to propagate downward through the knowledge

representation toward activation of bottom-up processes. Both of these represent focus-of-attention

mechanisms which can be used by the schema-driven interpretation strategies to determine how

the current partial interpretation can be most profitably extended. Thus, we see the inference

engine as a plausible connection between data-directed and goal-directed hypothesis formation and

instantiation. Wesley [32] is extending this approach to distributed control over the interpretation

process; the view is that by describing the available system resources, control over the interpretation

process can be achieved using a set of very general, domain independent goals.

5.1 Controlling the High Level Interpretation of Static Outdoor Natural Scenes:

An Evidential Approach

Expert systems that are designed to interpret images are continually confronted with the problem

of deciding how to allocate their limited resources in order to successfully complete their tasks.

Being able to reach a decision requires, in part, having the capacity to "reason" about a set of

alternative actions. Furthermore such reasoning must be done with "evidential" information - i.e.,

information that is to some degree uncertain, imprecise, and occasionally inaccurate. It has been

argued that Shafer's theory of belief functions as a basis for carrying out such reasoning. However,
V.

to date, Al has not seen the development of any large scale system to test and either substantiate

or refute such claims.

It is widely accepted that knowledge based system (KBSs) that operate in complex domains

must "reason" from information that is to some degree uncertain, imprecise, and occasionally

inaccurate, called "evidential" information [17]. Furthermore, each body of infomration is usually

04

et.
:-75..:"

e .-. "-

.. . . . . . . . . . . . . . . . . . .



Final Scientific Report August 26, 1986 31

aj. generically distinct and is typically obtained from a variety of disparate sources, commonly called

knowledge sources (KSs). The evidential information that KSs provide is derived, in part, from

imperfect perceptions of their environment. And as such, can be viewed as partial evidence for or

against the occurence of semantically meaningful events in some domain of interest. Given this

reality, the degree to which a KBS successfully deals with real world problems depends, in part, on

the technology it employs to reason from evidential information.

Wesley's thesis is concerned with the integration and evaluation of a technology that KBSs might

use to complete two fundamental tasks. One task is to reason from evidential information in order

to interpret (i.e., understand) the perceptions of its KSs. The second is to decide how to allocate

its limited resources in order to successfuly complete the previous task. That is, we must anticipate

that the complexity of the real world prohibits a KBS from understanding its perceptions in one

fell swoop. Rather, "control-related' information must be obtained in order to help make decisions

about the type, nature, quality, and quantity of the information that is required to interpret the

perceptions of KSs. In the work reported here, the control-related information that a KBS must

reason from is provided by control knowledge sources (CKSs). Similar to KSs the information

that CKSs provide is derived, in part, from their perceptions of the state of the system and or

the environment. As a consequence, such control related information is also evidential in nature.

Thus, KBSs will be more successful at understanding their perceptions to the degree they employ

technologies that are better suited than current techniques for reasoning from limited evidential

* information.

The concept of evidential reasoning (ER) was introduced be Lowrance and Garvey [171. This

evolving technology starts from the position that the acquisition of information by KMSs involves

making imperfect perceptions of the environment. A KBS 'understands" its world by perceiving

it through a set of KSs. And because a system's perceptual machinery is not flawless, it follows

that the information the KSs provide will he to some degree uncertain, imprecise, and occasionally

.12 A
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inaccurate evidential in nature. This concept currently relies on the DS formalism as its model

for representing and pooling KSs' beliefs that are based on their environmental perceptions. Thus

the DS formalism is fundamental to ER-based models that KBSs might use to reason in their task

domain.

There are two distinct reasoning processes that must be completed in this concept. One is to

take a single body of evidence and propagate its effect from those propositions the evidence bears

directly upon to those it indirectly bears upon. This allows inferences to be drawn about those

propositions not directly affected by the evidence. This process is typically carried out by what is

commonly called an inference engine. The other process, one that pools multiple bodies of evidence

* into a single body of evidence that represents a consensus opinion, is accomplished by Dempster's

rule.

A flow diagram of the evidential-based high-level computer vision system (EHCVIS) is being

explored by Wesley in Figure 5.2. As indicated by the figure, EtHCVIS can be described in four

phases. The task of the first phase is to use the specifications of goals to help complete two subtasks.

Examples of goals the system might try to reach are finding a house, locating the ground plane,

or obtaining additional information to help resolve some ambiguity the system might have about

the identity of objects in a region of interest. The first subtask is to use goal specifications to

generate a set of alternative actions the system might pursue in order to reach that goal. The

second subtask is to use goal specifications to select control strategies that will be used to help

, .,. decide which alternative action is more appropriate to pursue.

The second phase can be summarized in several steps:

1. with the alternative actions and control strategies that were selected in the previous phase,

dynamically build the control knowledge that will be brought to bear on the problem of

deciding which alternative to plmrsue;

2. implement these control strategies, in part, by obtaining control related information from
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independent control knowledge sources (CKSs); and

3. pool these beliefs using Dempster's rule and then use an inference engine to take the result

of Dempster's rule and infer which action is the best to pursue.

Note that in the third step of the second phase (see Figure 5.2) beliefs are pooled and inferences

are drawn over the control knowledge frame. This is to indicate that the DS technology is used by

the proposed system to reason about its actions.

In the third phase, the system takes the action suggested by the second phase. A typical action

might be to task a subset of available KSs to make some observation about a particular subset

of regions in an image, then express some beliefs about their perceptions. After the KSs have

done this, Dempster's rule is used to pool their beliefs and then inferences are drawn over LTM to

infer which propositions (i.e., label hypotheses) in LTM should be associated with the region under

examination.

In the last phase, the results of the inferences drawn over LTM are evaluated. Based on this

evaluation the system might decide that a new goal should be satisfied and return to the goal

generation phase. Or that the interpretation process should be terminated. Or that the system

should "instantiate" (i.e., record in a dynamic representation called short term memory, STM) its

belief that a subset of the label hypotheses in LTM should be associated with a subset of the regions

in an image, and then set new goals to be satisfied.

There are several objectives of the research and experiments proposed by Wesley:

1. to demonstrate that certain types of incompletenesses in LTM can be detected when certain

"evidential measures' and verification procedures are employed;

..- 2. to demonstrate that the system tends to degrade smoothly as the quality of the information

it must reason from becomes less certain, precise, and accurate, and; U. h'

3. to demonstrate that a system's performance is improved (i.e., fewer resources are used, better

.1. ,
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interpretations, or a combination of the above) as more evidential-based control strategies are

used.

A parameterized version of the EHCVIS based on the current VISIONS system is being built.

When complete, it will be tested on a large set of reasonably complex outdoor image (primarily

house scenes).
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