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SUMMARY

ThP standard approach to the modeling of linear time-variant,
frequency-selective communication channels has been reviewed and extended to
allow for statistical variation in both time and frequency. One particular model
that allows the channel statistics to vary in a piece-wise linear fashion over
time and frequency has been addressed in detail. The theoretical aspects of the
model have been emphasized. A discussion of the use of the DNS model for
practical communication system analysis can be found in Reference 2.
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SECTION I
INTRODUCTION

The modeling of frequency-selective fading linear channels has been a topic of
research for several decades, much of it based upon the work of Bello (Reference
1). These linear channels can be represented by baseband equivalent
input-output system functions such as a time-variant impulse response or a
time-variant transfer function. The non-specular component of the channel
system functions is usually viewed as the output of a random process, and the -

random variations of the channel can be described quantitatively by the
statistical parameters of the associated random process.

When analyzing the effects of fading on most communication systems, one can

assume that the statistical description of the channel is invariant in time and
frequency. This assumption leads to Bello's so-called WSSUS channel model, to
be discussed below. However, some communication systems operate over --.-

propagation media with fading statistics that change rapidlu in time ( e.g. -. .
meteor burst modem) or vary in frequency over the bandwidth of the transmitted
signal ( e.g. a direct sequence sDread-spectrum HF modem). The WSSUS model is
inaPDroDriate for the analysis of such systems. This paper presents a douDly
non-stationary (DNS) channel model to accommodate systems such as these. In

the following, we first review Bello's general approach to statistical channel
modeling, and then derive time and frequency separable forms of the channel .-

statistics that allow the channel model to Dropagate no energy outside an- i
arbitrary region in time-frequency space. We then show that a weignted .- .

combination of an arbitrarily large number of such models forms the desired DNS
model. Lastly, we discuss one particular weighting that causes the channel
statistics to vary in a piece-wise linear fashion in time-frequency space.
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SECTION 2
GENERAL BACKGROUND MATERIAL ON CHANNEL MODELING

2.1 LOWPASS EQUIVALENT CHANNEL REPRESENTATION.
I -:i.

The standand complex baseband signal representations will be used to express .,
transmitted and received waveforms. The transmitted signal is denoted z(t) in
the time domain, and 2(f) in the frequency domain. w(t) and W(f) denote the
time and frequency domain representations of the received signal. Bothtransmitted and received signals are referenced to some fixed (angular) Fe-I

frequency wo (in units of radians/second), though Z(f) and W(f) need not be
centered about that frequency. The signal actually sent by the transmitting

4. J terminal can be expressed in the time domain by either side of the following
equation.

Real{ z(t) eJwot } = lz(t)cos wot - jQz(t) sinwot (1)

7he complex waveform z(t) equals lzkt)* jQz(t), where zt) and Qz(t) are -
definition real waveforms and Idenotes the square root of -1. The signal
actually seen at tne receiving terminal can similarly be expressed !n tne time
domain as

Real{ w(t) eJwot 4 = Iw(t)cos wot - jQw(t)sinwot (2)

where w(t) equals lw(t) jQw(t), and again 1w(t) and Qw(t) are real waveforrs.

The channel model generates the received signal by passing the complex
transmitted signal through a time-varying, linear system, as shown below.

Z(t) 4= Z(f) w(t) -= W(f),,:,.,:~I lnear system [:-

described by a
system function

Figure I . Block diagram of complex baseband channel model.
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BeI~o in Reference Ce"ries -- eive 5 stem -~a n ~at ex(press the output,w
e' tner w(,,' --r '(. er-S ,f t'e ropt, et'"er 711, . r :". Ur of trese are
uised in the se~iue. anC are -eproCL~CeC -e '-o ow -g euat ions:

w (t) = z:~ ~. 3

* 1t Z(f, Tf, expii2gTf7L Cf 4

w~t) -~ z( - ) e x 1) 2'.t) 2ydvg()

-The variable t is time in units of seconds, f i.- frequency offset from the
nominal center frequency (w0 /2Tr) in units of hertz, & is delay in units of __

seconds, and v is doppler frequency shift in units of hertz.

Bello named these four system functions and gave them physical interpretations. -
7. 'e nI)ut Deiay-SPreaa Function, g(t.Z. s the :nannei output 3t *ime t resulting

- 'rom 'tne excitation of 'he criannei to a mrDUlSe seconds :)efore ORTeOutu
DoDPler-SpreadI %nction, G(fyv), is the spectral eesponse ., iertZ 3Dove

* resulting from the excitation of the channel to a frequency impulse (i.e.. time
* domain cissoid) at f. The Time-variant Transfer Function, T(f,t), is the transfer
- function in the frequency variable f at time t. Finally, suppose the transmitted

signal is decomposed into infinitesimal elements that are first delayed, and then
doppler sinifted Defore eing linearly combined to iorm tnie orannel output. Then

* the Delay-Doppler Spread Function, U(&,v), is the complex weighting given to the
* ~Component delayed by seconds and shifted by v. hertz.

* Reference I shows tnat the four system functions are related by Fourier
*transforms ;n one or both arguments. The various reiationsnips are
- mathematically expressed by Equations 7 through 18 and illustrated by Figure 2
* (where arrows point in the direction of the Fourier transforms).

aV7.

g T(f,t) e j27-,f of (7)

- g~t~) r J(~y)e ,2Tvt dv.3

3
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g~t~ f 3f ) e j2Tr(vt-&f) d-Y df()

T(f.t) f g(t,&) e -j21T&f a& (10)

2< T(f,t) =jG(fy) e i2mTvt dv (1

T(f,t) f f U(&.V) e j2T(vt-f) dv a& (12)

U( , ) =jg(t, ) e -j2itvt dt (13)
f
f G(f,V) e J27Trf df (14)

=( {V fJ T(f~t) e j2Tr(&f-vt) df at (15)

P~f) f T(f.t) e -j27Vt at (6

3(~=jU(&.V) e -]21Tf d& (17)

2.2 STATISTICAL FORMULATION OF RANDOM CHANNELS.

Random channels can be characterized by statistical descriptions of any one of
these four sybtem functions. It is common to assume the real and imaginary
components of the system functions are independent and have Gaussian,

*zero-mean first order statistics. The stochastic properties of the random
system functions are then completely characterized with the addition of the
second order statistics. The second order statistics are expressed by the
correlation properties of the system functions in the form of what we term
"mutual coherence functions". The mutual coherence functions of the four

A. system functions are defined as follows.

*5**.*'4
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R g(t.5;'.T) = g(t. )w g(S.Tr) (19)"

RT(f, I:t,S) = T(f.t) TO,s) (20)

RG(f. v,.) = G(f.rv)* G(.jp) (21)

RU(&.T; . ) U(&.V)" U(,.TjI) (22)

where * denotes the complex conjugate operation and the overbar indicates the

ensemble averaging operation. As was the case with the system functions, from
any one of the mutual coherence functions one can derive the other three. They .m

are interrelated by double or quadruple Fourier transforms as discussed in
References 1, expressed mathematically by Equations 23 through 34 and shown
pictorially in Figure 3.

U(V) T(f, t) V

functions g T ,G ,and U

5
4. **...-

F~~gure.... ........................... hips.betwee*the system.-. •*



Rg(t.s: ,t) J f RT(f,l;t,s) e J27T(rQl-&f) df dl (23)

"<.-% Rg(t.s: .Ti) J: RU( ,ri:u.i.) e JJ2 '(p-t) dlv dji (24)

Rgts:/l j jjj RG~(f~l:vk) e J' ~~1~JdV dp~ df dl (25)

RT(f,l:t.s) f Rg(t,s:&, ) e J21T(&f- Il) d& d (26)

RT(f, I; t,S) : RG(f,l;v,ji) e j2Tr(ps- t) dv djl (27) '"

RT(fl:s) I RUT.vji) e J27T(ps-v+tf-Tjl) d dl dt d (28)

fR(&,l~v) f R ,g(t,s.Tl) e j27T(vt-jis) dt ds (29)

RU(.r1;v.j±) -&~fl;~~) e 2 Q f) d l( 0

= T f RT(f,1;t,s) e ),21T( -f+vt- js) af 1l (It as (3 )

T T~ ,P RT(f,1:t,s) e j27T(vt-ps) at as (32)

R G(f'l;i'.) = If RL(&;ji))e J2 ( df&l)d dq (33) 77-
RG(f,[;V,,ji) T Rg(t,s;&,l) e J21xOvt-j s+1f-n i) dt ds d& aTn (34)

2.3 WSSUS CHANNEL MODEL.

The WSSUS channel model is obtained from the above general statistical form by
assuming the first and second order statistics are constant over (or independent
of) time and carrier frequency. The time independence is called the wiae-sense-
stationary (wSS) assumption and the carrier frequency independence is called

-.-. the uncorrelated scatterer (US) assumption. The effect of each of the WSS and
US assumptions upon the form of mutual coherence functions is first treated

6
"-.. S.-
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separately in the discussion to follow. Then taken together the WSSUS channel
follows immediately.

R ((lti R; TI

u (f. l;t~s)

RG(f, I; v,ji

Figure 3. Fourier transform relationships between the mutual
coherence functions of the system functions g ,T . (3
and U .

The WSS assumption causes a simplification of the functional form of all four
mutual coherence functions discussed above. The WSS forms of the mutual
coherence functions, denoted with a tilde throughiout the sequel, are as follows.

a- ~(35) -.. '

RTf~~tP)G(f~lvS(P-) (36)

R (38)5~

7 .eZT

RU(&TP~l.) j(Tl~v 8(jj-l' (38



1.

Substituting 5+C for t allows the WSS forms of Equations 23 through 34 to be

rewritten as follows.

g~.Z (...l) -J j e j27(jli f) df dl (9

PU(Z,Th;v) e j2Trwvr dv (40)

( ,) G(fI;v) e J27(vt fl - f) dv df dl (41)
-. 9. f (f3)

,T(f,1;-r) = j G(f,I;v) e j27r'fl' dv (43)

fT({, 0 PjU(&:,niv) e j21T(vz+f-Tll) dv d d (44)

-. z { ngTi) e -j2 T)' d r (45)

~ f prl~ e j2t(T'Iif) df dl (46)
.,. -,. - I(4 7

U = jT(f,;') e j27T(Tl-&f-vr) df dl dz (47)

-. *. NG~fl;V) : J NT(fI;) e -j27Tz d (48) C.

f fU( ;v) e 12r( f-nl) d& d (49)

PG(f,I; V) f f J g(r;.Tl) e j21T(-v-+&f--qI) dr d dn (50)

The above equations show that the mathematical relationships between the -

non-singular factors of the WSS forms of the mutual coherence functions, like

the general forms themselves, are related by Fourier transforms. Figure 4

shows these Fourier transform relationships. The non-singular factors in the

WSS forms of the mutual coherence functions have the following physical
interpretations.

8
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(g(t;&.T) Cross correlation of pair (g(t,&),g(t,fl for fixed and TI.

T(f I; z) Cross correlation of pair [T(ft),T(lt)] for fixed f and I.

IG(f,l;v) Cross spectrum of pair [T(ft).T(lt)] for fixed f and I.
f, f;v) as a function of v is the power spectral density

of the fluctuations of T(ft) in the variable t.

PU(,T; v) Cross spectrum of pair [g(t,&),g(tj)I for fixed and I.

PU(&,&;v) as a function of v. is the power spectral density I

of the fluctuations of g(t,&) in the variable t.

The WSS assumption affects the nature of the system functions. G(fv) and

U(&,v) have the character of non-stationary white noise in the variable v. g(t,&)

and T(f,t) have the character of stationary colored noise in the variable t.

The US assumption causes a different simplification in the forms of the mutual

coherence functions. These US forms, denoted with a circumflex throughout the

sequel, are as follows.

;.'.--.,... F (t~s;&,q) : ~~ :: ( - )( i

R T(f,1;t,s) = T(I-f;t,s) (52)

i R G(f,l;v,,.±) = , pG(l-fhJ) (53)

R v.,. PU(;, P ) 8(J-.) (54)

Substituting Q for 1-f allows the US of Equations 23 through 34 to be rewritten

as follows.

l~g(t.s: ) ""
= I t ;& T(Q;t,S) e j27T Q: dOa (55) ..-

4.,,

gSe j2T(j - - t )  dd d (56)Y-

a- ,p a (57
f" GQ;,i jT~i

i I, .



IIlk

1%*1

Gf ';V) SQ.±-V)
Figurp 4. Fourier transform relationst~i~s Detween trie WSSrorms ofr te mutuai corierence 'unctionls.

- (.;A T(nts) e j7nan(55)

g(t~s;&) f P u( ;V,P) e j2,TQ~.s-vt) IV1 (56)

-Fg(t~s; ) e -j21T&Q d '8

~T(~2t,) = J j ~u(;v,.i~)e 27T(j.s-vtC2 di. d. d (0

10
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) Ig(ts;&:) e j2aT(vt-J~s) dt ds (61)

PU(&V. P e 21T~ dQ(62)

f f f T(ts) e d'-*..',t- dQ dt ds (63)

Fr
,G1,) = I T(Qt,S) e j2Tt(vt-jps) ds (6a) as

The Fourier transform relationships between the US forms of the various mutual--.
conerence functions are shown by Figure 5. The non-singular factors in the US
forms of the mutual coherence functions have the following physical.'7...
interpretations.

, Cross spectrum of pair )T(f,t),T(f,s)] for fixed t and s..

kgt, t,&.) as a function of & is th~e power spectral aens~l*y of

.

the fluctuations of T(f,t) in 6e variable f.6

. o

T(; t,S) Cross correlation of pair T(f,t),T(f,s)] for f ixed t and s. a-.

*G(;n Cross correat ion of pai r [G(r. v), (g for fixed i and the U

IjU( ; v, i) Cross spectrum of pair [G(f,t),G(f.j)] for fixed V and .
PU(t,;vv) as a function of & is the power spectral density of
the fluctuations of G(ft) in the variable f.

The US assumption affects te nature of the system functions g(it,) and U(, )
nave the character os non-stationary white nose n the variable G(f,v ) and

T(f.t) nave te character of stationary colored nose variable f.

The WSS and US assumptions taken together Is called the WSSUS assumption.
The WSSUS form of the mutual coherence functions, denoted with an over-bar
through-out the sequel, are given below.

11L



P S( T1) (67)

R T(f I: t,5) =RT(I-t:S-t) (8

4 b

RG I; V.) PG0l-f i.') S (i-i- ) (69)

Figure 5. Fourier transform relationships between the US
forms of the mutual coherence functions. 4

Substituting I+Q for f and s-t for t allows the WSSUS forms of Equations 23
*rirougn 314 to oe written as follows.

Pe J27T&Q dQ~(1

= 9&)~ 2ttd (71)

j f ~(y e j2~T(vr2) d. Cn (73)

12
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R'T(n:5') = jg(r&) e -j2ir., d& (74)p { T(Qi) j2Tvz (5
RT(Q;Z) { { (v) e J2tv ) dv (76)

p'(=; j 'G(C;;,) e j21TQO-) (78)

'U( ;V) : { AgT(Z) e j2(Q-" d C (79)

( : { tT(Q-t,S) e j2Tr(t-iis) dt ds (80)

rZr RG(Q~v~i) U( ;v41u) e j27T-&Q ij 81

j pg(t,s; ) e dt Os I ,82)

The Fourier transform relationships between these are shown schematically in .
Figure 6. The non-singular factors in the WSSUS forms of the mutual coherence
1functions have the following physical interpretations.

Pg(-;&) Delay cross-power spectral density. Pg(O;&) is the
Delay power density spectrum.

RT(Q;z) Time-frequency correlation function.

PG(Q;v) Doppler cross-power spectral density. TG( 0 ;) is
the Doppler power density spectrum.

Pu(&;V) Scattering function. The power spectral density in

delay and Doppler of T(f,t)
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Thie W55US assumption affects the nature of the system functions. g(t,fl has
tnie cnaracter or ion-stationary white noise in the variaole and stationarg
colored noise in tnle variaote t. U( ,P) nas the character of non-stationary white
noise in botn variaDles. G(f,v) has the cnaracter of non-stationary wnite noise
in the variaole v and stationary colored noise processes in the variaDle f, T(f,t)
nas the character of stationary colored noise in Doth variables.

P S

~~~P (>vS(-)8pV) S T(42.)

Figure 6. Fourier transform relationships Detween the W$$U$

forms of the mutual coherence functions.
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SECTION 3
SEPARABLE FORMS OF THE MUTUAL COHERENCE FUNCTIONS

3.1I TIME-SEPARABLE FORMS.

Recall from Equations 37 and 38 that trie WSS assumption leads to a singu~ar'tg
of the form S(bi-v) in the mutual coherence functions RrG and Ruj. Here we
consider re~iacing 8(pi-v) in Equations 37 and 38 witn some ar:oitrarj
non-singular factor, denoted 1Q-).Then we snow the corres~onding effects
upon R T and R. We start with a pair of functions, say '(-) and -() at are
related Oy thie following one-dimensional Fourier transformation. .2.

-X i (s) e -j21Txs Is (83)

From Equation 27 we have lw

* ~ -(, ;ts) = r ~ 2,T(j is-vt):;

:-resumning Gf:,)is 'n tne formn ::a ~- 1  w 0r w

* ~RT'f~l;t,s) j '~flP)[ (JI-V) . J27T(j.5v't) d,, 55

* Replace 1Is-vt with V(s-t) (~vsto get the following equation.

RT(f,l;t~s) J G(f,l;v) e l2VS)~j~l'~)e~7~~-~ u v (85)

Substituting for ui and d for djji yields

RT(f,l;t~s) J G(fji:v) e 2(5tdve j2S (87)

From Equation 43 and 83 we aet

~-rfit.) T(f-lS-t) s(s) (88)

-: Therefore replacing the singularity 8(p~-v) in the WSS form of RG with some
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r'on-sin~gular function N(A-v) introduces the solely time-dependent factor ss
nto :ne WSS 'orrn of R'-. Equation 88 could De rewritten as

R (,T (f 1I7) i(5) (89)

so th~at all of tre s, or time, dependence has Deen separated out of ~Tand is in
i5(s). similar treatment relates3 tne time-separaole and WSS forms of the
- rraining mrutual conerence functions. The following equations snow ail of tne

-me-secaraoie formns ano snould be compared directly withi EQuations 3 '5 trirougn

z~ ' 3 (Iv) ~QiV) (92)

'V .-On 3: e " S t 3 3DPo--al :-ase ;f t'e IT-IVro.~t--' -

:ar* ;- ar, yren (s) and (,.i-v) = S( -v). Figure 7 !s the more ;nr
-e-seDarace 4ersion of Figure 4. The functions .ad a,, re st i

'13*7~~a:enat'cai: y Equations 39 tnrougn 50'.

3.2 FREQUENCY- SEPARABLE FORMS.

Pecaii frcm Equations 51 and 54 that the US assumption leads to a sircuiar~tg Cf7
*te 'orm 8(f -7 'n thie mutual :onerence functions PandI P. "ere we wn.-sd(er
'eDiac~ng i n Equations !5 and3 18 witn some aroitrary -Cn-s~nguiar

"actor, denoted f6( -Tl9. Then) we show the corresponding effects upon ;- and T
~-We start withn a pair of functions, say (-) and I~(,trat are related Dy the

'oi:owlr o-ne-dimensional Fourier transformation.

r ()e -j2TxI dl091
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iri

cioure 7. Fourier transform -elaticr-sriDs eve
time-seDaraDle orrns Df *-e _uiaI rC-rzr~p
u unct; cns.

From Equation 25 we nave

Presuming Rgts ) is in trie form Pg(t.s;Z) we :-an yrte

:;eDiacq vi'~~tin g?-~ .,~ et tIne -C.: C ~u?

RT(f, I;t,s) F ~g(t.s;&) e j,2-T(!-f) F e}2T.flt

D..s*, rtc ~r -ri 3nd -Ct 'c:r c7jec

-' 17



.nwnr rww wr nr mfl W~ u -ra . r. ,.SWa~. - ~. - .- , - ... . - f(t

Figure S. Fourier transform relationships between the
.~a. frequency-separaDle forms of the mutual conerence

funct ions.

-. From E-quations 58 and 94 we get

R4-,It )A (Ifts ()(9

Therefore replacing the singularity 8( -Trl) in the US form of 9g with some
non-singular function Ir( -Tq) introduces the solely frequency-dependent factor

(l) into the US form of RT. Equation 99 could be rewritten as

A a

so that all of the Ior frequency, dependence has been separated out of ~T and
is in ().A similar treatment relates the frequency-separaole and US forms of
the remaining mutual coherence functions. The following equations show all of

-~~ the frequency-separable forms and should be compared directly with Equations -

5 1 through 54.

Rg(t's: 'ii) Pg(t*5:&) M(-11) (101)

R T(f l~t~s) AT(l-f;t~s) (I) (102)U18
"T.
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RG(,f, I;v,L) RS(l-f;vP) (I) (103)

R.', TuI,; V. ) = u(II;V,,A) ' -T) 104' ..

The-US form then is just a special case of the frequency-separable form, in
particular, when 0(l) al and t(&-if) =( -rI). Figure 8 is the more general
frequency-separable version of Figure 5. The functions P , AT PG and PU 3re
still related mathematically by Equations 25 through 66.

3.3 TIME- AND FREQUENCY-SEPARABLE FORMS. V.-

The derivations of the two previous subsections can easily be drawn together to
provide the time- and frequency-separable forms of tne mutual coherence
functions in terms of the WSSUS forms and the arbitrary Fourier transform . -

functional pairs [ (.) and [2(),r()1 These forms are snown in the
following four equations and should be compared with Equations 67 through 70.

PC,' ,'.' P- ) c)1

Figur 9. Fore.rnfr eain~p ewe h ie n

.. 0

\~ 1'

Figure 9. Fourier transform relationships between the time- and"'::
frequency-separable forms of the mutual coherence functions.--.:

:.- *' -
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"°p.

R 9g(ts:&,Ti = g(S-t:Z&) 17&-11) Z(s) (105)

ST(f,!;t,S) RT(I-f;s-t) i(s) '0(1) (106)

P G(: ,) = VG(I-r.) ri(#-V) r(l) (107)

= Pu(:V) r(A-V) (-Tl) (108)

The WSSUS form is Just a special case of the time- and frequency-separable
form. Figure 9 is the more general version or Figure 6. The functions Pg RT

5G and PU are still related mathematically by Equations 71 through 82.

)r

3.4 UTILITY OF THE SEPARABLE FORMS FOR THE DNS CHANNEL MODEL.

The general forms of the four mutual coherence functions, defined previously by

Equations 19 through 22, provide complete four dimensional statistical
cnaracter zations of the channel. These forms are clearly non-stationary in
t;me and frequency, Dut ao not lend themselves to an intuitively appealing, or
ueven manageable. )arameterization. The assumption of seDaraDllity has provided
,'e more tractaDle, but ess general, forms of tne mutual coherence functions
given by Equations 105 through 108. These forms are too restrictive to be used

for direct characterization of arbitrary variation of the channel statistics in
time and frequency. However, these do provide a formalism to turn the channel
off over any region in the frequency-time space. This capability provides the
-asis for very general non-stationary channel models.

R". ,

Consider the separable form of RT given by Equation 106. With two variable
substitutions. Q = I - f and zr = s - t. this equation can be rewritten as

-=(l-(ZLQs-t.s) = ""T( 2 ;Z) s(s) (1) C109)

RT(Q;v ) specifies a WSSUS channel model, and thereby contains the requisite
information to model the channel over any range of time and carrier frequency
that the channel remains approximately stationary. The '(s) X() factors
provide the flexibility to drive the right side of Equation 109 to zero at
arbitrary regions of time and carrier frequency, even when Q and 'c equal 0. A

", .value of zero corresponds to no energy being propagated.

20
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In the next section, an array of channel models will be comoined to form a
composite channel. Each will have distinct i(s) (I) factors to impede energy "-,,
propagation outside overlapping regions of time and carrier frequency. The
RT(Q:Z) factor for each component model will provide a WSSUS approximation of
the channel statistics within the associated time-frequency regions of non-zero
i(s) '(). This non-stationary composite model provides an intuitively appealing

. means to parameterize the channel -- by specifying a two dimensional WSSUS
cnaracterization, in the form of RT((;t'), from region to region over arbitrarily .6

large intervals of time and carrier frequency.

21w
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SECTION 4
THE DOUBLY NON-STATIONARY (DNS) CHANNEL MODEL

Recall from Section 2.3 that a WSSUS channel model can be specified by any one
of the four two-dimensional mutual coherence functions. The most intuitively
appealing of these parameterizations is the scattering function, denoted PU in
Section 2.3, a two-dimensional power spectrum in the delay-doppler domain,
exnioiting no variation in time or carrier frequency. This section presents a
non-stationary channel model that allows gradual variation in the scattering
function with time and frequency. The 'gradual" restriction on the variation of fe.
the scattering function with frequency and time allows the channel
representation over any small region of time and frequency to be well
approximated with the WSSUS formalism. A channel having this locally

4 'stationary characteristic is sometimes called a quasi-WSSUS or QWSSUS
cranne .

In this development of the non-stationary channel representation, direct use of
the scatter~ng function is inconvenient, and we will instead use *ts CouDle
Fourier transform, denoted previous Dy RT. in addition the freQuency-time
.omain is allowed to oe arDbitrarily large, DUt is partitionea into a reclanguiar

- - grid with the frequency granulation indexed by m and the time granulat'on
i ndexed by n as shown in Figure 10.

4.1 COMBINING MULTIPLE WSSUS SYSTEM FUNCTIONS TO OBTAIN DNS
SYSTEM FUNCTIONS.

we assume that an independent random WSSUS system function, say the
time-variant transfer function, is available for each grid line crossing point.
Each such transfer function exhibits distinct statistics completely specified bu
one of the mutual conerence functions, for example RT. For this development,
we augment the notational conventions for system functions and mutual
coherence functions with the grid point indices. Thus the time-variant transfer
function at tne (m,n)tl.D grid point is denoted as Tnm(f,t). and the corresponding

: ,,WSSUS mutual corerence function is denoted as RTnm(0 'C)' which in accord
with Equations 8 and 20, and the augmented notation for T, is written as

22
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RTn,mr(Q.) Tn'm(I-Q.s-Z) Tnm(I.s) (110)

The time and frequency origin of Tn,m(f.t) is taken relative to the associated
grid point coordinates Tn and Fm . We desire to combine the independent
time-variant transfer functions, variously offset in time and frequency to treir
associated grid points, in such a way that the resulting composite time-varying -.
transfer functions spt isfy the following objectives:

1. The composi "ystem function should be QWSSUS over time-frequency
regions tha" small in comparison to the local grid cell size.

2. In the vi-'; - of a grid point, the composite system function should _ar
exhibit 0 . sta istics that match the WSSUS mutual coherence
function corresponding to that grid point. -'-

3. The QWSSUS statistics of the composite system function should vary
smoothly between the grid lines.

4. If identical WSSUS mutual coherence functions are specified for every
grid point, the composite system functions should degenerate pack to a
WSSUS channel characterization spanning the entire grid.

-le composite system functions require a few more extensions to our not3ticnai
:onventi ons. 'We denote the absolute frequency variable as f3 vrlicn s he
aoscissa of :qiqure 10. and the absoiute time var'able as t3  YiCn S 's te
rdinate of Figure 10. These are related to the the gria point relative frequency
and time variables, t and f, by offsets to the associated grid point co-orainates
: f = a - m and t = ta-Tn . Also, system functions that are "ot assumec to
ave WSSUS statistics are expressed in bold type. This will allow, for example,

tne system functions Tn m f~t) and T n m 1f, to •e efined lifernty Dc w.-..-

The above objectives can be well satisfied by a comDosite time-variant transfer
function of the form

T (fa,ta) : n ,m 'ta-Fm , ta-  i n,rjn fa -F , ta h- ).

where wnm(fa-Fmta-Tn) is assumed to be everywhere real and positive. we
ow explore the suitability of this definition of T(fata), F'rst 'efre tr'e
weigted, and therefore non-wSSUS, transfer function Tnm(f,t, s

Tn.m(ft) wn,m(ft) Tnm(ft). (1 2)
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ts mutual corierence function is trien given by -

~,r(~It.~ Tnrm(f,t)* Tnm(l,s) or (13)

- nm 1 .~') Tnm(l-,s-)W Tnm (1,S) (1 14) d

wnmr(l-Q,s-z) wn,mO's) R T nmCr) (115)

' er Equat~cn Can oe rewritten in terms of Tn' 35a follows.

T(t a, ta) Tr) Tm ra-Fm ,ta-Tn) (116)

n: utual conierence function is given by thie following equation.

M N M N

S nce tne tine-variant transfer functions associated witri distinct grid :points
r -rce~encert, .ne aDove equation can be re-written as

- T' t, ~a~ ~a' T rn,m(ra-Fm.Ia-Fm ta7nS rn)1 5

: r, Jsrg t', e substitution of Equation I111 and replacing fa and ta witr l rncl

sa- % respectively, one arrives Equation 1 19 below.

~T~a.Ia.a~'Sa) (19)

w~ r(aCm -, .- aTn-) w nm( I a-m sa-Tn) RT nm 7

Now tne criaracter of w needed to satisfy our objectives can be ascertained. For
a i cnanneis of :rterest, it can be assumed thiat triere exists some Q2maX and zmax

*called resoect velg trie maximum correlation frequency and the maximum

25
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correlation time, for wrlcn RT n,m(Q.tC) is essentially zero whien IQIis less
or. -C 1mxo is ess than z7 We nenceforth require that the weighting

function w is chosen so that

wm(lS wnm(l-Q,s-tzlwnmr(l,s) (120)

for all n~m,l,s and all Q and r'such that I2< mxor r < 'rma. That is,
the right side of Equation 120 may not change appreciably for values of Q and c
for which the amplitude of RT~ n,mn(Q.Z) much exceeds zero. For this restriction
on the choice of w, Equations 1 15 and 1 19 can De rewritten as follows.-

RT n).m(0QJ5-,s) w nm(l) R T n, m(0  (121)

M1 N

RT(Ia-Q.Ia.Sa- ,Sa) wnm2r( Ia-Fm, sa-Tn) R T rnm(O.- )(2)

A comparison of Equation 121 with Equation 109 of Section 3.3 indicates that
trie noin-WSSUS mutual coherence function, for each weighted W$SUS system
rnc*!cn at any grid Doint can De Dut ir, time- and frequency- seDarable form.
--e :roice of -N, w:thin *he estrictions stated above, allows Complete :3ntro>
>ver -he seDaraDie factors i(s) and -3),a their assoc:atea :our~er
rs f-rrn. s, and ?-',discussed in Section 3. Thtese 'our 'ac~ors 3re

nencef ortri denoted n(s), am(l). rn(ji-l)) and i m($-In.) to conform to the
rotation of 'this section, and to emphasize that one is 'ree to vary t.nese
seoaraole factors for each point in tne grid. Eacn wnmr(l,s) Should De closen
ee~ual to tre scuare root of the desired Droccuct of -1(s) -and rn(l) at tne (n),m)1
nrid point.

4.2 CHOICE OF WEIGHTING FUNCTION W LEADING TO PIECE-WISE-LINEAR
VARIATION OF RT IN TIME AND FREQUENCY.

RT(ra.Ia~ta,sa) will Vary in a piece-wise-li!near fashion in time and carrier
frequency if the time and frequency dependent factors of the separaole form of
PTIn~ at each grid point takes the following form.

-A-( s/aTln Rect~s/ZAT n-0.5) +j
-A( s/, Tln) Rect~s/Z T n-0.5) (123)
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m(l) - A.-( I/AFTr) Rect(l/AFTm-0.5) +

-A..( I/F'm) Rect{/AF~m 0.5} (124)

where

AT = Tn 1 - Tn = AT'n+i (125)

ATn = Tn - TI = ATtn -  (126)
.6 

e

AFtrA = Fm+ 1 - Fm = AF4 n+i (127) "%

/FIm = FmFmo1 = AFtn-i (128)

and A.{.} and Rect(1' are defined below.

1- xI for -1 < x <1
_jjx} { se (129)•

0 otherwise .-'

I for -1/2 < x < 1/2
Rect{x) - (130)

0 otherwise

The weighting function wnm resulting frorri the above form of ,+js) and 5,n().
is given by the following equations.

wnm(Ls) n(S) m(l) 11/2 =31)

11/2 T/
-,A{ s//T n} Rect{s/ATn-0.5} -A_- I/AFtm) Rect(l/Ftm-0.5)

IN
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