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ABSTRACT

This paper reviews recent progress on understanding precipitation

induced grain boundary corrosion, with a part'cular emphasis on explaining
the variable amounts of corrosion that can occur on different grain
boundaries, or even along a single grain boundary, of a sample.

INTRODUCTION

Many examples of uneven grain boundary attack on a sample are available

in the literature. Often, a comparison of different grain boundaries in a
sample shows that they are not all attacked with the same severity. Some
boundaries may be virtually unattacked while others exhibit wide trenches

caused by the corrosive action. Consideration of the relative energies of

the boundaries can usually account for the different degrees of
precipitation and thereby for different responses to the corrosive solution;

this is at least suggested in some recent results of sensitization in
stainless steels [l].

There are, however, different ways in which uneveness of the corrosion

can manifest itself and, thus, there may be more than one, and perhaps
several, causes of uneven grain boundary attack. In considering a single
grain boundary segment, the amount of attack on either side of the boundary
can differ. A recent model [2,3] based on the two adjacent grains being of
different size, can be used to explain this behavior for certain aging
conditions (3]. Grain boundary motion could also be a factor, in
particular, grain boundary motion that is induced by the diffusion or

precipitation processes.

One can occasionally see a series of trenches along the length of a
grain boundary separated by uTiattacked boundary segments. A recent finite .,
difference model of the kinetics of sensitization in stainless steels shows .0

1
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H. W. PICKERING AND R. N. IYER

how the Cr concentration can vary along the length of a grain boundary
[4,51. The calculated Cr profiles from this model are consistent with the
observation that grain boundaries can be sensitized over their entire length
or only along segments of their length depending on the aging conditions.

Thus, there are different categories of uneven sensitization at grain
boundaries. Those described above are illustrated in Figure I. Although
the situations in Figure 1 can be found in various alloy systems, most of
the understanding of these features have come from investigations of, and
the application of models to, ferritic and austenitic stainless steels.

In stainless steels, corrosive attack of the grain boundaries occurs
after elevated temperature heat treatments that enable carbides to form at
the grain boundaries. The steel is referred to as sensitized if certain
corrosives attack these boundaries. The corrosive attack of sensitized
stainless steel is generally accepted to be explained by the
chromium-depletion theory [6,7], although the completeness of this theory is
now open to question (i1. In this theory chromium rich carbides form in the
grain boundaries, thereby depleting the adjacent alloy of chromium, and it
is this chromium depleted material that is susceptible to corrosive attack.
The need for a more complete theory follows from the observation that the Z
width of the attacked region at sensitized grain boundaries is usually
several times larger than the width of the Cr-depleted zone produced by the
carbide precipitation process [1].

Over the years an explanation of why the Cr-depleted material is more
susceptible to corrosion has developed around the well known relationship of
an increased tendency for passivation with increasing Cr content of the
stainless steel. This is nicely illustrated in the experimental results of
Frankenthal and Pickering [8). Thus, the open circuit potentials of
corrosives used to test for sensitization, e.g., the Strauss test, are in
the range of the active/passive transition for chromium contents below
approximately 13%. A consequence of the theory is that the corrosive action
is confined to the Cr-depleted alloy, i.e., the corrosive attack would not
propagate into the adjacent alloy of bulk Cr content. Since, in fact, bulk
alloy adjoining the Cr-depleted material is corroded during grain boundary
corrosion of sensitized stainless steels, some modification or extension of
the Cr-depletion theory is needed. Just what that modification should be
remains to be seen. One possibility is the initiation of a localized
corrosion process following the formation of the crevice-like cavity during
attack of the Cr-depleted material [1].

RESULTS

A brief review follows of the above mentioned modeling and experimental
results that give some insight into some or all of the types of grain
boundary corrosion mentioned above and depicted in Figure 1.. host of the

2 
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PRECIPITATION INDUCED NONUNIFORM GRAIN BOUNDARY CORROSION
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(a) Type 1 (b) Type 2 (c) Type 3

Figure 1. Schematic diagram showing three types of nonuniform grain

boundary corrosion (a) from boundary A to boundary 3 (Type 1) (b) on either
side of a boundary (Type 2) (c) along a single boundary (Type 3).

progress made on the subject is current and has only recently. or soon will,
appear in the literature. The topic of uneven grain boundary attack is
timely since it has not recently been a part of symposia on sensitization or
grain boundary corrosion. When referring to uneven grain boundary attack in .5

what follows, Types 1, 2 and 3 correspond to the three classifications in
Figure la, b and c, respectively.

Type I Grain Boundary Corrosion

Because the structures of grain boundaries and the habit plane
relationships between the grain boundary precipitates and the grains vary
from boundary to boundary, e.g., from Boundary A to Boundary B in Figure la,
the Type I behavior shown in Figure la is to be expected. There is,
however, only qualitative understanding of the phenomena based on a scarcity

of research to the present time. Work by Erb et.al. [9] on Cu, by Arora and
Metzger [10] on Al and by others [11,12] was helpful in this regard. The
recent emphasis of this problem is due to Bennett [41. qis studies of
sensitization in austenitic and ferritic stainless steel were on the
influence of misorlentatlon angle, grain boundary structure and habit plane
on the variation in kinetics of sensitization among the boundaries of a
sample. To establish grain boundary atomic structure, orientation
Information of the adjacent grains, obtained with the electron

backscattering (EBS) technique 113,14], was combined with the SEM mage of
the surface to obtain the orientation of the grain boundary. Modelirg of

3

UJ



H. W. PICKERING AND R. N. IYER

the grain boundary structure was based on ideal crystallography and the
coincident site lattice concept. The results support the concepts (1) of a
threshold misorientation angle whose value is a function of the aging time
and temperature, below which boundaries are of sufficiently low energy that
sensitization does not occur, and (2) of a major role of grain boundary
structure in explaining the wide variation in sensitization that occurs in
grain boundaries having misorientation angles greater than the threshold
value. These concepts are reviewed in some detail in another paper in this
session [15). This explanation of Type 1 behavior considers the nucleation
and growth of the grain boundary precipitates as unique functions of the
boundary structure.

The role of the habit plane relationship between the precipitate and
the grains forming the boundary could also be a factor in Type 1 attack. In
particular, habit plane effects are expected to be more predominant in low
angle ( < 110) grain boundaries, and grain boundary structure effects be
more significant in higher angle grain boundaries. This is due to the fact
that low angle grain boundaries consist of the same {h k 1} planes tilted to
each other with the space in between accommodated by a dislocation network.
If the {h k 1} plane is a matching plane for carbide precipitation, the
grain boundary will be a favored interface for precipitation. However, for
a high angle grain boundary, the grain boundary energy is high enough to
facilitate carbide precipitation without the need of a habit plane match.
These aspects are discussed in detail in an upcoming paper (3]. Both grain
boundary structure and habit plane effects are accentuated during nucleation
and initial growth of the carbide precipitate. Therefore, consequence of
these effects will be best seen in a quenched/air-cooled ferritic stainless
steel for which C > 0.03% or in a shortly aged austenitic stainless steel.
For longer aging times, the kinetics of carbide growth will be affected by
grain size, especially in cases of limited carbon supply for the ferritic
stainless steels.

Considering again metal carbide as the precipitate, in cases of limited
carbon supply, another explanation of Type I behavior is based on grain size.
The salient point is that the larger is the volume element supplying carbon
to unit area of grain boundary, the more extensive will be the sensitization

per unit area. Assuming spherical grains of radius r, since the area of the
grain boundary per unit grain volume will be a decreasing function of r,
grain boundaries formed by large grains (Type A in Figure la) will be more
heavily sensitized than those formed by small grains (Type B in Figure 1a).

Since the greater the sensitization, the wider is the width of the
Cr-depleted layer, a ccrrosive solution produces Type 1 behavior: but in
this case, there is a unique relationship between the width of the
Cr-depleted layer and the size of the grains at each grain boundary. A

limited carbon supply is more likely to become a factor for alloys with a
low carbon content and/or small grain size. The grain size effect in
sensitization is described elsewhere [2,3] and is summarized in another

4
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PRECIPITATION INDUCED NONUNIFORM GRAIN BOUNDARY CORROSION

paper in this session (151.

Type 2 Grain Boundary Corrosion

When a greater attack occurs on one side of a grain boundary, as
illustrated in Figure ib, both habit plane and grain size could be factors.
A favorable habit plane relationship, especially for a low angle grain
boundary, between the precipitate and one of the two grains forming the
boundary favors growth of the precipitate into that grain. The chromium
sustaining growth of the precipitate also comes from the same grain and so
its Cr-depleted layer is of greater width than that on the other side of the
boundary.

Similarly, when a grain boundary is bounded by grains of different size

and providing the mass transport conditions and carbon content of the alloy
are in the appropriate ranges, the grain size effect can cause Type 2
behavior. For the reasons given under Type 1 behavior, the width of the
corrosive attack is greater on the side bounded by the larger grain.

Type 3 Grain Boundary Corrosion

In some commercial, relatively large grained ferritic stainless steels
the metal carbides nucleate and grow so fast that it is common to find a
sheet-like distribution of carbide covering most or all of the grain
boundary network following a quench from the annealing temperature. In this
case the Cr level along the boundary may be nearly uniform. This is the
situation for which many kinetic models of sensitization are applicable
[2,3,16,17]. If the kinetics of the interface reaction and of carbon
transport are fast relative to the transport of Cr, the uniform Cr

concentration will be that coexisting with the carbide and the bulk carbon
concentration. Otherwise, the uniform Cr concentration at the interface
will lie somewhere between this value and the bulk Cr concentration.

On the other hand, in the austenitic stainless steels for which the Cr
diffusivity is almost two orders of magnitude lower and the C diffusivity is
almost three orders of magnitude lower, and in other ferritic stainless
steels of lower carbon level or smaller grain size for which the supply of
carbon becomes a factor, only relatively few carbides are usually found
along the grain boundaries following the quench [14]; as a result, the Cr
level can be quite inhomogeneous along the boundary. In this case the
carbide spacing and the subseauent aging conditions become factors in the
uniformity, or lack thereof, of sensitization along the length of a grain
boundary. This situation could be a cause of Type 3 behavior, and is
treated in a recent new general model of precipitation at grain boundaries

developed by Bennett [4,51.

When considering variations in the precipitation kinetics at a single

5
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grain boundary, other factors that normally have primary importance can be
much less important, i.e., habit plane relationship and grain size.
However, grain boundary structure could be a factor in that there might be
regions of high coincidence and other regions of large misfit. Regions of
large misfit would be accommodated by various defects that could act as
excellent sites for carbide nucleation and growth. Due to such inhomogenity
along a boundary, the kinetics of growth differ. Thus, diffusion fields
would develop both perpendicular and parallel to such a boundary.

A major advantage of the Bennett model is that it considers overlapping
diffusion fields within the grain boundary. Numerical (finite difference)

calculations were used to accomplish this in the modeling. This sharply
contrasts with analytical solutions (error function or series type) that
have practical range limitations (i.e., short or long times). The model
accounts for rapid diffusion within a grain boundary (x direction) between
two lath-like precipitates. The slower volume diffusion is assumed to occur
only normal to the boundary (y direction). In this manner, concentration
profiles develop both in and normal to the grain boundary. Most importantly
for application of the model to sensitization in stainless steels, the
critical regime when neighboring Cr diffusion fields first overlap within
the boundary can be closely followed. The major assumptions of the model
[5] are (1) the grain boundary precipitates have a lath-like morphology;
therefore, diffusion fields in the boundary are planar. (2) Diffusion only
occurs in the x direction within the grain boundary and in the y direction
within the bulk of the grain. (3) The precipitate-matrix interface remains

relatively stationary during the grain boundary precipitation process (as
compared to the average distance between precipitates). (4) Diffusion of
one component of the precipitate (Cr in the case of stainless steel) is much
slower than that of other components (carbon) so that its transport

completely determines the precipitate growth rate. These assumptions are
reasonable for application of the model to the stainless steels, in
particular the austenitic stainless steels. In the case of the ferritic
stainless steels assumption (3) comes into question because of the
relatively small metal carbide spacing.

Since the model includes sensitization time and temperature,
precipitate spacing, grain boundary and volume diffusivity, and grain
boundary width as parameters, it provides a powerful means to theoretically
investigate the sensitization process. Typical calculated profiles for an
austenitic stainless steel containing 18% Cr are shown in Figure 2. The
suitability of the model for the austenitic stainless steels is supported by
the good agreement with the experimental results of Hall and Briant [18] who
determined the chromium profiles in and normal to the grain boundary for a
situation where the carbides were so widely spaced that the chromium
diffusion fields within the boundary did not overlap even after 100 hours of
aging at 700°C. To simulate these experimental conditions, the carbide
spacing was set at 10 um and the diffusirn coefficients and interface

6
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-ka

10.

(a) I.sec. (b) 10 sec.

Cc) 100 sec.
(d) 1,000 sec.

Ce) 10,000 sec.
Figure 2. Calculated Cr concentration profiles in the boundary (x
direction) and norm-al to the boundary into one of th7e adjacent grains (y)
for a carbide spacing of 1.02/LtD in a type 304 austenitic stainless steel
aged at 650 0 C for \'aric'us times. Cr concentaration is plotted along the
vertical axis (z direction). [4].

7
%Iq



H. W. PICKERING AND R. N. IYER

compositions for 700°C were used. Calculated results using the model [4,5]

and the experimental data of Hall and Briant [181 are shown in Figures 3a
and 3b. Both the calculated and experimental profiles normal to the

boundary in Figure 3b are for a grain boundary position approximately 0.2 ' m
away from the carbide (in the x direction within the grain boundary plane).

Defining a fully sensitized boundary as one in which the Cr level is
below 13 at. % everywhere along the boundary, the calculated time for
sensitization was found to agree well with experimental times, e.g. the
calculated time for the simulation shown in Figure 2 was 2160 seconds [51 of
aging compared with experimental results which showed that most boundaries
in a Type 304 stainless steel were fully sensitized between 1800 and 2700
seconds of isothermal aging at 650°C [I]. Therefore, this model has the
property of being able to estimate sensitization times. This is true for
both a bulk alloy, where the model parameters are average properties (i.e.
carbide spacings and diffusivities) and a single grain boundary, where the
parameters are unique properties of the boundary [1,4]. The accuracy of the
calculated sensitization time depends Drimarily on how well the spacing of
the carbides is known for a given aging temperature and alloy composition.
Thus, since the model describes a process which is both nucleation and
growth dependent, the role of nucleation of the precipitate still needs to
be included in a complete model, in which case sensitization time could be
calculated without a knowledge of the precipitate spacing.

Based on the above definition of a fully sensitized boundary, uneven
attack of the type depicted in Figure Ic could occur for a partially

sensitized condition where grain boundary segments, but not the entire
length of the boundary, fall below the 13% Cr level. This explanation may
be oversimplified for some observations of Type 3B behavior (Figure I). In
this case, diffusion induced grain boundary motion (DIGM) may be involved.
But whether Cr diffusion can cause this phenomenon has not yet been
investigated. Another possibility is that the growing carbide laths can
induce grain boundary motion to minimize excessive intefacial energies: this
may be termed precipitation induced grain boundary motion (PIGM).

CONCLUSIONS

1. Three types of nonuniform grain boundary corrosion are identified.
These are the variants (a) from grain boundary to grain boundary of i s.-impe
(Type 1), (b) along either side of a boundary (Type 2), and (c) along a
grain boundary (Type 3).

2. Each of the above three types of nonuniform grain boundary corrosion is
discussed as to the possible causes, for the case of precipitation induced
grain boundary corrosion.

8
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Finite Difference Model Profile
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(a) 15 0

+) 0
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Figure 3. Calculated Cr concentration profl]es. (a) in, and (b) nor-al to
the grain boundary after aging 100 hrs. at 700 0C for a carbide spacing of
l0Qmr in type 304 3ustenitic stainless steel. [4].
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H. W. PICKERING AND R. N. IYER

3. A review is given of the different factors known to contribute to
nonuniform grain boundary corrosion. These include (a) grain boundary
structure, (b) habit plane relationship with the precipitate, (c)
misorientation angle, (4) grain size and (5) diffusion/precipitation induced
grain boundary motion.
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ABSTRACT

Thermodynamic modeling of sensitization in ferritic stainless steel,

using the Kohler formulation and interaction parameters from phase diagrams,

yields the specific interfacial chromium concentration at the carbide-matrix
interface as a function of the carbon and chromium concentrations and
sensitization temperature. Using an electrochemical measuring technique, the
level of chromium in the Cr-depleted material of a Fe-16.5Cr-O.055C steel
aged at different temperatures was estimated. Temperature dependence of this
measured chromium content correlates fairly well with that predicted by the
model. Kinetic modeling and experimental results indicate that differences
in sensitization and intergranular corrosion among grain boundaries in a
sample are based on grain boundary structure, habit plane and/or grain size.

INTRODUCTION

The problem of sensitization in stainless steels and the consequent
susceptibility to intergranular corrosion have been studied for a long time
(1-5]. Most of the studies, especially the recent works, have concentrated
on the austenitic stainless steels. The sensitization process that causes Cr
depletion at grain boundaries has been modeled on the basis of limiting Cr
diffusion to the grain boundaries where Fe-Cr carbides typically (CrFe)2C6
form (3,6,71. Sensitization and intergranular corrosion are influenced-y
grain boundary structure, as has been shown in a recent study (3].

The development of Cr depleted zones in sensitized alloys depends on
both thermodynamic and kinecic conditions for carbide precipitation and
growth. There are minimum levels of Cr and C that are in quasi-equilibrium at
the carbide-matrix Lnterface [5,9,101. This interfacial Cr concentration
depends on temperature and alloy composition, particularly bulk C

concentration, as shown by Was and Kruger [9) for Ni-Cr-Fe alloys.

In this paper, a model is developed for Fe-Cr alloys patterned after the
Was and Kruger model. It incorporates the effects of temperature and alloy

composition with particular reference to the carbon concentration for

I
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R. N. IYER AND H. W. PICKERING

calculating the minimum Cr concentration in the Cr-depleted zones next to the
grain boundary carbides.

THERMODYNAMIC ANALYSIS,

Combining the free energy change of carbide precipitation (AG) with the
activities of the components, derived from solid solution interaction
parameters, the carbide-matrix interfacial concentrations of Cr and C can be
computed. The following analysis of the Fe-Cr-C system is similar to the
approach utilized by Was and Kruger (91 for the Ni-Cr-Fe system.

The formation of Cr,Fe carbide can be described generally by the
reaction

nFe + mCr + C Cr Fe Cm n

where the free energy change

ai

Cr arFe C 1

(AG)CrmFenC - GCr Fe C - m GCr -n GFe GC -RT 1 -m m.
m n a Cr a Fe a C

i-RT lna + mRT in ac + nRT ln aF +RT ln a (1)
Cr FeC (1) e C%

The free energy of the Fe-Cr-C solid solution (Gbcc) can be described
in terms of 5he Kohler formulation [11] as:

X.X.
GbCC - Z x.G.cc + RT Z x. 1n x. + Z. xL L (g (2)L I L ij I (xx j  xigij+xjgji)

where G C-. is the free energy of pure cononent i in the bcc phase,
I c.relative to its reference state (i.e., Gi  represents the lattice

stability values for the alloy components). x. is the atom fraction of
component i, i.e.,

x. - 1 (3)

g.. is the binary interaction parameter between a pair of components i and
j" These quantities are obtained from calculations based on binary phase
diagrams [12-14J. In general, gi # g.I and R and T have their usual
meanings.

The partial molar free energy of the ith component (G.) is given

by:2
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t x.x. x.

= GbCC -oref. state + RT in x. + [ + (1-xi)]
i i i . Cx.+x.) (x+x.) gij

2 2

1 xi] &, x,

+i Z+)ter

where i, j or 1 represent Cr, Fe or C; j A i; 1 (0j, and (G.) is the

ternary term, signifying Fe-Cr-C interactions. 
L

In terms of activities, ai, of the components,

G. RT in a. (5)

Equations (1), (3), (4) and (5) can be solved simultaneously in order to

determine the interfacial Cr and C for a given alloy that forms carbide of
known formula.

A specific case is solved here for Fe-16.5Cr alloy forming (FeCr)23 C6,

which is the normal carbide type found in sensitized ferritic stainless
steels [4,15]. The following assumptions are made:

(1) The carbon activity remains spatially uniform. This assumption is

validated by the fact that the diffusion coefficient of carbon is several

orders of magnitude larger than that of chromium.

(2) The carbide-matrix interface is at local equilibrium.

The carbide (CrFe) 2 3C6 6 can be written as (CrFe) 2 3 /1 C in which the

individual chromium and iron contents, m and n in r Fe C are taken from

the literature (10,16], i.e., n+m-23/6. For 25% Cr steel, the carbide is of

the form Cr1 7Fe6C6 [16] (or Cr17 /6 Fe C), and for 2.25% Cr steel it is

Cr9 Fe14 C6 (10] (or Cr9/ 6 Fe 14/6 C). Utilizing these values, m -

(23/6) (xcr)0.25 where xcr is the atom fraction of Cr in the alloy.

The free energy change ((G)cr Fe C) can be obtained [ 12 ,13 as:

2 3 m n
(AG) F u A + BT + CT +DT , where A, B, C and D are constants that(GCr Fe C

m n

depend on the alloy composition.

8 i5For 16.5% Cr steel, n= ,m =--L and so
6' 6

3
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(AG)r 1  _ Cr -3810 - 9.6T - 4.47x103 T2 + 3xlO T3 (cal/mole)15l/6 e8/6C

b The the binary interaction parameters (g..) and
G. for the Fe-Cr system [17,19] are giveA in Table I.

Table I: Binary interaction parameters (g ij) and Free Energies (Gi)

Components: Cr-Fe(=Fe-Cr) Cr-C(=C-Cr) Fe-C C-Fe
9ij(cal/mole): 6000-2.5T -32000 -8400-9.04T -22900-6.95T

bcc- bcc bcc- bcc bcc graphite ... T (ca/mole
G 0n; G 0;G3503.T(a/oeCr Fe = C

The system of equations (1), (3), (4) and (5) are reduced to two
nonlinear equations in x and x. These are then solved by a completely

dicrtze Cr C h enr , ter
discretized Newton-Raphson procedure (17,18]. The ternary term, (G)
is obtained by using the formulation of Hillert [19] as follows:

(Cr) ter =XX(l-Xr) HT

- ter

C CrFe (1-xC ) HT

(G terFe = XCr XFe xC HT

ter
FehtG x x C *x Fe x x H

so that, (G) t XCrGCr + xC GC + xFe GFe xCr xFe xC HT'

HT, the temperature dependent parameter, was found by iteration to
satisfy the carbon solubility constraint at each temperature. Carbon
solubility is obtained from the Fe-Cr-C phase diagram [20] as: ln(W ) 9.4
- 15000/T, where WC u wt% C.

Analytically, HT is given by

H = -49359 + 42.86T - 5.44x0 -2 T2 + 2.69xi0 -5 T3 (cal/mole) (7) -T%

The interfacial Cr concentration (x ). is plotted against
e s a )e wr
temperature, for different bulk carbon concentrations, in Figure 1. It can
be seen that (x ). increases with temperature, but decreases with increasing

Cr.iL
carbon concentration, which is consistent with literature findings.

EXPER IMENTAL.

The electrochemical technique of potentiostatic polarization, used bv
Frankenthal and Pickering [4] has been utilized to assess the minimum level

of chromium in the depleted zone of sensitized alloys. This technique is

4
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based upon the fact that the passivation potential of Fe-Cr solid solutions
is a strong function of their Cr contents. The passivation potentials,
experimentally determined for ferritic Fe-Cr alloys in IN H SO solution as
a function of Cr concentration by Frankenthal and Pickering2 [41 , are plotted
in Figure 2. Thus,the Strauss test, which has a potential of about 100
mVscE [21], will corrode depleted zones in ferritic stainless steel with Cr

concentrations less than approximately 10% [4]. The critical Cr
concentration below which a stainless steel loses its immunity to corrosion
is about 13%.

The principal alloy investigated was a commercially available 430
stainless steel with the following chemical composition (wt%): Cr-16.46,
Ni-0.32, Mo-0.024, Mn-0.48, Si-0.36, C-0.055, N-0.016, P-0.035, S-0.004.

Coupons, 1cm x 3cm, were cut from cold rolled, annealed and pickled 0.12cm

thick sheets of the steel and given the following heat treatments:

A. 1 hr annealing at 12000 C, followed by a water quench

B. As in A + I hr aging at 475 0 C or 590 0 C, followed by a water quench

All of the heat-treatments were carried out on specimens encapsulated in
Vycor glass under vacuum, after intermittent purging by argon gas, to prevent

oxidation and Cr loss during heating. Following the heat-treatments,
specimens were polished, using finally 0.05 jm alumina powder.

Electrochemical tests were carried out in three-electrode cells, using
platinum giuze as the counter electrode and a saturated colomel reference
electrode. The electrolyte solution was IN H SO deaerated wich argon at
ambient temperature. The potentials were appie using a potentiostat
interfaced to a personal computer, which recorded the potential, current and

elapsed time.

Tested specimens were examined by light microscopy for intergranular
corrosion and photographed.

RESULTS

The polarization curves, obtained for the 430 stainless steel given the
various heat-treatments, are shown in Figure 3. It is evident that the
anodic currents are substantially higher for the samples heat treated in the

critical temperature region.

Figures 4 and 5 show the current (i) vs time (t) plots at various

aoplied potentials, for specimens aged at two different temperatures, along
with the respective micrographs. From the i vs t plots and micrographs, it

is clear that the passivation potential for the sample aged at 590 0 C is 200
mVSCE and as per Figure 2, the minimum Cr level will be approximately 7%.

6
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For the sample aged at 475°C, the passivation potential is 300 mV
corresponding to a minimum Cr level of about 4%. Thus, the minimum'Cr level
in the sensitized alloy appears to be a function of the sensitization
temperature, as predicted by the model.

DISCUSSION

From the foregoing results and analysis, it can be deduced that the

sensitization temperature and bulk carbon concentration both play major roles
in the sensitization process. Since the Cr diffusivity is quite high in
ferritic stainless steels, it may be that the carbide growth that occurs
during aging is partially controlled by the interface reaction, in which case
the interfacial Cr concentration (Cr). will be higher than the equilibrium
value. This is consistent with the result that the experimental values are
higher than those predicted by the model, e.g., I% vs 7% Cr for the 590°C
aging. Results of Frankenthal and Pickering [41 indicated that the chromium
concentration in the depleted zone can be much below 5% Cr, approaching 0%
Cr. These differences in the measured Cr concentration could be due to an
inherent inaccuracy in determining the exact passivation potential. Besides,
it is a well known fact that carbide precipitation cannot be totally
suppressed in bcc stainless steel even by quenching from 12000 C. Thus the
nucleation and initial growth of these carbides occurs before aging. One of
the factors that can effect the slowing of the interface reaction is a
limiting carbon supply; thus, the interface reaction kinetics and Cr
diffusion to the boundary become comparable kinetic processes. It is likely,
however, that the dominance of either of these kinetic processes will vary
among the grain boundaries of a sample and, thus, so will the Cr level,
because of a number of other factors, such as grain boundary structure, habit

planes and grain size.

Effect of Grain Boundary Sr.ucture and Habit Planes. The effect of
grain boundary structure on intergranular corrosion [8] has been studied with
the help of an Electron Backscattering technique used in conjunction with an
SEM (22,23]. Analysis of the back scattered pattern yields information about
the crystallography of individual grains, and by utilizing Rotation Matrix
calculations [24,25], the grain boundary misorientation angles can be
computed. Ideal atomic configurations at the grain boundaries can then be
determined by knowing the orientation of the boundary plane from the SEM
image [8].

To illustrate the above, a sample of the sensitized and corroded
ferritic stainless steel (Fe-19Cr-0.09C) has been analyzed with the EBS
technique. Figures 6(a) and (b) show the SEM image and the plot of corrosion
groove width vs grain boundary misorientation angle between the labeled

grains. The data in Figure 6(b) are consistent with the idea of a threshold

misorientation angle for a particular agi'l ,d t:. he>ow whih

sensitization does not occur.
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Figure 6. (a) S4 micrograph of a sensitized and anodically dissclved Fe-l9Cr

sample, illustrating a wide variation in the widths of the grain
boundary grooves, (b) a plot of measured grocve %'idths in Fe-19Cr
sample, as a function of the -isorientaticn angle. After .-ennE-t

and Pickering [8].
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At a constant misorientation angle (90) of the two segments of grain
boundary between the grains G and H, the atomic configurations of these two
segments, determined by the EBS technique [8,23], can be different; this is
illustrated in Figure 7. It is evident that the lower boundary segment
(arrow parallel to boundary in Figure 6a) has an atomic arrangement (Figure
7b) much more in coincidence than for the upper segment (Figure 7a). The
observed groove widths reflect this i.e., 0.04 for the lower segment and 0.17
for the upper segment (circled points in Figure 6b). In other words, a grain
boundary exhibiting a low coincidence of atomic sites sensitizes more readily

and extensively.

The effect of habit planes on sensitization is much more difficult to
establish. However, it is reasonable to expect that nucleation of '4 C
precipitate having a fcc structure [26] will favorably occur on (111 3 panes

along the <110> direction of the parent phase (bcc) since it can match with
the (110} planes along the <111> direction of the carbide (fcc). Thus,
faceted and probably planar precipitates and puckered grain boundaries (27]
can be the result. Therefore, those grain boundaries with boundary planes
favorably oriented for carbide nucleation will be expected to have faceted
precipitates towards the appropriate grain and the carbide will grow into

this grain.

Effect of Grain Size. Since the carbide precipitation is occurring
almost exclusively at the grain boundaries, it is expected for some
conditions of mass transport and carbon content that the overall extent of
sensitization would be proportional to the area of the grain boundary per
unit volume of the alloy. Thus sensitization depends on grain size in that
the amount of carbon available per unit area of boundary will be less for
small than large grains. Assuming spherical Arains of radius, r, the area of

the grain boundaries per unit grain volume (-) can be plotted as a
function of r; a schematic plot is shown in Figure 8. Thus, considering a

typical grain size distribution shown in Figure 9(a), the Cr depleted zone
widths at the various grain boundaries will be different for certain aging
times, as illustrated in Figure 9(b). Referring to Figure 6(a), it is

apparent that the boundaries constituting grain A, which is the smallest
grain, is the least corroded of all the boundaries. This observation
reinforces the possible effect of grain size on sensitization. 4owever, this

effect is expected to taper off above a certain grain size regime for whizh
the available carbon is adequate to fully sensitize all of the boundaries.
This can be seen in Figure 8 where A/V approaches a constant value as r
increases.

CONCLUSIONS

(1) A thermodynamic model is presented that predicts the carbide-matrix

interfacial Cr concentration at the grain boundaries of a ferritic stain-
less steel as functions of temperature and carbon content in the alloy.
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(2) An electrochemical technique was utilized to estimate the minimum level
of Cr in the Cr depleted zone. The results of this measurement
correlate with the model predictions on the temperature dependence of
the carbide-matrix interfacial Cr concentration.

(3) Sensitization occurs above a certain threshold misorientation angle.
Boundaries with a large misfit or low coincidence of atomic sites
sensitize much more.

(4) In a certain grain size range a sample will exhibit differences in the
extent of sensitization, owing to the differences in grain sizes: the
finer the grain size, the less the sensitization.
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ABSTRACT

In this work a traditionally misregarded point of view, the shift in the local
electrode potential, is shown to be of great practical importance as well as a key
factor from a theoretical perspective for understanding the localized corrosion
problem. An active local condition can occur based solely upon electrode potential
drops along cracks or crevices even in the absence of large gas and/or solid
corrosion product accumulations.

INTRODUJCT;ION

The magnitude of the potential drop that can be obtained in restricted
environments such as pits, crevices and cracks has been an open controversy over
the years. Both, supporters of their existence and opponents, are very strong on
their convictions and none of them seem to yield ground to the other. What this
ongoing controversy indicates is, that present day knowledge of the chemical and
electrochemical conditions inside restricted environments is very limited. Thus,
any contribution helping to clarify the Nnole picture is warmly welcomed.

A common feature of all growing pit: crevices and cracks Is the restriction in
the mass transport from the cavity to tre ulk solution and vice versa. The most
common of the naturally occurring phenomena conducive to this situation involves -%
either the accumulation of solid corrosion products or the entrapement of gas
bubbles within the walls of the cavity. The former has received a fair amount of
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attention, see e.g. [11, but the second type concerning the effect of In-place
bubbles on the electrode potential in a cavity has not been examined to its due
extent, despite supporting experimental evidence showing definitively a possible
new approach to pit initiation and growth. A paper reviewing these ideas has been
published elsewhere 12,31, therefore no details will be presented here.

Existing reports in the literature show that large potential shifts (of the order
of one volt) towards the active region have been found inside growing pits [4,51,
and also that hydrogen gas evolved from these locations [5,6]. These results are
not consistent with traditional theories of localized corrosion that invoke
compositional differences in the electrolyte as the cause and ignore potential
drops or with current models for pit growth that indicate a maximum expected
potential drop within the electrolyte in the pit on the order of 100-300 mV [5,7,8].
It has also been shown that the large (1 Volt) potential drops within the pits were
totally within the electrolyte phase, rather than within a film at the pit surface
15,9-I 11. As a consequence of the latter, a contribution to the potential drop from
an increased resistivity In the current path in the liquid has to be invoked.

Based on the fact that the evolution of hydrogen gas from the pits has been
observed simultaneously with the large potential differences, the evidence is
conclusive that the thermodynamic conditions for hydrogen gas evolution are met
[51, which would be otherwise impossible if the local electrode potential in the
crack was not much more reducing compared with the outer electrode surface
potential, I.e. more negative than the hydrogen equilibrium potential. This shift of
the electrode potential In the less oxidizing direction, corresponding to a decrease
in the overpotential of the anodic metal dissolution reaction is bounded by the
limiting potential (Elim) of the system [12]. It follows that a portion of the pit in
the potential region between Elim and the active/passive potential will be
undergoing active, rather than passive, dissolution [2,31.

The experiments described in this paper are designed to show the effects that
the local electrode potential and the dissolution characteristics have on the
events occurring In a crevice. Even though a theoretical treatment will not be
presented, the importance of large potential changes in the occurrence of localized
corrosion will be stressed.
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The Local Electrode Potential in Cavities, Crevices and Cracks

EXPERIMENTAL

The material used throughout this work was Ferrovac-E iron; the specimens
were cut from bars, degreased, heat treated at 800o C for two hours and furnace

cooled. The experiments were carried out at pH 4.6 in a buffer solution of 0.5 M
acetic acid and 0.5 M sodium acetate, some experiments were also carried-out
with the addition of 0.005 M sodium chromate to the acetic buffer. All the
solutions were prepared with reagent grade chemicals and double distilled water.

The experimental set-up used to make the measurements, shown in Figure 1,
was a classical three electrode system. Observation of the events inside the
crevice, and photographic recording of them, were possible with a stereo
microscope viewing the crevice through the plexiglas plate. Luggin capillaries
were used to monitor the control (applied) potential on the outside (top) surface
and the local electrode potential at different positions inside the crevice. All the
experiments were carried out under potentiostatic control in air saturated
solutions.

A specimen, after polishing to a mirror-like surface, was placed in the
Teflontm holder and the plexiglas plate was attached to one of its surfaces to form
an artificial crevice between the plexiglas and the metal wall; the crevice then
consisted of one metallic side, four inert (plexiglas) walls and one opening (5mm x
0.5 mm) to the bulk of the solution; its depth was 10 mm.

The experimental procedure was as follows the sample was first placed in the
empty cell and all the necessary arrangements were made, with the sample under
cathodic protection (generally -1 V) the electrolyte was added, the cathodic
polarization was maintained until a constant current was reached in order to
assure the removal of any air-formed film prior to the application of the anodic
polarization. Once these conditions were obtained, the test was started. All
records were time related to the moment at which the anodic polarization was
first applied.
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RESULTS AND DISCUSSION

A decrease in potential was found with an increase in the depth into the
cavity, in the acetic buffer, in agreement with expected behaviour [9,131. At the
opening of the crevice the measured potential was close to the applied potential
(+600 mV vs. SCE); towards the bottom the local potential reached an almost
constant value of -5701-580 mV. For both gas-free and gas-occupied crevices, a
large shift in potential occured; when the shape of the bubble changed for any
reason and did not fill completely the cross section, and even when the bubble was
dislodged, the magnitude of the potential change in the crevice was in general the
same; but, the potential change was less localized than for a gas filled cross
section.

In fact, the presence of a non-conductive medium, the gas bubble in the
present case, filling the cross section has the effect of a large resistance In the
path of the current flowing through the cavity. The situation corresponds to the
near isolation of the bottom of the crevice from the bulk of the solution, the only
available path for current flow being the wedge shaped liquid regions between the
bubble and the walls of the cavity. Similarly, wedge shaped liquid regions also
exist between the bubble and the outside walls of the Luggin capillary probe when
used to measure the local electrode potential underneath the bubble These areas
together add to a very small part of the entire cross section of the cavity and, as a
result, only a very restrained region is available for current flow

The significance of these potential variations can be better assessed if they
are examined in the context of the current-potential response of a metal capable
of having an active-passive behaviour Figure 2 Shows the classical shape of a
polarization curve for such metals It can be seen that due to the existing
potential shift inside the crevice, from a point in the passive region (A) towards
less noble values (B), the surface exhibits several characteristic features For a
given range of potentlals, between A and the passlvatlon potential, the metal is
passive and and no significant dissolution occurs In the region of the passlvation
potential, a small further decrease in potential trnggers a high dissolution current 7
corresponding to the current maximum in the active region of the polarization
curve With further decrease in potential, corresponding to a greater distance into
the crevice, the metal dissolution rate decreases in accordance with a decreasing
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overpotential for the metal dissolution reaction. Simultaneously, the tendency for
hydrogen evolution increases and at some distance into the cavity hydrogen
evolution becomes thermodynamically possible. The passage of large metal
dissolution currents in this limited region of the cavity wall below the
passivation potential initiates a (new) crevice or trench at this site.

Thus, between the passive part of the metal in the cavity and the boundary of
this new local crevicing action, an active/passive interface existed. It will be

shown next that these features are present in a cavity that is supporting a local
cell action.

Figure 3 shows a photographic sequence of the events in a crevicein the acetic
buffer solution with the addition of chromate, without significant gas
accumulation, after a potential in the passive region was applied to the outer (top)
surface. In a short time a line representing an active/passive interface appeared
(arrow), above which the crevice wall remained passive and below which passivity
broke down. The metal below this transition was undergoing active dissolution,
evidenced by the loss of the original metallic gloss which is still observable above
the interface. This boundary initially moved upward as more of the surface
became active The rate of metal dissolution was high in the region identified by
a bracket in the sixty minute photograph of Figure 3 Electrode potential
measurements showed this (bracket) region of the crevice wall to correspond to
the high current portion of the active loop of the polarization curve, due to the
highest dissolution rate In this region, a new crevice appeared with time, as
illustrated In Figure 4 After sixty minutes enough metal had been dissolved to
make evident the start of a new local penetration (hereafter referred to as the
crevice or active crevicing site) in this region of the cavity wall After a longer
time, this new crevice was well developped and appeared as a dark region due to
the accumulation of corrosion products at this location (125 minute photograph).

The local cell (crevicing) in Figure 3 is Shown schematically in Figure 4 The
crevice advances with the highest rate of penetration occurring where the local
electrode potential Is in the peak region of the active loop (Figure 2) Figure 4
shows a long time consequence of its advancement Surface perforations occured
as the crevice penetrated the outer (top) surface dissolving metal from
underneath, once the penetration occurs, active dissolution ceases or slows
considerably because the large IR drop tnat supports the active condition vanishes
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the moment a new electrolyte path to the bulk solution exists. Other perforations
of the surface will occur elsewhere. Similar "lace-like" surface perforations have
been reported in the literature for other systems under completely different
conditions [5,141. Note that this explanation of these particular dissolution
patterns is based on local potential variations rather than on local composition
variations in the electrolyte.

The gas bubbles seen in Figure 3 are hydrogen since this is the only gas that
can be generated at the local electrode potential existing In the crevice. Most of
the initial bubbles were from the cathodic polarization applied at the be inning;
but they were observed to grow rather than wane, after the potential was
switched to the passive region. Their growth was by molecular diffusion of
hydrogen generated in situ. The hydrogen bubbles grew continuously during anodic
polarization of the outer (top) surface, which indicates that the growth was not
due to the coalescence of residual hydrogen molecules from the cathodic
treatment, but rather was due to the continuous generation of hydrogen molecules
deep in the crevice where the potential was appropriate for this reaction. The
hydrogen gas accumulation Inside these restricted environments leads to an
enhanced dissolution region at the boundary of the gas bubble [11]

The essential experimental results of this investigation are that large
potential variations can exist in restricted environments giving rise to the
establishment of local active cells. Large potential drops have for the first time
been measured in the absence of accumulated gas in the cavity.

The finding of a large potential shift towards the active region calls for a
whole new approach to the localized corrosion problem. This new approach must
consider not only the traditional ideas of acidification and aggressive ion
concentration build-up, but, also has to give the appropriate importance to local
potential variations.

The role of potential variations in pits, crevices and cracks has been shown to
be of great significance. In fact, the existence of the potential variations and the
enhanced dissolution rate provides a viable explanation for some patterns of pit
growth which have not previously been explained.
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