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SEARCH THEORY

Search theory1

came into being during World War II with the work of
3. 0. Koopman and his colleagues in the Antisubmarine Warfare Operations
Research Group (ASWORG). ASWOXG was directed by P. M. Morse and
reported to Admiral Ernest King, (hief of Naval Operations and Commander
in Chief, U. S. Fleet. Inspired by Morse, many of the fundamental
concepts of search theory such as sweep width and sweep rate had been
establis.ed by Spring of 1942. Since that time, search theory has grown
to be a major discipline within the field of Operations Kesearch. Its

applications range from deep—ocean search for submerged objects to deep-

space surveillance for artificial satellites,

The reader interested in the origins of search theory should con-~
sult Morse [29] and Koopman [24]. Early use of search theory to develop
Naval tactics is discussed in Morse and Kimball {30]; excerpts from this

work appear in [31].

For a modern account of gearch theory, the reader should coasult
Stone [4!]. This book provides a rigorous development of the theory and
includes an excellent bibliography and notes on previous research.

Wasaburn's monograph [52] is also recommended.

J. This art.cle, in essentially the game form, was originally prepared
for the Kotz-Johnson Encyclopedia of Statistical Sciences copywrited by
John Wiley and Sons.
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\iESince Worid War II, the principles of search theory have been
applied successfully in numerous lmportant operations. These include
the 1966 search for a lost H~boab in the Mediterranean near Palomares, ’
Spain,/ggg\1968 search for the lost nuclear submarine Scorplon near the
Azores@{ﬂﬁ&i and the 1974 underwater search for unexploded ordnance

during clearance of the Suez Canal. The U. S. Coast Guard employs
TN
s
search theory in its open oceczn search and rescue planning,[&Qi: Search

theory is also used in ast:onomy/ﬁ47i, and 1n radar search for satel~
2N
lites {34}, HNumerous additional applications, includiang those to

industry, medicine, and mineral exploration, are discussed in the pro-
e
7
ceedings j{15] of the 1979 NATO Advanced Research Institute on Search
/-_‘M-_ . _\‘\\ﬁ-
\
Theory and Applications. Applications to biology?are givemr In-{17} and Y

P —— } / -
~» L

Q _
//_ [T8}; and an -apprication to machine malutenance and inspection is

N

described in{32}. tha, [i/f}afblc "y

-

Further references to the literature are provided in the first
.:"’ f}\lf ddl‘\—'l\.fr‘t .
sectioq/ This is followed in the second section by an illustration of

how search theotry can be used to solve an optimal search problem.




1. REVIEW OF SEARCH THEORY LITERATURE

Work in search theory can be classified, at least in part, accord-
ing to the assumptions made about measures of effectiveness, target
motion, and the way in vhich search effort is characterized. This

review is organized according to these criteria.

Measures of Effectiveness

Among the many measures of effectiveness that are used in search

analysis, the most common are:

probability of detection,

expected time to detectionmn,

probability of correctly estimating target "whereabouts," and

entropy c¢f the posterior target location probability discri-

Usually the objective of an optimal search is to maximize probavil-

ity of detection with some constraint imposed on the amount of search

effort available. For a stationary target, it is shown in Stone [41]
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that waen the detection functiou is concave or the search space and
search eifort are coatinuous, a p.  which max’'mizes probability of
detection in each of successive incremenzs of search effort (incre-
mentally optimal) will also be optimal for the total effort contailned in

the increments (totally optimal).

Moreover, for stationary targs=ts, it 1s often theoretically
possible to construct a "unifornly optimal” search plan. This 1s a plan
for which probability of detection is maximized at each moment during
its period of application., Tf a uniformly optimal search plan exists,
then it will (1) maximize probability of detection over any period of
application (i.e., be totally and incrementally optimal) and (2) mini-

& .22 the expecred time to detection. An example of guch a plan

(originally due to Koopman)} 1s given in the last section.

In a “whereabouts” search, the objective is to correctly estimate
the target's location in a collection of cells given a constralant on
search cost. The searcher w: 6 succeed either by finding the target
during search or by correctly guessing the target's location after
search., These searches were first studied systematically by Kadane (see
[21]). 1In many cases of interest, Kadane shows that the optimal where-

abouts search consists of an optimal detection search among all cells

exclusive of the cell with the highest prior target locsation prababil-

ity. If the search fails to find the target, then one guesses that it

18 {n the excluded highest nrobability cell.




More recently, Kadane and Stowe [22] have considered whercabouts
search in the context of wmoving targets. They show that the optimal
whereabouts search plaa may be found by solving a €inite number of

optimal detection search problems, one for each cell in the grid.

Consideration of entropy as a measure of effectiveness is useful in
certain situations and can be used to draw a distinction tetween search
and surveillance. For certain stationary target detection search prob-
lems with an exponential detection function, Barker [5] has shown that
the search plan which maximizes the entropy of the posterior target
location probability distribution conditioned upon search failure is the

game

fo
7

2 the search plen vhich maximizes probabllity cf detection.

In a surveillance search, the objectives are usually more complex
than in a detection searclhi. For example, oue may wish to correctly
estimate target location at the end of a period of gearch in order to
take some further action. 1In this case, detection before the end of the
period can contribute to success but does not in itself constitute
succss. More general problems of this type are discussed by Tieruney
and Kadane [49], and they obtain necessary conditions for optimality
when target motion is Markovian. In surveillance problems involving
moving targets and false contacts where the time of terminal action may

not be known in advance, Richardson [38] suggests allocating search

effort to minimize expected entropy ‘maximize information).




Arong other measures of effectiveness which are used in search,
those based upon minimax criteria are of particular interest. Corwin
[8] considers search as a statistical game and seeks estimates for
target location. Alpern [3], G&l [14], and Isaacs [19] consider games
in which minimax strategies are sought for a moving targei seeking to

avoid a moving searcher.

Target Motion

Assumptions about target wotion have a considerable influence on
the characteristics of search plans and the difficulty of computation.
but the simplest scarch problems invelving target
notion were intractable from the poiut of view of mathematrical optimiza-
tion. Results were usually obtained by considering transformations
which would convert the problem into an equivalent stationary target
problen (e.g., see Stone and Richardson [42], Stone [43], and Pursiheimo
[35]. Representative early work on search with Markcvian target motion
is given in Pollock [33], Dobbie [12], and McCabe [28]. Hellman [16]
investigates the effect of search upon targets whose motion 1s a diffu-

sion process.




The first computatlonally practical solution to the optimal search
problem for stochastic target motion iInvolving a large number of cells
and time periods 1s due to Brown [6]. For exponential detection func-—
tions, he found necessary and sufficlent conditions for discrete time
and space search plans, and provided an iterative method for optimizing
search for cargets whose motion is described by mixtures cf discrete
time and space Markov chains. Washburn [51] exteuded Brown's necessary
conditicns to the case of discrete search effort. Washburn [53] also

provides a useful bound on bow close a plun is to the optimal plan.

Very general treatments of moving target search are provided by

s
]

Stone [44] and by Stromquist and Stone [40] allowing efficient numerical
solution in a wide class of practical moving target problems; these

include, for example, non-Markovian motion and non-exponential detection

functions.

The existence of optimal search plans for moving targets is not to
be taken for granted. L. K. Arnold has shown that there are cases where
no allocation function satisfies the necessary conditions given in
[46]. In bis examples, there appear to be optimal plans, but they
concentrate effort on sets of measure zero and are outside the class of
search allocation functions usually considered. He also shows the
existence of optimal plans whenever the search density is coustrained to

be bounded.
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Search Effort

Search effort may be either discrete (looks, scans, etc.) or con-

tinuous (time, track length, etc.).

In problems involving discrete search effort, the target 1s usually
considered to be located in one of several cells or boxes. The search
consists of speclfying a sequence of looks in the cells. Each cell has
& prior probability of containing the target. A detection function b
is specified, where b(j,k) 1s the conditional probability of detecting
the target on or before the kth 1look in cell j, given that the
target is located in cell j. A cost function ¢ 1s also specified,
where c(3j,k) 1is the cost of performing k looks in cell j. An early
solution to this problem for independent glimpses and unitorm cost is

given by Chew [7]. In this case,
b(3,k) = B3 k=1) = ay(1-ay)*7!

for all j and fer . ., 0; <(3,k) =k for all j and k > 0. Addi-

tional important results have been obtained by Matula [27], Blackwell

(see Matula [27]), Kadane [20], and Wegener [54], [55], and [56].




Kadane's result [20] 1s particularly interesting since he uses a
variant of the Neyman~-Pearson lemma to obtain an optimal plan for the

general case where b(j,k) = b{j,k-1) 1is a decreasing function of k

for all j.

In problems involving continuous effort, the target may be located
in Euclidean n-space or in cells as in the case of discretz search. In
the former case it is assumed that the search effort is "infinitely
divisible” in the sense that it may be allocated as finely as necessary 3
over the entire search space. The search problem was originally
expressed in this form by Koopman (8ee {23]). The continuous effort

case will be consideved in greater detail in the remainder of this

Just as with digcrete search effort, there is a detection func-
tion b, where ©b(x,z) 18 the probability of detecting the target
with 2z amount of effcrt applied to the point :, given the target is
leccated at x. If » 18 a cell index, thean =z represents the amount
of time or track length allocated to the cell. If x 1is a point in
Fuclidean n-space, then 2z 1s a density as will be made clear in the

next section,

Koopman's criginal solution [23] to the secarch pr. made use of

an exponential function for b of the form ﬁ




b(x,z) = 1 - exp (-x2) ,

where k 1is a positive counstant which may depend upoa x. DeGuenin
[10] cousidered a more general class of detection functions now referred
to as "regular” (see {41]). Dobbie {11] considered sequential search
with a concave detectlon function. Richardson and Belkin [37] have
treated a special type of regular detection function obtained when the
parameter K 1in the exponential effectiveness function is a random
variable. Such functions occur when sensor capabllities are uncer-
tain., Tatsuno and Kisi [48] address similar probiems. Stone has con-
sidered very geneial detection functions and has collected the results

in [41].

For differentiable detection functions, Wagner [50]) obtained sufti-
clent conditions for an optimal search plan with continuous effort using

a non-linear functional version of the Neyman-Pearsoa lemma.

Remarks

Search theory remains a field of active research in spite of the
considerable advances made since 1ts inception more than forty years
ago. A review of the current status of search theory in terms of prac-
tical applications is given in [45)}. Many problems remain to be solved,
particularly in cases involving multiple targets and false targets.

Also systematic methods are needed for constructing the prior target

-10-




location probability distribution from somecimes conflicting subjective
opinion. More work 13 also needed on problems where it 1is essential to
take exact account of search track continuity or the switching cost of
moving from one region to another. These problems remain intractable

although some recent progress has been made (see, e.g., [54] and [25]).

Brown's innovative solution to an important class of moving target
search problems has removed an impediment te progress in this area. Aa
interesting extension of Brown's results occurs in the context of search
and rescue operations carried out at sea. Here the target's state may
be unknown. That is, the target may be the survivor of a mishap and may
be abosgrd the distress vessel, afloat in a life raft, or alone in the
water supported only by a 1ife jacket., The detectabllity cof the target
varies with these alternatives as does the drift motion and the expected

time of survival of the target. A solutioun to this lamportant problem 1is

gilven in [9] under very general assumptions.

Unfortunately, Brown's approach applies only to the case where
search effort is continuous. Efficient algorithms are still required in

the case where search effort 1is discrete.




2. SOLUTION TO AN OPTIMAL SEARCH PROBLEM

This section shows how cptimal search theory can be applied to an
important class of search problems where the prior (i.e., before search)
probablility distribution for target location is normal and the detection
function b (see section 1) is exponential. Many search problems which

occur in practice are of this form.
Definitions

Let X denote the plane, and let A be some arbitrary reglon of

interest. Then the prior probability that the target's location x is

in A 1is given by

Pr [z € A] = fA p{x)dx ,

p(x) = 12 exp (»Ix]2/202)
2ro




i3 the circular normal density funrction, with mean at the origin and
variance 02 in both oordinate directions. The distance of x from

the origin 1s denored by |x|.

Llet F be the class of non-negative functions defined on X with
finite integral. By definition, this is the class of search allocation

functions, and for fteF

fA f(x) dx

is the amount of seavch effort placed in region A. =

We will assume that the unit cf search effort is "time” and thus
the "cost” C assoclated with the search is the total amount of time
consumed. In this case c(=x,z) = z, and the cost functicnal C 1is

defined by

Cl[f] = IX c(x, f(x)) dx = IX f(x) dx .




The measure of effectivensss will be probabllity of detec:iion.

Hence, the "effectiveness functional™ D 1is assumed to kave the form

D(f] = IX b(x, £(x}) p(x) dx , (2) LI
vwhere b i1s the detection function. As mentioned earlier, the detec-
tion function is assumed to be exponential, and hence, for R > 0

b(x,z) = 1 - exp (~Rz)} . (3)
The coefficient R 1is called the "sweep rate” and measures the rate at
which search i1g carried out (see, e.g., [24]).

In order to understand (2), suppose for the moment that search

allocation function f 1s constant over A, zero outside of A, and

corresponds to & finite amount of search time T. Then for =xeA

f(x) = T/area (A) ,




since by definition

T = IX f(x) dx = f(x;) fA dx = f(x;) area (A)

’
for any xnSA.
The detection functional can then be written
DIf] = [y b(x, £(x)) p(x) dx
"
- IA {1 - exp(-RT/area (A))} p(x) dx
;
4
1 = {1 - exp (-RT/area (a))} IA p(x) dx
= {1 - exp (-RT/area (A))} Pr{zEeA) .
E 3 This is the so~called "randowm-search formula."




Sufficient Conditions for Optimal Search Plans

Using Lagrange multipl'ers in the rashion introduced by Everett
[13], one can find sufficient conditjons for optimal search plans for
stationary targets that provide efficient methods for computing these ¢

plans. Define the pointwise Lagrangian £ as follows:

L(x, z, A\) = p{x)b(x, z) -Ac (x, z) for all =X, (4)

z > 0 and A 20 .

If we have an allocation f*, which maximizes the pointwise Lagrangian

for some value of A > 0, i.e.,

i(x, t*,(x),A) > 2(x,z,)) for all xe€X and z 20

H (5)

then we can show that D[f*,] is optimal for its cost C[f*], {.e.,

D[f*y] > D[f] for any feF suck that C[f] < C[f*;] . (6)

-16-




Equation (6) says that plan f*, maximlzes the detection probability

over all plans using effort C[f*,] or less.

To show that (6) 1s true, we suppose feF and C[f] < C[f*)\].

Since f(x) > 0, (5) yields

p(x)b(x,f*x(x))-)\c(x,f*x(x)) 2 p(x)b(x, f{x))~Ac(x,f(x)) for xX . (7)

Integrating both sides of (7) over X, we obtain

DIE*31 = Ac[f*,] > DIf] - Ac[f]

which, along with X > 0 and C[f] € C[f*], implies

D{f*;] - D[f] > A {c[f*,] - C[f]) > 0 .

This proves (6) and hence that f*, 1s an optimal search plan for its
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The way to calculate optimal search plans is to choose a A > 0
and find f*, to maximize the pointwise Lagrangian for this A. For
each xt€X, finding f£;,(x) 1is a one~dimensional optimization problem.
1f the detection function is well-behaved (e.g., exponential), then one
can solve for f*, analytically. Since C{f*,] 1is usually a decreas-
ing functlon of XA, one can use a computer to perform a binary search
to find the value of A which yields cost C[f*xl equal to the amount
of search effort available. The resulting f*, 1is the optimal search

plan.
Example

In the case of bivariate normal target distribution (1) and expo-
nentlal detection function (3), we can compute C[f*,] and the
optimal plan explicitly (see [{23]). The result is that for T amount
of search time, the optimal allocation function f* (dropping the
subscript A which depends on T) is given by

——%— (ro2 - | x IZ), for l x I S.ro
20°R
f*( z ) =
0, otherwise,

where all search i1s confined to a disk of radius Ty defined by

-18-




roz = 20 /RT/T .

The probability of detection correspouding to f* is

2

r 2, .2
Dif*) =1 - (1 + —25 ) exp (~xr_°/ 20%)
20 ¢

and the expected time to detection T 1is

T =61 02/K .

Thus, for a given amouiit of search effort T, the optimal search
plan concentrates search in the disk of radius r, which then expands
as more effort becomes available. It can be shown that the optimal

gearch plan can be approximated by a succession of expanding and over-

lapping coverages. The fact that search is repeated in the high proba-

bility aveas 1is typlical of optimal search in a great many situations.




Note that probability of detection depends upor the ratio ro/o

and 1lucreases to one as search « fort increases without bound. The

2

expected time to detection is finite and varies directly with ¢¢ and

inversely with the sweep rate R. P
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