AD-A175 350

A

AAMRL-TR-86-014

DEVELOPMENT OF SIMULATED DIRECTIONAL AUDIO
FOR COCKPIT APPLICATIONS (U)

THEODORE J. DOLL
JEFFREYM. GERTH
WILLIAM R, ENGELMAN
DENNIS J. FOLDS

SYSTEMS ENGINEERING LABORATORY

GEORGIA TECH RESEARCH INSTITUTE
GEORGIA INSTITUTE OF TECHNOLOGY

JANUARY 1936

Approved for Public Release; Distribution is Unlimited

0T FILE COPY

HARRY G. ARMSTRONG AEROSPACE MEDICAL RFSEARCH LABORATORY
AEROSPACE MEDICAL DIVISION

AIR FORCE SYSTEMS COMMAND

WRIGHT-PATTERSON AIR FORCE BASE, OI:10 45433-6573




NOTICES

When US Government drawings, specifications or other data are used for any
purpose other than a definitely related Government procurement cperation,
the Government thereby incurs no responsibility nor any obligation
whatsoever, and the fact that the Government may have formulated, furnished,
or in any way supplied the said drawings, specifications, or other data, is
not to be regarded by implication or otherwise, as in any manner licensing
the holder or any other person or corporation, or conveying any rights or
permission to manufacture, use, or sell any patented invention that may in
any way be related thereto.

Please do not request copies of this report from Armstrong Aerospace Medical
Research Laboratory. Additional copies may be purchased from:

National Technical Information Service
5285 Port Royal Road
Springfield, Virginia 22161

Federal Government agencies and their contractors registered with Defense
Technical Information Center should direct requests for copies of this report
to:

Defense Technical Information Center
Cameron Station :
Alexandria, Virginia 22314

TECHNICAL REVIEW AND APPROVAL
AAMRL-TR-86-014

This report has been reviewed by the Office of Public Affairs (PA) and is
releasable to the National Technical Information Service (NTIS). At NTIS it
will be available to the general public, including foreign nations.

This technical report has been reviewed and is approved for publication.

FOR THE COMMANDER

ey ,J.mm

Director, Human Engineering Division
Armstrong Aerospace Medical Research Laboratory

Pl

l G 'l‘-‘( ". L) - ‘I;h‘! “ |>.",' v"‘~~ t" “n“ ‘,‘-".l‘ .'- N -
v " - J‘ NCCR Y W e
- '!‘!'l: ‘\.f}\ﬁ;&t‘ .g-n y ' r '.",é.‘\ ol

AT '




-

TUNCLASSTFLED

SECUMITY CLASSIFICATION OF THIE PAGE

REPORT DOCUMENTATION PAGE

1. R:IP‘OR-T SECURITY CLASSIFICATION
Unclassified

10, RESTARICTIVE MARKINGS

2 SECURITY CLASSIFICATION AUTHOMITY

3 DISTRIBUTION/AVAILABILITY OF REPOAT
Approved for public release; distribution is

2. DECLABSIFICATION/DOWNGRADING SCHEDULE unlimited,
4 PERPOAMING ORGANIZATION REPOAT NUMBER(S) 8. MONITORING ORGANIZATION ARPORT NUMBER(S)
AAMRL-TR-86~014
n Y Y =
OF PERFORMING ORGANIZATION  [b. OFFICESYMBOL | 7s NAME OF MONITORING ORGANIZATION

]
’feg@g a Institnte of Technolog
Georgia Tach Research Inatitute

{If applicable)
AAMRL/HEA

8¢, ADDRESS (Ciiy, State and 2IP Code)

Atlanta, GA 30332

o, ADORESS (City, State and Z2IP Code)

Wright=-Patterson AFB OH 45433-6573

Bs. NAME OF PLINOING/SPONSORING
OAGANIZATION

8b. OPFICE SYMBOL |9, PRAOCUREMENT INSTRUMENT IDENTIPICATION NUMBEA
(17 applicable) Subcontract 1054-9A in support of prime
contract F33615-82-C=0513

Bc. ADDR? A8 (City, State and 2IP Code)

PROGNAM
SLEMENT NO,

6110117

PROJECT TASK WORAK UNIT
NO, NO. NO.

7184 26 D2

VY, TITUR (INgluge SAqurity Clasaifieniion)
SEE REVERSE

12, PRASONAL AUTHOR(S)

Noll, Theodore 1., Ge cth Jeffrev M,
13, TYPH OF ARFORT 138, TIME COVERED

rmoM _Now 84 To Jan RE.

Technical
16, SUPPLEMENTARY NOTATION

Engelman, William R. and Folds
14, OATH OF MEPONT (Y7, Mo., Day)

1986 January

NDennis J,

17, COBATI CODUES

$ILD angue $US. gA.

18, SUBJECT TAMMS (Continue on reverse if necesssry and identify by blook number)

Auditory Localization Head-Coupled Control/Disnlay
Dirdctional Cues Systems

Visually=Co

19. ABSTRACT (Cantinue on reverse if necessary oand identify by bloek number) .

--3The long-term objective of this work is to develop techniques for conveying accurate
spatial information via audio signals delivered to the listener through headphones or ear-~
phones, This project included three major activities: (1) an extensive review and
synthesi, of the research literature on auditory localization, (2) the design, fabrication,
and evaluation of an apparatus for demonstrating simulated auditory localization (SAL), and
(3) experimental reseavrch to determine characteristics of the audio signal, in the time
and frequency domains, which enhance localization performance with simulated cues.

Previous research is reviewed which describes the cues involved in the percepticn of
sound-source direction, both horizontally and vertically, when the head is stacionary.
Also reviewed is research on auditory distance perception, the vroles of head movement and
vision in auditory localization, the perception of auditory motion and volume, and the
effects of noise on auditory locallzation. A feedback control model (continued on back)

20. DISTRIGUTION/AVAILABILITY OF ABSTRACT

UNCLASSIFIED/UNLIMITED 1 same as rer. £ oric usens O UNCLASSIFIED

21, ABSTRACT SECUAITY CLASBIFICATION

" 22 NAME OF RESPONSIBLE INDIVIDUAL 22 TELEPHONE NUMBER 22c. OFFICE SYMEOL
tinclude Arva Code
Gloria L. Calhoun (5113) 25575495 AAMRL/HRA
ey P o e ]
DD FORM 1473, 83 APR EDITION OF 1 JAN 7315 OBSOLETE, UNCLASSIFIED

SECURITY CLABSIFICATIOM OF THIS PAGE



UNCLASSIFIED
SECURITY CLASBIEICATION OF THIS PAGE

11. TITLE: Development of Simulated Directional Audio for Cockpit Applications (lI)

20, ABSTRACT - continued
0 is presented, which integrates evidence derived from four different theoretical positions
: concarning the effects of head movement and vision on auditory localization. Possible
applicatione of SAL technology in aircraft cockpits are outlined, and the potential
benefits of such applications are discussed, Topic areas in auditory localization are

identified whare further basic research is needed to support the development of SAL into
a valuable pilot aid,

k.._
. The deaign, evaluation, and refinement of the SAL facility is described., An '
a experimental test of the psychological fidelity of the SAL facility is summarized. The

results show that the facility produces a high-fidelity simulation of normal, unaided
auditory localization.

o Two experiments are described in which listeners localized sounds on the basis of

N simulated cues delivered dichotically. Localization accuracy and response time vere

y compared for: (1) nine different filtered noise stimuli, designed to make available some
" localization cues while eliminating others, and (2) 16 different intermittent noise

R stimuli, formed by manipulating burst duration, duty cycle, rise time, and the frequency
\ composition of the noise. The stimulus characteristics had relatively little effect on

¢ localization speed and accuracy. It is concluded that, when the listener's head is free
.Q: to move, localization nerformance with simulated cues is relatively insensitive to the
oy character of the audio signal.

A long~term research and development plan for an electronic simulator of auditory
localization cues is presented. The simulator would be suitable for airborne applications,

L have the capability to impress directional qualities on incoming signals in real time,
.ﬁ and be able to coupensate for head movements so as to make directional signals appear :
;z to be stationary in space. Alternative approaches are discussed and mujor technical ‘

i issues are outlined.

S
. AT e o e

A

UNCLASSIFIED
SECURITY CLASBIFICATION OF THIS PAGE




PREFACR

The research described in this report was performed by the Systems
Engineering Laboratory of the Georgia Tech Research Institute (GTRI) of the
Georgia Institute of Technology. The project was sponsored by the U.S. Air
Force Armstrong Aerospace Medical Research Laboratory (AAMRL) under
subcontract number 1054--9A with MacAulay-Brown, Inec., in support of prime
contract number F33615-82-C=0513,

The principal investigator and project director for this was Dr, Theodore
Je Doll of GTRI. The Air Force project technical monitor was Ms. Gloria
Calhoun of the AAMRL Human Engineering Division, Visual Display Systems Branch
(AAMRL/HEA).

The authors wish to thank the following individuals for their help in
designing and building parts of the Simulated Auditory ULocalization (SAL)
~esearch facility: Professor W. Marshall Leach of the Georgia Tech School of
Electrical Engineering and Mr. Harold F. Engler and Mr., Richard V. Morrison of
GTRI. Thanks are due tn Dr. Thomss A, Furness and Dr. Robert G. Eggleston of
AAMRL/HEA and Dr. Bryce O. Hartman of the Air Force School of Aerospace
Medicine for their support of this program., The authors also express their
appreciation to Mr., Paul H. Cleveland and Mr. J. Craig Wyvill of GTRI for
loaning the project valuable pieces of test equipment; and to Knowles
Electronics Co. for providing miniature microphones free of charge.

e LW TrW I APL T A AT, LM M el AL O LU MU R W, R Rlicl TR, P/ AN o




TABLE OF CONTENTS

. Section Page
1.0 INTRODUCTION 11
‘ 1.1 Background 11
| L2 Objoctivon ‘ o o ' 12
B 143 Summary and Conclunions 12
2,0 LITERATURF REVLIEW AND RECOMMENDATIONS o 16
- 2¢1 Introduction - 16
2.2 Localization in the Horizontal Plane ' 16
2.2.1 Interaural Time Differences 26
2,2,2 Interaural Amplitude D Differences . 36
2,2,3 Monaural Cues 36
.y " 2.3 Localization in the Median and Vertical Planes ' 43
i - 2.3.1 Interaural Differerces b
o 2.3.2  Monaural Cues 47
! ‘244 Auditory Distance Perception : 56
X 2.5 Effects of Head Movement and Vision ou Auditory 58
oo . Localization
ﬂfﬂ 2.6 Perception of Auditory Motion and Voluma , 66
2.7 Effeacts of Noise on Auditory Localization 69
f } 2.8 Cockpit Applications of Simulated Auditory 70
v Localization (SAL)
, 2.8.1, Directional Cueing 71
2.8,1,]1 Performance Implications of 75
SAL Directional Cues
*, . 2.8.1.:2 Other Tesues Affecting the 76
N Usefulness of SAL Directional
. Cuas
D 2.8.,2 Enhancement of Situational Awareness 77
s 2,8.3 Enhancement of Communications and 78

Audio Warnings

ﬂ2.9 Recommandations for Further Research 79

IS P g A s g B R I IO T O A O NN G OO S MO DO DO d.pi‘,-b:u_hl?_biu_oL._?lw_i:.*h:h_'>lly_l-‘"i:uiﬁzs_ g e n



Section

340

4.0

TABLE OF CONTENTS
(coritinued)

FACILITY DESCRIPTION

3.1 Facilitvy Overview

3.2 Hardware Design

3.3 Software Architecture

3.3.1

3,3.5

Major Zomponents

 Overview of Software from Uuer'

Perspective
Real Time Calculation of Sound Fosition
Calculation of Perceived Sound Direction
3.3.4.1 Calculation of Perceived Sound
’ Direction Basad on Finger Positicn
3.3.4.2 Onlculation of Perceived Sound
. Direction Based on Head Orientation
and Fosition
Response Time Msasurement

3.4 Experimental Rooms

VALIDATION OF THE EXPERIMENTAL FACILITY

4,1 Room Acoustics Tasts

4,2 Post-installation Tests of the Audio Production
and Control Systam

4.2.1

4
4,2.3
4,2.4

Loudspeaker Polarity Check

Amplitude Response as a Function of
Fraquency

Equalization of the Loudapeakers
Perceptual Equivalence of Phantom and
Real Sources

4,3 Tests of the Audio Playback System

4.4 Real-Time Control of Sound Direction

bebol
4.4,2

Interface with the 3~Space Tracker System
Determination of Relay and Attenuator Values

S ; T e e Y g A
LR LI SO ‘-‘_lrdrlih;ﬁu{l.y-uln [Py ST RO PO P

Page

84
84
84
91
51
91
95
98
99 |

99
100

102
102
104

104
104

106
106

107

111 "

111
111

.
v o

'
13

i
v

amiveaieinh e i b e e




TABLE OF CONTENTS
(concluded)

g
L Section Page
{ 4.5 Psychological Fidelity Experiment 113
: 4.5.1 Introduction 113
3 4.5.2.1 Experimental Design 114
4.5.2.2 Procadure ' 116
4,5.2.,3 Subjects 119
4.5:3 Results 119
3 4.5.4 Discussion and Conclusions : 132
. 5.0 EXPERIMENTAL RESEARCH . 135
%' 5.1 Introduction _ | ' : 135
i 5.2 Exﬁcrimcnt 1 . , 135
3 5.2.1 Introduction and Method 135
% 5,262 Results 136
SR 5.3 Experiment 11 148
! 5.3.1 1Introduction ' 148
’ $.3,2 Mathed 130
v 5.3.3 Results 152
{j 5.4 Discuseion and Conclusions 159
6.0 LONG=TERM RESEARCH AND DEVELOPMENT PLAN 167
6.1 Objectives 167
6.2 Approach 168
6.3 Major Technical Issues 175
6.3,1 System Spatial Resolution 175
5.3.2 System Response Time 177
6.4 Proposed Research 180
7.0 APPENDIX: ANNOTATED BIBLIOGRAPHY 182
8.0 REFERENCES 216




LIST OF FIGURES

figure Page

1 Method used by Batteau et al, (1965) to simulate 19

auditory localization.

2 Average transformation of sound pressure level from ‘ 20
free fleld to human eardrum as a function of frecuency
at 24 angles of incidence in the horizontal plane.
(From Shaw, 1982b.)

3 Spharical head model; showing the cone of confusion : 23
and defining the spherical coordinato system. (From '
Searle et al.. 1976 ) '

4 Minimum audible angln betwean nucccllive pulses of tone 25
as & function of the frlqucncy of the tone and the
direction of the source: ( * 10° o $30°; A4:60° A4:75°).
(Prom-Mille, 1972, ) : - o

5 Differences bat;u-n the distafices of the ears from a 27
source of mound far enough away to produce a nearly
plane wave front. (From Mills, 1972.)

6 Interaural time delay for tones and clicks as 2 func=- 28
tion of asimuth, © . (From Durlach & Colburn, 1978.)

7 Measured and predicted interaural time delays with no 30
torso as a function of angle of incidence °* * * measura-
ments at 360 He; 4 4 A measurements at 500 He; V V V pre-
dictions based on Kuhn's (1977) model; X X X measurements
at 3.0 kHz; o o o predictions based on simple geometry.

8 Front=back ambiguity of interaural time and amplitude 31
differences.
9 Momentary sound pressure level at the left (I.) and 33

right (R) ears.

10 Comparison of the interaural differences in phase and 34
intansity that can just be detected when tone pulses
are prasented through earphones with the interaural .
differences in phase and in .intensity that are present .
when an actual source of tone pulsas is moved just
noticeably out of the median plane. (From Mills, 1972,)

11 Interaural intensity differences as a function of fhe 37
direction of the source and the frequency of sound.
(From Feddersen et al., 1957,)

12 Family of 23 self-consistent curves showing HRTF's 40
normalized to 0° azimuth. (Prom Shaw, 1974,)

v v A £ O 5 IR 1 kA A P A g OB
? Wi e e e e e D e L ee e et ‘e ol m ot Wl e b aYe ghe B a g




LIST OF FIGURES

(continued)
Figure Page
13 Localization of connected~speach signals as function 45

of transverse to median plane orientatfon. (From
Gardner and Gardnar, 1973.)

14 Mean percent correct responsss for ten subjects 50
localizing low~ and high-pass=filtered white noise
with accuracies of + 45° (0) and.+ 15° (+). Dotted
lines show mean accuracies for white noise.
(From Hebrank and Wright, 1974b.)

15 Relative frequencies with which listeners reported 52
one=~third octave noise of various center frequencies
3 to be located behind, above, and in front. (From
f Blauert, 1969/70.)

16 Spectral filtering created by combining a signal with 54
a delay of itself. Delays less than 30 lsec cause low=
pass filtering and delays greater than 30 Usec cause
multiple spectral notches. (From Wright, Hebrank, and
Wilson, 1974.)

17 Spectral peaks and notches generated by adding white 55
noise to two delayed echos of itself, as a function of
one of the delays, 7,. The "above" and "below" labals
are positioned over T, valuss for which listeners
reported the sound source to bs high or low in the
transverse vertical plane. (Prom Watkins, 1978.)

18 Feadback control model of auditory localization. 63
19 Schematic of SAL test facility. 85
' 20 Functicnal diagram of the SAL system. 86
21 Block diagram of playback system, 88
22 Audio controller and power amplifier. 89
23 Block diagram of digital control logic and devices. 92
_ 24 Coordinate system used in the real-time calculation 96

of sound psoition.

¢ 25 SAL experimental room layout. 101




2 LIST OF FIGURES

P (concluded)
Figure Page
26 Input signal (upper trace) and amplitude response 105
(lower trace) of the audio production and control
systenm.
27 Amplitude response of the audio playback system. 110
28 Parameters of the intermittent noise otiﬁuli used 149
in Experiment II. '
29 RAM requirements for off-line pre-recording approach. 171
30 Conceptual diagram of a real=time directional : 173

synthesizer showin: the digital filtering operation,

3l RAM requirements for real-time synthesis approach. 174




LIST OF TABLES
q::v

Iy Table Page
1 Auditory Localization Cues and Their Properties 22

I 2 Estimated Standard Deviation of Localization 24
(In Degrees) Attributable to Six Cues

" 3 Input Parameters in the Master Test File 93

p 4 Sound Pregsure Level Output (in dBA) at the 109
o Left and Right Headphones as a Function of
: Input Level and Type of Signal

5 Mean Localization Error in the Psychological 115
Fidelity Experiment as a Function of Type of
Source arid Head and Listening Conditions

6 Azimuths at which Sound wera Presented in the 118 "
Psychological Fidelity Experiment

7 Number of Valid Trials in the Psychological 121
¥idelity Experiment as a Function of Sound
Azimuth and Head and Listening Conditions

8 RMS Localization Error in the Psychological 123
Fidelity Experiment as a Function of Type of
Source and Head and Listening Conditions

9 Maan Reaponse Time in the Psychological Fidelity 124
. Experiment as a Function of Type of Source and
e Head and Listening Conditions

10 Mean Localization Error in the Psychological 126
Fidelity Experiment as a Function of Actual
Source Azimuth and Head and Listening Conditions

L 11 RMS Localization Error in the Paychological 127
' Fidelity Experiment as a Function of Sound
Azimuth and Head and Listening Conditions

12 Mean Response Time in the Psychological Fidelity 128
Experiment as a Function of Sound Azimuth and
Head and Listening Conditions

- 13 RMS Localization Error in the Psychological 130
. Fidelity Experiment as a Function of Listening

"' Condition, Blocks of Practice, Sound Azimuth,

e and Head Condition

n o, x
e Lt S P BOROR0ACEL KRS




LIST OF TABLES

(continued)
Table o Page
14 Mesan Responge Time in the Psychological Fidelity 131

Experiment as a Function of Listening Condition,
Blocks of Practice, Sound Azimuth, and Head

Condition
15 Summary of Major Results of the Psychological 133
Fidelity Experiment
16  Filtered Noise Stimuli Used in Experiment I 137
17 Stimuli for Experiment I and Localization Cues 138  #
Awailﬁblc ' .
18 RMS Llocalization Error as a Function of Stimulus _ . 140
M Noise Type, Source Azimuth, and Day ir Experiment I
& 19 Coefficients for Planned-Comparison ANOVA's in 141

Experiment I

20 RMS Localization Error as a Function of Stimulus 142
Noise Type and Day in Experiment 1

21 RMS Localization Error as a Function of Source 143
Azimuth and Day in Experiment I

22 Mean Localization Error as a Function of Source 145
Azimuth and Day in Experiment I

23 Mean Response Tiwme as a Function of Stimulus 146
Noise Type and Day for Experiment I

24 Mean Respouse Time as a Function of Source 147
Azimuth and Day for Experiment I

25 Thresholds for Experiment II Stimuli 151

26 Mean Localization Error as Function of 153

Stimulus Variables and Source Azimuth

27 RMS Localization Error as a Function of Burst 154
Duration, Duty Cycle, and Source Azimuth for
Experiment I1

28 Linear Component of the Change in RMS 155
Localization Error with Source Azimuth as a
Function of Duty Cycle and Burst Duration




Table
29

30
31

32
i3

34
35

LIST OF TABLES
(concluded)

RMS Localization Error as a Function of Rise
Time, Burat Duration and Duty Cycle

RMS Localizaéion Error as,nAFunction of Rise
Time, Noise Type, and Burst Duration

RMS Localiszation Error as a Function of Noise
Type, Burst Dugation. and Duty Cycle

Mean Response Time as Function of Source Azimuth

Msan Response Time as a Function of Noise Type

and Duty Cycle

‘Sutmary of Mijor Results of Experiment I

Summary of Major Results of Experiment II

Page
157

158
160

161
162

163
164




1.0 INTRODUCTION

1.1 Background

In military systems, particularly aircraft, the preponderance of
information is presented to the human operator in the visual mo”xzlity. During
critical periods of high workload, this produces an overload in the visual
channel which can reduce pilot and system effectiveness, safety, and

survivability.

The visual overload problem could be alleviated by making better use of
the auditory modality, particularly for information which humans customarily
process aurally (c.f., Doll, Folds, &.Leiker, 1984; Simpson, 1982; Werkowitz,
1981). For example, in the natural environment, sounds are often a cue as to
the direction of important objects or sources of information. Upon hearing a
novel sound, a human generally rotates his or her head and eyes toward the
source and acquires it visually. Auditory information is thus a natural cue

for visual acquisition of objects in the environment.

This research is directed toward developing ways to convey accurate
spatial information via audio signals delivered to the listener through
earphones or headphones. Some of the ways in which such simulated directional
audio cues could be used to enhance the performance of pilots of military
aircraft are the following:

l. Redirection of visual attention

Particularly in Head-Coupled Control/Display systems, a natural, non
workload—-intensive method i3 needed to cue the pilot where to look.

2. Enhancement of situational awareness

Directional audio cues could be used to help keep the pilot aware of
aircraft attitude in 1low visibility conditions, and to warn of
threats or closing terrain when visual attention is directed
elsewhere.

3. Enhahcement of communications and audio warnings

Giving audio messages and radio communications each a different
apparent direction could enhance their intelligibility and lessen

pilot response time, especially in nolse and jamming conditions.

11



1.2 Objectives

The specific objectives of this work were as follows:

| Design, fabricate, and evaluate an apparatus for demonstrating
simulated auditory localization (SAL), i.e. auditory localization
based on simulated cues provided via headphones.

2, Perform a review and synthesis of the research literature which
provides a basis for: (a) evaluating the feasibility and potential
‘value of using SAL {n the cockpit,vand (b) for identifying areas
where further research is needed to develop SAL into a valuable
pilot aid.

3. Conduct experimental research to determine characteristics of the
auditory stimulus, in the time and ftequency domains, which enhance

localization performance with simulated audio cues.

1.3 Summary and Conclusions

Section 2.0 of this report provides an extensive review of the research
literature on auditory localization. The first part of the review focuses on
the cues involved in the perception of sound—soutce direction and distance

relative to the listener when the listener's head is stationary.

The experimental evidence indicates that at least five, and possibly six,
cues play a role in the perception of the dtréction of a sound source relative
to the listener. The cues are known to the extent that the general physical
mechanism which produces each cue (e.g., the pinnae or outer ear) and the
region of the spectrum in which each cue operates can be specified. The
changes in the acoustic ﬁaveform at the eardrums or ear canal entrance as a
function of source direction have been precisely measured for many listeners,
and some common features have been identified. However, such waveforms,
called head-related transfer functions (HRTF's) are complex. Consequently,
there exists, to date, only a limited understanding of what features of the

HRTF's are actually used by the ear and brain as cues to source direction.

In the study of auditory distance perception, it is useful to distinguish
between absolute and relative cues. Absolute cues allow the listener to judge
source distance in the absence of any additional information about the source,
e.g., 1ts spectral composition and direction. Absolute cues are, of

necessity, binaural or involve head movement. Initial research suggests that

12



the interaural time (or phase) difference (TTD) is the major absolute distance
cue.

Relative cues allow the listener to. judge the absolute distance of a
sound source when the source characteristics (intensity and spectral
compoeition) are known or assumed. For example, one can judge the distance of
humai speakers assuming :hlt they are converqihg at normal conversational

'intensity. Relative cues also allow a listener to judge whether a single,

known source is closer or further away on two successive occasions. Furthar
research is needed to identify all the cues for auditory distance perception,
to determine how they interact, and to quantify how they vary as a function of
soutce distance.

Section 2.5 reviews research on the roles of head movement and vision in
auditory localization. The evidence deriving from each of four different
theoretical pernbec:ivdi is reviewed and integrated into a single model which
encbmpidueo all the findings. Auditory localization in the pressnce of head
movement and vision is viewed as a multiple~level feedback control system.
Visual information, prior knowledge, and feedback from motor activities
(especially eye wmovements) provide important inputs which help to control
auditory perception,

Sactions 2.6 and 2.7 review the research on the perception of auditory
motion and volume, and the effects of noise on auditory localization,
Regsearch in these areas 1is still in 1its infancy. Since these topics are
crucial to applications of SAL in the cockpit, further research is urgently
needed. Section 6.0, the long=term research and development plan, presents a

program of proposed research in this topic area.

Sections 2.8 and 2.9 include a discussion of possible upplications of SAL
technology in aircraft cockpits, the potential benefits of such applications,
and topic areas 1in auditory localization where further basic research 1is
needed,

Anothet major objective of this project was to design, build, and
avaluate a facility for produecing SAL cuea. Section 3.0 describes the SAL
research facllity, now in operation at the Georgia Tech Research Institute
(GTRI). Section 4.0 reviews a series of tests and refinements which were made
to the SAL facility to enhance and evaluate its psychological fidelity. It

‘e '-'ll";ak"-‘l‘: -i-'--.‘.:u":a cl"qjl'f"hﬂu;-.‘oi""ru ' .\‘;" n'l p.‘l u‘uo“.’}n“ 'wle IL
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was concluded that the SAL facility produces a high fidelity simulation of
normal, free-field auditory localization.

An experiment was conducted in order to compare localization performance
in the SAL facility (i.e., with simulated cues) to that in normal, unaided
localization. There was initially a small difference in localization accuracy

. (about 3 degrees RMS) which decreased to virtually zero after about one hour

of practice. The average time to localize a sound source with simulated cues
was slightly longer than with normal cues (about 3.4 sec versus 2.5 sec), and
this difference was still present after an hour of practice.

Section 5.0 summarizes resaarch which cﬁnmincq how the characteristics of
auditory signals in the time and frequency domains affects their usefulness as
directional signals in the cockpit. Two experiments were conducted in which
human listeners localized sounds on the basis of simulated cues delivered via
headphones. The first experiment compared localization performance in the SAL
facility for high- and low-pass filterad noise signals. The cut=off
frequencies of the stimuli were designed to pass portions of che'lpectrum
associated with some localization cues, while rejecting portions associated
wvith others. The second experiment used intermittent signals and examined the
effects on localization performance of burst duration, duty cycle (repetition
rate), and rise time for high- and low=frequency noise bursts. In contrast to
most previous studies in which the listener's head remained stationary,
stimulus characteristics had relatively little effect on localization speed
and accuracy. It is concluded that modulation of the received sound produced
by head movement allows the listener to judge the source direction, and that
such modulation renders cues assoclstad with the spectral and time=domain
composition of the sound much less important for localization than when the
head is stationary,

Although the overall effects of stimulus characteristics were small, the
rise time and repetition rate of intermittent stimuli produced trends which
have significance for the design of directional auditory displays.
Specifically, shorter rise times (e.g., | msec) and higher repetition rates (2
Hz and greater) produce better localization performance than longer rise times
and lower repetition rates.

Ovaerall, the rasults of the experiments suggest that, when the listener
can move the head, localization performance with simulated cues is relatively

14
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insensitive to the character of the audio signal. Thus localization
performance should not he seriously degraded for nonoptimal audio signals such
as tones and speech, as long as the listener's head is free to move.

The last section of this report (6.0) presents a long-term research and
development plan for an electronic simulator which could convey highly
accurate directional information by way of audio signals to a 1istenar wearing
earphones. The simulator will be suitable for airborne applications and will
have the capability to impress directional qualities on incoming signals in
real time. The simulator will also be able to alter the sound quality in veal
time in & manner coor'dinat:cd with the liltonor"l head movement. This is
necessary in order to make a sound appear to be stationary in space as the
listenar moves the head, and/or to simulate a moving sound source. Section
6.2 examines alternative approaches for building a real-time directional
synthesizer for audio signals, and Section 6.3 outlines the major technical
issues to be resolved. Section 6.4 outlines a research and developnent plan
for building 'and testing a prototype of the real=time directional synthesizer.
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2.0 LITERATURE REVIEW AND RECOMMENDATIONS

2,1 Introduction

" This section includes a review of the basic research literature on
auﬁitory localirstion and of one major attempt to use auditory localization in
a human-machine system (Garner, 1949). The purpose of this review is three-
folde Firat, the review provides a basis for evaluating the feasibility of
using simulated auditory localization (SAL) to provide directional cues in
hquicoupind?bon:roi/aiaplny'nistime. A sacond purpose of this review is to
identify other potential uses of SAL in human-machine systems, and to assess
thni-fufpibi@i:y of each such use. The third objective is to identify

requirements for further basic research which would fucilitate the development
nf SAL applications in human=machine systems,

The first topic addressed in this revievw is the acoustic cues which
enable humans to perceive the location of a iouhd loutco when the listener's
head is immobile. Spcciticnliy, the first three subsections of this review
address cues to sound-sour:e positions in the horizontal plane, the median
plane, and cues to distance. The next three subsections address the effects of
head and eye mevement on auditory localization, the perception of auditory
motion and volume, and the effects of noise on auditory localization., The
final two subsections discuss possible applications of SAL in the cockpit and
present recommendations for needad basic research on auditory localization,
An annotated bibliography is presented in Appendix A,

Throughout this report, "horizontal plane" means the horizontal plane
passing through the listener's {nteraural axis, The term "median" plane
refers to the median sagittal plane, or the plane of symmetry of the body,
The term "cue" refers to the physical characteristics of the proximal acoustic
stimulus at the listener's ear canal eutrance or aeardrum which allow him or
her to locate the source in space.

2,2 Localization in the Horizontal Plane

For many vyears, "duplex" theory dominated thinking and research on
auditory localization. Duplex theory holds that two types of acoustic cues,
interaural time difference (ITD) and interaural amplitude diffarence (IAD),
account for localisation in the horizontal plane. Even some relatively modern
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sources discuss ITD and IAD cues extensively, but make little or no mention of
other important cues. The persistence of duplex theory is probably related to
the fact that most auditory localization research has been performed with the
stimulus presented via headphones. This method allows the experimenter to
freely manipulate the proximal stimulus at each ear, but also eliminates cues

due to head movement and reflections and resonances of the pinnae and torso.

It is only relatively recently that the cues necessary for localization
in the horizontal plane have been understood well enough to obtain accurate
localization performance from a listener wearing earphones. Garner (1949)
summarized several unsuccessful attempts to simulate auditory localization for

gubmarine applications as follows:

"When the problem of auditory signaling is mentioned, usually
the first thing that comes to mind is the use of some indication of
lateral displacement of a sound source. If time, intensity, and
phase differences between the two ears are the cues we use in
localizing a sound source, then it should be simple to produce an
apparent displacement of a sound source by stimulating the two ears
differently in one of these respects. Unfortunately, it is not as
simple as that. (p.212)

e« Whatever the outcome of this type of research, it is clear

that more research is needed before it will be possible to simulate

good localization of sounds.” (p. 213)

When ITD and IAD cues are simulated and presented dichotically, via
earphones, the resulting sound is heard as if it were inside the head. Under
these conditions, the sound can be made to subjectively appear to the listener
as though it were located at various positions between his ears. However, the
sound always remains subjectively within the head; hence this type of
experiment 1s called lateralization. The ability to judge the corresponding
position outside the head, i.e., to localize, is quite poor in these

conditions (Mills, 1972).

Batteau and his colleagues (Batteau, 1967, Batteau, Plante, Spencer &
Lyle, 1963; 1965) were apparently the first to demonstrate auditory
localization performance using earphones with accuracy comparable to that
achieved with the unaided ears. Previous researchers, dating back to the 19th
Century, had speculated that the external ears, or pinnae, play a role in
localization by altering the quality of the sound depending on its direction
of origin (Shaw, 1982a). Bloch (1893) and McLean (1959) demonstrated that
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distortion of the pinnae impairs the abllity to localize sounds (cited in
Shaw, 1982b and Batteau, 1967, respectively). Angell and Fite (190la,b)
demonstrated that monaural localization is possible, although not with the
accuracy of binaural stimulation, and they suggested that the pinna plays a
role in lecalization (cited by Mills, 1972 and Gatehouse, 1982a).

The meathod used by Batteau ot al, (1965) to demonstrate simulated
auditory localization is shown in Figure 1. A listener was stimulated
dichotically using semi-insertion-electrostatic headphones with the signals
recorded from a pair of artificial pinnae. The pinnae wers mounted on high=
fid.lity microphones, which were attached to a bar and separated so as to
corraspond to the width of a human head. These artificial "ears” were located
in a separate room, acoulticilly isolated from the listener. The listener
reportead the apparent azimuth of a maraca shaken at various positions around
the artificial ears. The listener's head was restrained during the testing.
When the artificiel pinnae were attached to the microphones, the listener was
able to localize the maraca with excellant accuracy in both azimuth and

‘elevation. Without the artificial’ pinnae, the listener's judgements were

erratic and inaccurate. Intevestingly, with the artificial pinnae attached to
the microphones, the listener reported that the sound appesared subjectively to
be located some distance outside the head, rather than in the head, as sounds
presented via zarphones are normally perceived.

Since the Batteau et al. (1965) demonstration, investigators have
continued to analyze the cues necessary for auditory localization. More
recent findings suggest that auditory localization {s quite complex, depending
on as many as six different physical cues whose influence varies depending on
the location of the sound source relative to the listener's head and the
frequency of the stimulus. A numbar of investigators have measured the
transfer functions which describe how the spectrum of the free—field sound is
related to that of the proximal stimulus at the ear canal entrance or at the
eardrum (c.f., Flannery & Butler, 1981; Gardner, 1973; Mehrgardt & Mellert,
1977; Rodgers, 1981; Shaw, 1974b; Shaw & Teranishi, 1968; Weinrich, 1982),
Shaw (1982a) compiled a family of curves representing the average
transformation of sound pressure level (SPL) from the free field to the human
eardrum for 100 subjects studied in 12 separate studies, These curves, called
Head=Related Transfer Functions (HRTF's), are reproduced in Figure 2 and show
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Figure 1, Method used by Batteau et al. (1965)
to simulate auditory localization.
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SPL at the eardrum as a function of frequency for 24 angles of incidence.
There are clear differences as a function of angle. Notice the substantial
difference for sounds in the anterior and posterior directions at comparable
angles. For example, the difference in SPL at 4 kHz for sounds located at 45
degrees and 135 degrees azimuth is about 10 db. Shaw concluded that the
external ear produces an abundance of direction—-dependent cues which could
serve as the sole basis of auditory localization. However, it is well known
that binaural localization is more accurate than monaural localization, hence
interaural differences must also play an important role,

Searle, Braida, Davis & Colburn (1976) developed a model of the decoding
process in auditory localization based on statistical decision theory, using
data from studies of horizontal and vertical localization reported over a tan-
year pariod. They conclude that there are six cues which the ear and bdrain
uses to decode the direction of a sound, and that monaural pinna cues are of
lass importance than interaural pinna cues (see Section 2.3.1 for further
discussion of this point), The six cues and their proparties are listed in
Table 1, Figure 3 defines the angular coordinates used in Table l. Searle at
al, (1976) used a nonlinear least-squares procedura to estimate the standard
deviation of localization possible on the basis on each cue alone. The
estimates, based on date from 18 experiments, are shown in Table 2. These
estimates are for binaural localization in the horizontal plane with a broad=-
band white noise stimulus and a speaker array spanning 90°. Although ITD and
IAD arc¢ among the most important cues, it is clear that pinna and torso cues
also play a role.

Measurements of auditory acuity provide another kind of evidence that
localization performance may be based on several different types of cues.
Mills (1958) measurad the minimum audible angle (MAA) for pure tones as a
function of frequency and the direction of the initial sounds The listeners
judged whether two successive sounds came from the msame or different
positions. A loudspeaker was sounded at an initial azimuth value, and then
moved through a small angle to a second position. The subject's head was
restrained. The MAA is that separation between the first and second speaker
positions at which the subject correctly judged whether the second sound came
from the left or right of the firat sound on 75% of the trials. The results
are shown in Figure 4, The MAA is about 1° for low frequency tones directly
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TABLE 1

Auditory Localization Cues and Their Properties®

A priori
Assunad Useful spectral
Cue spatial b frequency information
nuaber Description dependenca range required?
1 Intersural time delay 8 20 Hs=12 kHs No
2 Interaural amplitude dif=- e 1-12 kHe No
ference arising from
hedd shadow
3 Monsural head shadow e 1=12 kHs Yeas
4 Interaural pinna amplitude 0,y 4-12 kHe No
response
S Monaural pinna amplitude 0,y 4=12 kHe Yes
response
-E 6 Amplitude response due to 0,y 2=3 kHz Yes
. shoulder reflections
‘.'f
‘ SAdapted from Searie et al, (1976).
af PSee Figure 3
:
3
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Figure 3,

Spherical head model, showing the
cone of confusion and defining the
spherical coordinate system. (From
Searle et al., 1976.)




TABLE 2

Estima: : Standard Deviation of Localization (In Degrees)

Attributable to Six Cues

1

Cue Dclcriﬁtion

Standard Deviation
of Locnlizationz

Interaural time delay

Interauzral hesd shadow

Monaural head shadow

Interaural pinna

Monaural pinna

Shoulder bounce

> 3

5.6°

18.°

23.°

67.°

lAdapntcd from Searle, et al. (1976)

27he expacted value of the standard deviation of localization judgements

assuning only the corresponding cue(s) are available.

3

based on the data used.

The standard deviation of these three cues could not be estimated geparately,
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Figure 4. Minimum audible angle between successive
pulses of tone as a function of the fre-
quency of the tone and the direction of
the source (e:0°; :30°; A:60°; A:75").
(From Mills, 1972.)
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in front of the listener. The MAA increases as the azimuth of the initial
sound increases, to the point where {t's indeterminately large at some
agimuths and frequencies. The curves for the 0° and 30° conditions in Figure
4 exhibit two zones in which acuity deteriorates and then improves again with
increasing frequency (from about 1200 to 2000 Hz and again in the region
around 8 kHz). . These zones may represent transitions from dependence on one
type of cue to another. These results suggest that horizontal-plane
localization is based on three or more types of acoustic cues.

In the following section is examined the available evidence for five of
the six suspected cues for horigontal-plane localization. The review covers
the physical charscteristics of each cue, its function in tarus of auditory
localization performance, and what little is known abouat the interaction of
cues. Discussion of the sixth cue, binaural pinna disparity, is covered in
the Section 2.3, which concerns madian=plane localization.

2.2:1 Interaural Time Differences

Depending on its angle, ©, with respect to the listenaer's head, the sound
from a distant source arrives at one ear before it arrives at the other. A
simple geometrical model of the difference in Cthe path that the saound

traverses to one ear versus the other is ahown in Figure 5. The path length
difference is:

0d = ¢ (O + gin O) (1)

Where © is measured in radians and r is the radius of the head, approximately
8.75 ems The ITD for a sound at angle © is then:

Ad ,
At-z— (2)

“huere ¢ 18 the speed of sound, about 343 m/s.

The ITD varies with the direction of the sound relative to the head as
showm in Figure 6. The dotted lines represert two different sats of
predictions, The lower dotted line is derived from equations (1) and (2).
This linec fits the measured ITD's for high frequency and broad=band sounds
quite well., The upper dotted curve is derived from the aquation:
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Figure 5. Differences between the distances of
the ears from a source of sound far
enough away to produce a nearly plane
wvave front. (From Mills, 1972.)
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Figure 6. Intaraural time delay for tones and elicks
as & function of asimuth, 8,
(From Durlach & Colburn, 1978.)




At --ci‘i' = £ (3 stn 0) (3)

which i{s based on diffraction theory. It provides a rough approximation for
low frequency sounds.

Kuhn (1977) developed a model of ongoing ITD's which provides a better
prediction of ITD's for low frequency sounds. He comparad the model
predictions to measured ITD's on an anthropometrically-scaled manikin with
pinnae. The results are shown in Pigure 7. The ITD is greatest at low
frequencies (< 500 Hz) and roughly frequency-independent below that value,
The ITD i{s smaller, and again frequency~independent above about 3.0 kHe., For
angles less than 60° from the wedian plane, ITD was smallest between 1.4 and
1.6 kHz (and just slightly less than the ITD at 3.0 kHz), Kuhn also noted
that the rate of change of ITD with asngle of incidence is greatest near the
median plane (i.e., when the sound comes from in frout of the listener).
Therefore, the change in ITD with head rotation, 1if permicted, will be
greatest when the source i{s located in the frontal region.

At low frequencies (< 1500 Hz), the ears are sensitive to both ongoing
I™'s (or interaural phase differences = IPD's) and to transient ITD's. At
high frequencies the ears are sansitive only to transient ITD's,

For any ITD, ohgoing or transient, there are always two source positions
which could have produced the ITD, one in front of the observer and the other
behind. Note in Figure 8 that for source position B, the path lengths to the
laft and right ears are identical to those for source position A« This is an
idealization since real heads are not circular and the ears are located more
than 90° from the front of the median plane. For real observers, the back
source position producing tha same ITD will not be exactly 180° minus the
tront position. [Listeners frequently make front-back reversals in judging
sound source location, especially when pinna cues are not available (cf.,
Musicant & Butler, 1984a). Pront-=back ambiguities are discussed further in
Section 2.2.3.

Additional ambiguities occur for ongoing ITDs produced by pure tones
whenever the ITD is equal to or larger than one-half the period of the
acoustic event. When this condition occurs, the listener will not be able to
distinguish whether the source is located on the left side of the head, or at




Figure 7, Measured and predicted interaural

: time delays with no torso as a
function of angle of incidence

N o » emeasurements at 360 1.}

' 4 A Ameasurements at 500 Hz;

V V Vpredictions based on Kuhn's

(1977) model; X X X measurements

at 3.0 kHe; oocopredictions based

on simple geometry (See Figure 5).
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Figure 8,

Front~back ambiguity of interaural time and
amplitude diiferences.
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the mirror imaye position o the right. Figure 9 shows a time line and
represents the ITD as an interval on the line. Suppose, as shown, that a
apund coming from the left side of the listener's head has a halfeperiod equal
to the ITD. Then, at a given moment in time, the left ear (L) is located at a
pressure maximum when thc right ear (R) is at a minimum. Now codsider a sound
coming from the right side of the head which is 180° out of phase with the
sound coming from the laft. It also produces a maximum 2t L when there is a
minimum at R. The listener cannot perceive the absolute phase of a sound;
hnnén-hn or she cannot distinguish such a sound coming from the left from a
sound from thea right.

The difference in the acoustic path length to the two ears is greatest
when the sound approaches from © = + 90°. This conditlon thersfore produces
ambiguous 1IID's starting at the lowest 'froqunncy of any direction of
arrival, PFor such a sound, the shortest serial path from ear to sar 1is about
23 cme This distance exceeds half a wavelength (and therefore ITD axceeds
half a period) at frequencies of about 750 Hs and greater.

Since the ITD decreases as the diraction of the sound, ©, approaches 0°
or 180°, higher fraquency tones produce unambiguous ITD's in these regions,
For example, at ? = +45, tones of frequency up to 1300 He produce an
nnambiguous ITD (the listener can distinguish whether the sound is coming from
the left or right side of the head, but not necessarily from front versus
back). Physiological evidenca indicates that individual neurons of the
auditory nerve can fire in eynchrony with a periodic sound source only up to
about 1000 He, due to the finite refractory period of the neuron., Above that,
bundles of neurons can follow a periodic sound only up to about 1600 Hz
(Tasaki, 19%4), Therafore, no matter how small the ITD, the ear can only
follow the interaural time (or phase) differance created by a periodic source
up to about 1600 He.

Figure 10 shows the physical IPD's end IAD's produced by moving a source
a Just-noticeable~distance from the median plate, Also shown are the
thresholds for IPD and IAD for tone pulses presented dichotically, via
earphones. The interaural phase Jjust-noticeable difterence (IPjnd), or
threshold, and the interaural amplitude just~noticeable difference (IAjnd) are
greater than the physical IPD and IAD bacause the threshold (jnd) values of
IPD and IAD were taken as those values that the listener correctly detected on
75% of the presentations (see Mills, 1972), '
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Figure 9. Momentary sound pressure level at the left (L)
and right (R) ears. See text for explanation.
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Pigure 10, Comparison of the interaural differences in phase
and intensity that can just be detected when tone
pulses ara presented through earphones with the
interaural differences in phase and in intensity
that are present when an actual source of tone
pulses is moved juat noticeably out of the median

plane. (From Mills, 1972.)
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The important feature of Figure 10 is that the IPjnd follows the physical

IPD up to about 1200 Hz and then becomes indeterminately large., At about 1400

Hz, the IAjnd converges with the physical IAD and remains close to it up to

v‘ about 6000 Hz. Above 6000 Hz, the physical IAD becomes much larger than the

IAjnd. These data, along with the transition from 1200 Hz to about 2000 Hz

seen previously in Figure 4, suggest that localization of pure tones is based

on IPD up to about 1200-~1500 Hz and on IAD above 1500 Hz. The data in Figure
10 provide no explanation for the transition seen around 8 kHz in Figure 4.

Although the auditory system is insensitcive to ITD for pure tones at high
frequency, it is sensitive to ITD for some complex high-frequency sounds.
Sensitivity to ITD for high frequency sounds has been Jemonstrated when either
of two conditions are met: (1) the sound hiz a low frequency periodic
anvelope, or (2) the sound includes a trangient component.

A study by McFadden & Pasanen (1976) provides an example of the latter

condition, Using dichotic headphone presentation, they measured the threshold

N for 80% correct lateralization of a two=tone complax. The tonas were both in

' the 4000 Hz region, and differed in frequency by 25 to 550 Hz in different

conditions, An interaurally uncorrelated, low=pass noise was used to mask the

difference tone created by the mixing of the two primary tones. The complex

tone was presented for 200 msec with 25 msec rise and decay timas., Listeners

o detectead ITD's as small as 27 Msec, based apparently on the transient
(envelope) features of the stimulus.

The former condition for sensitivity to ITD's at high frequency is
illustrated by a study by Yost, Wightman, and Green (1971), Tisteners were
0 asked to discriminate between high= and low-pass filtered clicks which were
presented simultaneously (diotically) or at a time offset (dichotically).
When a simple click was prasented, high=—pass clicks were moré difficult to
lateralize than were low-pass clicks., However, when the clicks were repeated
64 times during the observation interval, high- and low=pass clicks were
lateralized equally wall, Apparently, che auditory system is sensitive to the
ongoing ITD produced by a low-frequency periodic envelope.

The detectability and usefulness of ITD's produced by transient sounds is

. w sm w A

not limited by the refractory period of the neurons or phase ambiguities.
Hence transient ITD's are effective even at frequencies as high as 5000 Hz
(cf., Yost et al., 1971).
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N 2,2.2 Interaural Amplitude Differences

The interaural amplitude difference produced by the head shadow varies as
a function of the frequency of the sound as well as its direction. Figure 11
" shows the IAD measurements for pure tones on five human subjects. As
:' expected, the IAD is near zero at 0° azimuth, and reaches a maximum between
ﬂ 60° and 120°. At frequencies less than 1800 Hz, the IAD is relatively small
g for all angles of incidence. At 2500 Hz the IAD reaches a maximum of about
g 12 db near 80", As the frequency increases, the IAD approaches 20 db at some
angles. Thege data are in agreement with Figure 10, which shows that the
’ IAjnd and the actual IAD produced by moving a source near the median plane

follow ons=another closely from near 1500 Hz to about 6000 Hz,

;f Another important feature of the IAD curves in Figure 11 is that the rate
i of change of IAD with azimuth is greatest near 0° and genaerally flattens out
i as the source moves to the side of the head. Therefore, any rotation of the
sound source or the head in the horizontal plane should produce a much greater
W effect near 0° than at larger angles. This finding agreas well with Figure 4,

A ends. Blauert (1983) found that IAD changes erratically as a function of
I frequency above 6000 Hz, Other evidence (see section 2.2.3) suggests that

spectral changes produced by the pinnae may be the dominant cues at the higher
frequencies.,

ﬁé which shows that the minimum sudible angle increases rapidly as the azimuth of
?2 the source increases.

. As noted earlier in the discussion of Figure 10, at frequenciles greater
f- than 6000 Hz, the close correspondence between IAjnd and the physical IAD
K
A

. 2.2.3 Monaural Cues

h§ Interaural time and 1intensity differences enable the Llistener to
% discriminate sounds coming from the right vs, left side of the head, but do
bl not differentiate sounds in front from their mirror-image position in back of
' the head. There is now evidence that resonances, reflection, and diffraction
% from the pinnae, torso, and head serve as monaural cues which enable the
d listener to wmake front-back discriminations. These anatomical features

produce direction-dependent changes in the spectrum of the sound received at
the eardrums,
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In order for monaural cueg to be effective aids to localization, the
ligtener must have a priori information about the spectrum generated by the
source. Only then can the listener judge whetner a given apectral feature is
a function of the source position, or a faature of the free-field source
spectrums Such a priori information can be gained through pre=-experimental
knowledge or repeated presentations of the source,

The monaural cues seem to consist of relative amplification of one region
of the spectrum relative to another region. If the source spectrum is limited
to a very narrow bandwidth, as it is for pure tones, then little or no
ralative amplification is possible. 1If, further, the amplitude of the source
is varied from presentation to prasentation, any noticeable attenuation or
amplification of the sound from one exposure to the next is no longer a
useable cue for localization.

Stevens and Newman (1936) found that tone bursts coming from in front of
the head were often perceived as coming from the back. When the intensity of
the sound was also varied randomly frdm one presentation to the next,
= listeners performed at nesrly chance levels On the other hand, Musicant &

Butler (1984a) found that wide-bandwidth noise stimuli were localized with
very faew front-back reversal errors when they contained significant energy
from 1 to 4 kHz and greater, However, when the listener's pinnae were
oceluded in the same study, the percentage of front-back reverals increased
ki dramatically for both wide-band noise and for 4 kHz high-pass noise, but not
for 4 kHz loww-pass noise, These results strongly suggest that the pinnae
produce effective localization cues at frequencies of 4 kHz and greater.

In the Musicant and Butler study, when the pinnae were not occluded, the
+ 4 kHz low-pass noise, the 4 kHz high—-pass noise and the wide-band noise all
‘produced very few front=—bsack reversals, whereas the | kHz low=pass noise
produced front-back reversals on about 50 percent of the trials, This
suggests that some cues also operate in the region from 1 to 4 kHz to reduce
front=back reversals. When the pinnae were occluded, the number of froant—back
reversals increased in the wide~band and 4 kHz high—pass noilse conditions, but
not for the 4 kHz low-pasam noise condition. This result suggests that the
} pinnae produce cues only abuve 4 kHz, and that other anatomically-related cues
(such as torso reflection and monaural head shadow) operate in the 1 to 4 kHz

band to help resolve fronf~back ambiguities. Gardner (1973) reported acoustic
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data (HRTF's) for wmanikins with and without a torso. The torso clearly
producag,guplftudatvnriations in the region from 0.7 to 3.5 kHz.

As mentioned eurlier, a number of acoustic investigations have been done
to directly measure thcfipectrul changes produced by the pinna, head, and
torso (Gardner, 19ﬂ3° Hebrank & Wright, '1974b; Mehrgardt & Mallert, 1977;

.Rbdﬁnrl. 1981; Shwﬁ, 1974u~ 1974b; Shaw & Teranishi, 1968; Weinreich, 1982).
The ranulting HRT?'s uhow the ratio of sound pressure amplitude (and/cr
‘difference in phese) at the ear drum or ear canal entrance versus the

amplitude or phnuq An the free field (when the listener is ablont). As no:ed
edrlier, :h&re sreé numerous large differences in anmplitude responss at
pnrticular ‘rcqu.ncion for sound sources in front versus the mirror-image
pquicton n back which could serve as localization cues. Shaw (1974b)

b&eucnt’ amplitude HRTF's normalized to 0° azimuth, which he calls “azimuthal

-qchcnduncc  curves (see FPFigure 12). Careful inspection of these curves
'husghqts poesible acoustic features which could play a role in front-back

discrimination and monaural localization cues generally. He notes that the
ovc?all gain (relative to 0°) increases smoothly from ~45° to +45° agimuth.
‘From 60° to 120° the gain remains about constant, except in the 2-6 kHz region
where it decreases lmbothly. From 120° to 165° there is a fairly constant
increase in gain from 2-5 kHe accompanied by s steady decrease at other
frequancies. Shaw concludes that thase regular changes in amplitude response
are: (1) due to the pinna, and (2) provide the physical basis for (monaural)
localization. Further psychoacoustic research is needed to determine the
necessary and sufficient acoustic features for monaural localization.

Most invegtigators have reported HRTF's averaged over a number of
1isteners. These averaged HRTF's show broad, common trends in amplitude
response, but the averaging process eliminates much of the "fine structure” of
individual HRTF's. Mehrgardt and Mellert (1977) shified their HRTF's along
the frequency dimension before averaging in order to preserve major features
common to individual HRTF's. Rodgers (1981) has suggested that ideosyncratic
features of an individual's HRTF may be important for localization

performance,

A number of studlies show that listeners quickly adapt to a change in the
ideosyncratic features of the HRTF. When SAL cues derived from artifical

pinnae, or models of someone else's pinnae, are presented fo an observer via
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s Figure 12. Family of 23 self-consistent curves showing HRTF's normalized
to 0 degrees azimuth. (From Shaw, 1974b.)
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earphones, localization 1is initially less accurate than with one's own
pinnae. However, adaptation to the foreign pinnae occurs rapidly. After
several mirnutes of practice, most observers are able to localize nearly as
accurately as with their own pinnae (cf., Searle, 1982; Batteau, 1967).

It also appears that the anatomical features of some listeners provide
better localization cues than do those of other listeners. Butler and
Belendiuk (1977) reported that some listeners localize more accurately when
presented with cues genarated from another person's pinnae than with their
own,

The acoustical studies reviewed above relate the direction of a sound
source to the proximal acoustic stimulus. While this is necassary and useful
research, it 4s not a sufficient account of auditory localization
performance. Psychoacoustical studies are needed to relate the proximal
acoustic stimulus to the listener's perception of the source location.

One of the problems encountered in relating the proximal stimulus to the
percept in auditory localization has been separating the effects of the
various cues, such as ITD's, IAD's, pinna cues, etc. One partially successful
approach has been to control the situation under study by using pure tones as
stimuli, This work, reviewed previously, has helped to identify the roles of
ITD's and IAD's. However, this approach has not been successful in isolating
pinna, torso, and monaural head cues because IAD's still play a role, even at
high frequencies.

A more productive approach has been to study monaural localization,
thereby eliminating the binaural cues such as ITD and IAD. Butler and his
colleagues have pursued this approach for horizontal as well as median-plane
localization. Their results suggest that source angular position 18
frequency-coded, much like Blauert's (1969/70) "critical band" hypothesis for
median plane localization.

In a series of studies (Butler and Flannery, 1980; Flannery and Butler,
1981; Musicant and Butler, 1984b), Butler and his co-workers found that the
perceived direction of narrow-band, high frequency noise is related to 1its
center frequency (CF) rather than its actual direction. 1In these experiments,
the right ear was acoustically blocked and the stimull were presented randomly

from various azimuths in the front-left quadrant or whole left side. A 1 kHz-
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wide band-pags noise centered at 4 kHz was nearly always reported as coming
from directly in front of the listener, regardless of its actual position. As
the CF of the noise was increased, the perceived location tended to move to
the side, generally reaching 90° when the CF reached about 8 kHz. As the CF
increased beyond 8 kHz, the apparent location moved back directly in front for
most listeners, and then migrated laterally as the CF was increased further.
When the CF reached 12 to 13 kHz, the apparent location again moved back in
front of the listener. Not all listeners followed this pattern, and there
were considerable individual differences among those who did follow the
pattern as to what CF's were associated with which directions. For a few
listeners, the apparent location of the sound moved from near 0° azimuth
through the rear quadrant to nearly 180° as the CF increased from 4 to 12 kHz.

Flannery and Butler, and Musicant and Butler, measured the relative gain
for the free~field versus the entrance to subject's ear canals for 1 kHz-wide
noise stimuli with various CF's. They found that the gain for any given
stimulus tended to be greatest at that azimuth that listeners most often
perceived as the source location. However, the amplitude diffaerences between
locations for given stimuli were frequently as small as 1 db, Similar trends
can be seen in the HRTF's reported by Shaw (1974b) and Mehrgardt and Mallert
(1972)s In Shaw's Figures 6 and 7, the HRTF for a 4 kHz tone shows a broad
peak at about 40° azimuth. As the frequency increases to 8 kHz, the peak
migrates to 90° or ¢lightly greater azimuth, A similar trend can be seen in
Mahrgardt and Mellert's Figure 18, Thus there i1is at least a partial
correspondence between the features of averaged HRTF's and the perceived
source location in the horizontal plane.

Butler and his colleagues call each frequency region which moves the
sound from the front to the lateral position a Spatial Reference Map (SRM).
For example, for most listeners, 4-8 kHz is an SKM, as is 8-12 kHz. Butler
and Flannery and Flannery and Butler compared monaural localization accuracy
for 4 kHz-wide noise with various CF's. In one condition, the CF was such
that the noise bandwidth spanned two SRMs, in another condition the noise
bandwidth fell entirely within an SRM. Localization performance was better
when the noise-bandwith was centered over an SRM boundary. It L8 not clear
why this should be so, and the authors did not offer a satisfactory

explanation,
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Weinrich (1982) reported strong evidence for front-back discrimination
cues around 1.2 kHz and from about 3.5 to 6 kHz, He measured the HRTF from
the free field to near the ear canal entrance for azimuths of 30°, 150°, 210°,
and 330° for four listeners., He then subtracted the amplitude response
generated by a source in back from that generated by a source in the
corresponding front position (e.g. 150° response minus 30° response). This
was done for both the ipsilateral and contralateral ears. In the ipsilateral
ear, he found a broad, marked increase in SPL from about 3.5 to 6 kHz and a
small decrease around 1.2 kHz. In the contralateral ear, he found a marked
decrease around 1.2 kHz. He next addrelnod'tha question of whether these
front—~back acoustic differences are actually used as cues for front~back
discrimination. Using the HRTF features noted above, he produced simulated
front and back cues. The cues were impressad on spesch and white noise
stimull «nd delivered via earphones. Appropriate ITD's wera also introduced
to simulate front and back positions at various azimuths. Subjects were able
to assign these synthesized signals to an array of 12 directions with
relatively few front=back raversals. However, the spectral features impressed
on the signal had to be exaggerated in ordear to achleve good frunt=back
discrimination performance., The partial success achieved by Weinrich suggescs
that it may be possible to produce accurate SAL performance based on
variations in the spectrum as a function of apparent arzimuth.

2.3 Localization in the Median and Vertical Planes

The major binaural cues, interaural time difference (ITD) and interaural
amplitude difference (IAD), produce not only front=back but also above=below
localization ambiguities. For the idealized spherical head, the ITD and IAD
specify the location of a sound source to within a "cone of confusion,” shown
in Figure 3. Any source location on the cone produces the same ITD and IAD.
Of course real heads are not spherical, but this does not eliminate the
ambiguities, It simply makes the cone an irregular rather than smooth
gurface,

Localization in the median sagittal plane (MSP) is of interest because
ITD's and IAD's are presumably absent there. Many investigators have assumed
that localization in the MSP is based solely on cues producad by the pinnae

and torso. In contrast, for judgements of source elevation {n other vertical
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planes, ITD and IAD cues should be available, as well as pinna and torso
cues, One would therefore expect judgements in the MSP to be considerably
less accurate than comparable judgements in the other vertical planes,
Gardner and Gardner (1973) measured localization accuracy for connected
speech. Loudspeakers were arranged in a semicircular arch over the subject's
head, spanning from 0° elevation in front of the subject to 180° in back. For
different test conditions, the subject was rotated +5°, 15°, 45°, or 40° with
respect to the arch in order to test localirzation in other vertical planes.
The results, shown 4in Figure 13, show that elevation judgements are most
accurate for the transverse plare (90° to the median plane) and inteimediate
for oblique planes. These result» mnake sense in terms of the expected change
in ITD and IAD produced by a givan change in elevation, 4, In the median
plane, At produces zero change $» ITD and IAD; in the transverse plane the
change 1is maximized; in oblique planes the change in ITD/IAD with Ae is
intermadiate.

Localization accuracy also varies considerably within the MSP,
Wettschureck (1973) measured the minimum audible angle for a white noise
source at virious locations in the MS8P. He found the gresatest acuity, about
4* in the front of the listener, intermediate acuity behind, and least acuity
(about 10°) overhead. This compares with & maximum acuity of 1° in the
frontal horisontal plane.

2.3.1 Interaural Differances

Studying localization within the MSP would seem to be a convenient way of
eliminating ITD and IAD, therefore enabling the inveatigator to study torso
and pinna cues iIin 1isolation, However, tha assumption that {nteraural
differences play no role in MSP localization has been questioned.

Ao shown in Table 1, Searle et al. (1976) propose a third interaural cue
that provides information about the elevation as well as the azimuth of the
sound source. This third cue is the interaural pinna amplitude differenca.
Asymmetries in the left and right pinnae (and head asymmetries) could produce
interaural amplitude differences as a function of source elevation in the MSP.

Searle, Braida, Cuddy & Davis (1975) measured the amplitude response of
tue head and pinnae at the ear csnal entrance as a function of frequency. The

measurements were taken on three human subjects, for sources at various
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elavations in the MSP. As expected, there was a common change in amplitude
rasponge over frequency for both ears. These are the monaural pinna cues. In
addition, Searle et. al, found a disparity between the left and right ear
responses which changed systematically with elevation angle, These
differences are potential interaural cues to localization in the MSP.

Searle et al. (1975) argue that the interaural pinnae differences are
used as cues for MSP localization. They review previous research which shows
that monaural localization in the MSP 4is less accurate than binaural
localization in the MSP (cf., Butler, 1969a). This finding could be due to
either the absence of binaural disparity cues, or to the loss of redundant
{aformation from one ear in the monaural condition.

As a test of these two alternate explanations, Searle et al. (1975)
presented simulated localization cuss for sources in the MSP via earphones to
four subjects. The localization cues were obtained by firet recording from
the left and right ear canals of esch subject for sources in the MSP., The
recordings wore then plaved back either dichotically (left channel to left ear
and right chaunel to right aear) or diotically (left or right channel to both
ears). Searle et al. also varied the amount of a priori information about the
signal available to the subjects by varying the spectrum of the signal from
trial to trial in some test conditions. As noted in Section 2.,2.3, the
listener must be familiar with the source spectrum in order to use monaural
cuas effectively. They reasoned that reducing the amount of a priori
information available should affact localisation accuracy less in the dichotic
than in the diotic condition if binaural disparities wers used as cues in the
former., Thelr results show better localization in the dichotic conditions
overall and greater degradation of localization accuracy 1in the diotic
condition when the source spectrum was varied from trial to trial.

The Searle et al. (1975) results suggest that binaural disparity cues are
used in MSP localization, but they are not conclusive. In the diotic
presentation condition, one of the ears received simulated cues generatad by
recording from the opposite aear. In the binaural c¢ondition, both ears
received cues generated by recording from themselves, It is possible that the
combination of unnatural cuas in one ear plus the experimental manipulation of
trial=to-trial spectral variations in the source produce an interactive effect

on monaural locslization accuracy. For example, if Searle et al. had also
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testad their aubjects monaurally, omne might find that varying the source
spectrum produces greater degradation when the cues were recorded from another
aear, than when the cues were recorded from the ear being stimulated.

On the other hand, debrank and Wright (1974a) argue that binaural cues do
not play a role in MSP localization. In a first experiment, they presented
white noise and "rippled-spectrum" noise to monaural and binaural subjects,
with the source in the MSP. The spectrum of the rippled noise contained peaks
and notches similar to those introduced by the pinna. The location of thase
peaks and notches was varied randomly from trial to trial., The rippled noise
presumably denied to the subjects a priori information about the signal
spectrum, and should therefors degrade localization based on monaural cuss,
Hebrank and Wright found that the rippled noise (versus white noise) produced
the same amount of degradation in localization performance for monaural and
binaural subjects. This result suggests that binaural information, even if
prasent in MSP localization, does not aid 1localization. In a secoud
expariment, Hebrank and Wright found that, if given lucalization feedback,
monaural subjects quickly learned to localize in the MSP as accurately as do
binaural subjects.

Even though binaural differences may play no direct role in MSP
localization, they are responsible for centering the acoustic image in the
MSP. As Blauert (1982) points out, binaural information is not absent in MSP
localization. Rather, binaural differences are at that value which indicates
that the source is located in the MSP. Gardner (1973) also points out that
binaural information performs a "centralizing” function in MSP localization.
When one ear is blocked, the acoustic image rotates laterally toward the opan
ear, In this condition, judging the position of the source in the MSP becomas
veary difficult.

2.3.2 Monaural Cues

The two dominant theories of monaural localization are the theory of
Timbre Differances (a frequency domain approach) and the Echo-Delay position
(a time domain approach). The latter position was argued by Batteau (1967) to
explain how the pinnae produce direction-dependent cues. Specifically, he
proposed that reflections from the various folds and cavities of the pinnae

produce reflected, and therefore delayed, signals. The relative amount of




each delay 1s postulated to depend on the location of the sound source
vertically and horizontally relative to the pinna. Batteau further proposed
that the ear and brain determine the sound source location by measuring the
amount by which the echoes are delayed from the main signal.,

The neurological delay-processing model proposed by Batteau has been
largely discarded due to claims that the temporal rasolution of the auditory
systam is not adequate. ‘The minimum audible angle in the median plane (where
processing is based only on monaural cuas) 1i about 4° (Harris & Sargeant,
1971; Wettschureck, 1973). In order to discriminate that small a change in
source location, the temporal acuity of the ear and brain would have to be
less than 5 Usec (Batteau, 1967). Green (1971) and Zwicker (1973) report that
the ninimum discriminable monaural time difference is greater than 1 msec.
Howaver, Habrank and Wright (1974a) found that the just-noticeable~difference
(ind) for time delays was in the region from 5 to 7 usec. Thay used time=
delayed white noise summed with itself and presented monaurally. Hebrank and
Wright conciude that the human auditory system has the required temporal
acuity, but reject the neurological delay-=processing model on other grounds.
They base their rejection on a report by Thurlow and Runge (1967), who found
that clicks were localized more poorly than was white noise. 1If the auditory
system determined location by judging delays, stimuli with steep rise times,
such as clicks, should be localiged more accurately than the relativaly slowly
varying snvelope of a noise function, '

The spectral approach to monaural locslization holds that reflections,
resonances, and diffraction of the sound source by the pinna and torso produce
direction~dependent changes in the spectrum of the sound reaching the
eardrum. The auditory system is prosumad to judge the sgource location
according to the spectral features of the. sound reaching the eardrums As in
the case of monaural localization in the horizontal plane, & priori
information about tha smource spectrum is required in order to judge its
location, Otherwise, the auditory system has no way of discerning whether a
given spectral feature is a function of the source location or a property of
the original source spectrum. The spectral theory laads naturally to the

question of what spectral festures are produced by the pinnae and torso and
usad by the brain,
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A number of investigators have studied the frequency rauge over which the
pinnae and torso produce useful cues for MSP localization, Gardner (1973)
fournd that localization of fullwband noise in the anterior portion of the MSP
was degraded when the pinnae were occluded. He also compared localization
accuracy for one=half octave bandwidth noise centered at 2, 3, 4, 6, 8, or 10
kHz, with and without the pinnae occluded. With open pinnae, localization
accuracy incressed as the center fraquency of the noise~band increasad; and
was best for full-band noise. When both pinnae were occluded, losalization
accuracy dropped to near chance for the 4, 6, 8, and 10 kHz noise hands, and
to juat above chance for the 2 and 3 kHz noise bands and the full-band
noise. These results suggest that the pinnae produce useful cues from 3 or
4 Kiz to at least 10 kHz, and that some other factor (presumably the torso)
produces cues in the 2=3 kHz region. Gardner and Gardner (1973) report
comparable results for the posterior portion of the MSP.

Hebrank and Wright (1974b) measured localization accuracy for white noise
and sharply filtered high= and low—pass noises. Source position was varied
among nine locations from =30 to +210° in the MSP. Their results, presented
in Figure 14, show that the absence of spectral energy below about 3.8 kHx and
above 16 kHz does not affect MSP localization parformance. These results are
not in conflict with Gardner's results showing limited ability to localize
sound in the 2=3 kHz region. Note in Figure 14 that localization accuracy is
still slightly above chance for the 4 kHz low~pass noise.

The most compelling evidence for the spectral theory of monaural
localization is the auditory illusion produced by narrow-band signals in the
MSP. The perceived location of such sources is related to their center
frequency rather than their actual Llocation. Roffler and Butler (1968)
prasented tone bursts of frequencies from 250 Hz to 7200 Hz at locations from
=13° to +20° elevation in the MSP. They found that reported source haight on
a 54 inch high panel in front of tha listener was monotonically related to
stimulus frequency. They also report several experiments which show that this
relationship is not due to learned associations, e.g., the convention of
labeling tones of greater frequency "higher",

Blauert (1969/70) presented |/3=octave band-paes noise to binaural
listeners from loudspeakers located in front, above, or behind the subject.

The listener reported the apparent direction of the sound source (in front,

49

A Pl s Bt P it U 50 B ST S0+ F i PR 8§ A - T+ B (S B -} i) 9=l e 204~ A $ e arot- S ) St Y F bt At + et S § Pt St &




4 rl 4 “ 4 .
t N R |
. CUTORF FREOUENCY (kKHB)

HIOH-MALS-
FiLTERING

N R N R

. . )
' CUTOFF  FREQUENCY (kMB)

o Figure l4. Mean percent correct responses for
. ten subjects localizing low- and

' high-pass~filtered white noise with
accuracies of +45° (0) and +15° (+).
Dotted lines show mean accuracies
for white noise. (From Hebrank

and Wright, 1974b,)

B

50




behind, or atove). The center frequency, duration and intansity of the
stimulli weare varied randomly from trial to trial. Reported source direction
was related to signal frequency, and not to signal duration, location, or
intensity. Specific frequency bands were associated with each direction, as
shown in Figurs i5,

Butler and Helwig (1983) report resulis strikingly similar to those
obtained by Blauert at frequencies of 4 kHz and greater. They presunted 1.0
kHz~wide baud-pass noise bursts at center frequencies from % to 14 kHr. The
subject was seated under an arched array of loudspeakers which spaaned froin
=30° to +210° elevation in the MSP. Reported scurce location was rchto& to
center frequency and not to actual source location. For four out of five
lisceners, reported source location increased nearly linearly <wom =15° to
about +180° ulevatio: as the center frequency increased from 4 kHz to 1l or 12
kHz. For one listener, reported source elevation increased to roughly
overisad (90° to 105 ) at 8 kHs, and then abruptly reverted to the frontal
position at 9 kHz. For four of the ‘tivn listeners, the spatial correlates of
frequencias above 4 kHz in Butler and Helwig's study corx.sponded very closzly
to those in Blavert's study. Hebrank and Wright (1974b) also repcrt apparent
source positions for filtered noise which are consistent with the findings of
Butler and He/wig, ard Blauert.

Given such consistent psychoacoustic dera, onue would expect to find
reliable corresponding epectral features. Hei. ank and Wright (1974b) aade
models of three subjects ears and measured their amplitude response (HRTF)
from 4 to 16 kHz for sources at various clevations in the MSP, They found
three features of the HRTF's that were ccmmon amoug the three ears, and which
corresponded to the perceived locations of filtered=noise stimali: (1) a
notch, the low-frequency side of which migrated from about 5 to & kHz as the
source elevation increased from -30° to +60°, (2) a peak between 7-9 kHr for
overhead source locations, and (3) greatet energy above 13 k¥z for froatal
gource locations than for behind locations. Butler and Balendiuk (1977)
measured the amplitude response from 4 to 9 kHz for 8 suhjects' ears. They
reported a prominent notch, the center of which moved from about 5.5 kHz to
about 7 kHz as the source elevation changed from =30° to +30°., The same
features of the pinna &mplitude response have also been reported by Shaw and
Teranishi (1968) for sources at elavations of -45° to +45° in the transverse

vertical plane.
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. A oumber of investigators have proposed that elevation in the MSP is
encoded by a combination of spectral features. Wright, Hebrank, and Wilson
'*(1974) point I'ou': that the apactril features used by the auditory system in
monaural localization could be ganerated by pinna reflections added to the
" .original signal. A broad-band signal when summed with a delay of itself at an
* .appropriate amplitude ratio, ‘4, produces & sound, the spectrum of which
contains multiple peaks and notches as shown in Figure 16. The delays
. btopond by Batteau (1967) (10-80 Meuc for azimuth angles and 100-300 Hsec for
“‘elevation angles) produce ripples in roughly the appropriate parts of the
spectrum. Watkins (1978) ihov}q that the spectral cues which produce the
'perception of particular sourca directions can he described as components of a
"comb-filter” pattern which can be produced by echo delays in the range of
values auuutmjl by Batteau., Figure 17 shows t:hc_ effect of adding two delayad
éompononu of a whit:oinoi.:ii -;znal to uznlf. Note thnt. 'n givcn' delay, T,
produces a spectrum with multipla peaks and notches. The frequencies of the
pukc" and notches migrate as the mune' of delay, T,, of one of the uddod
signals changes.

Watkins conducted an experiment in which lubjccu' reported the last
perceived location of an apparently moving source. Apparent movement was
created by varying one of the delays, Tyr In a two-delay-and-add signal. The
"above" and "below" labels in Figure 17 are positioned above tha Ty values
which were perceived as above (+40°) aad below (=20°) in the transverse
vertical plane.

Note that the spectral features shown in Figure 17 correspond roughly to
those reported by Hebrank and Wright (1974b), and Butler and Belendiuk (1977),
for source elevations in the MSP., Specifically: (1) there is a notch, the
low=frequency side of which migrates from about 5 to 8 kHz as the source
elevation increases, and (2) there is a peak batween 7-9 kHz for overhead
(above) locations. Watkins concludes that: (1) the same monaural mechanism
contributes to vertical localization in both the transverse and median planes,
and (2) the decoding mechanism for vertical location 1is based on the
recogunition of spectral patterns like those produced by a multiple dalay-and-

add system,




Figure 16.

Spectral filtering created by combining

a signal with a delay of itself. Delays
less than 30 usec cause low-pass filtering
and delays greater than 30 usec cause
multiple spectral notches. (From Wright,
Hebrank, and Wilson, 1974.)
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Figure 17.

Spectral peaks and notches generated
by adding white noise to two delayed
echos of itself, as a function of one
of the delays, 7 . The "above'" and
"below" labels a¥e positioned over T
values which listeners reported the v
sound source to be high or low in the
transverse vertical plane. (From
Watkins, 1978.)
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2.4 Auditory Distance Perception

The acoustical characteristics of a sound field that vary as a function
of the distance of the source have been well documented. However, the
effactiveness of. chui acoustical parameters as psychophysical cues for the
parception of distance has not been thoroughly studied. A distinction must be
wade batween absolute judgements of distance and relative judgements of
distance: absolute judgements can b- made based exclusively on the
charscteristics of the sound fiaeld, whu'iu relative judgements require that
the listener have, or assume, a priori information such as a reference sound
or repeated exposure to the sound _loui'cc. ~ Monsural cues (such as the
intensity and ipiecrnl couposition of the sound at the eardrum) can provide
only relstive information. 1In principle, bdinaural cues can provide absolute
information only 1f the direction of tha source is known or assumad, or if the
sound is repeatedly sampled as the head is routod and the source is known to
be stationary. There is considerable cvldonco that monaural cues play an
important role in relative distance judgements. There ia also evidence that
binaural information plays a role in distance judgement when the hesd 1is
stationary. Howaver, it is not clear what binaural cuss are used.

The physical charactsristics of a sound field vary in terms of both
1ntdn-1ty and frequency composition as a function of distance. According to
the 1/!2 loss law, intensity decresses as distance increases. Amplitude
decreases by 6 db for each doubling of distance, Coleman (1963), in his
review of suditory depth cues, cites various psychophysical data which support
the use of the 1/R2 loss law as a relative cue for distance judgements.

The usefulness of intensity as a cus to distance seems to depend on (!)
the distance of the source from the listener, (2) the characteristics of the
sound, and (3) the listener's degree of familiarity with the sound. Bekesy
(1949) showed that the perception of distance tends to level off as distance
incresses past s critical point. This outer limit on distance percaption of
auditory events has been termed the auditory horizon, Gardner (1969b) showed
that the characteristics of the input (i.s., whispered vs. shouted speach)
affect the distance estimate, even though amplitude loss with distance is the
same for both inpvts. The results indicated that the estimated distance of
shouted spesach tends to be greater than that for whispered speech. Coleman
’1962) found that distance judgemants were unrelated to actual distance on the
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first trial of a repeated-measures experiment. However, with repeated
exposure, accuracy increased. This result {indicates the i{importance of
experience in judging distance.

The frequency spectra of a complex sound field has also been implicafed
in providing usable cues to distance. Changes in the frequency spectra occur
as. a function of the distance of the source from the observer. At short
distances (< 4 feet) the sound field is relatively spherical in shape. Bakuy
(1960) reported that a sound source appears to approach the observer it t:ha
low !nquoncy components of the source are increased, relative to the high
frequency information.

At farther distances the wave front beacomes planar in shape (i.e., far-
field conditions obtain). 1In the far-field, high frequencies ara attenuated
more rapidly than are lower frequencies as source distance increases. The
difference in the rate of attenuation of high verus low frequencies depends on
humidity, temperature, terrain features, and inhomogeneities in the
atmosphere. These atmospheric effaects are in addition to the 1/!?.2 loss.

The psychophysical dats suggest, at least in monaural situations, that
frequency composition of a sound serves as a relative cue for judgements of
distance. Coleman (1968) showed that observers were accurate at localizing
the distance of a source, located 8 to 24 feet away, based upon spectral
cues, Loundsbury and Butler's (1979) investigation of spectral cuss indicited
that some observers were quite accurate at locating distances. However, 19%
of their observers consistently invarted their estimates of distance.

Binaural cuss to distance have also been investigated. The potential
cues include interaural time differences (ITD's), {interaural amplitude
differences (IAD's), and interaural spectral differences (I80's). Holt'nna
Thurlow (1969) demonstrated that when interaural cues are available, observers
can accurately rank-order the distances of the sources. Whan tha source
direction wac to the side of the head, observers could accurately judge
distance; but when the source was in front of the head, thay could not.

Levy and Butler (1978) directly manipulated ITD, IAD and ISD cues. They
recorded broad-band, low~pass, and high—pass noise bursts in stereo from a
live model's head with the source at a distance of 5 feet, Three separate
recordings were made which contained (1) ITD's, IAD's and 1ISD's, (2) only

57




ITD's and 18D's, or (3) only ITD's. The processed stimuli were then presented
dichotically to a 1listener who judged cthelr apparent distance. Judged
discance was related to the frequency composition of the stimuli. Elimination
of lower frequencies (and thus the fine-structure ITD cue) vresulted in serious
anderestimation of the source distance. Dilgincc estimates did not change
significantly when IAD's and ISD's were cltminatnd; The results suggest that
ITD's are the major binaural cue Eor,,Qthanco perception, In a sacond
gxpirlnnne. they separated oungoing (fine structure) ITD's from onset
(cnvoldﬁo) 1TD's. Elimination of onset ITD's resulted in significantly
greater underestimation of the wsource distance. Apparently both fine
structure aand énvelope ITD's play a role in distance perception.

The effects of head movements, to create changes in IAD's, has been
suggested as a binaural cue for distance. The approach employed has been to
wathematically model the information required to derive distance. Hirsh
(1968) attempted to model auditory depth bircepcion based solely on interaural
time and intensity differences. Unfortunately, without the repeated sampling

\ svailable with head movements, Hirsh's model resulted in correlated equatinns,
i vhereby IAD and ITD could not be independently estimated (Molino, 1973).
Lambert (1974) has shown that listeners could judge distance based on the rate
of change of tha IAD as the head is rotated in the horizontal plane, . Howevar,
no peychophysical evidence is yet available to -upport the ussfulness of this
cue or other head-movewsnt related cues in judjins distance,

2.3 UEffects of Head Movement and Vision on Auditory lLocalization

Four major explanations have been advanced to account for the finding
that head movements and the availability of wvisual i{nputs make auditory
localization Jjudgments more accurate. The¢ four explanations should be
regarded as different aspects of the same general problem, rather than as
mutuslly exclusive hypothesss. They include: (1) the cue-modulation position
(Wallach, 1940), (2) the central auditory acuity hypothesis (Pollack and Rose,
1967), (3) the visual frame-of-reference theory (Warren, 1970; Platt and
Warren, 1972), and (4) the wotor feedback/spatial memory position (Jones,
1978; Jones and Kabanoff, 1975).

The first explanation, advenced by Wallach (1940), 1is that moving the
head, and hence the ears, modulatas the binaural acoustic cues, 1i.e.,
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._”ancraural timo and amplitude differences (ITD and IAD). Wallach noted that
the change 1n these binnural cues with head movement dapendl on thc 1n1cial
'.dirnction of the sound source ruaativo to the head. . As the hnaq_il rotated
coun:cr-clockwisq in the horizontal plane. the TITD and 'TAD Ancrease Eér
?lourccl on the right-ftonc and left-rear liden of the’ h.ld. but decrcale for'
‘lcourcos in thn othor two quadrancl. f_ Pivo::nu the hnnd from lidl to nida _
produces corrusponding cf!ocel in the &ortieal plunn. wailnch luczolcnd that'
such movemants :are onpcctally helpful in rasolving |ound lourccl 1n front Erom
.thO|¢ in back. and thou. abovc from thono bnlow. ' .

Lambcrc (1974) has dcv.lopnd a mathomatieal model which dllcribll hov the
ITD cue changes as a function of head rotation for an idealixed observer. The
head 1is mnodeled as a lphoru.' with tw holes for ears located at *+ 90°
azimuth. Assuming thlt the lound is of Iow cnough !roquoncy oo chl: phnld
umbigui:icu do not occut. Lanbur:'q modnl lhow0 that the obncrvur can uniqucly
determine the ‘source azimuth balcd |ololy on the modulation o! thn ITD with
hdad rotation, ‘

Othcr acoustic cues also chnngc”nl the head is rotated or pivoted, The -
chango'in IAD as a function of the azimuth of the gource relative to the head
 was described in Section 2,2,2, The role of IAD in vertical localization is
covered in Section 2.3 As noted in those sections, tha IAD is sizeable only
at medium and high frequencies. Studies of auditory lateralization using
dichotic presentatiun have amply demonstrated that variation of the IAD causes
the percelved location of the sound to shift laterally (cf., Mills, 1972;
NDurlach and Colburn, 1978),

Head rotation and pivoting should also modulate monaural (chiefly pinna-
produced) cues. Under normal listening conditions, it is natural to reorient
dne'a head toward a newly heard sound source. FPFreedman and Fisher (1968) have
suggested that wonaural cues help divect the initial orienting response (head
movement) to a sound, but do not serve as {important cues during head
movﬁmnnt. They measured localization accuracy in the horirzontal plane with
listeners using their own pinnas, no (i.e., occluded) pinnae, or artifical
pinnge, with or without head movemant. With no head movement, their own or
artifical nionso {ncreased localization accuracy considerably relative to the
no-pinnae condition. Howaver, when head movement was allowed, there was no
significant difference het.seen the pinnae and no=pinnae conditions. This
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result suggests that the modulation of binaural cues during head movement is
so powerful that it swamps out any effect of monaural cue modulation.
Unfortunately, Freedman and Fisher did not measure the time required to
localize. I1f their hypothesis that pinnae cues help direct the initial
orienting response is correct, then localization time should be shorter when

pinnae cuegs are available.

A second hypothesis has been advanced by Pollack and Rose (1967). They
found that head movement facilitated auditory localization only when (1) the
sound source is initially located toward the side of the head, and (2) the
duration of the stimulus exceeds the time required to reorient the head toward
thk> source. They draw an analogy between foveal visual acuity and auditory
acuity in the region iround 0° azimuth, and suggest that head movement allows

the listener to take advantage of the higher—-acuity region.

A third explanation has been called the visual frame-of-reference
hypothesis (Warren, 1970; Platt & Warren, 1972; Shelton & Seérle, 1980). in
the original formulation of this position, Warren (1970) suggested that, for
adults, vision is the primary means of organizing sensotry space, and that the
necessary condition for facilitation of auditory localization s structured
visual input. In a later article, Platt and Warren (1972) modified the
original position to stress the interaction of eye movements and visual (i.e.,
retinal) information. They reported that eye movements in a lighted, textured
environment facilitate localization relative to a condition in which the eyes
are fixated in a 1lighted enviromment. However, eye movements 1in a dark
environment did not produce a facilitation relative to the same control
condition. Similar results have been reported by Mastroianni (1983b).

The facilitative effect of vision in the Platt and Warren (1972) study
should be distinguished from the intersensory bias or “visual-capture”
phenomenon. The latter phenomenon is the tendency for a sighted listener to
perceive éhe origin of a sound to be a plausible visual object. 1In the Platt
and Warren (1972) study, the visual background was a burlap curtain, i.e.,
there were no visual objects which could have been interpreted as the sound
source. Pick, Warren, and Hay (1969) reported an experiment in which subjects
pointed at (1) the heard position of a sound with the loudspeaker viewed
through a prism which displaced the visual image, or (2) the seen position of

the loudspeaker emitting sounds. The heard position of the sound was strongly
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biased in the direction of the displaced visual image, but the seen position

was not hiased by the sound.

A fourth explanation for the facilitative eaeffect of vision on auditory
localization has been advanced by Jones (1975} and Jones and Kabanoff
(1975). They contend that motor activity alone provides the spatial
framework, and that all sensory stimulation maps onto this spatial
framework. These investigators suggest that eye movements in the direction of
the auditory stimulus facilitate localization by “stabilizing” or updating
spatial memory. Jones and Kabanoff explain Warren's (1970) and Platt and
Warren's (1972) findings that eye movements facilitate auditory localization
only in a lighted, textured environment by noting that eye movements are more
accurate in the light. They propose that the role of retinal information is
to reduce eye drift rather than to provide the primary spatial point of
reference. Jones and Kabanoff (1975) report an experiment in .which eye
movements in the direction of an auditory stimulus facilitated localization,
whereas eye moverents in the opposite direction produced less accurate
localization than a control conditfon in which the eyes were fixated. 1In that
experiment, the measure of localization accuracy was the observer's percentage
of correct judgements as to whether the auditory stimulus was 3° to the right
or 3° to the left of the median plane of his or her body. The speakers were
hidden from view in order to rule sut visual capture effects. The finding
that eye movements in the direction opposite the sound degraded localization
1s contrary to the visual-frame-of-reference position. However, this finding
does not rule out the possibility that visual (retinal) information may play
some role in conjunction with eye movements to facilitate auditory

localization.

Shelton, Rodgers, and Searle (1982) note that the visual-~frame-of-
reference and the spatial memory positions are not mutually exclusive. Even
though the eyes are constantly moving, one perceives stationary objects in the
environment as remaining stationary. The fact that the image of an object
moves across the retina dnes not necessarily lead to the perception that the
object is moving. The visual system must somehow 1integrate retinal
information and extra-retinal eye-position information (EEPI) in order to
determine whether the object or the eye is moving (Matin, Stevens and Picoult,

1983). Given that retinal information and EEPI are wused in wvisual
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localization, it seems plausible that they both also play a role in auditory
localization,

It is alsc clear that the modulation of acoustic cues with head motion
phyo 4 role in auditory.localisation independently of vision. " Thurlow and
Rungo (1967) found that head movcmnnu facilitated auditnry localization even
vhen subjects where hlind!oldod. Wallach (1940) reports three conditions in

'vhich s blindf.oldod listener was. pulivnly rotated in a chair and a sound
: .oum wu ‘also round about the ssme axis, ucuttns from a point directly in

front of the listensr, .Depending .on the rate of rvotation of the sound

_velative to that of the listener, :lnvcrai_d;ftcron: auditory illusions were

createds When the sound rotated at the same rate as the listener, it was

,pp:ciivnd as emanating from above the listener's head. When -the sound was

rotated at twice the rate of the listener, it was perceived as coming from

-boh:l.nd. and when it was ronud at 1,5 times the listener's rn:o. it appeared

to be at an. ¢1¢vnuon of 60° and behind.

Losicnuy. it seems necessary that the brain mast integrate the acoustic
cuss produced by head ‘motion with proprio«pu'vc. vastibular, and/or visual
cues. 'A sound may move relative to the esrs either becauss the head is
rotating md the sound source {s stationary, or because the sound is moving
relative to the body and the head is stationary velative to the body. In
order for a listener to distinguish betwsen thess two casss, the changing
acoustic cues must be integrated with proprioceptive feedback from the neck
muscles, and/or vestibular cues and/or visusl feedback.

Pigure 18 gshows a model of auditory or auditory and visual localization
which provides an integrative framework for the evidences offerad in support of
all four of the positions discussed abova, The model shows how visual,
vestibular, proprioceptive, and auditory information might interact in an
auditory localization task. The model is made up of three feedback control
loops, each of which consists of an error detection process and a process
being controlled. The error detector combines feadback from the controlled
process with other reference information to generate an error signal. The
error signal guides the controlled process. Control loop C represents the
process of visually fixating or tracking an object in space. The error signal
from this control loop serves as one of several kinds of reference inputs to
control loop B, Loop B represents the process of orienting the head toward
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(or tracking) a visual or acoustic event In space. Depending on the
situation, auditory, vestibular, visual, and proprioceptive cues may all play
a role in do:orminins the error signal in this control loop. Contextual cues
and prior knowlodgc may also play a role. FPor example, Welsh and Warren
(1980) argue that 1ntorn.ncory bias oc:url only when the listener assumes that
the auditory nnd vigual stimull are ropr.unncacivc of the same object.

.'Coqtrol 1qqp‘A‘in Figurc 18 represents the process of pointing the arm to
_localige & sound source. The reference input for this loop is the error
signal fton loop'l, i.00, thn sound uource direction relative to the body.

con:rol loop B rlquirol at Lollc one reference input and proprioceptive
'fncdback !ron ‘the neck muscles. The sola reference input must, of course, be
appropriate to the modality of the stimulus being localiged. Thus a
"blindfolded, static listener can localize a sound even though vestibular and
visgual cuas sre not availabla,

When more than one referance input is available, it seems ressonable to
expect that the accuracy of ghc srror signal generated by the error detector
-in loop B nni be. enhanced. If a secondary reference input is more pracise
than the original, as vision is relative to audition, cthen auditory
localisation accuracy should be enhanced, -as the studies cited praviously have
demonstrated.

The Jones and Kabanoff (1973) finding that eye movements in the direction
opposite an auditory stimulus degrade auditory localisation may he explainaed
as follows. FERye movements in the opposite diraction ghould generate raeference
inputs to coatrol loop B which are irrelevant to the task at hand, If thaey
cannot be ignored, then they might well decrease the accuracy of the error
signal generated in that loop. In the Jones and Kabanoff study, eye movements
were cued away from, versus toward, the sound source randomly from trial to
trial, Therefore, the subject had no way of knowing a priori whether the eye
novements were consistent or inconsistent with the location of the auditory
image, Thus, it seems that irrelevant visual information can disrupt the
process of judging the sound direction relative to the body, which is
represented by control loop B.

The feedback-control=loop model suggests that the listener should be able
to ignore irralevant (or even inconsistent) visual information during awlitory
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localization {f he cr she knows that it is irrelevant. Easton (1783) reports
a study in which inconsistent visual information was successfully ignored in
auditory localizatiun., Subjects located a small loudspeaker using either the
visual, auditory, or both wmodalities. On dual-modality trials, subjects
viewed the speaker through a prism which displaced the visuai image. On omne-
half of the trials the subject was to point to the seen position of the
speaker; on the other trials he/she was to poini to the heuard position. 1In
different conditions, the subject's head was immobilized or free to move, and
the subject was either uiaware of the visual distortion or wae informed. When
the head was immobile, informing eubjects of the wvisual distortion greatly
reduced visual bias of the auditory localization response. When subjects wero
allowed free head movement. informing them of the visual distortion completely
eliminated the visual bias ir localizing the heard position of the speaker.

The feedback-control-loop model of auditory localization was suggested in
part by the work of Matin and his associates (cf., Matin, 1982a, 1982b; iatin,
Picoult, Stevens, Edwards, Young, and MacArthur, 1982; Matin, Stevens, and
Picoult, 1983). Their work shows that the feedback from eye movements (i.e.,
EEPI) necessarily plays a role in visual localization, and can also play a
strong part in auditory localization. 1In one experiment, Matin et al., (1982,
1983) partially paralyzed cbservers by administering curare. The curare had
the effect of subjectively requiring increased effort to move the e:x: but
did not affect auditory localization accuracy. With the head immobilized, an
ohserver was told to fixate a visual target at various azimuths (£ 10°, +# 15°)
in the horizontal plane, st eye level. The observer then judged when a sound,
which could be switched among any one of 25 loudspeakers spanning + 30°
azimuth, was co—~located with the fixated 1light. Paralyzed observers
congistently placed the sound at a greater absolute azimutis from the median
plane than the fixated light., Unparalyzed observers were able to match the
light and sound positions accurately. This result sugygests that EEPI 1is
distorted In paralyzed observers; specifically, that greater effort LIs
required to move ind hold the eyes at a given deviation from the median plana
of the h2ad. It appears that the ohserver {nterprets tuhe greater effort to
mean that his eyes are at a greater angle from the nedian plane than they
actually are. This causes the observer to piace the sound at that perceived
greater angle, which exceeds the actual angle of the light. Matin et al.

conclude that EEP1 {s used to judge the position of the eyec relative to the
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head, and also serves as a spatial frame of reference for auditory

localization.

The feadback-control=loop model is a useful device for integrating the
many findings concerning head and eye movement effects on auditory
localization., It should be noted that the model is intended to account only
for the effects of othar sensory inputs on suditory localigation., It may not
apply to purely visual localigation., The model may provide a useful framework
for further research. Some implications of the model for further research are
discussed in Section 2.9,

2,6 Perceptiocn of Auditory Motion and Volume

The preceding saction on head and eye movements makes obvious the
importance of evaluating auditory localization in dynamic situations. Another
facet of localization in dymamic situationg involves locating snurces which
are themselves in motion. Auditory motion may be defined relative to both
real or illusory motion, and to the general location of the stimulus (e.g.,
intracranial movement or external source movement).

The investigation of {ilusory auditory motion has paralleled the study of
apparent movement in the visual system, Pevrott (1982 rveviewed three types
of 1llusory motion: the auditory autokinetic effect, motion after-effects,
and induced motion. The report of auditory movement, or jitter, of a
stationary source has been termed auditory autokinesis. Perrott, Mason and
FPorbes (1973), in their review of the auditory autokinesis, identified the
effacts of eignal bandwidth on the {llusion. Increases in bandwidth result in
decreagsaed incidence of perceived motion and decreased duration of motion {f {t
doms occur. Greater bandwidth also increases the latency to the first
perception of movement. The auditory motion aftereffect and its visual
counterpart, the waterfall illusion, create the paerception of movement through
the termination of a moving auditory background. The perception of movement
occurs in the opposite direction of the background. Perrott (1982) reported
that only miaimal targec displacement (a few degrees) has been observed,

Induced motion creates the perception of movement through the movement of

nearby sources. The effects of induced motinn effects are reportedly small
(Perrott, 1982).




Cerrott and Musicant (1977, 1981) studied listener's sensitivity to real
‘motion of a sound source in the horizontal plane., Perrot and Musicant (1977)
" measured the minimum arc through which a sound mus: travel in ordcr'to be
Ciscriminable from a stationary source at roughly the same azimuth. The
duration of a 500 Hz tone emitted from a loudspeaker rotating about the
listener was adjusted unctil the listener correctly discriminated the moving
source from a stationary source on 75% of the trials. The minimum arec
required for discriminatlon was called the minimun audible movement angle
(MAMA). The MAMA {8, of course, confounded with signal duration. The MAMA
increased linearly with angular velocity: from 8.3° at 90°/sec to 21.2° at
360°/sec.

In a second study, Perrott and Musicant measured a dynamic counterpart of
the minimum audible angle (MAA) developed by Mills (1958). Observers adjusted
the onget of a 500 Hz tone emitted by a loudspeaker rotating about them in the
horizontal plane until {ic¢ corresponded with the position of a light (at 0°
azimuth). The standard deviation of the position at which the sound was
turned on (the dynamic MAA) was about 1° for sound velocities of 45, 60, and
120°/sec. The dynamic MAA was about 2.5° at a source velocity of 240°/sec.
However, the mean position at which the sound was turned on was biased in the
direction of rotation of the sound (about 5° at 45°/smc to 12° at 240°/sec).
Perrott and Musicant note that the dynamic MAA corresponds in magnitude to the
static MAA obtainad by Mills and that the MAMA (Perro:tt and Musicant, 1977) is
much larger. The difference, they suggest, indicates that the MAMA :easures a
fundamentally different capability of the auditory system than does the MAA.

Perrott (1982) examined observer's ability to judge the velocity of a
sound source in a darkened chamber. For comparison purposes, observers also
judged the velocity of a silent source visually, with the chamber
iiluminated. Both the velocity and duration of band limited (100 - 1000 Hz)
noise were varied. Observers were quite consistent {in their estimates of
velocity. Judgements of auditory velocity closely paralleled those of visual
velocity. Both followed a simple power law with a slope slightly less than
1.0; although for both modalities absolute velocity was overestimated. In
addition, Perrott found that the duration of a moving stimulus has to exceed
100 msec {n order for the nbservers to detect motion. It was concluded that
the auditory system is as capable of detecting velocity as 1s the visual

system.
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Illusory auditory motion also occurs under some conditions 1in
lateralization tasks. The {intracranial position of an auditory stimulus is
depandent upon the interstimulus onset interval (180I). That is, the iriterval
bstwesn the onsets of dichotically preserited stimul{ determines whether two
separate auditory events are heard, or whether a single auditory event
(phantom source) is heard. The fused phantomw sound can either be perceived as
stationary or as moving frvom ear to ear. Briggs and Pervott (1972) varied the
1S0I in a dichotic 1listening paradigm and asked subjects to report the
position(s) of the stimuli. Por 100 msec signal duvation, 1SOIs less than
15 msec tended to produce a single fixed source image. For ISOIs between 15
and 73 msecs, listeners perceived a single source which moved continuously
from the lead to the lag ear. 1SOIs between 75 and 110 msec produced a fused
inage whose movement could best be described as broken; and at ISOIs greater
than 110 msec the stimuli were heard as two successive sounds located at each
sar. Perrott and BRasrs (1974) varied the signal durstion and found that as
duration incressed, the threshold for each of the above effects shifted
towvards longer ISOI values. That is, the perception of a fused, continuously
moving image shifted in ISOI from a mean of 19 wmsec for a 10 msec signal to
62 msec for a 300 msec esignal. These results indicate that spparent movement
is largely a function of the ISOI and signal duration.

Closely related to auditory movement 1in latevralization tasks 1is the
perception of the spatial extent of an auditory imaga. Spatial extent can be
defined as the amount of intracranial area, or volume, that an image is
perceived to occupy, Spatial extent is a divect function nf the degree of
coherence, or correlation, between two input signals (Blauert, 1982; 1983).
Fully coherent signals (r = 1.0) are perceived as a fused auditory image with
limited spatial extent. As coherence decreases, from 1,0 to approximately .4,
the ares of tha auditory image tends to increase. Signals below .4 coherence
are percelved as two separate events, each with limited extent. Blauert
(1983) hypothesized that the auditory system muet perform some sort of cross-
correlation analyeis, where the correlation between the signals provides

information about the location uad extent of the source.




2.7 Effects of Noise on Auditory Localization

I natural settings most judgements of sound location are made in a
background noise. Research has been conducted to assess the noise
characteristics that interfere with or mask the location of the sound
source, and the changes in localization accuracy that occur in the presence
of noise. Noise effects, in lateralisation and masking paradigms, have
providad some additional evidence on noise effects in localization. These
effects will be revieved as they pertain to localization in the ptasenée of

noise.

The studies on auditory localization have assessed the impact of noise
on localization accuracy, the minimal audible angle, and mask frequency
effects. Jacobsen (1976, cited in Blauert, 1983) investigated the effacts
of noise on localization accuracy, and found that localisation was as
accurate in the presence of noise (asutomotive traffic at 30 sones) as in
quiet, if the sound source was from 10 to 15 db above masking threshold. An
early study by King and Laird (1930) identified the effects of noise on the
winimum audible angle for click stimuli in the £frontal part of the
horizontal plane., The difference threshold increased from 1.8 degrees in
quiet to 4 degrees with 45 db noise present.

Moter (1964, cited in Durlach and Colburn, 1978) varied the angular
separation between the target and masker, and measured the detection
threshold, The detection threshold decreased as the angle between the
target and masker increased. Kock (1950) investigated the threshold of
detectability for speech in a white noise background as a function of
interaural time differences. When the signal and noise arrived at the ears
with the same interaural time delay, the threshold for the speech signal was
betwaen 8 to 16 db greater then when the interaural delays differed. These
results were interpreted as an "unmasking" of the signal as the interaural
time difference between the eignal and the noise mask increased.
Explanatory models of this binaural '"unmasking" phenomenon have been
developed by Jeffress (1972) and Durlach (1972).




~ Canevet, Germain and Hcharf (1980) investigated the effect of signal
masking as both the signal and mask frequencies were varied. Critical
frequency bands of maximal masking were identified with regards to the
signal frequency. In general, as the frequency band of the mask overlaps
with the signal frequency, localization accuracy decreases. The effective
critical bandwidth of a mask tended to increase as the signal frequency
increased, and the critical bands were not symmetrical around the signal
center frequency. Canevet, Germain and Scharf (1979) and Scharf, Canevet,
Buus, and Marchioni (1982) .presented & mask which preceded signal onset,
wvithin the bounds of the precedence effect. The masking stimulus was close
in frequency to the signal. They found that the localization threshold was
10 to 20 db greater than the signal detection threshold, As the frequency
difference between the signal and mask increased, the detection threshold
decreased more rapidly than did the localisation threshold.

The effects of noise on the lateralisation of a seignal have been more
extensively studied (Gaskell and Henning, 1979; Ito, Thompson, and Colburn,
1979} McFadden, 1969; Robinson and Egan, 1974; Wilbanks, 1983). In general,
the presence of noise tends to reduce lateraiization accuracy when the
intersural time envelopes of the signal and noise overlap. These results
have been interpreted in terms of phase cancellation and reinforcement.
When the signal and noise bands overlap in frequeacy, phase cancellation and
reinforcement increase; therefore the noise tends to interfere with

detection and lateralization more.

The ability to localize sound in the presence of background noise is
often observed in daily life, The aptly named 'cocktail party effect,"”
(Batteau, 1968; Durlsch and Colburn, 1978) adequately characterizes the
ability to localize and attend to a source amongst a din of background
noise, The evidence presented above has identified the effects of
background noise on localiszation, lateralization, and detection as a

function of the angular separation of the signal and noise sources, signal

and nolse frequency, and interaural time differences. However, further




rcooqtph io nopdod to ldontify uignll chorlctcriuticn uhlch lead to minimal
dilruptlon of ludltory localinltion in noise.

gﬁg Cockpit Agglicutionl of Simulated Aud{;ogx Localisation

_ Tho forcgoing review of ruo.arch luggeltl that the auditoty modality
could be used to convey accuratc .spatial infornat&on. The human cbserver's
ability to localize audttory oigncll is co-plntoly nt;lcctcd and unused in
modern aircraft. Several previous ut:c-ptl to develop auditory displays of
oputi.l information for aircraft never found any application (cf., Porbas,
19463 Mudd, 1965; Mudd and McCormick, 1960). However, in the twenty yesrs
since Mudd's study, our knowledge of auditory locllilqtion has improved
tremendously. The availability of this new knowledge presents an
opportunity to relieve the visual modality, which is currently over-taxed in
cockpit settings.

This section addresses three areas in which epatial information conveyed
by way of audition could potentially be used to improve aircrew performance,
The first of these, directional cueing in head-coupled control/display
systems, is the main focus of the present project. A sacond ares, of which
the first is a special case, is the enhancement of the pilot's eituational
awareness. A third area is the enhancement of audio communizations and
audio warnings through exploitation of the human's ability to attend
selectively to spatially saparated messages.

2.8.1 Directional Cueing

The sensitivity and range of advanced electromagnetic (EM) sensors
aboard modern military aivcraft far exceed the capabilicies of the pilot's
unaided senses., Modern sensots such as radar, infrared (IR) and electro-
optical (EO) aystems can each provide a separate, amplified view of the
oucside world beyond the range of the naked eye. Unfortunately, the pilot
is often over-loaded with visual information from a multitude of cockpit

displays, and therefore cannot effectively use all the information available
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from these sensora. PFurthermore, because space available on the cockpit
‘display front panel is jovcrcly limited,'the displays asscciated with each
Ochggr luit be made so small that only a part of the information available
_can be effectively conveyed to the pilot. '

These problems have been partially alleviated by integrating some of the
systems which ptovi@é information and by presenting integrated information
on head-up displays (HUD's), and multifunction displays (M#D's). The
effectivenass of these systems depends in large part on how effectively the
information is {ntegrated. At the lowest lsvel, two kinds of information,
one highly symbolic and the other concrete, are simply superimposed, as when
fl1ight control symbols are overlayed on the outaide visual scene using a
HUD.

At a more advanced level, a concrete picture of the outside world
representing threat envelopes, the desired flight path, etc., can be
generated on an MFD and overlayed on the outside visual scene by projecting
the picture onto a HUD., One of the most significant aspects of this type of
system is ite ability to represent spatial {nformation from various avionics
systems in the amost concrete form possible, as (virtual) objeccs in visual
cpace. Unfortunately, the MFD-HUD picture is confined to the angular region
around the longitudinal axis (boresight) of the aircraft. This means, for
exanmple, that a reticule on the HUD can be nsed to aim a wespon only when
the target is boresighted with the aircraft.

The Head-Coupled Control/Display technology now under development at
AAMRL/HEA takes the next 1logical step Leyond the stationary HUD.
Information from avionics sensors is represent:ud as concrete objects in a
panoramic visual picture. This is accomplished by presenting a virtual
image on the pilot's helmet-mounted visor, The image projected on the visor
changes as the pilot rotates his or he  head, just as the real world scenco
normally changes as we turn osur heads. This system, called the helmet-
mounted display (HMD), presents an omnidirectional view of the outside world

enhanced by information from avionics sensors. The pilot can also usc his
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or her head position to designate & target by aligning a reticule, which
remains |tatiéniry:bﬁ th: visor, over the desired target. Magnetic sensors
on the pilot's helmet provide continuous measurement of the pilot's head
orientation, and therefore of the pilot's line of sight when the eyes are i
positioned. straight and level. This sytem is called the helmet-mounted
sight (HMS). | |

To date, the Head-Coupled Control/Display technology program has focused
on the visual modality. Although vision is our primary means of obtaining

spatial information about the world around us, audition also plays a
significant role. 1Iu the natural environment, sounds are often & cue as to

the direction of important objects or sources of information., Upon hearing

a novel sound, a human generaliy rotates his or her head and eyes toward the
source and acquires it visually. Aural information is a natural cue for
vhere to look in our visual environaent.

Simulated auditory localisation (8AL) could be used to cue the pilot ‘
where to look in the virtual visual world provided by the Head-Coupled
Control/Dispiay system. The system currently conveys directional
information by presenting visual seymbols, such as arrows, on the HMD,
Directional information could instead be coded as appropriate aural signals
to the ears. The acoustic cues critical to auditory localization can now be
simulated and presented dichotically, via earphones, with esufficient
fidelity to achieve localization performance comparable to that with the
unaided ear (Batteau, 1965; Weinrich, 1982), Battesu generated acoustic
localization cues by <zrecording from miniature microphonas placed in a
physical model of the head and pinnae. Obviously, an electronic simulation

would be necessary to make SAL practical for cockpit applications.

Fortunately, the knowledge is now available to make at least a '"brute-
fcrce" electronic simulation feasible. The brute-force method would involve
storing a larze number of transter functions. Rach function would descrite
the relationship of the free-field sound (if the observer's head were not

present) to the nroximal stimulus at the entrance to the ear canal for each
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spparent position of the sound source to be simulated, Obviously, a large
number of positions would be involved, and an algorithm for transitioning
between poesitions would be needed in order to allow for heed movement, The
brute-force method could be implemented by wusing waveform digitization
methods, like those used in speech synthesizers. Obviously, a rule-based
simulation would be more elegant., The review of research on auditory
localization presented in Sections 2.2 to 2.7 -luggests that a rule-based
system will be possible in the near tuture.

There are at least three ways in which SAL could facilitate a pilot's
visual target acquisition and overall performance. Flrst, using SAL instead
of vieual indicators should reduce the workload in the often over-used
visual modality. Second, the visual orienting response to a localized
auditory stimulus ie natural and highly automatic, which should make it
faster and more compatible with competing tasks, such as flight control
(cf,, Posner, 1978; Shiffrin & Schneider, 1977). Third, recent research on
auditory localization indicates that auditory localization can be highly
accurate if the listener {s allowed to reorient his or her head and eyes
tovard the source (see Section 2.5), It may be possible to reorient the
head and eyes more accurately with SAL than with symbolic visual indicators,
thereby reducing the number of eye movements required to acquire a target,
These considerations suggested that SAL should be especially valuable in
facilitating rapid acquisition of visual targets.

2.8.1.1 Performance Implications of SAL Directional Cues

Purther research is needed to investigate insues related to the
feasibility and potential benefit of using SAL as a directional cue in the
cockpit, As implied above, these issues include the effectiveness of SAL
relative to other methods of providing directional information for a visual
acquisition task, and the relative time-sharing efficiency of SAL with
competing flight tasks, For example, SAL phould be compared to conventional
cockpit visual dieplays (CvD's), HUD's, HMD's, and synthesized speech

displays (without acoustic location cues). Both specch and non-spcech SAL
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signals shouid be compared, and all of the directional cueing methods should
be evaluated at various 1levels of workload imposed by various types of

concurrent tasks.

~ Wickens, Sandry & Vidulich (1983) have proposed an extension of the
ltimulul-relpdnoe (8-R) compatibility principle to include a central
processing (C) compouent. The 8-C-R principle postulates that cartain
combinations of input modaiity, 'outpu: modality, and type of central
processing (i.e., verbal, spatial) result in better task performance than do
others., According to the principle, tasks which require spatial processing
and & manual response should be performed better when the {nput modality is
visual then when it is auditnry., The principle predicte tlhat a CVD, HUD, or
HMD should produce faster visual acquisition than 8AL. However, orientation
of the eyes in response to auditory localization cues is a highly natural,
perhaps "automatic" process (cf., Posner, 1978). SAL cuas may therefore
produce faster visual acquisition than do the CVD's, HUD's or HMD's. Such a
finding would represent an important exception to the 8-C-R compatibility
principle.

Not only should SAL produce better performance than symbolic visual
displays (i.e., CVD's, HUD's, and HMD's) in single-task situations, but {t
should also be superior in multitask settings. Two lines of reasoning
suggest that a 8AL-visual acquisition task should be time-shared wmore
cfficiently with a concurrent visual-spatial-manual task than are visual

acquisition tasks based on symbolic visual displays.

First, the multiple-resource theory of task interference (c.f., Navon &
Gopher, 1979; Norman & Bobrow, 1968; Wickens, 1980) suggests that the time-
sharing efficlency of concurrent tasks decreases as the amoun% cf overlap
of input wmodalities, type of central processing, and output modalities
increases., Therefore, increasing concurrent visual workload during a visual
acquisition task should affect visusl acquisition time more when directional
information is provided by a CVD, HUD, or HMD than when it is provided by

SAL cues, since SAL involves auditory input,
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Second, auditory localization is also probably more natural or automatic
then is localization based on a symbolic visual display. This also leads
one to expect that visual acquisition time should be more affected by
competing visual workload in the CVD, HUD,-and HMD conditions than in the
SAL condition, When directional information is provided by synthesized
speech, increased workload may affect visual acquisition time to an
intermediate extent, since localization an the basis of speach is not
sutomatic, but on the other hand, the input modality differs from that of
the competing task,

With a concurrent auditory-verbal-speech task, such as cockpit
communications, multiple~resource theory predicts that the CVD, HUD, and HMD
should produce fauter visual acquisition than would SAL, since SAL and the
concurrent task share the same input modality., The high automaticity of
suditory localization uu;gcitu, however, that it may be little affected by
competing workload (cf,, Posner, 1978; Shiffrin & Schneider, 1977).
Contrary to multiple-resource theory, this leads to the expectation that
visual acquisition time with SBAL directional cues may be less affected by
competing workload than the HUD, HMD, and CVD conditions. Such a result
would be an exception to the multiple-resource theory of task interference,
and would therefore have implications for task and human-machine interface
design.

2.8.1.2 Other Issues Affecting the Usefulness of SAL Directional Cues

Other issues related to the viability and effectiveness of using SAL to
provide directional cues for visual acquisition in the cockpit include: (1)
the accuracy of SAL in noise, (2) the rapidity with which listeners can
adapt to 8AL cues, and (3) the effectiveness in terms of localization speed
and accuracy of various types of free-field SAL stimuli, This last isoue
was addressed in the experiments reported in Section 5.0 of this report,
Findings discussed previously in Section 2,2.3 suggest that listeners adapt
to SAL cues within minutes. The findings reported in Section 2.7 indicate
that the impact of noise on SAL accuracy will depend on the bandwidth and

frequency composition of the stimulus. The larger the number of frequency
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components in the free-field SAL stimulus, or the greater the bandwidth, the
more resistant it should be to wasking in varying noise conditions.
Resaarch is needed to quantify exactly how wmuch typical sircraft noise
degrades SAL performance and to identify the properties of SAL stimuli which
best retain their usefulness in noise.

2.8.2 Enhancement of Situational Awareness

The use of 3AL to cue the pilot where to look in the visual environment
is a spacial case of using SAL to enhance the pilot's situational awareness.
~ In addition to redirecting the pilot's visual attention, however, enhancing
situational awareness also implies keeping the pilot informed while making
fewer demands on visual attention. For example, auditory cues could provide
information about terrain clesrance and obstacles in low-level flight.
Auditory cues could alert the pilot when a dangerous condition develops, and
therefore reduce the amount of visual fixation time and visual processing
the pilot spends monitoring the situation. Por example, the distance to an
approaching obstacle could be cued by fhe intensity and frequency
composition of a sound, Change in interaural amplitude differences with
head movement might also provide a useful cue for distance (see BSection
2.4). Different obstacles would, of courss, be perceptually separated by
providing differeut acoustic cues for azimuth and elevation. The findings
reviewed in Section 2.3 suggest that frequency could be used as a cue to the
elevation of an obstacle. The relative speed of approach toward an obstacle
could be cued by the rate of change of intensity and rate of change of
frequency composition., Approach speed might also be cued by a general shift
in frequency, simulating the Doppler effect.

At a more advanced level, simulated and enhanced echo-location cues
could be used to help the pilot judge distances to obstacles in nap-of-the-
earth flight, supplementing visual cues. It might also be possible to use
SAL to help maintain the pilot's spatial orientation when flying in low
visibility conditions (i.e., as an anti-vertigo cue). Appropriate use of
auditory cues for functions such as these might greatly enihance the pilot's
situational awareness with very little cxpenditure of mental processing

resources.
17
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The major rveason for using audition to enhance saituational awareness
would be to facilitate quick recognition and correction of dangerous flight
conditions when the pilot's attention is directed elsewhere. The appropriate
test of such cues is, therefore, in high workload conditions.

2.8.) Enhancement of Communications and Audio Warnings

A well known aspect of audition is binaural "unmssking” or the binaural
masking level difference (MLD). The sensitivity of the auditory system for a
signal in a noise béckground is much higher for dichotic listening conditions
than in diotic conditions., For example, presenting identical 500 Hz signal
and noise stimuli to both ears, but reversing the phase of tlue signal (but not
the noise) in one ear, lowers the signal threshold by 11 db (Jeffress,
1972). The MLD is emaller at high frequencies, e.g., about 3 db at 2 kHz and
nt S kHz. Durlach (1964) proposed that the basis for binaural unmesking is
interaural phase or time differences at low frequency (£ 1500 Hz) and
interaural smplitude differences at high frequencies.

The well known “cocktail party" effect is, of course, an example of
binaural unmasking. An audiometrically normal listener can follow one voice
amidst a background of other conversations and noise., However, if the same
conversations and noise are recorded monaurally and played back, it is very
difficult to follow any one voice. The apparent location of the source helps
the listener discriminate among the voices. It is clear from lateralization
research that binaural differences contribute to this discrimination ability
(ef,, Mills, 1972). It is apparently not known whether, or to what extent,
monaural localization cues alsc contribute to the ability to discriminate a

spatially distinct signal from noise.

Alrcraft communications and audio warnings are generally binaurally
unmasked from ambient noise hy reversing the signal phase at one earphone.
Howaver, this does not gseparate the signal from noise or other concurrent
signals (such as communications jamming) coming through the aeame audio
R system. The detectability and intelligibflity of communications and audlo
warnings might be greatly enhanced 1if each signal were given a different
oy apparent direction. This would be relatively easy to accomplish for threat
vy warnings, since threat warning systems generally measure angle-of-arrival

information. Aircraft audio warnings and messages coming over UHF as opposed
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VHF radio could also be given ailfferent appareat directions. Revearch is
needed to detorminc the benefit of assoclating cockpit signals with different
apparent directions in conditions of aoise and jamming.

2.9 Recommendations for PFurther Research

In sddition to the applicaticvns=oriented resesrch fssues discussed in the
last ssction, there are many basic research issues which ghould be addressed
in order to facilitate the application of SAL in the cockpit. A few of these
basic issues which seem most important are discussed in this saction. An
obvious need i{s for a specification of the necessary and sufficient cuss for
localization in both the horisontal ard vertical planes. Although the
binaural cues (ITD, IAD) can be specified in any given situation, mnch less is
known about monaural cues. 1Isolation o’ the psvchologically necessary and
sufficient acoustic features for localiws~ion would greatly simplify the
electronic generation of SAL cues.

A first task is to account for the diecrepant results between listeners
and test situations in the study of amonaural cuss. The results reviewed in
Sections 2.2.3 and 2.3.2 show that narrow-band noise stimuli in the 4 to 12
kHz frequancy range produce ths {llusion that the source is located in tha
sedian sagittal plane in some cases, and in the horizontal plane in other
condicions, Moreovar, some listeners map frequencies from 4 to 8 kHe and
again from 8 to 12 kHz into the front quadrant of the horizontal or median
plane, while for other listeners the spatial referents of frequencies from 4-
12 ¥4z cover the entire hemisphere from front to back. These results suggest
that: (1) context and prior knowledge play an important role in the
interpretation of monaural cues, and/or (2) the narrow=band noise stimuli are
not €fully adequate cues for scurce direction (i.e., such stimuli do not

include all the acoustic features produced by interaction of the free-field

L

sound with the pinnae and t~rso). The c¢xperiments on monaural auditory
{1lusions should be redone using nolise ntimuli with features that mimic the
head-related transfer functions tn the 4 to 12 kHz region, The features
should be systemat.cally tested to determine which are necessary and
sufficlent for monaural localization. Further transformation of the free-
freld sound spectrum by the pinnae should be elimirated by using headphone

presentation. This research s'ould also carefully control and/or manipulate

the listener's <pectations with regard to possible source locations.
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A second related research question {s whether monaural cues consist of
narrow frequency bands which are amplified relative to the other parts of the
gpactrum, or ‘comb-filter” patterns like those produced by a multiple-delay-
and-add system (see the discussion at the end of Section 2.3.2)., Watkins
(1978) produced the illusion of & moving sound source in the median plane hy

varying the delay of one component of &8 two-delay-and-add signal. Varying the

delay produces a stimulus with a changing comb~filter spectrum. Stimuli with
a fixed comb-filter pattern spectrum have apparently not been tested to
determine whether they produce auditory illusionmn. Further research is needed
ts deteraine whether comb-filter spectral patterns produced by a multiple-
delay=and-add-system with fixed delays produce the 1illusion of a source
locsted at a fixed location in the mecdian plane., Similar experiments should
also bs done in the horizontal plane. 1In the horizontal plane, the illusion

produced by comb~filter speciral patterns in combination with appropriate

ITD's and IAD's should be investigated. Watkins (1978) pointed out that the
comu-filter opatterns produced by a two~delay-and=add system with an
appropriate range of delay values (based on Batteau's, 1967, analysis of pinna
reflections) consiat of a pattern of several peaks and notches in the audible
frequency range (see Figure 17). In some cases a sinugle amplitude peak (e.g.
12 kHz) is associated with two apparent source ditections. Thus, 1f one
simulated only a peak at 12 kHz, one might expect ambiguous localizatinn, as
Ehe studies of auditory illusions with monaural stimuli indeed found.

A third area needing research is the investigation of acoustic cues which
enable the listener to judge the distance of a source. There are at least two
ways in which listeners might derive absolute {information as to source
distance through repeated sampling during head movements. Lambert (1974) has
shown that listeners gggli judge source distance from the rate of change of

the IAD as tha head {s rotated in the horizontel plane.

A second possible mechanism which listeners could use to judge distance
1+ to coapare the magnitude of the ITD to monaural pinna cues for source
elevation ard azimuth. For example, suppose a point source i{s located in the
horizontal plare, at an azimuth of 90° (opposite the left ear). If the source
wete at inficity, the ITD would be:

r

K} |
=~ == 1,2 mgec ,
2 ¢

80

-t olb pim S etu.cedsd b o




where r is the radius of the head and ¢ is the speed of sound. As the source
moves closer, monaural pinna cues remain relatively unchanged, but the ITD
decreases. In the extreme case, where the source is located on thaz surface of
the head, the ITD is:

" f-- 800. usec .

The rate of the change in ITD with source distance is largest when the source
is at 90° aximuth and when the source 's close tn the head. It is not clear
whether near-field acoustic effects would impair the usefulness of this cue,
~or whether the monaural cues are sufficiently accurate to allow the comparison
required. It should be noted that this cue does not require head movement,
but it does require a lateral source locativn and a broad-band ltiﬂulqo. This
and the head novimcnt-roiatcd cue suggestad by Lambert should be investigated
experimentally.

The effects of head movement and vision on auditory localization is a
complex asrea in which there sre many issues that warrant further research.
Two general {issues will be raised here: (1) the nature of the cues which are
modulated during head movemant, and (2) the effect of other sensory inputs and
proprioception on suditory localization.

Sectinn 2.5 discusses three hypotheses which are variations on the cue~-
modulation position. The first of these hypothesas 1is Lambert's (1974)
mathematical mode!, which shows that listeners could make absolute judgements
of source azimuth in the horizontal plane based on the rate of change of ITD
with the angle of head rotation, Y, Obviously, the modulation of other cues
(e«g+, IAD, pinnae cues) might also play a role in the facilitative effect of
head movement. It would be relatively easy to test the cue wodulstion
hypothesis by Independently manipulating: (1) the characteristics of the
stimulus, 80 as to control the availability of each cue (see Section 4.0), and
(2) the presence or absence of cue modulations, by either restraining the

listener's head or allowing free head movement.

Two additional hypotheses related to the cue modulation positiorn could
alsoc be easily tested {n the same experiment. Freedman and Fisher (1968)
suggested that pinnae cues help direct the {nitial orienting response to a
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sound, but do not serve as important cues during head movement. As noted in
Section 2.5, if their hypothesis 1is correct, then the time required to
localize a sound source (i.e., response time in a speeded task) should be
smaller when pinnae cues are availiblc during head movement than when they are
not. Pbllackrund Rose (1967) propose that the facilitative effect of head
movement is due to the fact that the listener can take advantage of the high
auditory scuity in the 0° azimuth region. This hypothesis could be tested by
manipulating the amount and direction of head mcvemant allowed during
localization. '

The feedback control wmodel presented in Section 2.5 sguggests three
differen: areas of research related to the effects of head movement and vision
on suditory localization. These arsas include (1) research to evaluate the
usefulness of the feedback control approach as an explanatory model, (2)
tresearch to evaluate the transfer functions relating inputs (reference
signals) in the model to outputs, and (3) research which attempts to quantify
{ndividual differences in localization performance based on model parameters.

If the feedback control modeling approach is useful, then it should be
possible to Jdeduce and experimentally test previously untaested hypotheses. An
implication of the modal, shown in Figure 18, is the existence of a purely
auditory illusion analogous to the oculomoter = visual 1illusion reported by
Matin, Picoult, Stevens, Edwards, Young, and MacArthur (1982) and Matin,
Stevens, and Picoult (1983)., Moving the head to localize a sound is somewhat
analogous to moving the eyes in visual localization. A critical experiment
would involve having an observer, partially paralyzed by the drug curarve,
rotate the head until he or she perceived a sound, located laterally from the
median plane of the body, to be directly in front of the head. The observer
would then be asked to locate a4 second sound in the median plade of the
body. If the observer perceives that the head is turned farther than it
reslly 1s, due to the increased effort required because of the curare, then
the second sound should be positioned so as to deviate from the median plane
in the direction opposite the head orientation. Such a result would replicate
Matin et al.'s (1982, 1983) resuits with visual stimuli and provide evidence
that proprioceptive cues agsociated with head movement also (like eve movement
{nformation) provide a spatial frame-of-reference for auditory localization.
This experiment is essentially a test of rhe postulated control loop B of the

feedback control model (see Figure 18).

82



- - - =

|

1f the general structure of the feedback control model can bs verified,
then it can be used as a tool for quantifying the effect of sensory inputs and
propr’oception on auditory localization. A control theory approach to
intersensory effects in asuditory locslisation would force investigators to
exanine relationships among sensory inputs end wmotor outputs which might
otherwise be ignored. The approsch would also result in the identification of
closed-loop snd intersensory transfer functions which would be useful in
predicting auditory localization performance.

Studies of f{ndividual performances in the control-theory framework would
nake possible a more precise quantificetion of the basic skills underlying
exceptional performance. Such information could be very useful in selection

and training.

Two additionsl research areas which are important to SAL applications are
auditory motion perception and the effects of noise on suditory localization
performance. Further research is needed to determine the cues responsible for
the perception of motion for auditory sources which are actually moving. Such
information is, of course, crucial to simulating suditory wotion. A sslient
question related to noise effects on localization is the extent to which
typical aircraft background noise and jamming degrade the effectiveness of
auditory directional cues. It would bu desirable to identify the
characteriestics of auditory cues whose effectiveness is minimally degraded by

noise and jamming.
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3.0 PACILITY DESCRIPTION

3.1 Facility Overview
The purpose of the experimental facility is to serve as a test bed forv

cJaluctin: the effectivenass of simulated auditory localization (SAL) as a
mathod of providing directional {nformation in head-coupled control/display
systams. The basic task presented to the human tast subject {s to 1iundicaite
the apparent location of a sound source based on SAL cues provided to the
subject by way of headphones. The SAL cues chinge in real time as the
subject's head moves, just as the proxinui acoustic stimulus, at the entrance
to the ear canal, changes in normal localization. The subject's head position
is wmessured and used in real time to synthesize the SAL cues, which are fed
back ro the subject via headphonas.

A general schematic of the apparatus for monitoring head position and for
simulating localizaiion cuss 1s shown 1in Figure 19, Rotational and
translational movement of the subject's head is measured at 60 Hz and used to
switch an sudio signal among 36 loudspeakers surrounding a model of the human
head and ears in another rooms Broad~band, high-fidelity microphones are
placed at the entrances to the ear canals in the model head. The sound at the
model head is amplified and fed back to the subject via headphones to produce
SAL cues.

The room containing the model head and ears 1is covered with sound-
absorbent material. The 36 loudspeakers are spaced at 10° intervals. The
model head vemains stationary, and the audio signal is transitioned between
loudspeakers so ag to simulate smooth, continuous movement of the =signal
relative to the head.

The following subsections provide more detailed descriptions of the SAL
facility hardware, software, and experimental space.

3.2 Hardware Design

The functional diagram of the hardware for the SAL system is depicted in
FPigure 20. An IBM personal computer (PC) controls a nuuber of peripheral
devices attached through two parallel {nterfaces. The peripheral hardware
required to implement the SAL system can be regarded as three major

subsystems. The first of these {8 an audio production and control system,
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made up of an audio rource, an audio controller with powar amplifier, and a

- loudspeaker array. A second is the playback system, including the binaural
microphones 1o thafméhikfn't,hpud, a two-stage amplification system, and a
headset. The third subsystem is the 3-Space Tracker system, which provides
head and hand pooicioﬁ maasurements.

The playback system, depicted in Figure 21, provides the sudio feedback
path from the nhuker srray to the iubjcét. Two ‘omnidirectional microphones
at¢ mounted in the aars of tha sanikin, located in the center of the speaker
array. The audio signal is procublitiod by two 30 dB aaplifiers located at
the base of the nanikin. The signal then pasces into the control room where
the right and left audio signals ste fed into two independent volume controls
before final amplification. The outputs of the amplifiers are connected to
the headset woin by the subject. The hsadphones are Sennheiser mndel HD230's,
which are mounted in a Gentex HGO=26/P flight helmet with the visor removed.

The heart of the audio production and control system is the audio
controller and power amplifier. The controller/amplifier, shown in Figure 22,
controls the location of the sound source in the arrsy of loudspeakers. Up to
three audio signals can be mixed together to produce an audio output with a
gain of 0 dB. The mixed output is then connected to three digitally~
controlled step attenustors. After attenuation, the three audiv signals are
amplitind and connected tc *he array of 36 loudspeakers by the relay comtrol

matrcix.

: The controller/ampliffer i3 designed so that only three relays may be
closed at any one time., Each of the three relays in turn Is coanected to a
single amplifier. The level of attenuation applied to each smplifier-relay
pair is controlled independently through the computer interface. An external
subject ready light is also controlled through the computec interfsace.

The apparent position of the sound source relative to the menikin {s
controlled by activating combinations of loudspeakers at various attenuation
valuesn. S{nce the loudspeakers sre located at 10° {intervals around the

"

manikin, sound sources at such positions (called "real” sour:zes) are genurated
by simply activating the appropriate loudspesker at minimun attenuation
(maximum {inteneity) level. Sound sources l!ocated betwexn 10° {intecvals
(called “phantom” sources) are simulated by simultaneously ectivating a pair

of adjacent loudspeskers. For example, & wsource at 5 dexraes azimuth 1s
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simulated by activating the loudspeakers at both 0 degrees and 10 degrecs
azimuth at equal intensities (attenuation values). In order that phantonm
sources not sound louder than real sources, the two loudspeakers which create
the perception of a phantom source between them are each played at reduced
pover. The relative power delivered to the arjacent loudspeakers determines
the perceived position of the phantom sound source. The devclopment of the
algorithm for coatrolling apparent source position was undertaken as a part of
the validation of the SAL facility, and 1is described in Section 4.4,

chdéponition neasurement is accomplished by using the 3-Space-Tracker
system, model 3ST002, manufactured by Polhemus Navigation Sciences, Inc. The
system utilizes a low frequency, magnetic field to determine the position and
orientation of a sensor in relation to a source. The system has a maximum
resolving power of 0.1 angular degree. However, its accuracy may be degraded
wvhen the source or sensor is in close proximity (6 feet) to large metallic
objects., The system can use one or two sourcese and up to four sensors. Each
source=-sensor pair is uniquely identified in the system us a “station.” The
system can measure the relative position and orientation of up to four
stations at the same time.

The 3-8pace-Tracker system can be interfaced to the host system through a
patallel or serial port; however, only the parallel interface insures the
integrity of transmitted data through a hand-shaking protocol. A customized
record of information rvepresenting position and orientation for all active
statione can be sent to a host computer or other das:a collecton system

continuously or at selected intervals.

In the present research, one source and two sensors are configured as two
stations. The source 1is nsecured to a nonmetallic support attached to the
ceiling in the center of the testing room. Metallic objacts hava been cleared
from a 6 foot square area around source and sensor to reduce interference (see
Section 3.4). One sensor {s mounted on the helmet worn by the test subject.
A second sensor is attached to a response indicstor assembly held by the

subject throughout experimental testing.
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3.3 Software Architecture

3.3.1 Major Components

Figure 23 shows the digital hardware and software configurations for the
SAL system in block-diagram form. The principal hardware components are the
IBM PC with associated special purpose cards (monochrome adapter, memory
expansion, expanded tinput/output capability), the audio controller/amplifier
hardware, and the 3-Space~Tracker system. The principal software components
depicted in Figure 23 are the executive control routine, the assembly language
fnterface, and the speaker 1look-up table. The executive control routine,
assembly language interface, and speaker look-up table are all resident in
memory during program exacution. The double and single headed arrows depict
the information tranafer betimen software and hardware components in the
gystem and show the number of channels used in each function.

The executive control routine, written in Pascal, handles four major
functions. The functions include 1interaction with the wuser, program
initialization, experimental control and data collection, and calculation of
the new sound position relative to the manikin (see Section 3.3.3).

The assembly language 1interface handles time-critical low=level
communication and control operations, under the diraction of the executive
control routine. Handling these functions in assembly language helps to
maximize the speed of these raal-time control activities.

The Bpeakcr look=up table identifies the relays which must be closed and
the values of each of the three attenuators in order to produce & sound source
at a given azimuth relative to the manikin, The new sound azimuth is the
address in the table at which the relay and attenuator device codes and values
are stored. The rclay and attenuator device codes and values are output to

the audio controller/amplifier by the aasembly language {nterface.

3.3.2 Overview of Software from User's Perspective

Control software for the SAL project was designed co be flexible enough
to run all the anticipated experiments. The software handles the
{nitialization of all devices and warns the experimenter {(f data storage space
{8 low. The experimenter can set values for all experimental parameters and
store them in ths Master Test file. Table 3 shows the input parameters of the

Master Test file.
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TABLF 3

Input Parameters in the Master Test File

Number of trials
Collect data (yes or no)
Auto or manual running mode
Nose-on time criterion (.1 sec)
Nose-on angle criterion (degrees)
Delay to start trial (sec)
Maximum sound duration (sec)
Intertrial interval (sec)
Monitor Finger positions,

Head position or Both
Initial Acimuth file name
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The Initial Azimuth file corntains the inittal azimuth of the sound on
each test trial, assuming that the subject 18 facing the 0 degree azimuth
pogition. The initial azimuth 13 alsoc the apparent azimuth of che sound
throughout the test trial. The control software checks for the existence of
this file and prompts the experimenter to create it if nonme is found by that

name.

The starting block number and starting trial number can also be set at
the beginning of a test session. This feature proves valuable when an
interruption of testing requires restarting testing at some trial other than
trial number one or some block other than block one. The experimenter can
also choose to balance the left and right headphone channels at the beginning
of the testing block, which is necessary when the audio stimulus source is
changed.

At the beginning of each test block, the experimenter i{s prompted to
enter the data filename, subject identification, experimental condition and
time (date of testing). Data filenames are checked before the experiment
starts to ensure no duplicate names sre used, The control software warns the
experimenter that the existing data file will be overwritten unless a new
filename 1is specified. The Master Test file parameters collected on each
block are written as the first line of eech data file to serve as a permanent
reference to identify the file later.

In addition to managing the presentation of azimuth locations for each
trial, the control software algo reports any errors detected in the data from
the 3=Space tracking system aud allows a trial to be aborted and restarted if
difficulties occur during the course cf a trial. At the end of a testing
block all files are closed. After each test block, the experimenter {s
promptad to enter another Master Test file £{f an additional block of trials is
to be run.

The events transpiring on each test trial from the experimeiter's and

subject's perspectives are as follows. First, the "ready"” light at 0 degrees
azimuth is {lluminated, indicating that the SAL system {s ready. The subject
then presses the consent switch on the response indicator to indicate that
R he/she 1s ready. The response 1indicator is a hand-held, pistol-shaped
object. A short delay then ensues (delay to start trial) before the systam
begins to monitor the subject's head position. The subject 18 required to be
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facing O degrees azimuth ("nose—on”) for a minimum amount of time with
minimum accuracy before the trial continues. Once the nose~on criteria is
met, the timer is started and the sound is turned on. The sound vemains on
until the consent switch i3 pressed a second time, At that point three events
happen Ln close succession: (1) the elapsed time is recorded, (2) the
position and orientation of the listener's head and/or the position of the
hand-held response indicator is recorded, and (3) the sound is curned off.
The data and identifying information for the trial are then written to disk.
If there are further test trials to be run in the test block, the intertrial
interval then ensues before the ready light is illuminated for the next
trial., After the last trisl in each block, the ready light flashes three
times to signal the subject that tha block has bean completed.

During testing, the esystem digplays certain information on the PC display
in order to allow the experimenter to monitor the subject's performance and
detect any system problems. The data is displayed in near real time and
includes the trial number, the apparent azimuth of the sound, the indicated
azimuth of the sound, and the response time.

3.3.3 Real Tima Calculation of Sound Poaition

The azimuth of the sound relative to the manikin was adjusted in real
time to compensate for the listener's head movements. The objective of these
adjustments was to make the sound appesar to the listener to emanate from a
stationary source at a specified azimuth for each test trial, called AZ,. The
listener's head movements were measured by the 3-Space Tracker system. As
discussed earlier, the listener was seated in the "Subject” room, and
localized sounds were presentad via headphones. The manikin was located in
the adjacent "“Model” room, at the center of the circular array of 236
loudspeakers. The following celculations were made at a rate of 60 Hz, the

sampling rate of the 3)-Space Tracker system.

Three numbers vegarding tlie listener's head orientation were input to the
PC at 60 Hz:

Xy» Yy = the coordinates of the center of the ligtener's head
relative to the center of the loudspeaker array, measured as shown in
Figure 24 ({n inches).
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AZH = the azimuth of the center of the listener's head relative i

the center of the array, measured as shown in Figure 24 (in degre~s).

On any given test trial, there were two constants which entered into the
calculations:

t = the radius of the array of loudspeskers (114 inches).

AZ, = the azimuth from which the sound should appear to coms for the
listener (i.e., the “initial azimuth" discussed previously).

If at the start of the test trial, the center of the listener's head was at
the point (x = 0, y = 0) and the head wus oriented in the horizontal plane
such that AZ, = 0, then the sound was presented to the manikin at azimuth AZ_.

Suppose now that the listener's head is moved to a point (xy, yy) and
rotated in azimuth an amouwnt AZy. In order to make the sound appear to the
listener to still come from the same point in space (x.. y.). the sound must
be moved to azimuth A2, relative to the manikin, as shown in Pigure 24,

It ts clear from Figure 24 that:

AZc s C - AZH vhen C Z-AZH

and AZ, = C - AZy + 360° wvhen C < AZy.
The angle C is calculated as follows:
sz C = Arctan [(y; = yy)/(xg = x)] + k
Wrere
8

' X_ = r cos (Azo)

and yg = t sin (AZ)).
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The constant k = 180° when the quantity (x, - %) < 0; k = 360° when (x4
e - xH) 2.0 and (yg - yy) < 0; and k = 0 otherwise.

3.3.4 Calculation of Perceived Sound Direction

' As indicated in the Master Test file (Table 3), the SAL system can be
'Lﬂ configured to measure the subject's finger position only, head position only,
W or both. The so~called "finger” position is actually the position of the

response indicator which the subject holds in the hand.

N Depending on the instructions given the subject, either head position or
finger position, or both can be wueed as indicators of the perceived
(ind{cated) sound direction., When the "monitor finger position” (F) option is
selectad, the indicated sound direction written to the data file is based on
jrg the position of the reaponse indicator, as discussed below., When the "monitor
head” position (H) option is selected, the indicated sound direction is based
on the head azimuth and position. When the “"monitor both"” (B) option is
activated, two indicated sound directions are written to the data record, one

ilﬁ based on head azimuth and position and the other based on the position of the
53& response indicator. In all cases, the indicated sound direction i< based on
e

T‘ﬂ head/response indicator position just after the consent switch is closed.

;j% 343.4.1 Calculation of Perceived Sound Direction Based on Finger Position

Y :'l

ey The 3-Space Tracker provided measurements of the position of the response

indicator relative to the 3-Space Tracker source, which was positioned
R directly above the liastensr's head at the start of each block of test
"o trials. The listener was instructed to press the consent switch when the
g response indicator was pointed directly toward the sound. The perceived
' direction of the sound was taken as the azgimuth of the response indicator
relative to the 3=-Space Tracker source.

.0 The porcelved direction of the sound, AZ,, can be computed from the
Cartesian coordinates (”r' yr) of the response indicator in the horizontal
plane, relative to the 3-Space Tracker source, as follows:

ol AZ_ = Arctan [Vr/xr] + k

98

. DALY ABOMARLI MTTENL LS Lish/oh ) BLOAERANAA A /LAY "‘l,t"-' St s o Vs

AR :0" i, Q., 3""“;‘01‘ .fl-' N
ver oo W LR T A




-

Where k = 180° when x. < 0; k = 360° when x_ > O and yp < 0; and k = 0

r r
otherwise,

3.3.4.2 Calculation of Perceived Sound Direction Based on Head Orientation

and Position

As mentioned above, the software provides an option for recording final
head position (just after the consent switch is pressed) as an indicator of
the perceived direction of the sound source. Of course, using final head
position as an indication of perceived sound direction is only appropriate
when the subject was instructed to use his or her head orientation to indicate

gound direction.

If the subject's head is rotated so that he or she is looking exactly in
the direction of the sound (that is, head azimuth, AZy, equals the initial
azimuth of the sound, Azo) then the direction of the sound relative to the
manikin, AZ,, will be O degrees azimuth. Any rotation or translation of the
subjects head from that point, such that he or she is no longer directly
facing the sound, produces a change in AZ,, as described in Section 3.3.3.

Assuming that the subject is instructed to use head orientation as an
indication of agound direction, the deviation represented by Azc can be
regarded as the error in the subject's percaption of the sound direction. The
actual (correct) azimuth of the sound is, of course, AZ,. Then “he perceived

sound location indicated by head posftion, AZ_, cen be calculated as follows:

P
AZ, = AZ, = AZg.

3.3.5 Response Time Msasurement

The timing resolution of the IBM PC 1internal time-of-day clock,
configured from the factory, is 100 msec. However, a computer clock is just a
counter, driven at a certaln frequency. Therefore, more precise timing 1is
possible by altering the frequency of the timing counter to produce near—
millisecond accuracy timing, 1In the SAL software, the counter frequency is
set to 1000 Mz, which produces millisecond resolution. A restriction in the
use of the timing routine (s that disk drives cannot be accessed during timing
periods because the system is being interrupted more frequently than with the

100 msec resolution clock and this interfares witn disk access. The original
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counter frequency is restored when the timing period has ended, in order to

allow disk access.,

3.4 Bxperimental Rooms

Figure 25 depicts the SAL experimental room layout. The manikin, fitted
with microphones, was located in the model room, surrovunded by the circular
array of 36 speakers. The manikin was the KEMAR model DB4004 manufactured by
Industrial Research Products, Inc. The manikin was fitted with molded ruhber
pinnas, model DBO6S (right ear) and model DB066 (left ear)., The microphones
wvare two model BT~1759's, provided by Knowles Electronics, Inc. The
microphones were positioned at the manikin's ear canal entrances. The
interior of the manikin head was stuffed with loose fiberglass insulation.

The loudspeaksrs were located 2.89 m from the center of the manikin head
at 10 degree intervals. Certain tests with human subjects were conducted in
the model room rather than the subject room; hence similar provisions were
made in both rooms. Refarring again to Figure 25, note that a portion of the
ceiling has been raisad in both the model and subject testing room to clear
any electromagnetic influencc: from the area in which the 3I-Space Tracker
gsystem wae used to monitor head and/or hand position. This precaution insured
that the highest possible accuracy was obtained from the J-Space Tracker
system. Figure 25 also shows placement of a uniforwm, opaque curtain drawn in
a circle around the testing area. The curtain serves to eliminate any visual
cues which might biass the subject's judgement of sound source location,

Acoustical treatment was applied to surfaces in the model room to reduce
ambient nolise levels and reverberation. The treatment included 24 sound-
abesorbent panels, each 4 ft. high by 4 €t. wide, placed just outside the
periphery of the loudspeaker array. The panels were four=inch thick Sonex
foame In addition, the ralsed portion of the celling in the model room was
covared with fiberglass insulation, loosely draped to form a scalloped

surface. The acoustical performance of the room is discussed in Section 4.1,
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4.0 VALIDATION OF THE RXPERIMENTAL FACILITY

In this section is described a series of tests which were conducted in
order to evaluate the physical and psychological fidelity of the SAL
facility. This section also covers refinements made to the SAL system, based
on the reasults of these tests. The description of these procedures assumes a
knowledge of the basic architecture of the SAL facility, which is presented in
Section 3.0,

The tests and refinements dealt with five different topic areas which can
affect the fidelity of the SAL system: (1) the acoustical character of the
gsound treated room in which SAL cues were generated, (2) the adequacy of the
audio production system, including the power amplifiers and the loudspeaker
array, (3) the frequency response of the audio playback system, from the
manikin to the headphones worn by the listener, (4) the speed of the real=time
hardware and software for controlling the direction of the sound relative to
the manikin, and (5) formal experimental tests designed to evaluate the
psychological fidelity of the SAL system,

4,1 Room Acoustics Tests

Brief acoustical tests were conducted to quantify the ambient noise level |
and reverbaration time in the room where SAL cues were generated. This room
contained the acoustic manikin and the array of 36 loudspeakers. The
acoustical treatment of the room is described in Section 3.4.

Since it was anticipated that most of the experimental testing would take

place on weekday afternoons, the test of ambient roise level was conducted on

' such an occasion, This provided some assurance that nolse sources over which
the experimenters had no control, such as traffic noise from nearby roads,
would be at & level representative of that which would occur during

experimencal testing.,

The ambient noise leval was maasured at the center of the room at the
height of the manikin's ears (62 1inches). The microphone was a Bruel and
Kjaer type 4165 condenser microphone. The noise level was measured by a Bruel

and Kjaer type 2203 precision sound pressure level meter.

The major noise sources within the building which could contribute to the
noige level in the room included a central heating/cooling unit, a central
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blower, and a peripheral fan iIn the ventilation recurn duct 1immediately
outside the room. The ambient noise test was repeated four times: once with .
all three sources on, with the fan off and the other sources on, with the fan

and the blowers off and the heating/cooling unit on, and with all three

sources off.,

The measured ambient noise level with all three noise sources in the
building on was 36 dBA., With only the peripheral fan off, the ambient noise
was 33.5 dBA. In the remaining two conditions (central blower and peripheral

fan off; and all three sources off) the measured noise level was 32 dBA.

The experimental testing was conducted with the peripheral fan off at all
' times. The heating/cooling unit and central blower operated intermittently
during testing, under the control of an automatic thermostat. However, their
operation made only a small difference in the ambient noise level (33.5 versus

32 dBA).

The reverberation decay time was measured for a wide-band (10 kHz) noise
source, The source was a Bruel and Kjaer type 4205 sound power source. The
noise source was placed midway between the center and one wall of the room. A
microphone (same as that used in the ambient noise tagt) was again located in
the center of the room at the height of the manikin's ears. The microphone
1 signal was boosted by a Rruel and Kjaer type 2807 microphone preamplifier and
fad to a Tectronix médel 5223 digicizing oscilloscope. The noise source was
operated at 92 dB re 1.0 pW for approximately 10 seconds in order to allow the

noige to fill the room. The oscilloscope was triggered such that it displayed '
] the steady-state nolse signal just prior to {ts termination, and several

seconds of the decaying noise after termination.

The display vertical dimension was ‘n voltage units. The elapsed time

for a 10 to | drop in voltage was recorded. Since voltage is proportional to :

. sound pressure, p, and the Sound Pressure Level (SPL) is defined as 20 log ;
(p/Preg)s 8 10 to | drop in voltage is equivalent to a 20 dB drop in SPL.
Thus 3 times the elapsed time required for a !0 to | drop {n voltage is an
estimate of the reverberation time, defined as the time required for a 60 dB
drop in SFL. The reverberation time, so estimated, was approximately 350 msec

for the broadband nolse source.

]
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4,2 Post—installation Tests of the Audio Production and Control System

The audio production and control system and its components underwent a
series of four different tests and/or adjustments after the system was
installed in the sgound-treated room (see the preceding section of this
report). The audio production and control system {ncludes the following
components: the audio source, the audio controller and amplification unit,
and the 36 loudspeaker assemblies.

4.2.1 Loudspeaker Polarity Check

A simple polarity check was conducted to ensure that all the loudspeakers
were radiating in phase, A 1.5 volt battery was connected to the loudspeaker
terminals, with the positive terminal of the battery to the loudspeaker
terminal marked positive. The direction of the movemant of the woofer was
noted. The loudapeaker terminals were reversed where necessary so that the
woofer moved outward when the battery was applied as described.

4.2,2 Amplitude Responge as 2 Function of Frequency

The purpose of this test was to determine the amplitude response over the
audibla frequancy range of each of the 36 loudspeakers in the sound-treated
room, This test served to identify any major differences between the
loudspeaker units (including the crossover circuits) and any sources of
unusual revarberation in the room.

A white noise source was played through a single loudspeaker and the
amplitude response as a function of fraquency from 0 Hz through 25 kHz was
measurad. The equipment included the microphone and preamplifier described in
the last gsection, and a real-time digital spectrum analyzer (Hewlett~Packard
model 3582A). The microphone was located at the center of the room. The test

wag repeated for each of the 36 loudspeakers.

A typlcal amplitude response 1is shown in Figure 26. The upper trace is
the white noise 1input signal and the lower trace ts the output of a
loudspeaker installed in the sound-treated room. The vertical scale for the
upper trace has been shifted downward so that the two traces can bhe displayed
simultaneously. The overall difference in the amplitudes of the two traces is

about 55 dBV. Notice that the loudspeaker responge is virtually flat (within
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2 dBV) our to approximately 23 kHz, All 36 of the loudspeakers produced this
same pattern, except that the locations of the small (less than 1 dBV) ripples
varied from one loudspeaker to the next. The locations of the ripples in the
white ncise input signal also varied from one test to the next. This fact
suggests that most of the variation in the loudspeaker responses i{s due to
sampling and quantification error in the spectrum analyzer and/or variations
in white noise source over tiaxe.

4.2,3 Equalization of the Loudspeakers

The purpose of this procedure was to remove any differences 1in the
intensities of the loudspeakers for a constant signal applied, The SPL of
each loudspeaker was measured with the audio contrel unit set at minimum
attenuation value. The input signal was white noise at 100 dBA, measured from
the mixer test point. The digital control unit and the mixer are described in
Section 3.0.

Since the SPL of the 1loudspeakers differed slightly at minimum
attenuation, the loudspeakers were equated to a constant SPL by increasing the
attenuation values on the more intense unite. As a consequence, a unique
attenuator value was defined for each loudspeaker as its new minimum
attenuation value, These values were used to adjust the speaker lookup table
which controls the movement of the sound around the manikin, as described in
Section 4.4,

4.2.4 Perceptusl Equivsalence of Phantom and Real Sources

The purpose of this test was to determine whether 1listeners could
discriminate between sounds produced by a single loudspeaker (called a "real”
source) and sounds produced by two loudspeakers activated simultaneously with
the same total power (called a “phantom™ source), In the SAL facility,
loudspeakers are located at 10 degrees intervals in the horizontal plane
surrounding the manikin or Listener, Therefore, real sources can be played
only at increments of 10 degrees. In order to produce a sound which appears
to come from an {ntermediate azimuth, two loudspeakers must be activated

simultaneously. The relative power emitted by the two loudspeakers determines

the perceived location of the sound.




f. A white noise signal was played throigh "phantom™ and real sources
successively. An observer was seated alL the center of the loudspeaker array
with his/her ears at the same heighc as the center of the loudspeaker
assemblies. The observer was asked to report whether sounds, played for 3 sec

% each, came- from real or phantom sources. The room was darkened in order to

' eliminate visual cues. Two experienced observers were each run for about 30
trials each. Both observevs performed at near chance level, i{.,e., they could

not discriminate phantom from real sources under these conditione.

4,3 Tests of the Audio Playback System

Two types of tests were performed on the audio playback syscea. First,
the SPL output of the left and right headphones was measured to determine
whether the two units were of eqral efficiency, and to determine whether their
responses were proportional to the input intensity. A second test examined
the amplitude response over the audible frequencies of the entire playback
system, including the model room, the manikin, the microphones in the

manikin's ears, the two~stage stereo amplification systsm, and the
headphones. Since the manikin has pinnae, this chain of components should
produce amplitude response functions over frequency like those produced by the
human head and pinnae (i.e., a head-related transfer function or HRTF).
Furthermore, the amplitude response functions should vary as a function of the
direction of the source relative to the manikin in the same manner that human

HRTFs vary as a function of source direction,

In the first test, the measurements were taken with the sound pressure
level meter and microphone described in Section 4.l. The microphone was
located in the center of, and approximately one inch from, the radiating
surface of the headphone being tusted. The headphones were removed from the
helmet, and microphone and headphone were surrounded by fiberglass insulacion
material in order to reduce ambient noise inputs to the microphone as much as
possible. The input signal was inserted after the wecond headphone amplifie:r,
which is the same point from which the left and right headphone channels are
equalized during experimental testing. The test was conducted with three
different types of input aignals and at three different signal intensities for

each headphone.
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The test conditions and results are shown 1in Table 4., It is clear from
the results that the left and right channels are nof equal efficiency, and that
their responses are proportional to the {input level, The response of the
headphones {s nearly identical for the white noilse and the 2 kHz high-pass
noise signals. As would be expected, the responge is somewhat reduced for the
1 kHe low=pass noise signal, '

In the second test, the microphone was positioned {n front of the left or
right hnadphoni. snd isolated from ambient noise as described for the firat
test. The microphone was boosted by a Bruel and Kjaer type 2807 preamplifier,
and analyzed with a Hewlett~-Packard model 3582A real-time digital apectrum
analyzer. The manikin was positioned at the center of the model room, and one
of three sources in the arvay of 36 loudspeakers was activated. The source
activated was in the horizontal plane at 0, 90, or 270 degrees azimuth
relative to the eagittal plane of tha manikin. The 1input signal to the
loudspeaker was white noise. The output level at tha center of the room was
56 dBA. The signal levels of the left and right headphone channels, at the
output of the second headphone amplifier, were set to 105 dBA. The amplitude
response was measursd in dBY relative to the input signal at intervals of 500
He, from 300 Hz to 20 kHe.

The results of the second test are shown in Figure 27, Three amplitude
response functions are plotted for each channel of the playback system. The
three functions are for a sound source at O degraees azimuth, for a source at
90 degress azimuth on the same side as the asctive microphone (ipsilatersl), or
for a source at 90 degrees azimuth on the opposite side (contralateral). Up
to 12 kHe, the functions are similar to the corresponding averaged HRTFs for
human listeners shown in Figure 2. Since the present data were collected at
intervals of SO0 Hz, some of the fine structure typical of HRTFs does not
appsar., No comparisons can be made above 12 kHz since the averaged human
HRTFs stop there, and little or no data on HRTFs have been collected above
that frequency. The results suggest that the playback system accurately
reproduces the transformation of the free~field sound by the head, torso, and

pinuae,
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TABLE 4

Sound Pressure Level Output (in dBA) |
at the Left and Right Headphones
as a Function of Input Lavel and Type of Signal

Input Tvpe of inpuec sienal
Headphone level Whice 7 Az EI;E- T Rz Low~

channal (dBA) . noise pass noise ___pass ncisa
90 54.3 5.0 $4.0
left 105 68.3 68.3 65.0
114 78.5 78.0 74.0
90 56.8 33.0 34.0
right 103 68.3 68.3 65,0

114 78.5 78.0 76.0
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Figure 27. Amplitude response of the audio playback system.
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4,4 PReal-Time Control of Sound Direction

4,4,1 Interface with the l-Space Tracker System

The sampling rate of the 3-Space tracking system is the rate limiting
factor in corrvecting for the direction of sound when the subject moves his or
her head. When only head position is measured (one station active) the
sampling rate of the 3=Space craéking system is 60 He. Informal tests, where
rapid head movements were made, demonstrated that the location of the sound
tenmained stationary with a 60 Hz sampling rate. However, when finger and head
position were mbnourcd at the same time (two stations active, where the
sampling rate of the 3=Space tracking system was 30 Hz), correction of sound
position lagged hehind the rapid movement of the head. In effect, the sound
did not remain stationary with both stations active. To eliminate this slow
response in correcting sound location, a strategy of enabling only one station
at a time was adoptaed.

At the beginning of each test trial the head station was enabled, so that
the location of the sound could be corrected for head movements. The test
subjects were instructed to identify the apparent direction of sound by
pointing the response indicator in that direction and depressing the consent
switchs When the switch closure was sensed by the PC, the finger station was
enabled and the head station was disabled. After allowing sattling time (100
msac) for the change in stations, the finger station was sampled twice and the
second sample was kept. The finger station was then disabled and the head
station was enabled to prepare for the next trial.

4,4,2 Determination of Relay and Attenuator Values

In order to keep the location of the sound stationary as the head moves,
each report of head position by the 3-Space Tracker 1is followed by
calculations in the PC executive routine to compsnsate for head translation,
as described {n Section 3.3.3, These calculations produce the new azimuthal
location of the sound relative to the manikin, which is needed in order to
make the sound appear stationary to the listener wearing headphones. The new
azimuth value is uLed as an address to a table of 3600 sets of relay numbers
and attenuator values, called the "speaker look=-up table”. Fach entry in the
table represents the relays and the attenuator values which produce a sound =zt

a given one-~tenth degree position in the loudspeaker array.
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If the eanpling rate of the 3=Space tracking system were fast enough to
keep up with one~tenth degree changes in head position, then the rorrected
values obtained from the 3-Space Tracker could be used diréctly to move the
sound around the manikin, Unfortunately, the maximum sampling rate of tha 3= -
Space Trackar is too slow to keep up with one-tenth dagree changes in head
position during rapid head movements. During rvapid head movements, the
successive azimuths reported by the 3I~Space Tracker can differ by saeveral
degrees. When the sound was moved around the manikin in increments of several
degrees, the sound appeared to the listener to have an intermittent, "choppy”
quality.

It was necessary, therefore, to develop a routine which plays the sound
at intermediate azimuth values when two successive cotrected values from the
3-Space Tracker differ by more than a threshold value. For example, if two
successive valuss reportad by the tracker differ by 2 degrees, the sound could
be transitioned between the two positions in increments of, say, .5 degrees.
Informal tewts were conducted with experiencad listeners to determine an
increment size which produced the perception of a stationary, yet smooth,
sound during the fastest head movements axpacted in the SAL syetem. It was
found that moving the sound in .4 degree incraments produced a perceptually
smooth sound which appeared to remain stationary for reasonably rapid head
movemente.

The algorithm for transitioning the sound between adjacent loudspeakers
as it moved around the manikin was also modified to further improve the
smoothnéss of the sound during head movements. The original algorithm used a
linear aixing of adjacent speaker voltage levels., Thus, to produce a source
which appeared to come from midway between two loudepeakers, the adjacent
loudspeakers were each set at 350 percent of their minimum attenuation
values. This linear-voltage algorithm was based on the results of phasor
analysis of stereophonic 1listening (cf., Bauer, 1961), However, the phasor
analysis applies to only low frequency (<1500 Hz) sounds, since the auditory
syetem uses phase information only in that region, Por broadband sounds, it
is poessible that a more appropriate algorithm is a constant RMS voltage (i.e.

constant total power) relationship. 1In this algorithm, the voltage applied to
adjacent loudspeakers is proportional to the sine or cosine of the angle of .
the apparent source location relative tov the real loudspesker locationa. When
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this algorithm was applied, the sound heard through the headphones appeared
much smoother during head movement than {t did with the linear=voltage rule.
The sine~cosine algorithm was therefore incorporated into the speaker look=-up
table and governed the movament of sound around the manikin.

4,9 Psychological Fidelity Experiment

1
1

4,5,1 Introduction

An eperiment was counducted in ordar to aevaluate the psychological
fidelity of the SAL apparatus, 4i.e., to quantify differences bdetween
localization 1in the SAL environment as opposed to normal free=field
localization. Complete psychological fidelity would mean that the SAL
apparatus {s perceptuslly equivalent to normal localisation, thoush' not
necessarily phyeically equivalent. The SAL apparatus simulates the physical
conditions in normal localisation by using a technique made up of three
principal components.

First, sound sources at azimuths between whole=number wmultiples of 10
degrees are simulated by activating two adjacent loudspeakers
simultanecusly. Such sources are called “"phantoms”, as opposed to "real”
sources, which represent a single loudspeaker and were located at whole=number
multiples of (0 degrees. For any achievablae physical |¢c-u§. there will
always be some physical difference between the sound produced by two
loudspeakers radiating simultanaously (i.e., a phantom) and that produced by a
single loudspeaker. Fortunately, physical identity is not required; it is
only necessary that phantom and real sources sound the same to the human

listener.

Second, 1in the SAL facility the acoustic cues for localization are
produced by radiating the KEMAR manikin, traneducing the sounds at the
entrance to the manikin's ear canals into electrical signals, and amplifying
and reproducing the sounds through headphones, 1t is of interest to determine
to what extent the manikin/playback system is perceptually aquivalent to the
listener's own ears during normal, free-field localization.

Third, (n order to make a sound appear tn be stationary for the listener
wearing headphones 1in the SAL facility, the direction of thea sound source
relative to the manikin must be changed in real time to compensate for the
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listener's head movement. For example, as the listener rotates his or her
head to the right, the sound impinging on the manikin must be moved an equal
amount to the left. Of necessity, the mannar in which the sound is moved
sround the manikin only approximates the manner {n which a stationary aound
moves relative to the head in normal free—field )istening conditions. Tt is
of interest to determine whether the method used to compensate for the
listener's head movement in the SAL facility (see section 4.4,2) is the
perceptual equivalent of s stationary source In free-field 1listening
conditions.

In the psychological fidelity expariment, localization accuracy and
response time were measured under conditions which used various combinations
of the three components of the SAL simulation. In addition, a control
condition was run which involved no eimulation, i.e.,, this condition involved
normal, frae=field localization of a siugle (resl) source. This allowed an
evaluation of the overall fidelity of the SAL system and the identification of
any of the three major components of the simulation responsible for departures
from complete psychological fidelity.

4,5.2 Method

44521 Experimental Design

Each of 4 listensrs were tested in six conditions (3 source types by 2
listening conditions) represented in Table 3. A white noise stimulus was
presented either to the unaided ears (~ormal, free-field conditions) or
dichotically via headphones, with localization cues simulated by using the
manikin, Three types of sources were used! real asources (at () degree
intervals), phantom sources at 2 degrees from the nearest real source, and
phantom sources at 5 degrees from the nearest real source.

For two listeners, the hecad remained etationary during localization.
Another pair of 1listeners wes encouraged to move their heads during
localization and, in the simulated cues condition, the sound was moved ahout

the menikin to compensate for the listener's head movements.

The depandent measures were localization accuracy (apparent aource
azimuth minus actual source azimuth) and response time. The response time was

measured with millisecond accuracy, from the onset of the sound until the
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subject pressed the consent switch to {ndicate that he/she was pointing at the
sound.

4,5.2.2 Procedure

In the fixed head condition, the listener was instructed to place his or
her chin in a chin rest and to keep the head stationary., The chin rest was
mounted on the platform which held the 1iistener's chair, In both head
conditions, the center of the subject's haad was positioned directly under the
J~Space Tracker source. The chair was adjusted so that the listener assumed a
comfortable posture.

In the unsided (free-field) listening conditions, the listener sat in the
center of the loudspeaker array in place of the manikin, The listener was
seated such that the entrance to his or her ear canals was at the same height
a8 the centear of the loudspeaker assemblies. The aubject’'s chair was adjusted
g0 that the center of the head was at the center of the loudspeaker array. In
the simulated cues (headphona) conditions, tha listener was seatad in the
ajoining "subject” room, and wore the helmet with the headphones. The helmat
strap was fastened and adjusted so that the headphones wers snug against the
pinnae:. The listener was positioned such that his or her head was in the same
relative position occupied by the manikin's head in the model voon.

In all teeting, the listener's chair was surrounded by a circular, opaque
curtain in order to block the view of the loudspeskers and/or corners of tha
room. The listener was seated at the center of the circle described by the
curtain which had a radius of 78 {nches. The room {llumination was just
bright enough to read comfortably, and the listener was not blindfolded.

In both experiments, the listener indicated the apparent direction of the
sound by pointing the arm and hand, in which the response {ndicator was
held. A magnetic sansor mounted on the indicator was used to measure {cta
position in space as described in Section 3.3.4., The listener was instructed
to point the indicator in the apparent direction of the sound as accurately as
posgible, and to prass the consent ewitch, also mounted on the response
indicator, while holding the response indicator steady, The subhject was also
told to use che right hand for sounds on the right side and the left hand for
sounds on the left, and to hold the response indicator out at arm's length.
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On each test trial, a sound was presented at one of 24 different
azimuths, as shown in Table 6. Porty-eight test trials were run in each of 10
blocks, with brief rast periods between blocks. Each of the 24 azimuths was
presented twice in each block in one of five pseudorandom orders. Five blocks
with different pseudorandom orders were tested in the first test session for
each listener. The listener returned for a second session, in which the same

five blocks of azimuths were run in a different random order. Each listener
was run in one practice/warm-up block of 10 test trialc at the beginning of

each session.

Since it would have been difficult to move the circular curtain from room
to room between test sessions, listeners were tested in the model room in the
first msession and in the subject room in the second session. Thus all
listeners ran in the unaided (free-field) condition in the first eeseion and
in the simulated cue (headphone) condition in the second session. Since the
localization task is simple, there should be no additional improvement in
performance after the warm=up trials, und therefors no differentisl practice
effect for Session | versus Session 2. I1f this assumption is correct,
performance in the unaided condition should not improve over test blocks.

A1l subjects were given a Lyped statement which described the purposs,
nature, riska, and benefits of the expariment, and the experimenter also read
the aLatement aloud to the msubject. A standard audiometric test (ANSI 1969)
was then administered. Subjects with greater than 30X hearing loss were not
used 1in the experiments. The 30% criterion was computed by taking 30X of the
difference betveen the threshold for young adults with normal hearing and the
threshold for feeling for each frequency tested (cf., Sivian & White, 1933;
Rekesy, 1960).

The headphone channels were balanced at 68 dBA aL the beginning of each
session which {involved dichotic presentation. The signal level at the
manikin'e ears (or the listener's ears in the free-field listening conditions)
was set Lo 54 dBA.

Each test trial hegan with the {llumination of a light at the 0 degree
azimuth position at the height of the subject's ears. The light indicated
that the syslem was ready, and the subject was instructed to press the conasent
swilch when he/she was ready for the trial to begin. The subject was also
instructed to turn hia/her head so Lhat he/she was looking directly at the




TABLE 6
Azimuths at which Sounds

were Presented in the
Psychological Fidelitv Experiment

Tvne of Source

Region , 2 Depree 5 Degree
(Dagrees) Side Real Phantom Phantom
0 L 0 358 355
R 0 2 5
45/315 L 320 318 315
R 40 42 45
90/270 L 270 272 275
3 R 90 88 C s
v
',
13%8/228 L 230 228 225
R 130 132 135
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ready light. The system then sampled the subject's head arimuth until two
successive azimuths within +5 degrees azimuth were obtained at least 0.5 sec
apart {n ctime, The 1light remained on until the subject met the head
orientation critertion,

When the head oricntation criterion had been uet, the response timer was
started and the sound was turned on. The sound remained on until the congent
switch was pressed again, At cthat time, the PC automatically read the
response timer, measured the posft.on of the rasponse indicator, and computed
the apparent direction of the sound. The sound was then turnued off, and the
apparent sound direction and thu rasponse time were written to disk. Before
the next trial began, an intertrial of 1.0 sec was imposed.

4.5.2.3 Subjects

The subjects were three male aemployees of the Gaorgia Tech Research
Institute and one female who was not an employee. Subjects' ages ranged from
AR 23 to 4) years. Subjects were paid for their participation,

4,5.3 Results

The data records of the psychological fidelity experiment included three
numbers of interest for each test trial: (1) the actual azimuth at which the
sound was presented, (2) the perceived (indicated) azimuth of the sound, based
on the subject's pointing response, and (3) the response time. Localization
accuracy was computed by aubtracting the actual sound azimuth from the
Hu indicated sound azimuth. If the difference was greater than 180 degrees, then

160 degrees was subtracted from it to form the localization accuracy. If the

ol difference was less than =180 degrees, 160 degrees was added to form the

;? localization accuracy. These adjustments prevented misinterpretation of test

ﬂ:f trials on which the actual sound azimuth and the indicated azimuth were on
- opposite sides of the discontinuity at 360 degrees azimuth.

Examination of the raw data and debriefing nf the subjects revealed that
various conditlons rendered the data erroneous on a small number of test
trials, The first conditlon was a malfunction in the re-initialfzation of the
}=Space Tracker just before finger position was sampled. This caused exactly
the game indicated azimuth to be recorded on two successive trials. The

second of the two trials was therefore excluded from the data analysis in such
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cas: A second condition involved the subject accidentally pressing the
coui ut switch in the orocess of moving his or her arm to point toward the
perceived direction of the sound. This condition produced large localization
errors, In order tn remove as many of such cases as pnssihle from the data,
test trials on which localization error exceeded 60 degrees were excluded from
the data analysis,

On a few trials, the subject pressed the consent switch to extinguish the
ready light, and the ready light did not go out immediately (hecause the
subject had not met ths "nose=-on criterion”), The fact that the light did not
g0 out caused the subject to believe that the egwitch had not heen pressed
firmly enough; hence the subject pressed the switch a second time. On a few
trials, the nose-on criterion had been met and the sound had come on by the
time the second switch closure was sensed. This produced very short response
times (0.1 to 0.3 sec.). Examination of the raw data showed that valid
rasponse times were always greater than 0.7 sec. Therefors, test trials for
which reported response time was less than 0.5 sec were excluded from the
data.

Table 7 shows the number of test trials remaining aftev trials meeting
any one or more of the above criteria were excluded. The number of excluded
triale was 15 out of a total of 1920 observations, i.e., less than | percent
of the trials. In this table, trials on which the sound was prcsented at
azimuths of 355, 358, and 360 deygrees have been pooled with trials for which
the sound was presented at 0, 2, and 5 degrees.

Three types of sumnary statistice were computed for valid trials: (1)
the root-mean square (RMS) localization error, (2) the arithmetic mear
localization error, and (3) the mean response time. Mean localization error
reflects the direction (left vs. right) of average perceived sound azimuth
relative to the actusl sound azimuth. Table 5 shows mean ervor as a function
of type of source and listening conditions. Mean localization errors less
than zero indicate that the average perceived sound azimuth was less (to the
left of) cthe actual azimuth, In the head fixed condition, unaided
localization appears to have bheen biaused slightly to the left, while
localization via headphunes (SAL cues) was biased to the right. 1In the moving

head condition, however, unaided localization was biased more to the right

than was headphone localization. These effects probably rcflect individual
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differences in perception and/or response strategy. In terms of absolute
magnitude of bilas, the simulated cues condition with head movement was
comparable tu the unaided condition with head movements. Note that mean
localizstion error is virtually idenctical for all three types of sources (2
degree phantons, 5 degree phantoms, and raal sources).

The RMS localization aerror provides a measure of the variability or
dispersion of perceived sound directions about the actual sound azimuths. The
RMS aerror reflects two sources of variability: (1) the dispersion of
perceived azimuths about the mean perceived azimuth, and (2) the deviation of
the mean rerceived azimuth from the actual sound aeimuth,

Table 8 ehcws RMS localization error as a function of type of source and
liscening conditions. For three of the four subjecta, localization error was
slightly less {n the unaided (nurmal) Llistening condition than {in the
headphones (simulated cues) condition. For the fourth subject this trend was
reversed, i.e., he made greater localization errors in the unaided condition
than with simulated cues. Excluding the fourth subject (for reasons explained
below), overall localisation accuracy wae slightly bmtter in che unaided
condition (RMS error = 9,466 degrees) than with simulated cues (RMS ervor =
10,721 degrees).

Table 8 also shows a clear difference in RMS localization error for the
fixed versus moving head conditions, but only emall differences as a function
of type of source. Thus 2 degree and S5 degree "phantom" sources were
localized nearly as accurately as "resl” sources.

The dats of Table R are also suggestive of an interaction of small
magnitude between head condition and listening condition. Again excluding
subject 4, the diffevence in RMS error for unaided versus headphone listeniug
when the head is allowed to move (2.283 degrees) is slightly greater than that
in the fixed head condition (0.74] degreaes).

Mean response time is showm as a function of tvpe of source and listening
conditiun in Table 9. As was the case with RMS error, the d{fference hetween
mean responss cimee for unaided versus headphone localizution is relatively
small for three of the four gsubjects. For subject number 4, response time was
much faster in the unaided condition then with headphones (l.7 sec versus S5.!
sec). It is notshle that this aubject produced relatively high RMS
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localization error in this condition, suggesting a speed-accuracy trade-off.
Excluding this subject's data, the headphone condition produced slightly
greater response times overall than did the unaided condition (the difference
was 0.9 sec).

With the exception of subject number 4 i{n the unaided condition, there is
8 clear difference in rolponln':tmn for the head fixed versus head moving
condition, with the latter being greater. As was the case with RMS error,
there appesrs to be little or no differenca in tesponse time es a function of
type of source (Phancom versus real). '

Again, the data suggests an interaction between head condition and
listening condition. In the unaided condition (excluding subject &), head
movement lengthens response times by 2.3 sec relative to fixed head
localizgation. In the headphone condition, however, head movement lengthens
response time by 4.0 sec relative to the head fixed condi:ion.'

Tables 10 through 12 show the three measures localiszation accuracy and
speed as & function of the actual arimuth of the sound soutce. Note in Table
10 for subjects 1, 2, and 4 that mean localiszation errvor tends to be negative
for sound sources locatad on thas subject's right side, and positive for
sources on the subject's left. In other words, these subjects tended to
exhibit a bias (systemacic error) toward the front (0 azimuth) position.

Table 11 shows RMS localigzation error as a function of the actual azimuth
of the sound., As expected, localization error increases with angular distance
from the frontal sagittal plane in the fixed head condition. The increase in
error with ahmnlute azimuth appears to be comparable for the unaided and
headphone conditions. For the head=fixed condition, the average difference in
RMS error from the +133 degree region to the O degree region was 17.0 degrees
for the unaided listening versus 16.0 degrees for headphone listening.

Head movement appears to eliminate the increase in RMS localization error
as a function of absolute azimuth (see the lower half of Table 1l). However,
another effect now appears. RMS localization ertor is generally greater on
the subject's left than on the right side. The effect s present in both the
unaided and headphone listening conditions. A comparison of Tables 10 and 1l

suggests that this effect 1s due to ureater systematic blases in responding to

sounds on the left. 1In other words, the larger RMS errors on the left side
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are not due to greater variability of perceived sound azimuths on the left,
but to a systematic bias to perceive sources on the left as displaced from
thelir actun} agimuth,

Mean rvesponse time is shown as a function of azimuth in Table 12. The
increase in response time from the O degree region to the +135 degree region
was greater for the head moving condition (1.2 sec) than for the fixed head
condition (0.6 sec). There also appears to be a small {nteraction of
listening condition by agimuth, The increase from center to extreme atimuths
was about 0.6 sec for headphona listening, versus 0.1 sec for unaided
listening (excluding subject 4).

Tables 13 and 14 show RMS error and response time for the 10 blocks test
trials distributed over two days. The data have been categorized by actual
sound &-imuth; those in front (43 degrees) being shown ncplrn:oli from
lateral azimuths (35 to 135 and 225 to 275 degrees). Since sources at the
side and back are more difficult to localize, at least with the head fixed, it
was anticipated that they would exhibit a greater practice effect., However,
this was not borne out. From Table 13, it can be seen that there is little or
no avidence of an improvement in localization accurscy over blocks for either
the frontal or the lateral asgimuths in the unaided 1listening condition.
However, in the headphone listaning condition there is a tandency for RMS
localization error to decredse over blocks. FExcluding subject 4, the overall
mean RMS error on the last test block of huadphone listening (/.6 degrees) ie
virtuslly identical to that last block of unaided listening (7.5 degrees).
This is notable hecause the headphone condlition produced slightly greater RMS
error than unaided lisrtening when the restults were averaged over test blocks
(see earlier discussion).

It is aleso notable that RMS errur on the first block of headphone
(sitmulated cue) localization (biock 6) 1is roughly equal to the RMS error
throughout all five blocks of itne unaided condition (blocks 1 to $5) excluding
subject 4. These dutn suggest that there was neither a positive nor a
negative trangfer effect In goiny from the normal localization cuee in the

unaided condition to the simulated cues in the headphone condition.

Table 14 shows mean response time for the 1{) tent blocks over two days of
practice. There is a tendency for respouse time to deciease over test blocks

fn both the unaided and headphone conditione. The decrease in response time
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over test blocks is about the same for both listening conditions and for both
head conditions, On the last test block of each day (blocks 5 and 10) mean
response time was roughly 1.0 sec faster in the unaided coudition as compared
to the headphone condition.

4,5.,4 Discussion and Conclusions

The results make possible an evaluation of the three principal components
of the SAL facility, as discussed earlier (see Section 4.5.1). The major
results are summarized in Table 1S5.

The algorithm for simulating sound sources at azgimuths which fall batween
the locations of the loudspeakers was succeasful, The differance in RMS
localization error for "phantom" as opposed to real (actual) sources was less
than 0.5 degree. In addition, RMS localization accuracy was comparable for
phantoms at 2 degrees and at 5 degrees from the nearesat real source.

The SAL equipment for synthesizing the scoustic cues nacessary for
localization was a's0 successful, When the listener's head remained
stationary, localization sccuracy with simulated cues was nearly as good as in
normal, unaided listening conditions. With the listener's head fixed, the RMS
localication erors for simulated and normal cuese were 13.1 and 12.4 degrees,
respectively, The differences in mean reponse time for these two conditions
were less than 0.5 sec.

The third major component of the SAL system was the mathod for moving the
sound around the manikin in real time i{n order to compensate for the
listener's heed movements. The results for subject 3 in Table 13 illustrate
this effact. In the first teet block with simulated cues, RMS error was 7.1
degrees, versue 3.9 degrees for the first block of unaided localization. By
the fifch test block, localization accuracy was virtually identicsl for
simulated cuee (RMS = 3,7 degrees) and normal cues (RMS = 3.6 degrees).

In summary, the SAL facility produces a high fidelity simulation of
normal, free-field localization. The initial difference in localizationn
accuracy for simulated cues delivered via headphones versus unaided
localization was about 3 degrees RMS. This difference decreased to virtually
zero after one sgeasion (5 blocks of 48 test trials). The overall difference
in mean response time with simylated as opposed to normal cues was 1.0 sec,

and this difference was still present after one sesaion of practice.
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TABLE 15

si.nmry of Major Results of the Psychological Fidelity Experiment

*  PHANTOM vs. REAL SOURCES
* ' DIFFERENCE IN RMS LOCALIZATION ERROR < 0.5°
*  NO DIFFERENCES POR 2° ve. S® PHANTOMS
*  MEAN RT's VIRTUALLY IDENTICAL
*  UNAIDED vs. HEADPHONE LISTENING (WITH HEAD FIXED):
*  DIFFERENCE IN RMS LOCALIZATION ERROR & 0.7°
*  DIPPERENCE IN MEAN BT < 0.5 SEC
*  UNAIDED vs. HEADPHONE LISTENING (HEAD MOVING)
*  RMS LOCALIZATION ERROR
* TEST BLOCK 1: 3.9° vs. 7.1°
* TEST BLOCK S5: 3.6° ve. 3.7°
*  MEAN RT
* TEST BLOCK l: 4.7 SEC vs. 6.3 SEC
¢ TEST BLOCKX S: 4.0 SEC vs. 5.3 SEC
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It is likely that response times for the simulated cues condition would
have been shorter if localization accuracy had been stressed less heavily 1in

the instructions. That is, listeners can probably trade accuracy tor speed.

Further research {s needed 1in at least three areas related to SAL;.
First, research should be undertaken to optimize the fidelity of SAL cues.-
The results of the present research suggest that the real-time alteratinn of
the sound with head movement is the area where there is greatest potential for
improvement. Second, further study is needed to evaluate the effects of
practice on localization performance with simulated cues, and the form of the
speesd-accuracy tradeoff in localization. For exanple, what is the impact on
localization accuracy of introducing inceutives for localizing more quickly?
In a task in which SAL cues are used to direct visual attention, what is the

impact on visual search time of speed incentives?

Third, a coordinated program of psychoacoustic research and engineering
development is needed to develop an electronic synthesizer of directional
audio signals which iy suitable for airborne applications.
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5.0 EXPERIMENTAL RESEARCH

5.1 Introduction

This research was directed toward identifying how the characteristics of
auditory signals affect their usefulness as directional cues in the cockpit.
Two experimen-.s were conducted in which listeners localized sounds on the
basis of stmulated cues delivered via headphones. The character of the

stimulus in thg temporal and frequency domains was manipulated. The dependent
' measures were localisation accuracy and response time. In the firsr
‘experiment, the fraquency composition of the stimulus was varied by using

high-pass and low-pass noise stimuli with various frequency cutoffs. In
Experiment 1I, intermittent noise stimuli were used, and burst duration, risc
time, and duty cycle were varied.

Both experiments involved repeated testing of experienced subjects, i.e.,
4 vepeated measures design. The stimuli were presented dichotically, via
headphones with the localization cues generated by the manikin, as described
fn Section 3.0. Subjects were encouraged to move their heads while localiging
the sounds, and the direction of the sound relative to the manikin was changed
in real time and coordinated with head movement {n order to make the sound
appear to be stationary to the listener. Subjects indicated the apparent
azimuth of the sound by pointing their arm and hand and pressing the consent
switch on the response indicator, ae described in Section 4.5.2 for the
psychological fidelity experiment. A8 in the previous axperiment, the
subjects were screened for participation by using the ANSU 1969 audiometric
test. Subjects with greater than 30X hearing loss or abnormally shaped pinnae

were not used.

The experimental procedure was the same as that part of the psychological
fidelity experiment in which the subject received simulated cues and was free
to move the head.

5.2 Experiment I

5.2.1 Introduction and Method

The purpose of the first experiment was %o determine the importance of

various parts of the audible sepectrum for localization performance with
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sinulated cues. The stimuli included white noise and high- and low— pass
filtered nofse signals with steep skirts, as shown in Table 16, The cutoff
frequencies of the stimuli were designed to pass portions of the spectrum
sssociated with some localiszation cues while rejecting portions of the
spsctrum associated with others. Table 17 shows the stimuli and the
sssociated localization cues, based on previous rasearch (see Section 2.0 for
a review of the research).

Bach of four subjects ran in two sessions, in each of which they
experienced nine blocks of test trials, Each block consisted of 40 test
trials., On each test trial, the stimulus was presented at one of 8 nztdu:ha
in the horisontal plane: 20, 60, 100, 140, 220, 260, 300, or 340 degrues.
Bach of the 8 azimuths was presented 5 times in .ach'block. in one of three
different psaudorandom otrders. Each of the 9 types of noise stimuli wae
presented on one bleck in each session, with the order of prclcncntioh of the
noise stimuli randomiged over sessions and subjects.

Bach session lasted aspproximately two hours. Each tast oubjcct received
an initial block of 10 practice/warm-up trials at the beginning of each
seusion. A vhite noise stimulus was presented on practice/warm-up trials.
y Subjects were given a 2 to 3 minute rest period batween blockl, during which
‘ time they could remove the headphones and move about the laboratory.

Thresholde were measured for each of the nine stimuli for each subject
prior to the experiment by the method of adjustment. During threshold
measurment, the stimuli were presented dichotically with the sound at 0
degrees arimuth relative to the manikin, and the sound direction was not
corrected for head movement. The experiment was run with the intensity of
K each stimulus adjusted to 33 4BA sensation level for each subject.

The subjects were one female and three mgle employees of the Georgia Tech
Research Institute who were paid for their participation. They ranged in age
from 23 to 29 years.

52,2 Results

The raw data for Experiment 1 were €irst processed as discussed {in
Section 4.3.3 to correctly interpret cases in which the actual sound azimuth
and the azimuth indicated by the subject were on opponite sides of the 360,0
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Filtered Noise Stimull
Used in Experiment I

v TABLE 16,

-3dBV | -
o S : Cut-off -+ Slope of
- Type of frequency skirt

| fileertng . (WHe) - .. (dBV/Octave) __ .

- High=pass S o ' .o
ST b C o e9le

~79.0

~

-72.8

P

- ‘66- 1
Low-pass
12 -26.8

16 -29.3




TABLE 17

Stimuli for Experiment I
and Localization: Cues Available

wpe of |, cut=off | Cues Available
Noise | Trequency (kils) gy m orso ﬁnmq
1 v |
. 2 v Y
Low=Passe b Y/ Y v ,
8 v/ v/ ' Y
12 Y/ / v Y
16 Y Y/ ' Y
White ;oo y
2 Y v/ Y
High~Pass 4 Y Y/




qQ¢r.e dtnqqntinuicy. The raw data were then furthar filtered to remove test

Vtrills~on'§h1ch5nny one or more of three conditions was met. The three
~ conditions were response time less than 0.5 sec, localization error groatér
than 60 degrees, or exactly the same indicated azimuth reported as on the
immediately preceding trial. The rationale for these exclusions is discussed
Vid. Section '4.3.3, Porty-five of 2,880 test trials, or 1.5 percent, were
“axcluded from the data.

As in the psychological fidelity experiment, three summary measures werae
computed: maan localisation error, root mean square (RMS) localization error
about the actual sound acimuth, and mean response time. Each measure was
~ computed for each of 376 cells representing all possible combinations of 9
stimulus types, 8 asimuths, 2 days of practice, and 4 subjects. The mean
across subjects for each measure was then computed for each of 144 conditions
shown in Table 18. Multiple, planned comparisons analysis of variance (ANOVA)
was used to test hypotheses concarning the RMS error and respongs time data.

The planned comparisons were designed to contrast localisation
perfornance for conditions in which different localisation cues ware available
(see Table 17). Additional comparisons were also made to examine the effect
of stimulus bandwidth, practice (Day | versus Day 2), type of noise stimulus,
and source asimuth., The complete sat of comparisons i{s shown in Table 19.

The RM8 localisation error results are shown in Tables 18, 20, and 21.
The oversll mean RMS error is remarkably similar for the nine types of noise
stimuli., The only statistically reliable contrast (F(1,3) = 10,64, p < .03)
was that between white noise and 2 kHz high=pess noise (the "ITD" contrast).
This vesult suggests that the presence of low frequancies (<2 kHe), which
provide interaural time difference (ITD) cues, facilitates localization with

simclated cues.

Given that the ITD contrast was significant, it is surprising that the
“1TD + torso” contrast was not significant. In fact, the 4 kHz high-pass
noise produced a smaller RMS error (i.o., more accurate localization) than did
white noise. The {nconsistency of these two contrasts and the variability in
RMS error across noise types suggests that the significant ITD contrast may be

spurinus (i.e., a type [ aerror).
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Referring again to Table 20, RMS error on Day 2 is consistently smaller
than on Day l. The Day effect approached significance (F(l1,3) = 5.13, p =
.1084), This result 1is consistent with the practice cffect seen in the
headphone condition of the psychological fidelity experiment. Recall that RMS
localisation error decreased over practice blocks for the headphona (simulated
cues) condition. The fact that there was no decrease in RMS error in the
anaided listening condition suggeste that the improvement in localization
accuracy is due to adaptation to the simulated cues rather than improvament of
the pointing response.

Table 21 shows RM8 error as a function of Day and Aszimuth. There was a
significant effect of the Asimuth-side contrast (F(1,3) = 1,409, p<.09),
reflecting greater error in localizing sounds on the listener's left. Among
the eimple effoct contraets, there was a significant Aeimuth~gide effect on
Day 1 (®(1,3) = 23,49, p< .03), but not on Day 2.

Table 22 shows mesn localiszation error (systematic bias) as a function of
Day and Asimuth. These data suggest that the Side effect noted above on Day 1
is due to eystematic localization srror. PFor sounds at azimuths of 220 to 340
degrees on Day 1, the listensrs pointed an average of 7 to 10 degrees to the
left of the actual sound poeition. This esystematic error was greatly reduced
on the second day. These results suggest that subjects may have been less
sccurate in pointing with their left hand than with their right., Examination
of individual subject's data showad that the effect was prasent for all 4
subjects, one of whom was left-handed. Recall that subjects were (nstructaed
to point with the left hand vhen the sound occurred on the left side, and with
the right hand for sounds on the right side.

The only other significant comparisons among the simple effects were the
Agsimuth-side effects for the following stimuli: &4 kHz, low-pass noise (F(1,3)
= 12,67, p < .,05); 16 kHs low=pass noise (F(1,3) = 39,08, p < .09); white
noise (P(1,3) = 18,52, p < .09); and 2 kHs high=pass noise (F = 31,45, p<
«08).

Tables 23 and 24 show mean localigation response time as a function of
Noiee type, Azimuth, and Day. The only significant contrast was the effect of
Day (F(1,3) = 18,27, p € .03). Mean response time aversged 0.8 sec greater on
Day 1| than on Day 2.
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5.3 Experiment II

5¢3.1 Introduction

The purpose of this experiment was to examine the effects on localization
performance of rise tima, repetition rate (duty cycle), and burst duration for
trains of high- and low=freguency noise bursts. From studies of
lateralization, it appears that the fsportance of rise time as a cue depends
on signal duration. The longer a sigral lasts, the more ongoing interaural
time and amplicude differences appear to contribute to lateraliszation, As the
signal duration approaches 300 msec, rise time no longer has an effect on the
lateralisation just-noticeable difference (jnd) (Mills, 1972; Durlach &
Colburn, 1978).

As discussed in Section 2.0, the cues for horirontal plane localization
differ at high and low freque.cy. At low frequency, ongoing ITD is the
doninant cus. At high frequency several cuos are svailable, including IAD,
transient and envelope time differences, and monaural cues. HWHence, it was of
interest to setudy the trade-off betwsan rise time and buret duration
weparately at high and low frequency.

The repetition vate variable is of interest primarily for high fraquency
stimuld, As noted in Section 2.0, the auditory system is sensitive to
interaural tiwe differences associated with the envelope of complex high=
frequency sounds. The present experiment uxamined the effect of envelope
frequency (i.e., repetition rate) cn localizstion performance at both high and
low frequencies.

A four~factor, completely crossed design was used. The four factors
included: (1) two types of noise bursts (2 kHz high-pass and 1 kHz low-pass),
(2) two rise times, (3) two burst durations, and (4) two duty cycles. The
values of rise time, burst duration, and duty cycle used are shown i{n Figure
28, The combinationrs of duty cycle and burst duration employed resulted in
thrase values of repetition rate, as shown in the cipht-most column of Figure
28. Notice that repetition rate is the interaction of duty cycle and hurst
duration. The design of this experiment allows an independent examination nf
the affects of duty cycle, burst duration, and repetition rate.
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As in Experiment I, there may be a main effect of noise type, reflecting
the efficiency of the localization cues avallable with each stimulus (see
Table 17). There should also be an effect of the laterality (i.e., absolute
agimuth) of the sound source.

3¢3:2 Mathod

Bach of four subjects ran 4in two sessions, in each of which they
experienced 16 blocks of test trials.  Bach block consisted of 30 test
trials. On each test trial, the stimulus was presented at one of 6 apparent
asimuthe: 20, 60, 100, 260, 300 or 240 degrees. Each of the § ssimuths was
presented S tines in each Slock. in one of 8 different pseudorandom orders.
Bach of the 16 stimuli, defined by combinations of Noise type, Rise time, Duty
cycle, and Burst duration, was prasented during one block in each taest
session. The order of presentation of the stimuli was randomised over
subjects and sessions. ' '

Bach session lasted approihuoly two and one=half hours. Bach subject
vecaived an initial block of 10 practice/warm=up trials at the beginning of
each session. The stimulus for the practice block was the same as that for
the firet block of the session. Subjects were given a 2 to 3 minute rtest
period between blocks, during which time they could remove the headphones and
move about the room. -

Thresholds were determined by the method of adjustment for each of the 16
stimuli for two of the four subjects. For these two sutjects, the differences
in cthresholds as a function of Rise time, Burst duration, and Duty cycle were
wite consistent, as showm in Table 25. Therefore, for the remaining two
subjects, the thresholds were measured for only four of the 16 stimuli, and
thresholde for the remaining 12 stimuli were estimated. The thresholds for
these 12 conditions were wetimated by adding the “threshold difference” values
shown in Table 25, which are based on the measured thresholds for the first
two subjects.

Threshold measurements were ctaken prior to the first experimental
seesion, During threshold measurement, the stimuli were precsented
dichotically with the sound at 0 degrees agimuth relative to the manikin, and
the sound direction was not corrected for head movement. The experiment was
run with the intensity of esch stimulus adjusted to 22 dBA sensation level for

each subject.
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The subjects were thres male and one female employees of the Georgia Tech
Research Institute, who were paid for their participation. The subjects
ranged in age from 19 to 43 years.

34343 Resulte

As 1in the previous uxportmnu,;' tb. rav data wore processed and some
trials were excluded to remove spurious data and account for the discontinuity
at 360 degress. Twenty four trials of the total 3,840, or 0,6 percent, were
excluded from the .nnalyqu' reported '::l"lo_rciny Msan localisation aerror, RMS
‘localisation error, and mean tesponse time wars computed for each subject in
"each of 96 cells representing combinations of 16 stimulus types by 6 source
‘asimuthe. : ’

The NS error and mesn response time data were submitted to s repeated-
measures ANOVA. The ANOVA model included the mein effests of ull four
stimulus veriables (Noise type, Rise .time, Buret duration, and Duty cycle),
the linear component of the asimuth vsriable, and all two and three-vay
intersctions of the foregoing veriables. The cosfficients for the Asimuth-
linear contrast were +1, 0, =1, =1, 0, and +! for source asimuth of 20, 60,
100, 260, 300, and 340 degrees, respectively.

Table 26 shows mean localisation error as a function of the stimulus
variables and asimuth. Most of the uun_o"crc quite emall in absolute valus,
indicating that there was uluivoly lictle systomatic error in
localisation, This result also means that the RMS8 error measure reflects
ptimarily the dispersion of indicated azimuthe ahbout the cell means cather
than the deviation of the cell mesns from the sctual source agimuths.

The ANOVA for RMS error produced only three significant effects. The
linear trend with absolute source asimuth was statistically reliable (F(1,3) =
13,43, p € «05)¢ The last tow in Table 27 shows that RM8 localisation error
vas smallest at +20 degrees and increased monotonically to +100 degrees
asimuth, Even though the azimuth effect is significant, the effect is quite
snall. The RM§ error increases an average of only about 1.0 degree from +20
to +100 degrees aszimuth.

The three-way interaction of Burst duration by Duty cycle by Azimuth=
linest approached significance (F(1,3) = 6.28, p < .10). Table 28 shows the
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TABLE 27

RMB Localisation Error as a Function
"~ of Burst Du¥ation, Duty Cycle, and
Source Asimuth for Experiment 11

Burst | Buty  S L "3 N i'*:}.' 
duration o ‘gyele - R :

LR

T L - 4166 < 8,868 S.838 © 4,471,  4.790 . 4.084 4.868
. - | Suryr : N N ) .

0

P

. 50 -Jf?f.;~,1:a}£7§’_?_s}iiaﬁ»gsiésii"4(7:5!" 4,820 3.48) 4,686

| 100 0 a7me .21 6,071 4.881 4841 3640 4.793
0 4717 4889 5116 4795 4683 4364 4,787

" Meane 4,207 $.485 5,568  4.733° 4,715  3.888
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TABLZE 28

. _Linear Component of the Change

-in RMS Localization Error with Source

Animuth ‘as a Punction of Duty Cyelc
and Burst nurntion _

Burst
duration
(msec) ‘
o QR o un!
0" -7 el 053 LT =2.019
(0. “ Hl) ~ (2 Rs)
2% S =386 0 «0.848

“Numbers in parentheses are the repatition rate
for each signal, e.x., Zor a burst duration of
30 meec and 10 percent duty cycle, the burncl
orcurrcd tvo times per lccond.
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linmar component of the change in RMS over szimuth, as a function of Burst
duration and Duty cycle. The negative scores indicate that RMS error was
Rreater et +100 degrees asimuth than at +20 degraes. The numbers in
pafoncfnu. sbova sach data point are the vate of repetition of the bursts for
each combination of Duty cycle by Burst duration., The lov repetition rate
(0.4 Hs) may lLiave been responsible for the greater azimuth effect in the 250
msec burst, 10 percent duty condition. BSubjects reported that they kept their
hesd orisnted tovard 0 degrees azimurh until they heard the first burst cn a

givea trisl., Sinee localisation accuracy decreased with asimuth relative to

the hesd, a first burst at an extrems asimuth provided less information than a
firet burst at s swall sbeolute ssimuth. If the subject responded before a
second burst occurred, localisation should be less accurate at extreme
asimuthe. The fact that mean rupon'u'it_ln_to 2100 degrees asimuth avaraged
only 0.8 sec greater than to +20 degress 'a'nmch suggests that subjects often
responded during the "off" part of the duty cycle (wvhich lasted 2.25 rec in
the 250 buret, 10 parcent duty condition).

The only other effect for M8 error vhich approaciaed significance was the
three=way interaction of Rise time by Burst duration by Duty cycle (P(1,3) =
5.92, p ¢ .,10). Teble 29 shows that, as expected, a shorter rise time
produces greater localisation accuracy (smaller RM8 error) for three of four
combinations of Duty cycle and Buret duration. The shorter rise time was most
hencficial in the 250 msec burst, 10 perceni duty, which had the lowest burst
repetition rate. This effect is consietent with the general ccnclusion from
lateralisation studies that a short riee time is more beneficial when ongoing
interaural time and amplitude differences are less available (due to the low
repetition rate in this case). It {s not clear why the shorter rise time
failed to produce a beneficial effect in the 50 msec burst, 10 percent duty
condition. The main effect of rise time was in the anticiputed direction, but
was not etatistically reliable.

As mentioned earlier, it was of interest to study the trade-off (in terms
of localiszstion sccuracy) between rise tims and burst duration separately for
high and low frequency stimuli. The three way interaction of Noise-type by
Rise time by Burst duration for RMS error did not approach significance
(F(1,3) = 2,35, p = ,2228), Table 30 shows the RMS error data for theme three
varisbles.
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TABLE 29

RMS Localization Error as a Function

of Rigse Time, Burst Duration

and Duty Cycle

Burst
Duty Burst repetition
cycle duration rate Rise time
(percent) (msec) (Hz) 1 20
50 2 5.003 4.734
10
250 0.4 4,491 5.095
50 10 4.512 4.859
50
250 2 . 4,606 4:908
Means: 4.653 4.899
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TABLE 30

RMS Localization Error as a
Function of Rise Time, Noise
Type, and Burst Duration

Burst
Noise duration Rise time (msec)
type (msec) 1 20 Means
50 4.621 4.968 4.794
1 kHz
low-pass
250 4.787 4.853 4.820
50 4.894 4.625 4.760
2 kHz
high~pass
250 4.311 5.150 4.730
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It was also of interest to determine the effect of repetition rate on
locslication accuracy for high and low frequency otimuli. There was no
significant effect of repetitiun rate (Burst duration x Duty cycle) overall
(P(1,3) = 3.83, p « .14%3). Purthermorc, there was no evidence of any
differential effect of repetition rate for high “arsus low frequency stimuli,
i.e., no significant interaction of Noise typ§ by Burst duration by Duty cycle
'(1(1.3) = 0,43, p = .3599)., Table 31 shows the RMS error data for these
variables.

The ANOVA for mean response time produced two significant effects snd one
marginally significant effect. m'umr trend with absolute source utmth
vas significant. (P(1,3) = 10,26, p < .0%). Table 32 shows that response
times were about 0.8 sec faster on the average to sources at +20 degrees than
at #100 degrees asimuth. Given that response tines were generally long {the
overall mean was 3.5 sec), the difference of 0.4 sec to localize in the front
versus che resrward asimuths seems vrelatively saasll. The minimum response
time was 0.714 sec, the maximum was 7,889 sec, and the standard deviation was
14753 sec.

Another significant difference in mean ro.ponio time walrfor Noise typs,
as shown in Table 33. Reasponse times were, or the average, 0.6 sec faster for
| kHe low-pass noise bursts than for 2 kHs high-pass noise bursts (F(1,3) =
10,43, p < .0%). 1t {s notable that there was a difference in the same
direction, although smaller, for mean response times in Experiment I. 1In that
experiment, the time required to localise a continuous, 1 kHs low=pass noise
was about 0.2 sec less than that for a continuous, 2 kHz high-pass noisge.

A third effect for mean response time in Experiment II approached
significance. This was the interaction of Noise type by Duty cycle (F(1,3) =
7.65, p < .10). As can be seen in Table 33, mean response time decressed as
duty cycle increased for the low frequency noise bursts, but increased with
duty cycle for the high frequency noise bhursts.

5.4 Discussion and Conclusions

In both Experiments [ and 1I, there was relatively little difference in
localization accuracy as a funccion of stimulus characteristics in the time
and frequency domains, Tables 34 and 35 summarize the major tesults of

Experiments 1 and IT, respectively, On the basis of prsvious findings, (it
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TABLE 31

RMS Localization Error
as a Function of Noise Typm,
Buret Duration, and Duty Cycle

, Burst R .
_ Noise . duration ‘Duty cycle (percént
1 Se . (msec) fﬁ — kL)
| : o (2 u)? (10 He)
50 4,908 4,680
1 ks : _ ,
. low=pass: I . o
' : (0.4 Ha) (2 Hs)
250 ' - 4.988 4,682
: - (2 Hs) (10 Hz)
30 4,829 4,691
2 kis T . '
- high-pass - : 3
(0.4 Ms) (2 Hs)

2% 4,628 4,832

.Nugbora in parentheses are the burst repetition rates.
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TABLE 32

Maan Response Time as a Function
of Source Azimuth

Source zsimuth (degrees)
20 60 100 260 300 . 340

3.035 3.386 3.721 4,062 3,748 3.145
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TABLE 33

Mean Response Time as a Function
of Noise Tvpe and Duty Cycle

Noise Duty cycle (parcent)

m ]- rO *m.
1 ks 3.326 3.094 3.210
low=pass . :

2 kis 3.684 3.961 3.822
high-pass

Means 3.505 3.927
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TABLE 3

Summary of Majot Resuits of Experiment I

* RMS lLocaliszation Brror

°*  White noise produced slightly, but significantly, less
error than did 2 kHs high=pass noise

¢ Localization tended to be slightly mors accurate on the
second day of practice than on the first day

* Subjects localised sources on the right side wore
accurately than sources on the left side on the firet day,
but there was no diffetence on thea sacond day

¢ Msan Rssponse Time

d Subjects responded significantly faster on the second day
of practice than on the first day
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TABLE 35

Sumasry of Major Results of Expdttsent [t

‘¥ Locelisation Btror

.

Thete wad & emall, dot sfgnificdne; linwst fincresse with
source ssimmth '

The . 1 ui'e rise time produced lase ervor than did the 20
:-dc'rt;o tims for signale with the lewsst tepetition rate
0.4 Us) , , , ,

Thi incrun in error with asimuth tended to be greater for
ostimulyi with low repetitien rates then fét stimul{ with
Righar tepatition tatas

Responss Tim

There wes s suwall, but significant, linear increase with
source asimuth :

The | kHs low=pass noise stimull produced slightly faster
localisation than did the 2 kHe high=pass nolse stimulf




would be expected that such characteristics would exert a greater influence on
localisation accurscy (see Section 2.0 for s review). lloninr. almost without
excaption, the listener's head was restrained in the previpus
1muinéiono. The relative absence of effects of stimulus charscteristics
in the present experiments n&uuu that head movement provides localization
ocues which obviate the need for multiple cues provided by certain desirable

-spectral end time~domain characterietice (eee Section 2.0 for a review of such

characteristics).

Freedman and PFisher (1968) reported one of the few previous studies which
relate the svailebility of spectral cues to localisation accuracy when the
head is free to move. They studied localisation accuracy with and without
head movement and with the listener's pinnse open or occluded. When the head
wvas fixed, occlusion of the pinnas rveduced localization accuracy. When head
movemsnt was allowed, localisation wae ae accurate with occluded pinnae as
vith open pinnse. Thus head wovement appears to greatly reduce the impact of
stimulus characteristics on localisation accurscy, both with simulated cues
and in normal unaided localisation.

Although the overall effects of stimulus characteristics on localiszation
performance were small, some trends and interactions were observed which have
significance for the design of directionsl auditory dieplays. In Experiment
11, the overall effecte of the durst duration, duty cycle, and rise time of
temporally intermittent stimuli on localisation accuracy and response time
were not statistically eignificant. HRowaver, there was s trend for shorter
rise times to produce greater localization accurscy, particularly for low
repetition-rate stimuli. There wae also & differential effect of repetition
rate as a function of source asimuth. The decrease in localization accuracy
with absolute asimuth was greatest for very slow repetition rates, probably
because the listener did not wait for s second burst before responding after
turning his head in the general direction of the sound, as explained in
Section 5.3.3.

Varying stimulue characteristice also had relatively little impact on the
time required to localize a sound. There were no significant overall effecte
of high or low-pass filtering continuous noise stimuli, and no overall effects
of rise time, burst duration, or duty cycle for {ntermittent sestimuli.
However, for intermittent noise stimuli, low-pass filtering did produce faster
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responge timee than did high-pass filtering. Purthermore, the advantage (in

terms of shorter response times) for low=pass stimull was accentuated at high
/ duty cycles (slow repetition rates).

There was relatively 1little effect of absolute source aczimuth on
localisation accursecy and response tims in Experiments I and II, For
continuous noise stimuli, there was no effect of eource angular distance from
the frontal sagittal plane. Por intermittent noise stimuli, there was a small
bu_t significant effect of absolute asimuth, localization error increasing
about 1.0 degree RMS for sources at +20 degrees azimuth versus sources at +100
degrees asimuth. The decrease in localisation sccuracy with azimuth was
greatest (about 1,75 degrees RMS) for very low repetition rate stimuli. There
was also a emall but significant increase 4in response time with absolute
asimuth for intermittent noise stimuli., Msan vesponse time increased about
0.8 sec for sources at +20 versus +100 degrees asimuth.

The fact that absolute asimuth has only ssall effeots on localisation
accuracy can be attribdbuted to head movements. 1In the psychological fidelity
experiment, the hesd fixed condition produced an average difference in
localization error of 16.6 degrees RMS for the frontal region (+5 to =8
degrees) versus the lateral region (+130 to +135 degrees). This difference is
much greater than that obtained when the head was free to move (2.7
degrees). On the other hand, head movement does not seem to be accountable

. for the incresse in response time with absolute asimuth, The fixed-head

‘ condition of the psychological fidelity experiment produced an average
increass 1in wmean response time of only about 0.7 sec for frontal versus
lateral source positions, versus 1.0 sec for the moving head condition.
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6.0 LONG-TERM RESEARCH AND DEVELCPMENT PLAN

This section 1includes a long—=term plan for developing an electronic
system which could convey accurate directional information by way of acoustic
signals to listeners wearing headphones. The system will ﬁavo the capability
to {mpress directional qualities on incoming signals and messages in real
time, and to alter the directional qusalities of the sound in real time with
bead movement. The simulated auditory localization (SAL) cues delivered via
headphones should enable a pilot to localize sound with accuracy comparable to
that in free=field listening conditions.

6.1 Objectives

The overall objectives of the proposed program are to establish technical
requirements, design, build, and test an electronic syatem for impressing a
directional quality on audio signals and messages in the cockpit. The system
is called a real=time directional synthesizer (RTDS). In order to build such
a system, the following specific objectives must be accomplished:

le Determine the minimua ratc at which the system oust sample head
position and correct the apparent direction of the sound.

2, Determine the requived spatial resolution of the system.

3. Determine the required bandwidth snd dynamic range of the part of
the system that aynthesizes directional signals.

4, Mcasure and digitize transformg that relate free~field sound from
given directions to the sound received at the ear canal entranca,
This must be done at the minimum spatial resolution.

5. Pit the directional transforms, in either the time or frequency
domains, with digital filter models.

6. Implement the models on a computer as non-real time digital filters
and use the filcers off-line to produce directional messages and

gsounds for testing.
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7.

-":Bo

10.
1.
12.
13.
14,

13.

16,

The

Test the psychological 'tid'el'-i—ty ‘of alternative fil'ter desiens and
select the beat filter models for further research.

Raviav 'Vprcvioun:-tf'ouoreh ve determine individual diffevences in
head-related transfer tunctions that are rcclsted to superior
localization performance.

Modify cij- d-ig_t_l:ni ultor wodels to incorporate ‘features associated
vith superior lotalisation performance.

lvalluato;locaunt;ot_; parformanca with the modified filters as a
function of background noise level with the listenet's head Fixed.

fvaluste the peychological fidelity of the modified filter (n
producing sound movement relative to the head,

Specify the engineering i'oqutrmnu for a real=time directional
synthesizer (RTDS) and prepsre a plan for development of a
prototypa.

Dui:h the RTDS hardware ﬁd software.

Pabricate and bench-test the RTDS prototypa.

Test the psychological fidelity of the RTDS prototype.

Document the RTDS hardware cnd software and recommend any needed
refinements to the dasign.

proposed work builde upon the previous work described in this report,

and will ues the SAL research facility described in Section 3.0.

6.2 AEE:O&!\

In this section, alternative design approaches for an electronic system

tor producing dJdlirectionsl audio signals in the cockpit are examined. The

capabilities and charactarlistics that such a aystem muet Fave {aclude the
following:
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1.

2.

3.

4.

5

6.

It must provide directional information in a manner which {is not
workload intensive. PFor the human, turning the head and eyas to
visually acquire an object that has produced a sound is a natural,
almost “automatic” response (cf., Posnar, 1978; Shiffrin &
Schneider, 1977).

It must accurately reproduce the acoustic cues available in free-
field listening for binaural headphone prasentation. A reasonablae
goal is to enable the pilot wearing earphones to localisze sounds and
messages with accuracy comparable to that with the unaided ear in a
natural setting not characteriszed by high reverberation or noise.

The system, {in conjunction with a eystem wvhich mesasures head
totation and translation, should be able to modify the directional
cues in real time with sufficient speed to compensate for head
movenent, aircraft motion, and motion of the object, {f any, that
the sound is signalling.

The asystem should minimize front-back reversals in localization
judgements by accurately representing the acoustic cues associated
with the external ears (pinnae) and hsad movement.

The engineering requirements of the system, in terms of information
storage and accese time, must be within the bounds of existing or
near-term technology, and be such that the system is suitable for
airborne applications.

It is highly desirable that the system be able to impress a
dirnctional quality on 1incoming messages, including voice
communications, {n real time. That is, the system should not be

limiced to reproducing prestored sounds and messages.

Two extreme approaches 1{n terms of sophistication for buflding the

tequited system are the following:
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a. Off-line recording for later playback of a large number of sounds
and messages from a large number of directlone relative to a mndel
of the human head, torso, and ears.

be Mmal-time synthesis of directional cues based on modeled transforms
for a large number of directions relative to the head,

The first approach has the advantage that tt s technologically
simpler. However, it 1s limited to reproducing prestored sounds and
-'uuc«. 1t also hu"lujor problems in terms of the speed st which stored
directiondl sounds must be sccessed snd in terms of the amount of storage
tequired.

As the listener, in this cass a pilot, turns the head, the directional
sound delivered to the headset must be changed if the source of the sound is
to appear to remain stationary, or move in & manner which i{s not slaved to
head motion, A human can oilily wove the hesd at a rate of 90 degrees/seac.
In order for the sound to appear to chenge smoothly, {.e., not jump back and
forth, ite directional qualities must be changed before the listener's head
rotstes through an angle equal to the minimuam audible angle that the human can
discriminate. The minimum asudible angle for sounds located in front of the
listener 1is sbout | degree. Hence, the directional sounds must be accessed at
8 rate greater than 90 Hs for sounds in this region. Of course, the direction
in which the head will be moved cannot be predicted in advance. The system
must therefore be able to access all the prerecorded directions for a given
sound with the same speed, i.e., the system must have @& “random" accesas
capability.

The only storage mediun which has the required random access capability
and speed 1is solid-state random=access memory (RAM). An estimate of the
amount of RAM required for this type of system is shown in Figure 29. The
estimate of the number of directions from which each sound must he recorded is
based on the suditery acuity measured in previous research (see Section 2,0
for a raeview), The reyuired RAM for thie approach, 96,000 megabytes, is not
feasible for airborne applications with current or near-term technology. Even
{f the message length and number of directions were restricted, the system
would still euffer the disadvantage that it cannot impress a directional

quality on {ncoming, real-time messages.
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(' NuMBER OF BYTES oF RAM REQUIRED
= Ne Mo Le Se6B

WHEIRE N ™ NUMBER OF MESSAGES/SOUNDS
M = NUMBER OF DIRECTIONS (BASED ON SPATIAL
RESOLUTION OF AUDITORY SYSTEM DURING HEAD MOTION)
L ™ AVERAGE MESSAGE LENGTH
= SAMPLING RATE (AT LEAST 2 © BANDWIDTH)
B ™ NUMBER OF BYTES PER RECORD NEEDED

w

= QYNAMIC RANGE
8 B1Ts/BYTe o 6 DB/BIT

N M L S B

50 ¢ 200 - 40 - 3 < 40,000 « 2 = 96,000 mzGABYTES

Az EL  (sec) (Hz) (BYTES)

Figure 29. RAM requirements for off-line pre-recording approach.
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The second approach, rveal-time synthesis of directional cues, could be
implemented by first modeling, off-line, the directinnal transformation that a
sound undergoes from the free—-field to the ear canal entrance for each of a
large aumber of directions. Incoming messages could then be digitized ({f
they're not aslready in digital form) and digitally filtered using the modeled
directional transform for the desired direction of arrival, Rather than
storing directionsl messages, this approach would require storage of only a
smsll set of coefficients for each direction.

The real~time oparation of this approach i{s outlined in Figure 0. The
system would perform the following functions in real time: (1) digitize the
incoming message, (2) input the actual or dasited direction of arrival of the
sound relative to the aircraft, (3) compute the direction of the dound
relative to the pilot'es head, based on head pcsition data from 4 head-tracking
system, (4) look up the appropriate filter coefficients in RAM, (5) digitally
filter the digitised, incoming message¢ in either the host computer or in an
outboard digital processor, and- (6) convert the result‘ng waveform to analog
form, smplify and low-pass filter it as necessary, and output to the pilot's
hesdphones.

This approach has three major adventages relative to the first
approachs PMret, much less RAM {s required, Figure 31 shows the estimated
amount of RAM needed. Second, access time to waveforms (in this case stored
as model coefficients) is not a problem. Third, the ~ystem {s not limited to
pre=recorded sounds.

The approach alwo has two disadvantages relattive to the first approach,
The fiivst is that a large number of directional transforms must he modeled.
This is not a serious problem, since it need be done only once, off~line, for
all future operations of the system, The second disadvantage is that the
approach may require a host computer with high computational speed for the
digital filcaring operation. This could be overcome by using a set of
special-purpose outboard microprocessors which perform the required
multiplications in parallel.

In terms of both capabilities and developmental feasihility, the real-
time synthesis of directional cues seem to be the preferable approach. The

proposed research and development therefore addresses this approach.
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COEFFICIENT
LOOK-UP TABLE

4

DESIRED EXECUTIVE
APPARENT ===
LOCATION ROUTINE
TO
INCOMING - AMPLIFIER
MESSAGE LA/ [z [MULTIPLIER|——-] 0/A AND
HEADPHONES

Y(2) = H(z) X(2)

- -N
H(z) = h + 242 1 eonee + N2
bo + b12‘1 esese + bmz-m

Figure 30. Conceptual diagram of a real-time directional synthesizer
showing the digital filtering operation.
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#® NuMBER OF BYTES oF RAM REQUIRED =

WHERE

AR

Az

EL

M

mewy+r]e B

® NUMBER OF DIRECTIGCNS

= NUMBER OF COEFFICIENTS REQUIRED TO MODEL

TRANSFER FUNCTIONS

= NUMBER OF BYTES/COEFFICIENT OR PREVIOUS

INPUT/OUTPUT VALUE

= NUMBER OF PREVIOUS VALUES OF INPUT AND OUTPUT

K R B
20) + 20+ 2 = 320 KBvres

Figure 31. RAM requirements for real-time synthesis approach.




6.3 Major Technicsi I3sues

6.3.1 System Spatial Resolution

The real=time directinnal synthesizer wmust have sufficient resolution to
make a sound appear to come from a4 single, stationary point in apace, even
when the listener moves his or her head. As the head rotates, the directional
transform applied to the signal must be altered to represent the new direction
of the sound source relative to the head. If the difference between the new
and old directions of the sound source exceeds the minimum audible angle
(MAA), the sound will apperr to initlally meve in the direction upposite head
movement anu then jump in the direction of head movement. The MAA {s the
smallest angular distance which allows the listener to discriminate between
two successive, stationary sounds (cf., Mills, 1958). If the angular distance
between transforms s smaller than the MAA, then as the head moves, the
listener should not detect an audible transition as the transforu (s
changed.

Perrott and Musicant (1977, 198l) studied che MAA with moving sound
sources. Listeners were asked to adjust the time of onset for a moving sound
gource, such that the onset occurred directly in froat of them. For source
velocities from 45 to 120 degrees/sec, the MAA measured in this way was
comparabies in magnitude to the MAA measured hy Mills (1958). Thus it appears
that the MAA is a valid measure of auditory acuity for moving as wall as

gtatic sound sources.

al chough many previous investigations have measured auditory acuity, the
methods, stimuli, and source directions studied have dlffered greatly. As a
result, our knowledge of human auditory acuiry is 1incomplete, Many of the
more racent studies have used dichotic presentation and, for theoratical
reasons, have us~d unnatural stimull which would never be encountered in free-
field conditions. The results of these studies are therefore not useful for
determining the proper angular {interval at which transform must be measured

for the real {me synthesizer.

The must comprehensive study of free-field aculty was conducted by Milis
(1958). Ye studied the MAA for pure tones ay a function of azimuth in the
hortzovntal plane of the interaural axis. Gardner and Gardner (1973) meacured

t.calization accuracy for connected 9peech stimuli in the median sagittal
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plane and for otner vertical planes at various angles to the median plane.
Wettschureck (1973) measured the MAA for white noise at various elevations in
the median plane. Harris (1972) replicated Mills' results for the 0° azimuth
region, but found somewhat smaller MAA's for +30° azimuth. Searle, Braida,
Davis and Colburn (1976) developed a model of auditory locclization based on
data from studies of horizontal and vertical plane localization reported over
a ten-year period. Their wmodel predicts the standard deviation of
locslization error (which i{s equivalent to the MAA) for the frontal horizonctal
plane and the median plane as a function of the span of the loudspeaker array
and the acoustic cues available. Their model {s actually a sophisticated
summary of the available MAA Aata. If MAA data were available for other
angular ragions, the wmodel could de extended to those regions. It could serve
as a tool for estimating the MAA batween measured directions, and perhaps
reduce the number of directions for which data must be collected in this
prograa.

Although previous resssrch will provide 2 useful guide, systemaiic
masuresents of the MAA are needed at closely spaced intervals for virctually
all combinations of szimuth and elevation. From previous research oan auditory
localization (see Section 2.0 for a comprehensive reviev) it apnears that
localization accuracy is as great or greater for white noise than for any
other auditory stimulus. White noise i{s therafore the logical cholice as a
standard stimulus for the quintiflcation of the MAA.

Task | of Phase 11 consists of experimental research to fill the gaps in
the available data on the MAA. The MAA will be measured for white noise at
increments of azimuth and elevation over the entire spherical space
surrouading the 1listener's head. The MAA should govern the requlred
resolution of the synthesizer when the movement of the sound source relative
to the head is slow. When the movement of the head and/or sound is more
rapid, the auditory appnrenf movement 1llusion may provide a better means ot
producing the perception of smooth movement of the sound relative to the

head. The exploitation of the apparent movement phenomenon is discussed [n

the next section.




6.3.2 System Response Time

In order to be useful in the cockpit, the real-time synthesizer nust. be
integrated with a system which: (a) measures head translation and rotation at
a high sampling rate, and (b) rapidly computes the appropriate sound direction
relative to the head. This information must be output to the resl-time
synthesizer, which will produce a srund with the appropriate directional
qualities. The response time of such a syutem, from the pilot's execution of
a head movement to the production of the sound at the new apparent direction,
must be short enough to make the sound appsar stationary during head movement
and to simulate the smooth movement of sound sources about the head.

The simplest algorithm for schieving perceptually emooth aovement of the
sound relative to the head would be to successively transition between
transforms which characterize directions differing by less than one MAA. This
approach puts very hesavy demands on the response time of the system. A human
listener can easily turn his or her head at a rate of 90°/sec. For sound
sources located in the anterior median plane, vhere most objects of interest
to a pilot would Le, the MAA is as small as 1° (Mills, 1958). In order to
keep up with head mcvement, the system would need to transition among

transforms and produce appropriate sounds at a rate of 90 Hs.

An alternative approach to minimizing eystem renponse time is to
synthesize onlv a reduced set of localization cues during rapid head
movements. Freedman A Fisher (19638) have suggested that pinnae cues do not
contribute to localization accuracy during head movements, bu¢ do help direct
the initial orfentirg response (head movement) to u sound. They measured
localization accuracy {n the horizontal plane with listeners using their own
pinnae, with their pinnae occluded, and with artificial pinnas, with or
without head movement allowed. With no head movement, their own or artificial
pinnae {increased localization accuracy considerably relative to the no-pinnae
condition. However, when head movement was allowed, there was no significant

difference between the pinnae and no-pinnae conditions.

This result sudxests that the wwodulatfon of bhinaural cues during head
movements is 30 powerful that 1t swamps out any effect of monaural cues. 1If
this s the case, then (t should be possible to simulate only the changing
Interaural time difference (ITD) and {interaural amplitude difference (IAD)

during rapid head movements with no loss of locallzation accuracy. It would
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be ralatively simple to vary the ITD of the signal reaching the pilot's
headphones as a function of head orientation in reai time, Since the IAD
increases a9 a function of frequency, it would be necessary to high=pass
filter the signal in a directioa-dependent manner. Such 3 filter would be
wuch simpler, however, than a fi{lter which simulates all the localization
cuss. Also, it might not be necessary to alter the characteriastics of the IAD
high=pass filter at MAA-size increments as the sound moves relative to the
head. The filter could be changed as a continuous function of the angle of
the ovund relative to the interaural axis. Reducing the cues simulated should
grestly reduce the amount of processing needed during rapid head movements and
tharefore reduce the required system speed.

An interesting question is whather the “reduced cue” approach could be
used to simulate movement of a sound about a stationary head. The acoustic
information recelved by the ear should be the sama regardless of vhether the
head moves relative to the sound or vice-versa. It is possible, but not
likely, that proprioceptive feedback from the neck wuscles changes the way in
which auditory information io processed centrally, i.e., somehow promotes the
uss of pinnse cuss, Even 1f this were the casa, the reduced cue approach
would etill be useful. In the present application, the maximum angular rate
of head movement is amuch greater than the angular rate at which an object
would be expected to move ‘about the pilot and aircraft. If necessary, the two
types of movement could be simulated by different mathods. When the head is
moving rapidly one could use the reduced cue approach; when the head is
stationary or slowly moving, one could successively transition among
transforme associated with directions differing by less than one MAA.

A third possible strategy is to exploit the apparent movement (beta)
phenomenon. Taking sdvantage of the apparent movemeiat phanomenon would make
it possible to synthesize rvapid movemsnts of s sound relative to the head by
successively activating transforms which are separated by more than one MAA.

When two epatially separated stimuli are presanted in succession, the
observer may perceive not two stimuli, but a single stimulus which moves from
the position of tha stimulus which appeared first to the position of the
second stimulus. 1In order to obtain apparent motion, the (nterval between the
onsete of the two etimuli, the distance between the stimuli, and the intenaity
of tho stimuli nmust be in the proper proportion. The phenomenon also depends

on the duration of the stimuli.
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Wertheimer (1912) and Korte (1915) reported extengsive studies of apparent
movement in the visual modality (cited in Murch, 1973). According to Korte,
as the distance between the stiwuli is increased, the interstimulus omnset
interval (ISOT) must be increased proportionately in order to maintain the
apparent movement. When the observer perceives one object woving smoothly
from the position of the first stimulus to the second, ths phenonenon is
called "beta™ movement., As the ISOI is lengthened, a point is reached at
which the movement no longer appears smooth, but broken or jerky. The broken
movement is called the "phi” phenomenon. As the ISOl is lengthened further,
the observer eventually perceives two spatially separated stimuli appearing
successively. Visual apparent movement plays an important role in virtually
all types of visual simulation, including such mundane applications as motion
pictures.

The apparent movement phenomenon also occurs in the auditory modality
(Burtt, 1917; Mathiesen, 1931; Briggs & Perrott, 1972; Geldard, 1984). PEach
of these studies confirmed the general relationships described by Korte among
the ISOI, the distance separating the stimuli, the intensity of the stimuli,
and the stimulus duration. However, cthe optimal ISOI for the auditory
modality (25 to 30 msec for stimuli 10 to 60 centimeters apart) appears to be
shorter than the optimal ISOI for visual stimuli (about 75 to 125 msec for
stimuli a few centimsters apart).

Among the studies employing acoustic stimuli, che ratio of the distance
between the stimuli co the I1SOI differed greatly. This ratio is important in
the present application because it is related to the rate at which the sound
moves relative to the head, which must be precisely controlled. The
differences among the studies are probahly attributable to differsnces in the
methods and stimuli used. In the earlier studiecs the equipment was quite

crude by modern standards.

Further research 18 needed to determine how to take advantage of the
apparent movement phenomenon {in the present application, Questions of
{nterest {nclude the effect of the type of stimulus, the angluar distance over
vhich apparent movement c&u be achieved, the: rates of movement which are
posrible, how the foregoing vartables differ as a function of the angular
tegion in which the movement occurs (e.g., (n front vs. in the back of the
head), and 1individual dtifferences in the optimal conditions for apparent

auditory movement.
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6.4 Proposed Research

The proposed research is organiied into three phases. The overall goal
of the first phase is to determine the feasibility of the digital=-filter
approach to developing a resl-time directional aynthesizer, This will be
accomplished by providing preliminary answers to five major technical issues.
The issues include: (1) the minimum system response time required, (2) the
spatial resolution requirad, (2) the required bandwidth of the synthesizer,
(4) ths required dynamic range of the synthesizer, and (5) individual
differences in head-related transfer functions (HRTP's) which are correlated
with superior localization performance, and therefore might be used to enhance
performance for all listeners. It is anticipated that the third and fourth
fssuas can be answered satisfactorily by reviewing previous research
findings. The remaining 1issuves will require additional experimental
research. Phase I wvill include the reviews of previous research for all five
issuss and preliminary experimental research on the first issue.

The ovarall goal of Phase II is to determine the engineering requirements
for the resl-time directional synthesizer. The first task will examine the
spatial resolution required 1in such a synthesizer in order to maintain
peychological fidelity during head movements and preserve haad-movement
related cues to the location of the sound source. Also {n this phase, the
time-domsin waveforwus containing directional information will be measured and
digitized. This daca will rhen be used to evaluate alternative digital filcer
models. Next, the best-€fitcting digital filter models will be implemented on a
computar so thet thay can bYe aevaluated i{n nonreal time., A small number of
messages will be digitlzed and convolved with the alternative nonreal time
digical filters to produce memsages which have a directional quality. These
directional mossages will then be usea in a variety of experimental tests.
One set 52 tescs will examine the psychological fidelity of alternative filter
model: in terms of localization accuracy and speed. 7The results of these
tests will be used to select one or two filter models for further expetimental
tecting.

A second set of expevimants will examine the utility of emphasizing

se'‘actead features of the HKTF's in terme of localization accuracy and cpeed.

Individual differences 1in HRTP's that are assoclated with superice




localization performance will bhe emphasized by altering the digital filter.
These modified HRTF's will be tested with human listeners to determine which
features should be retained in the filter model. The results of these two
sety of experiments relate directly to the engineering requirements for
maximizing cthe static fidelity of the synthesizer. That is, for maximizing
localization performance when both the head and sound source are fixad.

A third set of experiments will examine the psychological fidelity of the
system when the sound source moves with respect to the head (i.e., in
conditions of head movement relative to a stationary sound, or sound movement
about a stationary head, or a combination of the two).

At the end of Phase II, the major design requirements for the real-time
directional synthesizer will heve been determined. The last major task in
Phase II will be to summari{ze these requirements, including recommendations
for any further research needed, and to develop alternative design approaches
for building a real-time directional synthesizer.

In the third phasa of the proposed program, a design will be developed
for the real-time directionsl synthesizer. A prototype will be built and
bench-tested. This phase will also involve the mesasuremert of a large number
of directional waveforms. A series of experimental tests will be conducted in
Phase II1 to evaluate the psychological fidelity of the protot*ps synthesizer
and to optimize the synthesizer's performance. Recommendations will be made

for any needed crefinements to the syntheeizer design and for any netassary

further testing of the synthesizer.




7.0 APPENDIX

ANNOTATED BIBLIOGRAPRY

Articles were selected for annotation based upon their relationship to
the goals of the litersture review. In this regard, the majority of articles
included concentrated on auditory localizatfon models and literature reviews,
horizontal and median=~plane localization cues, auditory distance cues, effacts
of head movement and vision on localization, perception of auditory motion,
and bisensory interaction. A small sample of articles involved noise effacts,
alternate environments, auditory displays, stereophonic listening principlas,
and acoustic manikin specifications. A topical index which cross-references
the annotations according to the above categories is included at the end of
this appendix.




| 8 Alekseenko, N. Yu. (1983), Role of movements of different types in
spatial hearing acuity. Human Physiology, 8, 240-243.

, The acuity of spatial hearing (i.e.,, the minimal audible angle) vas

. evaluted with respsct to spatial location (0° vs. $50° azimuth), type
of response (vaerbal vs. pointing), and head orientation (facing
forward or facing to the side). For verbal responses, performance
was better at 0° than at 50° asimuth. Pointing improved porfornnco
at 50°. Head orientation had no effect.

2. Andreassi, J. L., & Greco, J. R. (1975). Effects of bisensory
stimulation on reaction time and the evoked cortical potential.

Physiological Psychology, 3, 189-194.

This study coapared bisensory stimulgction to unigensory (visual or
auditory) stimulation, using both reaction time (RT) and evoked
potential (EP) as dependent varisbles. Two methods were ussd to
determine the temporal offset betwean the two etimuli in the
bisensory condition. The first, AR, set ths offset equal to the
difference betwsen the visual and auditory RTes. The
second, N2, sat the offset equsl to the difference between the
visual and auditory N2 latency component of the EP mesasure. The
results indicaced thac visual RT was faster than auditory RT, and
bisensory stimulation was faster than the visual reeponse. The EP
measure resulted in shorter latencies in audition, and the amplitude
of bisensory s¢tiaulation was higher than in unimodal atimulation.
It was concluded thut the 4incressed anplitude of the bdisensory
stimulation condition resulted in facilitation of response time,

3. Batteau. D. W, (1967). The role of the pinna in humen localisation.

Proceading of the Royal Society, london, Series B, 163, (pp. 158~
180). London, England.

A theoretical analysis on the role of the pinna in sound
localization was presented, The pinna {introducas quantitatively
different time delays on incoming signals depandent upon the
locacion of the source. These transformarions, it ie proposed, are
used by the auditory system to recreate, via an inverse transform of
the time delays, the location of the sound, The mathematical
process of <encoding these time delays was shown to be
physiologically possible, based upon a fairly simple neural net of
excitation and inhibition.

4, Batteau. D. W., Plante, R. L., Spencer, R. H., & Lyle, 4. E. (1963).
Localization of eound: Part 3. A new theory of humen audition.
Report No. TP3109, Part {na Lake, CA: U. S. Naval Ordinance
Test 3tation,

A theoretical analysils of sound localization, based upon the role of
the pinna a8 a means of Llntroducing time delays on incident auditory
atimulation, was presented. Time delay transformations enable the
auditory syatem, using information theory metrics, to perform
monaural autocorrelations and binaural crosscorrelations to encode
the signal eource. The advantages of a time domain theory over the
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claseical frequency/intensity theory include mechanisms to account
for monaural localization, selective attention, localization without
head movements, and masking phenomenon., The raport emphasized the
importance of high fidelity equipment and the acoustic properties of
agterials in recording time delay and developing artificial pinvae.

. Emoirical evidence found tims delay differencea with changes in
sound source asimuth and elevation, and applied theory successfully
by testing underwater localization ability.

5. Battegu. D. W., Plante, R. L., Spencer, R. H., & Lyle, W, E. (1965).
_ 1 (Report

Station.

The basilsr uwembrane is impliceted, and mathematically wmodeled, as
the structure responsible for the ewcoding of time delays imposed
through pinna reflections on suditory stimuli. This refisement in
delsy theory rasulted 4in the investigation of human speech
recognition factors, and selective attantion. The development of
effectiva eluctrostatic headphones for wuse in accurately
transuitting localization information was presented, and performance
specifications given.

6, Biguer, B,, Jesunerod, M., & Prablac, C. (1982). The coordination of
eys, head, and arz wmovements during reaching at a single visual

target. Experimental Brain Research, 46, 301-304.

The latency of eye, head, and arm movements directed at the same
visual target were messured in five humen subjects. Latancy of
activation of the corresponding neck and arm muscles was also
asasured. Although the overt movements occured sequentially (eye
novement, head amovement, then arm movement), EMG discharges were
synchronous with respect to eye movement onset. The suthors suggest
that the relative synchrony of neural commands for eye, head, and
arma movements, {in producing the patterned sequence of overt
movesents, may have iaplications for eye-hand coordination (i.e.,
subjects made larger pointing errors when not allowed to move their
head and eyes towvard tha target).

7. Blauert, J. (1969/1970). Sound localization in the median plane.
Acoustica, 22, 203-213,

The theory of timbre differences was applied to auditory
localization in the median plane. 1The theory proposed that linear
distortions in the frequency spectra, caused by pinna, head, and ear
canal reflections, changed dependent upon the angle of incidence of
the eound seourcae. In the first experiment, listeners reported
vhether a source appeared above, in front, or behind them. The
results showed that localization was a function of frequency. Llow
frequencies (< 630 Hg) and frequencies batween 2500 and €300 Hz were
- . perceived as coming from the front, frequencles between 800 and 2000
, Hs and between 8000 and 12000 H: were puorceived as behind the
subject, and frequencies between 6300 and 8000 Hz were puercelved as
sbove the listeners. A second experiment measured the frequency
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components of sound at the eardrum, and confirmed that the frequency
changes were indeed correlsated with the perceived location. 1In the
third experiment, recordings from the ear canal were played back to
the listeners and were perceived as in experiment 1. These studies
were taken aw support for the directional band theory of median
plane localization.

8. Blauert, J. (1971). Localization and the law of the first wavefront in

the median plane. The Journal of the Acoustical Society of America,
350, 466-470.

This study investigated and evaluated the precedence effect
according to the directional band theory of localization. The
precedence effect is the suppression of another sound when (it
follows a primary sound between 600 usec to 50 msec. Below 600 usec
the second sound is summed with the first to crecte phantom sound
sourcas; above 50 msec the second sound is perceived as an echo of
the first. Using the method of constant stimuli, Blauert found that
judgements of stisulus location (above, front or behind) did not, as
expected, follow the predictions of the precedence effect when the
secondary source followed the primary sound by less than 500 usec.
Blauert interpreted these results as confirming the relevaiace of the
directional band thecry of localisation. Msasurement of the
frequency sapectrum, with various deluy incervals, revealed that
linear distortions {in the spectrua were consistant with the
pradictions of a combfilter transformation.

9, Blauert, J. (1981). ULateralization of jittered tones. The Journal of
the Acoustical Society of America, 70, 694-698.

This study reviewed the hypothesis that auditory lateralization was
based on interaural time differences (ITDs) for complex high
frequency signals. It was propnsed that lateralization could be
accomplished, even when the signal does not contain any components
. below 1600 Hz and the signal envelopes are flat, via a peripheral
' auditory filter which converts MM to AM asignals. The output of this
. transformation would produce time-varying envelopes in previously
' flat signals. This hypothesis was evaluated using jittered tones.
In contrast to Nordmark (19276), who found ITDs as emall as 2
microseconds in jittered tones, these results (173 microseconds) did
not differ from previous ITD thresholds found with non-jittered FM
tones. It was concludad that the results did not contradict the M
to AM transformation hypothesis, but that no new auditory mechanism
was necessary to explain locslization with jittered versus non-
jittered tones,

10. Blauert, J. (1982). Binaural localization. 1In O. J. Pedersen and T.
' Poulssn (FEds.), Binaural Effects in Normal and Impaired Hearing
N (Scandinavian Audiological Supplement 15, pp. 7-20).

This review evaluated the relationship between physical
characterisrics of sound, as transformed by the external ear, and
the various psychocphysical aspects of auditory localization cues.
The purpose was to develop a conceptual model of signal processing
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cvnsistant with the above physical-psychophysical relationship.
Blauert concluded that the use of dichotic listening tasks was
inadequate in  elucidating binaural interactiona in sound
localization. It was further sugyested that more use be made of
mpnikins with external ears in the identification ¢* binaural cues.

11, Burkherd, M. D., & Sachs, R. M. (1975). Anthropometric manikin for

acoustic resesrch. Journal of the Acoustical Society of America,
38, 214=222.

The development of the KEMAR anthropometrically designed manikin was
reviswed. Anthropometric data and KEMAR physical specifications
(head size, orientstion, and pinna dimensions) were emphasized. The
scoustical characteristics of the KEMAR eardrum simulstor are also
identified and validated against human auditory data. The KEMAR
sanikin adsquately simulstes scoustic diffraction and responses in
the 50th percentile adult populstion.

12, Butler, R. A. (1969a). Monsural and binaural localisation of noise
bursts vertically in the median sagittal plane. The Journal of

Ayditory Research, 3, 230-233.

Localisation in the vertical plane, due to the lack of intersural
phase or intensity differences, is often viewed as being difficult
and insccurate. However, if high frequency, complex sound sourceon
ere utilired, performance can be quite accurats. Butler
iavestigated the rols of possible binaural cues, based upon pinna
transformations, wueing stimulli which varied in frequency
composition. In all stimulus conditions binaural performance was
wore accurate than monaursl performance. In addition, broad band
noise and high pass noise produced better performance than low band
pass noise. The regults support the possible use of pinna transform
cues in the vertical plane, and the necessity of high frequency,
complex tonss to make use of these cues.

13, Butler, R. A, (1969b). On the relative usafulness of monaural and

binaural cues in locating sound in space. Psychonomic Science, 17,
248=246,

It was hypothesized that since binaural cues are available in the
horizontal plane, but not the vertical plane, performance L
differences would reflect the increased number of cues available in

a binaural task. In comparing horizontal to vertical localization
performance, it was concluded that the binaural cues 1in the
horizontal plane were the causal factor which improved locallzation
accuracy above that found in the vertical plane.

14, Butler, R. A. (1970). The effect of hearing impairment on locating
suund in the vertical plane. International Audiology, 9, l17-126.

This arcticle examined localization accuracy in the vertical plane,
using three groupe which dirfferedl as to thelr  Thearing
deficiencies. Subjects with a bilateral hearing {impairment for
frequencies in the region of 8000 Hz were compared to subjects with
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a unilateral hearing impairment and a normal hearing group. The
bilateral hearing impaired group was complately unable to localize
in the vertical plane, but was prcficient in the horizontal plane,
The unilateral impairment group performed significantly better, but
not as well as the normal hearing group. The results support the
notion that the evailability of high frequency information is
important in localizing in the vertical, but not the horizontal,
plane. The difference between the monaural impairment and normal
groups suggested that binaural cues were used in vertical plane
localization,

15, Butler, R. A., & Belendiuk, K. (1977). Spectral cues utilized in the
localization of sound in the median sagittal plane. The Journal of

the Acoustical Society of America, 61, 1264-1269.

Three experiments investigated the role of spectral cues in the
localization of sound in the vertical plane. Noise bursts were
recorded via wmicrophone 4implenta in the external ear under free
field :onditions. Localization accuracy when the stimulus was
presented through headphones was identical to free field conditions.
Spectral analysis, summed over subjects, revealed a notch in the
frequency rssponse which was dependent upon frequency. Comparisons
among subjects showad that the frequency spectra recorded in the
ears of highly accurace subjects consiasted of a regular notch which
decreased with frequency, while the poor locslizer's notch was not
as orderly. This aotch in the sound spectrum is apparently related
to vertical plane localization accuracy.

16, Butler, R. A., & Flannery, R. (1980)., The spatial attributes of
stimulus frequency and their role in monaural localization of eound
v {n the horizontal plane. Perception and Psychophyaics, 28, 449-457,

The effects of frequency composition in monaural locslization were

investigated. It was found that as the center frequency of a | kHz

wide band noise {ncreased, within limits, the apparent location of

. the sound moved from 0 to 270 degrees azimuth, However, at certain

e critical frequencies the apparent location would return to 0° and

) then progress again towards 270° as the center fraquency {ncreased.

' This pattern of responses was Iinterpreted as separate spatial

referents, which were dependant upon €frequency composition.

Tndividual differences 1in terms of the ranges of the spatial

reference maps (SRMs) were evident. Each subject displayed either

two or three reparate SRMs. SRM | tended to range between 4 and 8

kHr, SRM 2 ranged from B to 12 kHz, and SRM 3 ranged from 13 kHz and

above. In a second experimant the location of the center frequency

was varied such that for each subject the frequency range fell

N either within a single SRM or between SRMs. Accuracy was better in
the between=SRM condition,

} 17, Butler, R. A., & He.wilg, B. A, (1983). The spatial attributes of
' stimalus frequencv la the median sagittal plane and their role f{n
sound localization. American Journal of Otolaryngology, 4, 165-173.

This study {nvestijated the role of spatlal referents in the median
plane. The apparent location of a sound source was dependent, not
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upon its asctual location, but rather on the canter frequencies of
1.0 kHz wide noise bands. As the center frequency increased from 4
to 12 kHz, the apparent location of the sound shifted from in front
to the back of the subjecte At 13 kHz the sound again shifted to
the front., Differences in spstial reference maps was attributed to
diffarences in the pinna amplificatfon function,

18. Chseon, L. R., McFarland, T. P., & Aldrich, T. B. (1971). Auditory
i“ﬁt! on_spatial orientation (Report No, 71-10). Colorado
prings, CO: United States Air Porce Academy. (AD 737351)

The purposa of thie research was to investigate the use of beat
changes as a cue to maintain spatial oriencation. The task required

' subjects to adjust the position of a rod via s joystick until the
rod was parallel with a reference frame. Visual cues present or
adsent and asuditory beat cuss present or absent were fully crossed
batween subject vsriables. The dependent variable was absolute
angle error. The results indicated that the presence of both
auditory and visual cues produced the most accurate performance.

The use of visual cues alone was only marginally more accurate than
suditory cues alone.

19« Colemen, P. D. (1962). PFailure to locaiize the source distance of an
unfemiliar sound. The Journal of the Acoustical Socisty of America,
34, 345-346. ,

The role of experience in localizing the distance of a sound source
wvas investigatad. The results indicated that, on the first trial,
distance estimstes were unrelated to the actual source distance.
However, with repeated exposures, the ability to accurately judge
the distance of the source increased. It was coancluded that
distance estimation, in this case, wss based upon the relative
comparison of sounds on successive trials, cvather than on absolute
distance cucs.

20, Coleman, P. D. (1963). An analysis of cues to auditory depth perception
in free space. Psychological Bulletin, 60, 302-315.

Cuee for auditory distance perception, and their supporting
evidence, were reviswed. The attenuation of the amplitude of a
sound wave with increases in distance was confirmed as a monaural
cue to distance estimation vhen familiar sounds were employed. The
frequency spectra of a eound source was also {implicated as a
monaural cue to distance estimation. At far distances (> 4 feet)
the wave front is approximately planar and provides distance cues
based dus to the differential attenuation of high frequencies,
relative to lower frequencies. This exponential lose 1is dependent
upon humidity, temperature, tevrain featurea, and inhomcgeneities (n
the atoosphere. Binaural cues, such as Intensity and phase
differences between the two ears, were also investigated as possible
distance cuee:. The ratio of sound pressure at rhe two ears (l.e.,
the binaural inteneity ratio, or BIR) changes with distance as a
function of arimuth. The change in distance necessary to produce
noticeable changes {in BIR values increases as either azimuth departs
from 90 degrees, frequency increases, or dlstance Increases. Tt was
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concluded that BIRs could not be a useful cue beyond 15 feet even
with optimal azimuth, frequencies, and environmental factors. It
was turther concluded that Jistance estimation with binaural cues
may permit absolule judgements of distance, while monaural cues tend
to require experience with the sound source to estimate distance.

21, Coleman, P, D. (1968), Dual role of frequency spectrum in determination
of auditory distance. The Journal of the Acoustical Society of
America, 44, 631-632.

It was suggested that the frequency spectrum of a s.u ’~ may play a

dual role in auditory depth perception. At distances greate™ than a

few feet, relatively greater high-frequency content may siguify a

closar s8sound source due to the greater attenuation of high
‘ frequencies relative to low frequencies by passage through air. at
\ thege distances the wavefront may be considered planer, and the
| differential attenuation follows the expcnential lose law. At
closer distances, however, the sound field must be considered
spherical, and it is the low=frequency content of the spectrum that
is more prominently affected by changes in distance. As distance is
increased in this range, the low=frequency content is reduced more
than the high=-frequency content. Therefore, given a stationary
sound source in the near field, a relative increase in the high
frequencies may cause the source tc appear more distant, whereas in
the far field a relative increase in the high frequencies may cause
the source to appear closer. The article cites experimental
evidence in support of this dual role for the frequency spectrum in
perception of auditory distance.

22. Dirks, D. D., & Gilman, S. (1979). Exploring azimuth effects with an
anthropometric manikin. Journal of the Acoustical Society of
America, 66, 696-701.

The KEMAR manikin's eardrum response to both pure tones and pink
noise was measured, and comparisons were made with Shaw's (1974)
data on the human eardrum respouse. The KEMAR manikin's eardrum
response was comparable to Shaw's data, except for higher
frequencies (= 8,000 Hz), and where the test ear was shadowed by the
head (> -60 to -120 degrees).

23. .Easton, R. D, (1983). The effect of head movements on visual und
r auditory dominance. Perception, 12, 63-70.

F Two experiments were performed to evaluate the effects of visual

discordance (created by looking through a prism) on a location
| task. In each experiment the subjects located a small audio speaker
unimodally or bimodally. Half the subjects in sach experiment were
unaware they were viewlng through a prism; the other subjects were
informed that a prism was used and observed a demonstration of {its
refracting properties. The second experiment differed from the
first in that head movement was allowed. The results of the first
experiment indicated that knowledge of the visual discordance
Rreatly reduced the bilas toward the visual modality in bimrndal
tr{als; that is, the subjects tended to rely on the: auditory cues
moce if they were aware their viston was distorted. 1Tn the second
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Forbes, T. W,

experiment, head movements did not affect the precision of visual
localization, but did reduce the visual bias in bimodal trials (from

the levels observed 1in the firast experiment) for no-knowledge
subjects.
Feddersen, W. E., Sandel, T. T., Teas, D. T., & Jeffress, L. 2.

(1957). Localization of high=fraquency tones.
Acoustical Society of America, 29, 988-991,

The Journal of the

The role of interaural time and amplitude differences (ITD and IAD
respectively) cues in auditory lateralization was investigated.
Phyeical messurements of ITD and IAD over various frequencies and
agimuthal positions were made. The subjects were presented with a
noise stimulus of preset ITD, and a pure tone whose IAD could be
adjusted. The task was to mstch the apparent location of the noise
and pure tone. The results indicated considerable disparity between
the matched pure tone and the actual physical measurements recorded
from the corresponding azimuthal position. The digparity was quite
pronounced at low frequencies and decreased considerably for higher
frequencies.

(1930). The phase difference and amplitude ratio at
the ears dus to a source of pure tone. The Journal of the
Acoustical Society of America, 2, 260-270.

The amplitudao and phase of a pure tone were measvred at the two ears
of a manikin for various azimuthal and distance positions, and the
auplitude vatio and phase difference were calculated. 1In all cases,
as distance decreased the amplitude ratio decreased und the phase
difference incraased. Azimuthal position effects ware dependent
upon distance and frequency. In general, the largest phase
difference for signals below 1000 Hz was found at 90 degrees, and
the ninimum amplitude ratio was greatest at * 90 dngrees.

(1981). Spectral cues provided by the
pinna for monaural localization in the horizontal plane. Perception

and Psychophysics, 24, 43B8-444,

The apparent lucation of 1 kHz wide band noise burst was found to be
depandent on the center frequency of the band. As frequency
incressed (4 to 9 kHz) the apparent source location migrated from O
to 90 degreee. At the higher frequencies the source appeared, for
some subjects, to revert back to 0° and proceed again towards 90°.
These patterns of apparent location were laheled spatial reference
maps (SRMs). Measurement of pinna amplification showed a positive
relationehip between the apparent location and the amplification
function.

(1946). Auditory signals for jnstrument flying.

Journal
of the Aeronautical Sciences, May, 255-258.

In an aircraft simulator, with both naive and experienced pilots,
auditory signals were successfully combined to supplement visual
information. The three~in-one signal indicated heading variations

190

¥ A -.v . . £y '~
i ."’-:A‘*\ “".,'- S

BRGLDUCLE O " "v“'.‘,. 1‘.. '.‘U'_ A8 ﬁ'\r,
[ ar. + - B e ad . as .‘.O» .‘o‘-“v -.a“-‘——-‘ ke

*




by a directional sweep of the sound, bank information by pitch, and
airspeed by rate of occurances. The results indicated that the
three=in-one signal can be successfully used, with practice, ¢to
maintain simulated flight. An automatic system for verbally
announcing various {nstrument readings was described. Five
principles for the successful implementation of auditory signals in
tire cockpit were presented and discussed.

28, Freedman, S. J., & Pigher, H. G+ (1968). The role of the pinna in

auditory localization. In S. J. Freedman (Ed.), The Neurophysiolo
of Spatially Oriented Behavior. (pp. 135-152).  Homewood, IL:
Dorsey Press.

A series of experiments was undertaken to examine the role of the
pinna in auditory localization. Subjects restrained from head
movements were able to accurately localize ounly if their own pinnae
or artifical pinnae were present. Subjects with one ear occluded
were able to localize accurately. Even when the interaural time
difference cues were confounded by lengthening the interaural axis,
N subjects could still localise as long as artifical pinnae were
used. These findings suggest the pinna plays a major role in
auditory localization and cast doubt on the signficance of
' localization experiments which eliminate thae role of the pinna
through the use of earphones.

29, Freedman, S. J., & Pfaff, D. W. (1962)., The effect of dichotic noise on

auditory localization, The Journal of Auditory Research, 2, 305-
310.

This study investigated the effects of noise and motility on a
dichotic time discrimination task. The time discrimination task
consisted of obtaining difference thresholds both before and after
exposure to noise and motility conditions. Three motility
conditions were employed in a within-subjects design. These weres
‘ (1) smbulatory = the subject walked through a busy corridor in 5
: minute periuds while 1listening to dichotic noise stimuli, (2)
recunbent - the subject layed in bed without gross body movements,
and (3) passive movement =~ the subject was wheeled through the busy
corridor as In the ambulatory condition, It was predicted, based
upon visual displacement studies, that performance in dichotic time
discrimination would decrease as noise exposure and active movement
increased. These resulto were supported.

30. Freides, D. (1974), Human 1informatlion processing and sensory
modality: Cross-modal functions, information complexity, memory and

deficit., Psychological Bulletin, 81, 284-310,

The theoratical and empirical relationships between zensory modality
and information processing were reviewed. It was euggested that
' parformance differences between modalities are dependent upon the
{nformational complexity of the stimulus. Performance tends to be
equal, regardless of modality, if the stimuli are relatively simple,
More complex stimuli tcud to show a performance advantage for a
particular modality.
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31. Gardner, M. B. (1969a). Distance estimation of 0° or apparent 0°-
oriented speech signals in anechoic space. The Journal of the

' A 7' Acoustical Society of America, 45, 47-53.

The ability of cbservars to estimate the distance of speech signals
was investigated in a series of experiments. The apparant distance
of the source was varied by manipulating either the intensity of the
source or the actual distance from the source to the listener. Both
recorded and live volces were used as signals. Using live voices
which varied in intensity (i.e., whisper, quiet speech,
conversational speech, or shouting), observers were quite accurate
at judging the distance of the sound, although whispered speech
tended to be underestimated and shouted speech tended to produce
oversstimation., Recorded voices, in all conditions, tended to
produce poor distance estimates.

32. Gardner, M. B, (1969b). Image fusion, broadening, and displacement in

sound localization. The Journal of the Acoustical Society of
America, 46, 339-349.

. The various methodologies for producing “phantom” sound locations in
B stereophonic (two spesker) systems are reviewed. Techniquas for
producing stereophonic effects from monophonic ~signals are
discussed.

33, Gardner, M. B, (1973), Some monaursl and binaural facets of median
S plane localization.  The Journal of the Acoustical Society of
A America, 34, 1489-1495,

This article examined the localizstion of noisa=band signals in the
anterior sector of the median plane. Both subjective observations
and objective measurements (using a manikin head) wera obtained in
an anechoic chamber. Optimum localization accuracy was obtained in
binaural conditions with the cavities of both pinnae entirely
unoccluded. In monaural conditions the apparent location of the
sound tended to eshift away from the median plane; hence, binaural
‘ recepticn seems to be important in maintaining the proper azimuthal
i position for median plane sourcaes. Occlusion of the cavities in the
L pinna (leaving the ear canal cpen) was found to degrade
) localization, suggesting that the pinna cavities provide Lmportant
X monaural cues. Measurements taken at the manikin eardrum revcaled
' that amplitude differences, as & function of elevation angle, are
too small to account for more than a small part of the localization
sccuracy obtained in this sector of the median plane. Differences
in frequency responese characteristics were found to be more
Cy substantial, and thus a possible source of cues.

34, Gardner, M. B., & Gardner, R. S. (1973). Problem of localization in the
nedian plane: effect of pinnae cavity occlusion. The Journal of
the Acoustical Society of Americe, 53, 400-408.

Thise study examined the effect of pinna cavity occlusion on
localization in the anterior and postzrior :ectors of the median
plane. Resulte indicated that (1) localization accuracy decreases
a8 the degree of pinna cavity occlusiun increases, (2) accurscy 1s
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" better for broad-band noise signals than narrow—band signals for all

' degrees of occlusion, (3) accuracy increases as the frequency of the
noise band increases, and (4) greater accuracy is possible in the
anterior than the posterior sector of the median plane. It was
concluded that differences 1in pinna transforms, ss a function of
elevation angle, are an important source of cues for localization in
the median plane.

35. Garner, We R. (1949). Auditory signals. 1In A survey report on human
factors in undersea warfare (pp. 201=217). Washington, DC:
Nationsl Rasearch Council,

- This review discuesad tha feasibility of using auditory signals to
' reduce visual workload in a submarine scenario. The various types
of auditory information were discussed, and basic psychological
attributes employed in encoding the auditory information tere
emphasized. The cdvantages and disadvantages of auditory signalling
were identified,

36. Gatehouse, R. W. (1982)., Summary: New directions. In R. W. Gatehouse

(Bd.), localization of Sound: Thcury and Application (pp. 267~
270). Croton, CT: Amphora Press.

The summary remarks identified several key areas of research needed
in auditory localization. Generally, the need to study ecologically
valid, and dynamic (rather than static) localization situations was
strassad, In part, research needs in distance location, moving
sound and moving listener effects, duration of stimulus effects, and
masking effects were identified.

«WNT A

37. Gopher, D. (1973). Eye-movement patterns in selective listening tasks
of focused attention. Perception and Psychophysics, 14, 259=264,

This article examined the role of eye movements 1in dichotic
K listening ctasks. During the presencation of auditory messages the
' spontaneous occurrances of eye movaments were reduced, and the eye
K movements and fixations which did occur tended to be in the
s direction of the ear receiving the neassage. When the dichotic

switching task was changed to a monaural presentation mode, the aye

movements during message presentation tended, unlike before, to
g remain centrally located. It was concluded that the elimination of
’ dichotic competition reduced the orienting response towards the
. signal. In an effort to increase 1listening demands, monaural
£ presentation, with increasad message frequency, was included. The
: results indicated that increasing the difficulty of the task did not
{ncrease the eye movement orienting response.

e e w o~ -

¢ 38. Gotoh, T. (1982), Can the acoustic head related transfer function
f explain every phenomenon in sound localization., In R. W. Gatehouse
a! (Ed.), Localization of Sound: Theory and Application (pp. 244-
M 248, Grotom, CT: Amphora Press.

An applicarion for psychoacoustically derived head-ralated tranefer
functions to improve stereophonic reproduction was presented. Both
diotic and dichotic transform information was necessary to produce
accurate sound localization from a stereophonic system.
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39.

40,

41,

42.

Grantham, D, W., & Wightman, F. L. (1978). Detectability of varying

interaural temporal differences. The Journal of the Acoustical

Society of America, 63, 511-523,

This study investigated the effects of interaural time differences
(1TDs) in detecting intracranial movement. Two parameters of the
#timuli were varied. These were the modulation frequency (fm) that
fs, the rate of movenent, and the peak sinusoidal difference {n ITDs
(4T) that is, the extent of movement. The results, using a 2 forced
choice procedure, indicated that the magnitude of AT necessary for
movement detection, increased as fm increased. The encoding of
temporal cues was characterized as a relatively slow, low=-pass
filter.

Greend, D. C. (1968). Comments on "Percepticn of the range of a sound

gsourca of unknown strength.” The Joutrial of the Acous:ical Society
of America, 44, 634,

This paper, using Hirsh's (1968) equation to detarmine the distance
of a sound source, showed that the relative error, under optimal
conditipns, would produce 45% uncertainty in range estimata, Tt was
concluded that Hirsh'e equations were unreliahle as a cne for
distance localization.

Hebrank, J., & Wright, D. (1974a). Are two ears necsasacy for

localization of sound sources on the medisn plane? The Journal of

the Acoustical Society of America, 36, 935-938.

Localization in the median plane has often been attribhuted to pinna
transformations of the incoming source, due to the lack of
interaural intensity and time diflerences. Howevar, binaural
localization has been found to be superior to monaural localization,
indicating that the binaural comparison of the wavefronts at each
ear is a necessary cue fot localization. Experiment | comparaed
binaural and monaural performance with either familiar or unfamiliar
sounds. Binaural perfotmance, as expecled, was superior to
monaural, and familiar sounds were more accurately localized than
unfamiliar sounds. Experiment 2 evaluated the change in performance
in monaural localization with training and feedback, The training
resulted in monaural localization accuracy improving to previously
maasured binaural performance. The rnacessity of two ears for median
plane localization was rejected.

Habrank, J., & Wright, D (19740). Spectral cues wused in the

localization of sound sources on the median plane. The Journal of

the Acoustical Society of America, 56, 1829-1834,

Three experiments investigated the role of frequency sgpectra on
sound localization in the median plane. The experiments identified
the featuraes encoded .by the external ears. The results, as
expected, differed according to the frequency spectra presented.
Frontal localizations were perceived with one octave notch whose
lowsr cutoff frequency was betwseen 4 and 8 kHz., Localizations above

the listenar occurred for sound sources of 1M octave bhands which
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f peaked between 7 and 9 kHz. lLocations behind the listener were
perceived with frequency bands which peaked batween 10 and 12 kHz.
In general, the cues for median plane localization reside betwesn 4
and 12 KkHz; however the specific relationship between noctch
frequency and perceived auditory elevation was not clear,

43, Herschenson, M. (1962). Reaction time as a measure of intersensory

Ky facilitation, Journal of Expsrimental Psychology, 63, 289-293.

Reaction times to sounds, lights, and sound=light combinetions, were
measyred. In the light and sound combination condition the light
always preceded the sound, and the degree of onget asynchrony was
varied. The results indicated that the light and sound combination
facilitated reaction time, and that the greatest facilitation
occured whan the asynchrony was equal to the difference in reaction
times between the independent visual and auditory conditions.

44, Hirsh, H. R, (1968). Percaption of the range of a sound source of

unknown strength. The Journal of the Acoustical Socisty of Amarica,
43, 373=374,

It was mathematically demonstrated that the distance of a sound,
ragardless of 1ics 1initial amplicude, could be calculated by
. interaural time and amplitude differences betwsen tha two sars. The
! relationship between interaural differences and the dietance of a
source was not supported by any psychophysical data. Therefore, the
i utilicy of this calculation cus {8 unknown, A hypotheticsl
psychophysical experiment was propoaad to explore this possibiiity.

v 45. Holt, R, B., & Thurlow, W, R (1969). Subject orientation and judgaemant
" of distance of a sound source. The Journal of the Acoustical
, Society of America, 46, 1584=1585.

Noise bursts, which controlled for loudness cues, were prcsented at
o various distances from an observer. Subjects whose right aar faced
ot towards the sound source waere able to accurately rank=-order the
& distance of the stimuli. However, subjects who directly faced the
vy sound source were unable to discrimin~.e bstween distances. Thaese
results have implications for Int.raural ¢time and amplitude
difference cues,

et 46, Jones, B., & Kabanoff, B. (1975). Eye movements in auditory space
W perception. Perception & Psychophysics, 17, 241-245.

v The effects of eye movements and their corregpondance to auditory
information were investigated using a signal detection paradigm.
Experiment 1 evaluated the effects of localization with eye

i.-'.: movements fixed or fres, and found that eye movements improved
f;.‘r localization. Expariment 2 {ntroduced congruent or discrepent
», visual Information to assess the effect of eye movements. The

results indicated a significant difference between congruent and
discrepent information, but the effect of eya movements was not
=5 significant. Therefore, it was suggested that it 1is not eye
‘ movements, per se, that affect localization performance, but rather
the congruence between eys movements and location, Experiment 3

195

1‘.
LN

AR MR RN <X WA NARAM L MBSO AL MM LG MO, A A M ANA R TR NS O

VAl




47,

48,

49,

50.

substituted visual {nformation with verbal instructions to move
their eyes one diresztinn or the other, in order to assess the
effects of eye movements in the ubsence of visual cues. The results
again support the notion that eye movements affect the localization
of auditory signals even in the absence of visual information.

Koek, W. B, (1950). Binaural localization and masking. The Journal of

the Acoustical Society of America, 22, 801-804,

This etudy investigated the role of interaural time differences
(ITDs) in the discrimination of binaurally presented speach signals
from noise. In general, a reduction in ITD increased the difference
threshold for identifying speech. It was concluded that differences
in arrival cues allow for sound localization, and improve discrimin-
ability of signals from noise.

Kuhin, G.'P. (1977). Model for the interaursl time differences in the

asimuthal plane, The Journal of the Acoustical Sociasty of America,
82, 137-167.

Interaural time and smplitude differences (ITD and IAD,
respectively) were measured in a KEMAR manikin at various azimuthal
positicns. Comparisons between measured and theoretical ITD valuaes
were made, and were concluded to be reasonably similar. The data
support that ITD is independent of frequency both balow 3500 Hz and
above 3000 He., ITDs were minimal batweaen 1400-1600 He for azimuthal
positions between 15 and 60 degrees. These results support past
findings, which conclud:.d that localization was poor between 1000~
2000 Mz, and that the localization cue of IAD was used above 1400
H‘.

Kuhn, G, F. (1982). Towards a model for sound localization. In R. W.

Gatehouse (Ed.), Localieation of Sound: Theory and Applications

(ppe S1=64)., Groton, CT: Amphora Press.

A nathematical model of sound localization cues, based on interaural
time differences (ITD) for low frequency fnformation, and interaural
amplitude differences (IAD) for high frequency information, was
presented. The model was supported by changes in ITD and I[AD for
various hearing aid placements.

Lambert, R, M. (1974). Dynamic theory of sound-source localizatlon.

The _Journal of the Acoustical Society of America, 56, 165-171,

The effects of head movement on the locslization of sound source
azimuth and range was mathematically modeled. In binaural
situations, {nteraural time differences (ITD) will systematically
change as head position is changed. The difference between [TDs on
two succassive samples of the etimulus, and knowledge of the degree
of head movement from gample | to sample 2, will generate
mathematical solutions for determining azimuth. In terms of
binaural range perception, mathematical solutions to distance based
upon {nteraural amplitude differences (IAD) sgampled between
successive head movements were generated. Attention was paid to the
limitations 1imposed by human {nteraural ti{me and amplitude
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difference thresholds, and the parameters (range and angle) over
which these cues could operate. In terms of theory it is unclear if
observers calculate these changes or use learned relationships to
dectermine azimuth and range. In addition, a two factor theory of
localization was proposed, in which low=frequency {information is
ut{l{zed 1if head wmovements are available, and high-frequency
information 18 utilized when head movements are conetrained.

5. Levy, E. T., & Butler, R. A, (1978). Stimulus factors which influence
the perceived externalization of sound presented through

N headphones. The Journal of Auditory Research, 18, 41~50.

i In two experiments, the stimulugs factors iavolved in the
L externalization of sound ©presented through headphones was
examined, Experiment | varied the interaural time differences
(ITD), interanral spectral differences (ISD), and interaural
amplitude differences (IAD) available in the stimulus. Three
stimulus rtapes were created: Tape | contained ITD, 18D, and IAD
cues, tape 2 contained ITD and ISC cues, and tape 3 contained omly
ITD cuas. In each condition frequency composition of the noise
bursts were varied from .5 to 6 kHs. The results indicated a
significant effect of frequency composition, with high fraquency
) sounds being judged as closer to the head than low frequency
- sounds. No effect of interaural cue content was found. The second
h aexperiment decomposed ITD cues into interaural arrival differences
. (IARD) and interaural ongoing differences (IOND). One tape
contained both IARD and IOND cues (i.e., tape 3 from experiment 1)
and the second eliminated IARD cues from tape 3. The results showed
‘ a significant effect of frequency ae in experiment 1, and a
o significant difference betwsen fraquency composition cuas. The IOND
o cues alone condition was perceived as being closer to the head than
' the IOND and IARD conditions It was concluded that the perception
‘ of externalized sound can occur even whan many of the natural cues
are eliminated.

R Kl

52. Lloudgbury, B. F., & Butler, R, A. (1979). Estimation of distances of
recorded sounds presented through headphones. Scandinavian

, Audiology, 8, 145-149.

Two axperiments 1investigated the role of frequency composition,
monaural vs. hinaural praeasentation, and azimuthal position in en
e auditory distance estimation task. Subjects received nolse bursts
- ¢ (270 degrees azimuth) recorded at the eardrum of other individuals.
N The stimull varied as to the amount of head shadow available from
~' distances of 2 to 10 feat. Stimuli were presented, in a within
subjects design, both monaurally and binaurally for | kHz low-puss

oy noise bursta, unfilterad noise bursts, and 4 %kHz high-pass noise
:Jf bursts. Subjects were given one reference tone at 5 feet as a
o comparison stimulus. The second eaexperiment was 1identical to the
) first, except that azimuthal position was varied (360, 330, 300, and

270 degrees). Nine out of 48 subjects in the two experiments tended
to reverse their judgements of distance. These subjects, termnd
fnverters, were analyzed separately from the non-inverters. The
, results showed that non-inverters accurately estimated the distance
oy of the sound source, especially at higher frequencies and at 330
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degrees azimuth. Monaural versus binaural presentation had little
affect upon performance., It was concluded that the {(ntensity ratio
of direct to reflected sound can, when 1loudness cues are
unavailable, be used as a relative cue for distance estimation,

53, Lo?clcss, N. 2., Brebner, J., & Hamilton, P. Bisensory presentation of

foformation. Psychological Bulletin, 73, 161-199.

The literature concaerning bisen-ary presentation of information was
reviewed and interpreted according to signal detection theory., In
general, it was assumed that the addition of redundant information
would, due to probability summation, veduce detection thresholds.
Pour experiments, using a signal detection patradigm, were conducted
to iovestigate unimodal and bimodal performance as the information

. redundsancy between the signals is varied. In general, the results
indicated that redundancy betwaen the signals is important; however,
the effect differs widely betwesen subjects.

S4, Mastroisnni, G. R, (1982), The {nfluence of eye movements and
illuminstion on  asuditory localization, Perception and

Psychophysics, 31, 581-584,

This study critically evsluated Shalton and Searle's (1980)
conclusions on visual facilitation of suditory localization. An
experiment was designed to evaluate the frame of reference
hypothesis and memory atabilization hypothesis. The croased
independant variables 1in a repeatad measures design were
illumination (light or dark) andi eye movements (permitted or not
permitted). An ANOVA on mean error scores indicated that only eye
movenants in a lighted environment Improved performance. In
general, the results tended to lend more support to the frame of
reference position,

55 Matin, L. (1982a)., Visual and auditory localization: Normal and
sbnormal relations. In G. T. Chisum & P, E. Morway (Bds.), Ressarch
Program Review: Aircraft Physiology (Report No. NADC=82232-60).,
Warminster, PA: Naval Air Development Center.

This article reviewed several studies on how the coordination of
bisensory localizatio:1 1s accomplished and 1identified possible
mechanisme. The studies, using auditory/visual matching tasks, used
three populations of subjects: strabismic, bilateral asymmetric
hearing deficits, and normal subjects. The article defined visual
capture, vinual=field suppression, and cancellation mechanisms for
vigusl localization. Three theoretical cancellation mechanisms -
inflow, outflow, and hybrid theory - were identified.

56, Matin, L., Picoult, E., Stevens, J. K,, Edwards, M. W., Young, D., &
MacArthur, R, (1982). Oculoparalytic Illusion: Visual-field
dependent spatial mislocalizations by humans partially paralyzed
with curare. Science, 2.6, 198~201,

The oculoparalytic 1{llusion (which occurs wunder curare-induced
paralysis) wae discussed. The {llusion occurs only in darkness, and
can be described as a misperception of the location of a fixated
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light, Restoration of {llumination restores the appearance of the "
light to its actual position, and apparently no amount of training

influences this {llusion. Evaluation of the cause of the illusion

centered upon whether the angle of the eye in the head or the angle

ot the head and body with respect to gravity were involved.

Systematic variations of both angles concluded that the former was )
responsible. Another study evaluted the effects of this illusion on
auditory localization. In normal illumination, paralyzed observers
were accurate in positioning a visual target to the median plane.
However, in matching a sound source location to a light, large gaze-
dependent errors occurred.

sre -

57. Matin, L., Stevens, J. K., & Picoult, E. (1983). Perceptual ",
consequences of experimental extraocular muscle paralysis. In A, g
Hein & M., Jeannerod (Eds.), Spatially Oriented Behavior. New York, ‘
Springer-Verlag.

Complete data 18 provided on the causal relationship betwaen the
oculoparalytic 1illusion and the angle of the eye in the heads 1In '
terme¢ of auditccy-visual matches, curarized subjects in full :
illumination tended to make localiration match errors related to .
gaze position. The errors were attributed to a suppression of the
output of extraretinal eye position information.

58, McFadden, D., & Pasanen, E. G. (1975). Binaural beats at high ’
frequencies. Science, 190, 354-396. s
Evidence is praesented which suggests that hinaural beats (praviously .
obtained only for low-frequency sinusoidal d{inputs) can be .
exparienced at higher frequencies if complex waveforms are used. 5

The phenomenon of binaural beats is characterized by the perception
of a single beat created by the presentation of two separate tones, ’
which differ in frequency, to different ears. In some ways tha -
binaural beats found for high=frequency complex waveforms were

similiar to beats perceived with low-~frequency sinusoids. However, 'y
there were several ways 1in which they differed. High frequency M
beats tended to be fainter, to he perceived over a larger range of \
frequencies, and to alter pitch perception. It was concluded that o

the beating phenomenon 1is probably based upon the same mechanisms
that account for low=frequency beats.

. v
59. McFadden, D., & Pasanen, E. G. (1976). Lateralization at high ﬂ
frequencies based on 1interaural time differences. The Journal of v
the Acoustical Society of America, 59, 634-639. o

A series of experiments investigated the effects of high frequency
complex waveforms on auditory lateralization. A single-interval- \
forced=choice paradigm was employed. The task consisted of
determining the side to which two sgignals, one of which was time
p delayed to either the right or left ear, were lateralized. In
general, the results support the hypothesls that the auditory

) system, contrary to the clasaical duplex theory ot localization, is %
vy gensitive to ongoing interaural time differences (ITDs) at high by
. frequencies, Several parameters of the wavefront  were J
\ investigated. These were cen:er frequency, use of two-tone complex Py
3 h »
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gignalas, depth of modulation, and simultaneous presentation of
complex wavefronts which differed in center frequency. It was
concluded that the auditory system is sensitive to ITD at high
frequencies when complex sound sources are employed, and that the
analysis of ITD effacts must differentiate between arrival
differences, ongoing time differences, and envelope time
differences.

60. MeNulty, J. A.  (1982). Underwater sound and human hearing. In R. W,

Gatehouse (Ed.), [localization of Sound: Theory and Applications
(pp. 250-266). Groton, CT: Amphora Press.

The ability of humans to localize sounds underwater was assumed to
be relatively poor. It was felt that the change in medium would
distort the classical 1localization cues such as head shadow and
interaursl time and intensity differences. 1In a series of 3even
experiments, the ability to localize sounds and use echo information
to detearmine the distance of a sound source, while underwater, was
shown, Accuracy was increased through training, practice, and under
snachoic conditions (i.e. open ocean).

6l. Mehrgardt, S., & Mellert, V. (1977). Transformation characteristics of
the external human ear. The Journal of the Acoustical Society of
America, 61, 1567-~1576.

Transfer function (amplitude and phase) measurements were taken over
a frequency range of 200 to 15000 Hz for both the horizontal and
median planes. Measurements were made 2, mm inside the ear canal.
The results agreed well with previous studies. At azimuths between
0 and =54° (away from the ear) an amplitude dip is present at 1 kHz,
due to head diffraction. Por positive azimuthal values, the
amplitude increased relative to the free fields, In the vertical
plane, the only increase in amplitude is at 8 kHz, at 90°, This
corresponds to the finding that noise bands in this region are
perceived as from above. These results have implications for the
transformations (phase and amplitude) the pinna performs on incoming
signals.,

62, Matcalfe, J., Glavanov, D., & Murdock, M. (1981). Spatial and temporal
processing in the auditory and visual modalities. Memory &

Cognition, 9, 351-354.

Three studies evaluated the effects of Llnput modality and type of
recall. Visual and auditory modalities, and spatial and temporal
recall were fully crossed variables in a repeated measures design,
In all three experiments spatial recall was superior to temporal
recall in the vigual modality, and temporal recall was superior to
spatial recall in the visual modality. It was concluded that each
modality is sensitive to different aspects of the stimulus array.

°)

G

) 63. Mills, A. W. (1958). On the minimum audible angle. The Journal of the
W Acoustical Society of America, 30, 237-246,

#:l

This study measured the difference threshold for locating the
direction of a source. Using tonal stimuli, ranging from 250 to
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: 10,000 Hz, it was found that the minimum audible angle (MAA) was
dependent upon both frequency and azimuthal position (measured
between O and 90 degrees). The MAA is approximactely 1 degree for a
scurce at 0° azimuth and between 500-750 Hz. Increases in azimuth
increaced the MAA., The effects of frequency were dependent upon
azinuth, but in general tended to be ecyelic in nature. In the
median plane the eifects of frequency were similiar to that found in
the horizontal plane., Interaural phase/time differences (ITD), for
low frequencies, sznd interaural amplitude differences (IAD), for
higher frequencies, were obtained and coupared at various MAAs at
differeat azimuthal positions. The results indicated thet the ITD
threshnld, under optimal MAA conditions, was approximately 10
usac. The IAD cthreshold, again under optimal MAA conditions,
averaged .5 db,

4., Mills, A. W. (1963). Auditory perception of spatial relations. In
Proceedings of ths International Congress on Technolo and
Blindneses, Vol., 2 pp. 111=139), New York: American Foundation
for the Blind.

This review tdentified various factors in auditory localization, and
discussed neuronal models to account for them. A comprehensive
review of the work of Feddersen, Sundel, Teas, and Jeffress (1957),
) and Sandel, Tess, Peddersen and Jeffress (1955) on the localigzation
. of pure tones revealed that the locaslization of low frequency tones
(< 1500 Hz) was accomplished primarily through interaural time
' diffarences (ITDs). The poor localization of tones around 1500 He
was attributed to phase ambigulties, the gradual breakdowm of
neuronal synchrony above 1000-1500 Hz, and the lsck of ITD cues
based on the waveform aenvelope for the sound waves used in the
studies. This review also covered the work of Wallach (1940) on
head movement effects. FEcho localization and the precedence effect
was also reviewad. Dallanbach's (1953) work on echo reflections was
reviewed, as ware the natural echoes produced by the pinna (Batteau,
1963, 1965). 1t was hypothesfzed that these pinna reflections could
' be peripherially encoded on the basiliar membrane if if was assumed
" that some, hut not all, of the neurons fired each time a deflection
was made on the basiliar membrane. The two sgets of time varying
neurons would then combine {nformation into an autocorrelation
matrix, The autocorrelation function would encode the pattern of
excitation, similisr to models of pitch perception encoding, and
deduce the source location,

65. Moltno, . (1973), Percaiving the range of a sound when direction is
. known. The Journal of the Acousrical Society cf America, 33, 1301~
’ 1304.

Hirah's (1968) derivation of the role of 1interaural time and
. amplitude differences in the perception of uistance was questioned.
In essence, the correlation between {nteraural time and amplitude
differences (ITD and IAD, respectively) results {in the distance
estimate being contingent upon both rhe source amplitude and
azimuth. 1In order to use Hirsh's equation relating IAD and ITD, one !
of the above parameters must be independently available to the
obgerver. Hirsh's model was tested by using an array of speakers at
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various distances (3 to 48 feet) which were calibrated to control
for the 1/R Loss Law. The results indicated, contrary to Holt and
Thurlow's (1969) data, that observers with their right ear towards
the speaker were unable to make veliagble jydgements based on ITD and

! ZAD information. The discrepancy batween experiments was attributed
to procedyral and peasurement diffsrences.

) 66. Morimoto, M., & Ando, Y. (1982). On the simulation of sound

. localization, In R. W. Gatehouse (Ed.), lgcalization of Sound:
. Theory and Application (pp. 85-38). Groton, CT: Amphora Press.

The siwmulation of sound localization using measured head related
transfer functions (HRTP) of three subjects was reported. Subjects
were tasted in both the median and horizontal plane. The simulated
localization, in the horizontal plane, produced results comparable
to real sound sources when the subject's own HRTF was used. When
another subject's HRTF wvas used, localization ability decreased.
Simulated localization was more accurats in the horizontal plane
than the median plane.

. 67. Moushegian, G., & Jeffress, L. A. (1959). Role of interaural time and

Report No. DRL=A=l Austin, TX:
A031-955).

The Utiversity of Texas.

This study investigated interaural time and amplitude differences
(ITD and IAD, respectively) in low frequency (500 = 1000 Hz) tones.
Using the method of adjustment, a subject was given a standard tone,
and adjusted the ITD of a noise stimulus until i¢ appearad to occupy
ths same intracranial position gs the tone, The results indicated
) that as the stimulus {ntensity increased, the amount of ITD
’ necessary to match the tone location decreasad. This effect was
. discussed in terms of encoding latency and stimulue intensity,

ﬁ: However, differences found in the time-intensity functions for
different frequencies and sudbjects indicate that other processes are
involved.

. 68. Mudd, 8. A., & McCormick, E. J. (1960). The use of auditory cues in a
o visual search task. Journal of Applied Psychology, 44. 184-188,

This article investigated use of auditory signals to reduce vigual
search time. Three parameters of the suditory signal were combined
into one=-, two=, or three-dimensional cues used to identify a sector
o or groupe of sectors in which g deviant dial setting was located.
< The results indicated that two- and three-dimensional cues
Y significantly reduced search time over the unidimensional group and
fa the no=cue control group. A significsnt sector=by=-group interaction
was found., Apparently the no-cue group tended to search the array
. via a left to right, top to bottom strategy, whereas the cued
o groups' strataegy was dependent upon the auditory cue.
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69. Mulligan, R. M., & Shaw, M. L. (1981)., Attending to simple auditory and
visual signals. Perceotion & Psychophysics, 30, 447-454.

This study investigated the changes in performance when attentional
demands were switched between trials. One group was presented with
either auditory or visual information constant within a block, while
another givoup wus presented with either auditory or visual
information which changed from trial to trial, The effects of
increased probability of error in the divided attention group, due
to set seize, were partialled out of the analysis. The results
' indicated no decremer: in performance due to attentional switching
' demands. It was concluded that the difference between conditions
‘ was due to non-attentional (set size) effects,

70. Musicant, A. D., & Butler, R, A« (1984a). The influence of pinnae—-based
spectral cues on gound localigation. The Journal of the Acoustical

Society of America, 75, 1195-1200.

Two experiments were performed to investigate the role of the pinna
in providing spectral cues for binaural localization. In experiment
1, noise bursts of four types (broadband, 4 kHe high pass, 4 kHz low
pass, and 1 kHz low pass) were presented to subjects with either
both pinnae occluded or both open. The results showed a significant
decrease in localization error with open pinnae for the broadband
and 4.0 kHz tigh pass notise stimuli., Experiment 2 investigated the
role of the near or far piana in front-vear localization reversals.
High pass noise bursts were prusented to subjects with either both
pinnae occluded, both pinnas open, the right (far) pinna occluded,
or the laft (near) pianna occluded. In terms of front=rssr reversals
in localization, the results suggested that the near pinna is
responsible for parception of the quadrant of the sourca. The
authors concluded that s theory of binaural localization must
incorporate pinnae~based cuas to account for increased accuracy anc
encoding of front or rear quadrant location.

71. Musicant, A, D., & Butler, R. A. (1984b). The psychophysical basis of
. monaural lccalization. Hearing Research, 14, 185-190.

This study investigated monaural localization of wide band noise
bursts, at various center frequencies, in the horizontal plane. The
i apparent location of the stimuli were not dependent upon actual
v position, but rather was based on frequency composition. As the
center frequency increased, the apparent location of the stimulue
shifted from 330 to 225 degrees. Further, it was found that the
location judgments were related to the speaker location which would
have resulted {in the greatest pinna amplification of critical B
frequencies. This relationship, {t was concluded, is based upon an '
\ internal spatial referent which associates the location of the
' stimulus to the specific pluna amplification of the frequency bands.
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72. Nickerson, R. S. (1973}, |Intersensory facilitation of reaction time:
Energy summation or preparation enhancement. Psychological Review,
80, 489-509.

This article reviewed studies which showed that the addition of
secondary information (usually auditory) would facilitate reaction
time to the primary stimulus (usually visual). ‘The addition of a
second stimulus improves performance in responding to the primary
stimulue even when it s {rrelevant to the ctask. Nickerson
evaluated these results in terms of whether the second stimulus
increased physiological energy summation or was an alerting cue as
to the primary stimulus, It was concluded that a preparation-
enhancement hypothesis was adequate “o explain the findings.

73, Nordlund, B. (1962). Physical tactors in angular localization., Acta
Otolaryngolegy, 34, 75-93.

Time, phaee, and amplitude differences bLetween the two ears of a
dummy head wers measured. Azimuth and frequency of tonal stimuldl
were varied. Time and phase differences were found to be a direct
function of azimuth between 0-60° and 120-180°, Amplitude, on the
other hand, tended to be an {irregular function of azimuth.
Comparisons were made with the theoretically based predictions of
Hartley and Pry (1921) and with the empirical results of Feddersen,
et. al. (1935), Pirestone (1930), Mills (1958), and Sivian and White
(1933). The article is a comprehensive and consise reference for
binaural time, phase and amplitude differencas.

74, Oatman, L. C, (1975), 3imultaneous processing of tisensory information
Aberdeen, MD: U, S, Army Human PFngineering Laboratory. AD-AO12
149)

The effects of bisensory processing of information were raviewed
witn respect to redundancy of information, vigilance, information
rate, and detection difficulty. Bisensory facilitation was found to
occur when the information was redundant, but only when the stimull
were difficult to detect, recognize, or discriminate. Performance
improves in bisensory tasks only if the informarion is redurdant.
It was concluded that non-redundant information in a bisensory task
could, in high workload situations, unnecessarily increase response
demands.

75. Parrott, D. R, (1982). Studies in the parception of auditory motion.
In Re W. Gatehouse (Ed.), Localization of Sound: Theory and
Application, (pp. 169~193). Croton, CT: Amphora Press.

Studies on the perception of {llusory auditory motion were
reviewed. Using apparent movement in the visual system as a model,
similiar auditory movement effects (e.g. autokinesis, {induced
motion, motion aftereffects, auditory blur, and velocity judgements)
were identified. Auditnry movement paradigms have produced
perceived movement with either a stationary source and listener, a
moving source with a stationary listener, a stationary source with a
moving listener, or a moving source and listener. In dichotic
listening, the perception of movement was found to be a direct
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function of {interstimulus onset interval (ISOL) and signal
duration, The optimal ISOI for perception of continuous auditory
motion 1increased as signal duration increased. The autokinetic
affect occurs in both the vertical and horizontal plane, and its
‘ duration was found to be a decressing function of increases in
' signal bandwidth. Motion aftereffect creatas the parception of
j novement through the use of a stationary listener and source with a
! moving auditory background. After prolonged exposures, the auditory
‘ source 1is perceived as moving in the direction opposite the
background. The paper also reviewed tha perception of auditory
velocity. In general, listeners were very consistent in their
velocity judgements (power function slope *1.0).

76, Perrott, D. Ry, & Elfner, L. F. (1968). Monaural localization. The
Journal of Auditory Research, 8, 1835-193.

Monaursl localization was compared in two conditions: one in which
' loudness diffarences between the two speakers were equated, and one
iy in which they were not. Performance was also compared to a binaural
' condition. The rssults indicated that while binaural performance
was nearly errorless, monaural performance with spsakers matched for
loudness was at chance, and that monaural performance with unequal
loudness levels fell in between. A second experiment was conducted
( which provided training for ths subjects, and added a second
', condition which reversed loudness (i.e., with the left ear occluded
the left speaker's intensity wae greater than the tvight spesker).
The results supported the hypothesis that an intensity cus was being
used, In the raversed loudness condition subjects consistantly
selected the spesker with the greater intensity. No support was
found for pinna tased cuss being utilized in either experiment.
When loudnees cues were held constant performance was at chance.

77.  Perrott, D. R., & Musicant, A D. (1981), Dynamic minimum audible
sngle: Binaural spatial acuity with moving sound sources. The
Journal of Auditory Research, 21, 287-293,

Vet~ .
o~ - =

The Minimum Audible Angle (MAA), originally developed by Mills
(1958), was expanded to encompass moving sound source stimuli. The

method of adjustment was used, whereby the subject could adjust the

initiation of a signal until it was perceived to be at O degrees

azimuth. Velocity was varied over four conditions: 45, 60, 120,
. and 240 degrees/sac. The results showed that dynamic MAA was
' comparable to the static MAA developed by Mills except at the
o highest velocity. It was concluded that the minimum angular
difference threshold of moving sources is similar to the MAA derived
under static conditions.

! 78. Pick, H. L., Warrem, D. H., & Hay, J. L. (1969). Sensory conflict in
a judgements of spatial direction. Perception and Psychophysics, 6,
o 203-205.

Using an artifical discrepancy paradigm, the dominance of one
modality over another was avaluated. The modalities investigated
were vision, auditlon,and proprioception. The resulty indicated
vigual information blased audition and proprioceptive judgments, and
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proprioceptive information biased audition judgments. It was

concluded that combinations of sense modalitias do not behave as an

{ntegrated system; rather, in certain circumstances, some modalities
' influence responding more than others.

79, Piatt, B, B., & Hhrfnn, D. H; (1972).  Auditowy localization: The
{mportance of eye movements and a ctextured visual environment.
rception and Psychophysics, 12, 243-248.

Two experiments were conductad which iavestigated the role of eye
wmovements, in aeither 1light or dark conditions, and eye~hand
coordination in an auditory localisation task. Expsriment | showed
that eye movements under lighted conditions were more accurate in
locating an auditory signal than eye-fixation and no vision
conditions. Experiment 2 {nvestigated the role of sye movements and
pointing in lighted, dark, and fixatiom coaditions. Saccadic aye
movemsnts were more accurate in the lighted eys movement condition
than the dark aeye mnovement condition, In addition, the
correspondance between eye and hand position was greater in the
lighted eye movement condition. It was concluded cthat target-
directed eye movements produced the most accurate localization due
to the availability of a textured environment to supply information
about eye position.

8. Pollack, 1., & Rose, M. (1967)., ©Effect of head movement on the
localisation sounds in the equatorial plane. Perception and

Barshophysics, 2, 591-9%.

This study, in five experiments, investigated the conditions under
vhich head umovemant improved localiszation. In general, the
conditions are (1) sustained sound sources, and (2) sound source
locations at large angles outside the median plane. They conclude
that head movement facilitates localization by allowing the listener
to take advantage of the higher—acuity region around 0° azimuth,

81, Rodgers, C. A, (1981). Multidimensional localization: An investigation
of possible pinnae cues. Dissertation Abstracts International, 42,
18118B.

Measurements of head related transfer functions (HRTF), at 24
horigontal positions, were made for three subjects, and were
compared in both the time and fraquency domains., The HRTFa differed
between esubjects, but showed similiar trends. For two of the three
subjects, the HRTFs tended to systematically vary as a function of
source poeition, Possible cuss produced by the pinna
transformatione are discussed.

82. Roffler, S, K., & Butler, R. A. (1968). Localization of tonal scimult
in the vertical plane. The Journal of the Acoustical Soclety of
America, 43, 1260-1266.

A wseries of experiments investigated the role of frequency and body
orientation 1in localization of tonal stimuli In the vertical
plane. 1t was found that localization iIn the vertical plane was a
function of frequency. Higher frequencies tended to be judged as
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originating higher 1in the vertical plane; lower frequencies were
judged as originiating lower {n the plane. Several additional
experimants investigated the role of vision and body orientation in
making these judgements. Manipulations included changing subject
orientation with regard to the vertical plane, decreasing visual
angle through {increases 1in distance from the plane, using
congentially blind subjects, and using children without knowledge of
high and low descriptions of pitch. 1In general, the phanomenon
remained coneistant.

83, Russell, G¢ (1976). The role of the pinna in monaural horizontal plane
localization. Journal of Auditory Research, 16, 68-70.

Binaural localization was compared to monaural localiszation with and
without pinna cues (opan or occluded pinna)., Performance was poorer
in monaural conditions than binaural conditions. Monaural iocaliza-
tion was worss with the pinna occluded than with the pinna open.

84, Sandel, T, T., Teas, D, C., Feddersen, W. B,, & Jeffress, L. A.
(19%5). Localization of sound from single and paired sources. The

Journal of the Acoustical Society of America, 27, 842-832.

The role of  interaural time differences (ITDs) in auditory
localigation was investigated. Tones vanging fromu 300 to 5000 Hsz,
and a wide-band noise, were used as stimuli, The task coneisted of
localizing & sound, presented by either ons or two speskers, by
adjusting the location of the noise source until the noise and tone
ware perceived as occuring at the same location. Three experiments
were performed. The first, using & single source, evalusted the
accuracy of the tonal-=noise matching task., Experiments 2 and 3 used
tw speakers, and differed as to whether the tonal stimuli were
presented in phase (Experiment 2) or out of phase (Experiment 3).
ITD measurements were used as the basis for predictions of
localization. The results indicated that the tonal matching method
produced accuracy above that found 1in pointing methods ({.e.,
{ntermodal matching), and that the predictions of location, based
upon ITD vector analysis, weras consistant with the data up to 1500
Hze It was concluded that ITD was the major cue utilized i{n low
fraquency localization.

85. Searle, C. L. (1982). A model of auditory localization: Peripharal
constraints. In R, W. Gatehouse (Ed.), Localization of Sound:
Theory and Applications (pp. 42-50). Groton, CT: Ampﬁorn Press.

P A block diagram model of the physical and neural processes involved
in auditory localization was presented. The daclsion mechanism was
hypothesized to be based upon a decision theory metric, wheraby the
s rellability eotimates of the various location cues are combined via
' a weighted average to identify the sound source. The model
identifies g:. ps in the physiological knowledge base that apply to
the methods involved in localization.
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86, Sesrle, C. L., Braida, L. D., Cuddy, D. R., & Davis, M. F, (1975),
Binaural pinna disparity: Another auditory localizatlon cue. The
Journal of the Acoustical Society of America, 57, 448455,

. This study measured pinna transformations in the left and right ear,
for various frequencies and elevations {n the median plane., The
results showed significant differences between the transform
functions for the two ears. Thess differences were assumed to be
dus to pinna asymmetry. The pinna trensform disparities were
evaluated as possible cuess to aid auditory localization. It was
concluded that these disparities sre detectable and are used to aid
localization in the median (and poesibly the horigontal) plane,

87. Bearle, C. L., Braida, L. D., Davis, M. P, & Colburn, H. S. (1976).
-Model for auditory localisation. [ urna the Acoustical

fosiaty of Americe, 60, 1164-1175,

A wmathematical wmodel of auditory localisation was developed and
validated against experimental findings. The model is hased on the
theory of eignal detectability. 8ix cuss for auditory localization
ware identified, including interaural time and amplitude differences
(ITD and IAD, respectively), monaural head shadow, binaural pinna
amplification response, monaural pinna amplification response, and
shoulder bdounce. ITD, IAD, and monaural head shadow provided cues
in the horisontal plane, while the binaural pinna response, monaural
pinna rueponse, and shoulder bounce provided cues in both the
horisontal and vertical plane. The binaural cues were assumed to be
absolute cues to localization, in that no a priori information was
required, while the monaural cues were assumed to be relativa cues
to- location. The localization model, for both the horisontal and
vertical plane, assumed that head movements were restrained, the
cuse were independent, scalar, gaussian random variables, and that
tha subjact's response criterion was unbiaseds The decision vector,
reduced to a scalar quantity due to the above assumptions,
determined source location based upon the weighted average of the
oix cuess The decision judgement ie¢ based upon the ohserver's
sotimate of the decision scalar. The model was validated by
conparing the model's predictions of etandard error of location
against the average errovr magnitude of the aempirical rasults., A
Chi=square goodness of fit test revealed that the model adequately
fit the test data. The model does not account for localization with
head movements, which, if included, should improve the astimates of
localisation accuracy.

88. Shaw, B, A. G. (1974a). The external ear., 1In W. D, Keidel & W. D, Neff
(Ede.), Handbook of Sensory Psycholo Vol, 3 (pp. 45%5=490)., New
York: Springer-Verlag.

This article reviewed the acoustinal properties of the pinna, ear .
canal, head, and torso. Data from several sources were combined to :
yield characteristic information on the pinna's sound pregsure
changes and interaural time and phase differences. Anthropometric
data on ear canal, pinna flange, and concha in human subjects, as
well as other mammals' ear chatracteristics, were given. A review of
physiological noise in the guditory system was also undertaken. In
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general, the paper gives a comprehensive synthesis on the effects of
the external ear on incoming sound soucrces.

89. Shaw, BE. Ae Go (1974b)¢ Tranformation of sound pressure level from the
far field to the eardrum in the horizontal plane. Tha Journal of

the Acoustical Society of America, 56, 1848-1861.

Twelve studies which measured pinna transformations were compared.
The proceduras employed to collapse data over studies were
discussed, and families of curves were presented. Differences
between studies and irregularities in the curves were identified.

90. Shaw, E. A. G. (1982a). External esr response and sound localirzation.
In R. W, Gatehouse (Ed.), Localisation of Sound: Theory and
Application (pp. 30=41). Grotom, CT: Amphora Press.

Research related to the role of the pinna in sound localization was
reviewed. Specifically, the means of spectral encoding (i.e.,
. filtering models), the role of pinns disparity cues, and
. intersubject differencas were ftlantified as unrosolved problems.
Comparisons were also made between human and KEMAR manikin eardrum
response curves.

) 91, Shaw, E. A. G. (1982b). 1979 Rayleigh medal lecture: The elusive
connection. In R, W. Gatehouse (Ed.), localigation of Sound: Theor
" and Applications (pp. 13=29). Groton, CT:t Amphora Prass.

The work on pinna~based transformations of auditory stimull wus
,' reviewed, and the analysis was extended to include how those
transformations are modified by the chauracteriscics of the middle
ear, It was found that the tympanic menmbrane and oesicles tend to
reduce the energy available at the oval window, The inner ear
veceives only 10X of the energy available .rom the sound field.

92, Shaw, B, A. G., & Teranishi, R, (1968)., Sound pressure generated in an
, external ear replica and real human ears by a nearby point source.
K The Journal of the Acoustical Society of America, 44, 240-349,

Sound pressure changes were measurad at various azimuths using a
rubber model of the pinna, concha, and ear canal. Measurements of
sound pressure were made for both open canal and blocked ear canal
conditions. The results ware identical for both conditions up to 12
kHz, Five acoustic pressure gain maxima are shown which vary in
" frequency as a function of azimuth, Comparisons were alsc made
i using real ears, snd were in good agreemsent. The paper provides
comprehensive data on pinna effects on pressure over the entire
range of audible frequencies.

: e o~
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93, Shelton, B. R., Rodger, J. C., & Searle, C. C. (1982). The relation
between vision, head motion and accuracy of free-field auditory
Jocalization. The Journal of Auditory Research, 22, I1-7.

The role of vision and head motion 1in facilitating auditory
localization was examined by restricting visian, head movement, or a
combination of the two. Subjects' ability. to accurately localize
filtered noise, in the left froant quudrant, was found to be subject
to an interaction betweén head motion and vision: head motion only
improves performance if normal vision 1is available. It was

" concluded that the major component in facilitating auditory
‘localisation is visually fixating the apparent locus of the auditory
.t {mulus .

9. lhclton. Be Re, & Searle, Ci L. (1980). The influence of vision on the
sbeolute identification of sound source position. Perception and

© sychophystce, 28, 389-596.

Two expariments were designed to investigate the influence of vision
on auditory localisation. Experiment | varied speaker orientation
(front, side, back, and vertical positions) and the availability of
vision, The effects of vielon 4improved performance in all
conditions except vertical. Even when the spesker positions were
out of aight (back), the availability of vision improved
performance. It wae suggested that vigion, in this condition,
provided a perceptual anchor or frame of reference. Experiment 2
investigated the role of several factors in visual facilitation of

auditory localisation, The vresults suggested that vision
facilitates performance when visual and auditory information is
correlated.

93. Sivien, L+ J., & White, 8. D. (1933). On minimum audible sound

fielde. The Journal of the Acoustical Society of America, 3, 288~
21,

This study measured the minimum audible field (MAF), both monaurally
and binaurally, over a frequency vange of L00 to 15000 Hg, and over
various asimuths. The MAF threshold measure i{s obtained relative to
free field measurements, and indicates pressure thresholds at the
observer's head. In contrast, the mininum audible pressure (MAP) is
obtained in terms of pressure thresholds at the ohserver's
eardrunm, In general, MAF values relate to the usual mode of
hearing, while MAP values relste to ear mechanics (e.f., eardrum
displacenent)., A U=shaped function of MAF curves was found in both
monaural and binaural conditions at O degrees azimuth, The pressure
necessary for detection increased up to approximstely 4000 Hz, and
then decreased. Pressure decreased as azimuth increased and reached
8 neximum when the open ear (faced the speaker, The pressure
decreases tended to get larger ss frequancy increased. Cowmparisons
, of MAP and MAF curves Iidentified 1lower thresholds, across the
. frequency range, for MAP values relative to MAF values. Several
problems in obtaining MAP values were discussed, mainly econcerned
with insufficient 1930's technology.
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96, Stewart, Gs We (1922), The intensity logarithmic law and the difference
of phase effects in binaural audition. Psychological Monographs,
31, 30-44,

This article evaluated the constant k, computed for each subject, in
the intensity logarithmic law: © = klog, Ip/I;, The law relates
the angular displacement of a sound source (?9) to the intensity of
the source at the right and left ears (I, and I,, respactively).
The congtant k wes found to very considerably between subjects, and
within an 1individual, k decreased as frequency increased. The
perceived angular displacement of & sound source was also measured
as phase relationships between the two tones and the ear were
varied, There tended to be an upper frequency limit of 1260 He
through which the alteration of phase produced a fused auditory
Lnage. These effects have been well documented as localization
cuss, and now are referied to as interaural amplitude and time or
phase difference cuss.

97. Thurlow, W. R., Mangels, J. W., & Runge, D. S. (1967)., Head movements

during sound localization. The Journal of the Acoustical Society of
America, 42, 489-493,

The Thurlow and Runge (1967) study of induced head motion was
extended in this paper through the evaluation of subject=induced
head movement. Subjects wers presented with noise signalg, in
aither the horizontal or vertical plane, and their head movements
used to localize the sound were filmed. It was predicted that
rotational and pivot movements would produce the greatest change in
interaural time and intensity cuas, and would, therefore, be used
most often, In terms of frequency, subjects tended to employ
rotational, rotational=tip=and=pivot, and rotational=pivot movements
most often. Rotational movements are larger (in degrees) than tip
on pivot movements. Subjects also tended to rotate and tip their
heads towards the sound sourca, but usually not enough to directly
face the anergized speaker. It was concluded that most, but not
all, subjects will naturally move their heads to aid {n localizing
sound sources.

98. Thurlow, We R., & Runge, P. 8. (1967)., Effect of induced head movements
on localization of direction of sounds. The Journal of the

Acoustical Society of America, 42, 480-488.

Three expariments investigated the effects of induced hesad motion in
the horizontal and vertical planes. Fivs types of movement were
evaluated: no movement, rotation, pivot, tip, rotate-pivot and free
head movement. Head movement was diractly controlled by the
experimenters. The rasults indicated a reduction in front=back
reversals and In horizontal localization accuracy with movement.
Vurtical location accuracy improved only slightly with head
movement. Rotational movemant provided greater accuracy than pivot
and tip movements, It was concluded that Wallach's (1940)
theoratical discuseion on the Iimportance of head movements was
empirically supported.




99, Wallach, H. (1940)., The role of head movements and vestibular and
visual <cues In sound localization. Journal of Experimental

Puychology, 27, 339-368.

The effects of head movement (either actual or perceived) on
suditory localization was demongtrated. In ona expsriment the
movement of a subject's head controlled the sound source such that
it swung through an angle twice the size of the head movement, The
perception of sound source location was approximately a mirrotr image
(180° reversaed) from the actusl location. Only when the source
remained constant did the subject accurately localize the source.
Paseive and apparent movement produced identical results.

100. Warren, D. H. (1970).- Intermodality {nteractions in apatial
localigation. Cognitive Peychology,l, 114=133,

A series of experiments investigated the trole of vision and eye
novements in auditory locsliszation. In genevral, the results
indicated that visual input improved auditory localization only when
a structured visual environment was available, 1In the dark, or with
eyes closed, auditory localization was poorer than with eyes open.
The availability of & visual environment apparently allows the
listener to map the auditory stimulus onto a visual representation
of the environment,

101, Watkine, A. J. (1978). Paychoscoustical aspects of synthasized vertical

locale cues. The Journal of the Acoustical Society of America, 63,
1132-1168%,

Pinna transformations were simulated through a two variable latency
delay and add process. Using Batteau's (1967, 1968) data as
parametars, the computer eimulstion was able to produce apparent
movement in the vertical plane seimilar to previous findings. A
quantitative model of location decoding was proposed, The model is
based upon spectral-pattern recognition (i.s., autocorrelation).
The predictions of the model were coneistant with cthe apparent
elevation of the stimuli.

102, Watkine, A. J. (1982). The monaural perception of azimuth: A synthesis
approsch, In R, W. Gatehouse (Ed.), Localization of Sound: Theorv
and Application ¢pp. 194=206). Groton, CT: Amphora Press.

Thie article expanded upon Batteau's (1967) work on the directional
band theory of sound localization, The theory proposes that the
pinna produce two distinct echoes which vary {n latency and are used
as cues to define the sound source location., Three experiments were
performed, using monaural cues presented through a single earphona.
The reeults showed that subjects perceive changes In agimuth
dependent upon the interaction of the two time parameters agsoclated P
with the two echoes. The results supported the predictions made by
direccional band theory.




103, Weiner, F. M. (1947). On the diffraction of a progressive sound wave by
the human head. The Journal of the Acoustical Society of America,
19, l43-146.

An earlier paper by Wiener and Ross (1946) investigated changes ‘in
sound pressure from the entrance to the ear canal to the eardrum.
In general, sound pressure increased, especially at higher
frequencies, at the eardrum relative to the ear canal. Thies data
wvas then combined with data from free field and ear canal
measurements, to obtain a measure of pressure changas due to both
head diffraction and ear canal factors at the eardrum. Measurements
wers taken over various frequencies and agimuthal positions. It was
concluded that pressurs changes at the eardrum are sufficient,
especially at higher frequencies, to encode azimuthal changes.
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104. Weinrich, L. (1982). The problem of front-back localization in binaural

hearing. In O. J. Pedersen and T. Poulsen (Eds.), JBinsural Effectes

. in Normsl and Impaired Hearin (Scandinavian Audiological
b Supplement, No. 15, pp. 1

Intensity measurements of pinna transfer functions were nade. It
was concluded that changes in the functions were available as a cue,

4! without head movements, to reduce directional inversions. Using
i these transfer functions, it was found that subjects wera able,
_ﬁf wvhether or not the signal characteristics were modified, to localire

D the sound scurce without front-back inversions. Thesa
. modifications, in the 500 = 7000 Hz range, coneistud of manipulating
the tonal characteristics of the noise bursts such that the transfer
functions were taken from one orientation (i.e., speaker location)
and presented at another location.

v 105, Welsh, R. B., & Warren, D, H, (1980). Immediate parceptual response to
' intersengory discrepency. Psychological Bulletin, 88, 638-667.

A review of the intersensory bias literature was performed with
regards to sensory modality, the type of discrepancy (either
oy perceptual or cognictive), and response variabhles. The previous
theories are unable to account for all the results of intersensory
bias and perceptuci adaptation. A model is proposed to account for
the effacts of etimulus situations, wodality characteristics,

5{ cognitive factors, and response outcomes. The model is broad enough
o to cover the known occurrences of Lntersensory bias.

)

¢

&: 106, Wilbanks, W. A. (1983). Masking of the signal for lateralization of
! tones. Bulletin of the Psychonomic Society, 21, 138-140,

b This study evaluated the change in interaural phase necessary to
O detect lateralization of tones under conditions of different scurce
,Q' frequency and intersural correlations of background wide band noise.
o Using Zwislocki and Feldman's (1956) duta as a baseline for no noise

4 (#2° phase difference), the vesults showed that as the tonal

frequency increased phase adjustments increased, and as the
O interaural noise correlation decreased phase adjustments increased.
"\ wicth noise correlation equaling +1.0 for a 500 Hz tone, the phase
. adjustment Increased from Zwislocki and Feldman's no noise condition
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to 8°, It is concluded that both the frequency and interaural noise
correlationg are important variables in attempting to lateralize a
tonal signal imbedded in background noise.

107, Wwright, D., Hebrank, J. H. & Wilson, B. (1974). Pinna reflections ..
cues for localization. The Journal of the Acoustical Sociery of

. Americs, 56, 957-962,

This study investigated the monaural difference threshold of time
delays. Batteau (1957) proposed that pinna reflections introduced
time delays of 10 to 100 microseconds, which were dependent upon
sound source direction. It was found that delay times as little as
20 microseconds were recognizable when the amplitude ratio of the
tw signals were greater than .67, and thet JND values were
coneistent with previously obtained winimum sudible angles for
monaural localization. These findings support Batteav's theory.

108. 2wislocki, J., & Peldman, R. 8, (19%56). Just noticeable differences in

dichotic phase. The Journal of the Acoustical Society of America,
, 28, 860-864,

Phase differences, in & dichotic listening task, were directly
¢ nenipulated to assess the relationship between changes in phase and

: the movre commonly ohtained changes in timas. Just noticeable
differences (JNDs) were obtained from three subjects, using a forcad
choice paired comparison method in which the intracranial location
’ of a setandard was judged relative to a test stimulus. Both
frequency and intensity wera varied. The results indicated that
phase discrimination between the two stimuli was poorest at bhoth
high and low {ntensities, and that as frequency increased the JND
for phasa difference increasad. Interaural phase differences on the
order of 2° were perceived as a shift {n the location of the test
stimulus. These results were consistent with other findings, and
supported the notion that phase differences in localization are
effective only at the lower frequencies,

- ® B O T

214

et <~ aia mla 536 A0n b0 0o als sl 45 win Bo bhe a0l gba ol ohe o¥u

’ 2 ]
. m.etm mm hee Bea Bomece ete gt e b Gdn hon 4l @ b aly e dw 4is o a wle dle dln 4l Al i die




TOPICAL INDEX

The numbers under each topic refer to the annotation numbar in the
appendix.

Models of Auditory localization and Review Articles:
5, 4, 5, 15, 36, ZB. 65. s0, 64, 81, 85, 87, 90, 91, 101

Horizontal Plane Cues:

Acoustical Measurements:
5, , 61, , , 81, 88, 89, 92, 95, 96, 103, 104

Pl!choghzaiccl Evaluation of Cue Utilivation:
Monaural:

1¢, 61, 70, 7¢, 83, 102, 107

Monaural nnd(or Biaural:
1, 12, 24, ’ , 47, 58, 66, 71, 77, 84, 108

Latersllzation Studies:
] » l’ » » 106

Median Plane Cues:
7, 8, 12, 13, 14, 15, 17, 33, 3, 41, 42, 82, 86, 101

Distance Cues:
19, 20, 21, 31, 40, 44, 45, 51, 82, 65

Eze Movement :
6, 37, 46, 54, 55, 56, S7, 79, 94

Head Movement:
1, 6, 23, 50, 64, 80, 93, 97, 98, 99

Auditory Motion:
75, 17

Bisensory lateractions and Bisensory Discordance:
2, 18, 23, 29, 30, 43, 53, 62, 69, 72, 74, 78, 100, 105

KEMAR Manikin Specifications:
11, 22

Alternate Environments:
4, 60

Auditory Yisplays:
18, 27, 35, 68

Stereophonic Principles:
32, 38

Noise Effacts:

37T, 106 215




8.0 REFERRNCES

Alekseenko, N. Y. (1983). Role of movements of different types in spatial
hearing activity. Human Physialogy, 8, 240-243.

Andreassi, J. L., & Greco, J. R. (1975). Effects of bisensory stimulation on
reaction time and the evoked cortical potential. Physiological

Paychqlogy, 3, 189-194,

Batteau, D. W. (1967). The role of the pinna ian human localizattion.

Proceedings of the Royal Society (pp. 138-180). Llondon, England.

Batteau, D. W, (1968), Listening with the naked ear. In S. J. Freedman
(Ed.), The Neuro ented Behavior (pp. 109-134),
Dorsay Press. o ' ' )

Batteau, D. W., Plante, R. L., Spencer, R, H., & Lyle, W. E. (1963).
. ition (TP3109,

Batteau, D, W., Plante, R. L., Spencer, R, H.,, & Lyle, W. E, (1965).
tion (TPI109, part S).

Baver, B, Bs, (1961). Phasor analysis of some stereophonic phenomena. The

Journgl of the Acoustical Sociaty of America, 33, 1536-13539.

Bakesy, G. von (1949). The moon illusion and similiar auditory phenomena.

American Journal of Psychology, 62, 340-552.
Bekesy, G. von (1960). Experiments in Hearing. New York: Wiley.

Biguer, B., Jeannerod, M., & Prablanc, C. (1982). The coordinaticn of eye,
head, and ara movements during roaching at a single visual target.

Experimental Brair Resaarch, 46, 301-304.

Blauert, J. (1969/1970). Sound localization in the median plane. Acustica,
22, 205-213.

Blauert, J. (1971)., lLocalization and the law of the first wavefront in the
median plane. The Journal of the Acoustical Society of America, 50, 466-
470.

Blauert, J. (1981). Lateralization of jittered tones. Tha Journal of the
Acoustical Society of Amevica, 70, 694-698.

Blauert, J. (1982). Binaural locslization. 1In O. J. Pedersen and T. Poulszn

(Ede.), Binaural Effects in Normal and Impaired Fearing (Scandinavian
Audiological Supplement No. 15, pp. 7=20).

Blauert, J. (1983). Spatial Hearing: The Psychophysics of Human Sound
Localization. Cambridge, MA: The MIT Press.

216

R L e e e ) et e D o s



Briggs, R., & Perrott, N. R. (1972). Auditory apparent movement under

dichotic listening conditions. Journal of Experimental Psychology, 92,
83-91.

Burkhard, M. D., & Sachs, R. M. (1975). Anchopometric manikin for acoustic
research, The Journal of the Acoustical Society of America, 58, 214-222,

Burtt, He B, (1917). Auditory fllusions of movement: A preliminary study.
Journal of Experimental Psychology, 2, 63-=73.

Butler, R. A. (1969a). Monaural and binaural localization of noise bursts

vertically in the median sagittal plane. The Journal of Auditory
Research, 3, 230-235.

Butler, R. A. (1969b)., On the relative usefulness of monaural and -binnural
cues in locating sound in space. Psychonomic Science, 17, 245-246.

Butler, R, A. (1970). The effact of hearing impairment on locating sound in
the vertical plane. International Audiology, 9, 117-126.

Butler, R. A., & Belendiuck, K. (1977). Spectral cues utilized in the
localization of sound in the median sagittal plane. Tne Journal of the
Acoustical Society of America, 61, 1264-1269.

Butler, R. A., & Flannery, R. (1980). The spatial attributes of stimulus
frequency and their role in monaural 1localization of aound in the

horizontal plane. Perception and Psychophysics, 28, 449-457,

Butler, R. A,, & Helwig, B. B, (1983). The spatial attributes of stimulus
frequency in the median sagittal plane and their role in sound

localization. American Journal of Otolaryngology, 4, 165-173,

Canevet, G., Cermain, R., & Scharf, B, (1979). BEffect of one tone burst on
the localization of a second tone burst. The Journal of the Acoustical
Society of America, 65, Sl21.

Canevet, G,, Germain, R.,, & Scharf, B. (1980). Sound localization in the
presence of a masking sound. Acustica, 46, 96-99.

Chason, L. R., McFarland, T. P., & Aldrich, T. B, (1971). Auditory Effects on
Spatial Orientation (Report No. 71-10). Colorado Springs, CO: \United
States Air Porce Academy. (AD 737351).

Colemun, P. D. (1962). Failura to localize the source distance of an
unfamiliar sound. The Journal of the Acoustical Society of America, 34,

345-344.

Coleman, P, D. (1963). An analysis of cues to auditory depth perception in
free space. Psychological Bulletin, 60, 302-315.

Coleman, P, D. (1968). Dual role of frequency spectrum in determination of
audltory distance. The Journal of the Acoustical Society of America, 44,

631-632.



PR 5

PR N

Dirks, D. D., & Gilman, S. (1979). Exploring azimuth effects with an

anthropometric manikin. The Journal of the Acoustical Society of America,
&’ 696-70 ! *

Doll, T. J., Polds, D. J., & Leiker, L. A. (1984). Auditory Informagion
: Systemp In Military Air;;afc: :"grreng Configurations Versus the Stgte of
the Art (Report No. USAPSAM=-TR-84~-15). Atlanta, GA: Georgia Institute of

Technology.

Doll, T. J., Gerth, J. M., Bngelman, W. R.,, & Folds, D, J. (1985).
lications of mulated udito Localiegation in Head=Coupled
Control/Disgla tons, Interim report to the Armstrong Aerospace
Medical Research Laboratory. Geocgia Institute of Technology, Atlanta,
GA.

Durlach, N, I, (1964). Note on binaural masking-level differences as a
function of the interaural correlation of the masking noise. 1he Journal

of the Acoustical Society of America, 36, 1613~1617,

Durlach, N. Y. (1972). Binaural signal detectiont Bqualization and
cancellation theory. Ia J+ V. Tobias (Ed.), Fog:_:dg%iong of Modern
Auvditory Theory, Vol. Il (pp. 371-462). New York: Academic Press.

Durlach, N, 1., & Colburn, Hs S+ (1978). Binaural phenomenon. 1In E. C.

Carterette and M. P. Friedman (Bde.), Handbook of Perception: Vol, IV
(ppe 365=466). New York: Academic Prass.

Easton, R. D. (1983)s The effect of head movements on visual and auditory
dominance. Perception, 12, 63-70.

Feddersen, W. B,, Sandel, T. T., Teas, D¢ L., & Jaffress, L. A. (1957).
Localization of high frequency tones. The Journal of the Acoustical
Society of America, 29, 988-991.

Firestone, F. A, (1930). The phase difference and amplitude ratio at the

ears due to a source of pure tones. The Journal of the Acouvstical Society
of America, 2, 260-270.

FPlannery, R., & Butler, R, A. (1981). Spectral cues provided by the pinna
for monaural localizatfon {in the horizontal plane. Parcapcion and

Peychophysics, 29, 438-444,

Forbes, T. W. (1946). Auditory signals for instrument flying. Journal of
the Aeronautica) Sciences, May, 235-258,

Freedman. S. J., & Fisher, H. G. (1968). The role orf Lhe pinna in auditory
localization. In S. J. Freedman (Ed.), The Neuropsychology of G5patially
Oriented Bahavior (po. 135-152)., Homewood, IL: Dorsey Press.

Freedman, S. J., & Pfaff, D. W. (1962). The effect of dichotic nolse on
auditory localizaticn. The Journal of Auditory Research, 2, 305-310.

213

. Sty
“ o N w» 4o Nd e n, A y MO, oie oS G --n-'};!‘ »'d »48 =id ol wip




-~ - -
¢ -y - e

Freides, D. (1974), Human information processing and sensory modality:
Cross-modal functions, {information, complexity, memory, and deficit.
Psychological Bulletin, 81, 284-310.

Gardner, M. B. (1969a). Distance estimation of 0° or apparent 0°~oriented
spaech signals in anechoic space. The Journal of the Acoustical Society
of America, 43, 47-53.

Gardner, M, B, (1969b). 1Image fusion, broadening, and displacement in sound

localigation. The Journal of the Acoustical Society of America, 46, 339~
349,

Gardner, M. B. (1973). Some monaural and binaural facets of median plane

localization. The Journal of the Acoustical Society of America, 34, 1489~
1495. '

Gardner, M. B., & Gardner, R. S. (1973). Prodlem ¢f localisation in the
median plane: Effect of pinnae cavity occlusion. The Journal of the

Acoustical Society of America, 53, 400-408.

Garner, W. Rs (1949). Auditory signals. In A survey report on hﬂf" !g:ou
in undersea warfare (pp. 201=217). Washington, DC: National Research
Council.

Gaskell, H., & Henning, G. B, (1979). The effect of noise on time/intensity

trading in lateralization. The Journal of the Acoustical Society of
America, 63, 5121-5122,

Gatehouse, R. W, (1982a). Introduction, In Re W. Gatehouss (Ed.),
Localigation ot Sound: Theory and Applicacion (pp. 4<12). Grotom, CT:

Ampﬁon Press.

Gatehouse, R, W. (1982b), Summary: New directions. In R. W. Gatehouse

(Ed.), Localization of Sound: Theory and Application (pp. 267=270).
Groton, CT: Amphora Press.

Geldard, F®. A. (1984). Is there a lesson for audition {n tactual
localization. Advances in Audfology, 1, 117-127,

Gopher, D. (1973). Eye movement patterns in selective listening tasks of
focused attention. Perception and Psychophysics, 14, 239-264.

Gotoh, T. (1982). Can the acoustic head related transfer function explain
every phenomeon in sound localieation. In Re Ws Gatehouse (Ed.),
localization of Sound: Theory and Application (pp. 244~248). Groton,
CT: Amphora Press.

Grantham, D. W., & Wightman, F. L. (i978). Detectability of varying
{nteraural temporal differences. The Journal of the Acountical Soclety of
America, 631, 511-523.

Greene, D, C, (1968). Comments on "Perception of the range of a sound source
of unknown setrength”., The Journal of the Acoustical Society of Americs,
44, 634,

219




Green, D. M. (1971)., Temporal auditory aculty. Psychological Review, 78,
540-551.,

Harris, J. D. (1972). A florilegium of experiments on directional hearing,
Acts Otu-Laryngologica, Supplement 298,

Harris, J. D., & Sergesnt, R. L. (1971), Monaural/binautal minimum audihle

angles for a moving sound source. Journal of Speech Hearing Research, 14,
618=-629.

Hebrank, J., & Wright D. (1974a)., Are two ears nacessary for localization of

sound sources on the median plane. The Journal of the Acoustical Society
of America, 36, 935-938.

Hebrank, J., & Wright D. (1974b). Spectral cues used in the localigation of

cound sourdes on the median plane. The Journal of the Asousticel Society
of Merica, 56, 1829-1834.

Hershenson, M. (1962). Reaction time as a measure of .intcrun'sory

facilitation. Journal of Experimental Psychology, 63, 289-293.

Hireh, He Rs (1968). Parception of the range of a sound source of unknown

strength. The Journal of the Acoustical Society of Amarica, 43, 373-374,

Holt, Re E., & Thurlow, W. R, (1969). Subject orientation and judgement of

distance of s sound source. The Journgl of the Acoustical Society of
America, 46, 1384-1585,

Ito, Y., Thompson, C+ L., & Colburn, H. S. (1979). Interaural time
discrimination in noise. The Journal of the oustical clety of
America, 63, 5121.

Jof!riu, Le Ae (1972), Binasural signal detection: Vector theory. In J. V.
Tobias (E®d.), Foundations of Modern it Theory, Vol. II (pp. 351=
368), Maw York: Academic Press. ‘

Jones, B. (19735). Visual facilitation of auditory localization in school

children: A signal detection analysis. Perception and Paychophysics, 17,
217=220.

Jones, B., & Kabanoff, B. (1975). Eye novements {in auditory apace
perception. Perception & Psychophyeics, 17, 241-245.

King, W. G., & Laird, D. A, (1930). The effect of noiss Inteneity and

pattern on locating sound. The Journal of the Acoustical Soclety of
America, 2, 99-102.

Kock, We B (19%0)., Binaural localization and masking., The Journal of the
Acoustical Society of America, 22, 801-804.

Kuhn, 6. F. (1977). Model for the 1interasural tine differencee In the
azimuthal plane. The Journal of the Acoustical Society of America, 62,
157=167.

220

yoatoy
“r® . caw !



Kuhn, G+ Fe (1982). Towards a model for sound localization. In Re. W,

Gatehouse (Ed.), Localigation of Sound: Theory and Application (pp. Sl-
64), Groton, CT: Amphoras Press

Lambert, R. M, (1974), Dynamic theory of sound=source localization. The
Journal of the Acoustical Society of America, 56, 165-171.

Levy, E."l‘., & Butler, R. A, (1978). Stimulus factors which influence the
perceived externalization of sound presented through headphones. The

Journal of Auditory Research, 18, 41=50,

Lounsbhury, B. F,, & Butler, R. A. (1979). Estination of distances of
recorded sounds presented through headphones. Scandinavian Audiology, 8,
145-149, : '

Loveless, N. E., Brebner, J., & Hamilton, P, (1970). Bisensory presentation

of information. Psychological Bulletin, 73, 161-199.

Mastroianni, G. Rs (1982). The influence of eye movements and illumination
of auditory localisation. Perception & Psychophysics, 31, 581=584,

Michuun. Ae  (1931). Apparent movement in auditory perception.
Psychological Monographs, 41, 74-131.

Matin, L. (1982a). Visusl and auditory localization: Normal and sbnormal
relations. In G T, Chisum & P, E. Morway (Bds.), Research Program
Review: Aircrew Physiology (Report No. NADC-82232-60). Warminster, PA!
Naval Air Development Center.

Matin, L. (1982b)., Visual localisation and eys movements. In A H.
Wertheim, W. A. Wagenaar, & H, W. Lleibowitz (Bde.), Tutorials on Motion
Percaption (pp. 101=156). New York: Plenum Press.

Matin, L., Picoult, E., Stevens, J. K., Rdwards, M. W., Jr., Young, D., &
MacArthur, Re (1982). Oculaparaslytic illusion: Visual-field dependent
spatial midlocalization hy humans partially paralyced with curare.
S8cience, 216, 198-201,

Matin, L., Stevens, J. K., & Picoult, Bs (1983). Parcaptual consequences of
experimental extraocular muscle paralysis. In A, Heim and M. Jeannerod

(Eds.), Spatially Oriented Behavior (pp. 243-262) New York: Springer-
Verlag.

McFadden, D. (1969), Lateralization and detection of a tonal signal in
noise. The Journal of the Acouetical Society of America, 43, 1505-1509.

McFadden, D., & Pasanen, F. G. (1975). Binaural beats at high frequencies.
Science, 190, 194=396,

McFadden, D., & Pasanen, E. G. (1976). Lateralization at high frequencies
based on interasural time differences. The Journal of the Acoustical
Society of America, 59, 634~619.

221




McNulty, J. A. (1982). Curreat aspects of underwater localization. 1In R. W.
Gatehouse (Ed.), Localization of Sound: Theory and Application (pp. 250-
266), Groton, CT: Amphora Prass.

Mehrgardt, S., & Mallert, V. (1977). Traneformation characteristics of the

external human ear., The Journal of the Acoustical Society of America, 61,
1567=-1576.

Metcalfe, J., Glavanov, D., & Murdock, M. (1981)s Spatial and temporal

processing in the auditory and visual modalities. Memory & Cognition 9,
3351-=359,

Mille, A, W. (1958). On the minimum audible angle. The Journal of the
Acougtical Society of America, 30, 237-246.

Mille, A. W, (1963).  Auditory perception of spaf.tnl relations, In
Proceedings of the International Congress on Technolo and Blindness
New York: American PFoundation for the Blind.

Mills, A, W. (1972). Auditory localization. In Jo V. Tobias (Ed.),

Foundations of Modern Auwditory Theo vol, II (pp. 303-348), New York:
éﬂodc Press.

Molino, J. (1973)., Paerceiving the range of a sound source when the direction

is known. The Journal of the Acoustical Society of America, 53, 1301~
1304, .

Morimoto, M., & Ando, Y. (1982). On the simulation of sound localization.

In R, W. Gatehouse (Ed.), Localisation of Sound: Theory and
Application (pp. 85-98). Groton, CT: Amphora Press.

Moushegian, G., & Jeffrass, L. A. (1959), Role of inter-aursl time and
intensit differences in the lataralia.tion of low=frequenc tones

Mudd, S A., & McCormick, E. J, (1960). The use of auditory cues in visual
search task. Journal of Applied Psychology, 44, 184-188,

Mudd, 8. A. (1965). Experimental evaluation of binary puretone auditory
displays. Journsl of Applied Psychology, 49, ll12-121. :

Mulligan, Rs M., & Shaw, M. L. (1981). Attending to simple auditory and
visual signals. Perception & Psychophysics, 30, 447~454,

Murch, G. M. (1973), Visual and Auditory Perception. New York: Y¥nhhsg=-
Merrill.

Musicant, A. D., & Butler, K. A, (1984a). The influence of pinnae-hased
spectral cues on sound localization, The Journal of the Acoustical
Society of America, 75, 1195-1200.

Musicant, A. D., & Butler, R. A. (1984b). The psychophysical basis of
monaural localization. Hearing Reasearch, 14, 185-190.

222




Navon, D., & Guvher, D. (1979)¢ Ou the economy of the human processing
system. Psychological Review, 8u, 2i4=255,

Nikerson, R. S. (1973), Intersensory fac‘litation of reaction time: Energy
summation or preparation enhancement? Psychological Review, 80, 489-509.

Nordlund, B. (1962). Physical factors in angular localization. Acta

Otolaryngology, 34, 75-93.

Norman, D., & Bobrow, D. (1975). On the data-limited and resource=limited
processes. Cognitive Psychology, 7, 44=64.

Oatman, L. C. (1975). Simulataneous processing of bisensory information.
Aberdeen, MD: U.S. Army Human Engineering Laboratory.

Perrott, D. R, (1982). Studies in the perception of auditory motion. In R.

We Gatehouse (Bd.), Localigation of Sound: Theory and Application (pp.
169-193) CGroton, CT: Amphora Press. :

Perrott, D. R., & Baars, B, (1974), Detection of interaural onset and offset

disparities. The Journal of the Acoustical Society of America, 33, 1290~
1292.

Perrott, Ds R, & Elfner, L. F. (1968). Monaural localization. The Journal
of Auditory Research, 8, 183-193.

Perrott, D. R., Mason, G., & Forbes, J. (1973). The instability of auditocy

perceptual expsrience in auditory eutokinesis. The Journal of Auditory
Research, 13, 80-86.

Perrott, ND. Re, & Musicant, A. D, (1977). Rotating tones and binaural
beats. The Journal of the Acoustical Society of America, 61, 1288-1292,

Perrott, Ds Rs, & Musicant, A, Ds (1981). Dynamic minimum audible mgic:

Binaural spatial acuity with moving sound sources. Journal of Auditory
Research, 21, 287-295.

Pick, H, L., Warren, D. H., & Hay, J. C. (1969)., Sensory conflict judgments
of spatial direction., Perception & Psychophysicas, 6, 203-205.
Platt, B., & Warren, D. (1972). Auditory localization: The importance of

eye movements and a textured visual eavironment, Perception &
Psychophysics, 12, 245-248,

Pollack, 1., & Rose, M. (1967). Effect of head movement on the localization

of sounds in the equatorial plane., Pecrception and Psychophysics, 2, 591~
596,

Posner, M. E. (1978) Chronometric Explorations of Mind., New Jersey: John Wiley
& Sons.

223




Robinson, D. E., & Zgan, Js P, (1974). Lateralization of an auditory signal
in correlated noise and in uncorrelated noise as a function of aignal

frequency. Perception & Paychophysics, 15, 221-284.

Rodgers, C. A. (1981). Multidiwensional localizution: An investigation of
possible pinnae cues. Dissertation Abstracts International, 42, 18118.

Roffler, S., & Butler, R. A. (1968). localization of tonal stimuli in the
vertical plane. The Journal of the Acoustical Society of America, 43,
1260-1266,

Russell, G. (1976). The role of the pinna in monsural horigontal plane
localization. Journal of Auditory Research, 16, 68-70.

Sandel, T. T., Teas, D. C., Feddersen, W. E., & Jeffress, L. A, (1955).
Localisation of sound from eingle and paired sources. The Journal of the

Acoustical Society of America, 27, 842-832.

Scharf, 8., Canevet, G., Buus, 8., & Marchioni, A. (1982, May). Localization
of noise by hearing impaired listeners. Paper presented at The 16th
International Congress of Audiology, Yelsinki, Finland.

Searle, C. L. | (1982). A wodel of auditory localization: Peripheral
constraints. In R. W. Gatehouse (Bd.), Localiration of Sound: Theoty and
Application (pp. 42-50). Groton, CT: Amphora Prese.

Searle, C. L., braida, L. D., Cuddy, D« R., & Davis, M« F. (1975). Binaural
pinna disparity: Another asuditory localiszation cue. The Journal of the
Acoustical Society of America, 37, 448<433.

Searle, C. L., Braida, L. D., Duvis, M« F., & Colburn, H. S. (1976). Model
for asuditory localization, The Journal of the Acoustical Society of
America, 60, 1164-1175.

Shaw, B« A. G. (1974a). The external ear. In W. D. Keidel & W. D. Neff
(Bds.), Handbook of Sensory Psychology, Vol. 5 (pp. 435-490). New York:
Springer~Verlag.

Shaw, B, A. G. (1974b). Transformation of sound pressure level from the far
fleld to the eardrum 1{in the horigontal plane. The Journal of the
Acoustical Society of America, 36, 1848-1861.

Shaw, B. A. G, (1982a). External ear response and sound localization. 1In R.
W. Gatehouse (Fd.), Localization of Sound: Theory and Application (pp.
30=41). Groton, CT: Amphora Press.

Shaw, K. A. G, (1982b). Rayleigh medal lectura: The clusive connection. 1In
R. W. Gatehouse (Ed.), Localization of Sound: Theory and Application
(pps 13-29). Groton, CT: Amphora Press.

Shaw, E., A. G., & Teranishi, R. (1968). Sound pressure gererated in an
external-ear replica and real human ears by a nearby poinL source. The
Journal of the Acoustical Society of America, 44, 240-249.

224




Shelton, B. R., Rodgers, J. C., & Searle, C. L. (1982). The relation between
vision head motion and accuracy ot fru-ucld auditory localization.
Journal of Auditory Ruuarch 22, =7,

Shelton, B. R...'& Surlc. Ce Lo (1980), The Influence of vision on the
absolute idencification of sound-source position. Perception &
Psychophysics, 28, 589-596. :

:Shiﬂrtn. li. M., 6 Schncidor', We (1977). Controlled and automatic human
information processing: II. Perceptua! iearning, automatic attending,
and a genaral theory. Psychological Raview, 84, 127-190.

'-vsmpoon,:c. A, (1982, April). Speech 1/0 {in the cockpit: Plane to
pilot...pilot to plane. “Design News, pp. 1359=168.,

Sivian, L. J.. & White, S. D. (1933). On minimum sudible sound fields. The
Journal of the Acoustical Society of America, 3, 288-321,

Stevens, S. S., & Newman, B, B. (1936). The localization of actval sound
sourcas. American Journal of Psychology, 48, 297-306.

Stewart, G. W. (1922), The intensity logarithmic law and the difference of
phase effect in binaural sudition. Psychological Monographs, 3l, 30=44.

Tasaki, I. (1954). Nerve impulses in individual auditory nerve fibers of
guinea pig. Journal of Neurophysiology, 17, 97-122.

Thurlow, W. R., Mangels, J. W., & Runge, P, S. (1967), Head movements during

sound localization. The Journal of the Acoustical Society of Americs, 42,
489-491,

Thurlow, W. R., & Runge, P, S. (1967). Effect of induced heaad movements on
localization of direction of sounds. The Journal cf the Acoustical

Society of America, 42, 480-488,

Wallach, He (1940). The role of head movemerts and vestibular and visual

cuas in sound localization. Journal of Expsrimental Peychology, 27, 339-
168,

Warren, D. He (1970). Intermodality interactions in spatial localization,
Cognitive Psychology, 1, 114-133,

Watking, A. J. (1978). Psychoacoustical aspects of synthesized vertical

locale cues. The Journal of the Acoustical Society of America, ﬁ_3_, 1152~
1165,

Watkins, A. J. (1962), The monaural perception of azimuth: A syntheeis
approsch, In R. W. Gacehouse (Ed.), localization of Sound: Theory and
Application (pp. 194=206). Groton, CT: Amphora Press.

Weiner, P. M. (1947). On the diffraction of a progressiva sound wave by the
human head. The Journal of the Acoustical Society of America, 19, 143~
146,

225

fer= Ve b bew Andoy Bon hath bt s bep

'
ala gy & A gh  ava




Weinrich, L. (1982). The problem of front-=back localization in binaural
hearing. In O. J. Pedersen and T. Poulsen (Eds.), Binaural Kffects in
Normal and Impaired Hearing (Scandinavian Audiological Supplement No. 15,
py. 135-145),

,}lglsh, R« B», & Warren, D. H, (1983). lmmediate perceptual response to

interpendgory discrepancy. Pa_y’ghological Bulletin, 88, 638-667.

Werkowitz, B, (1981, May). Ergonimic congiderations for the cockpit
spplications of speech generation technology. Proceedings of the Voice-

Interactive Systems: Applications and Payoffs Symposium. Naval Air
Ei,v.‘clo’pmcnc Center. '

Wettschurack, R. G. (1973). The absolute difference limen of directional
perception in the median plane undar conditions of both natural hearing
and hearing with artificial-head-system, Acustica, 28, 197-208.

Wickeng, C. D, (1980), The structursp of attentional resources. In R.
Nickerson (&d,.), Attention and rformance (Vol. VIII). Englewood
Cliffs, N1 Erlbaunm, o

Wickens, C. b,, Sandry, D+ L,, & Vidulich, M. (1983). Compatibility and
resource compstition betwsen modalities of input, central processing, and
output., Human Factors, 23, 227-248,

Wilbanks, W. A, (1983)., Masking of the signsl for lateralization of tonas.
Bylletin of the Psychonomic Society, 21, 138-140,

Wright, D., Hebrank, J. H.,, & Wilson, B, (1974). Pinna raflections as cues

for localization, The Journal of the Acoystical Society of America, 56,
957=962.

Yoet, W, A., Wightman, r. L., & Green, D. M. (1971). |Lateralization of

filtered clicks. The Journal of the Acoustical Society of America, 350,
1526-1531.,

Zwicker, B, (1973). Temporal effects of psychoacoustic excitation. 1In A, R.
Moller (Ed.), Bagic Mechanisms {n Hearing (pp. 809-824). London:
Acadenic Tress.

Zwislocki, J. J., & Faldman, R, S. (1956). Just noticeable differences in

dichotic phase. The Journal of the Acoustical Soclety of America, 28,
860-864,

~ U B QOVEANMENT PRINTING DPFICE 008 . 148.001/40221

226




