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Software Support for Heterogeneous Machines 

Mario R. Barbacci 

Abstract. This paper describes a new research effort carried out jointly between the Software 
Engineering Institute and the Department of Computer Science at Carnegie Mellon University. The 
objective of the project is to investigate languages, methodologies, and tools for programming 
computer systems consisting of networks of heterogeneous processors. 

Typical users of these notations (and associated support software) will be the developers of 
real-time, computation-intensive applications such as those contemplated under the Strategic 
Computing Initiative. In particular, this research is being conducted in the context of the 
Autonomous Land Vehicle application, running on the Heterogeneous Machine being developed in 
the Computer Science Department. 

This paper provides some background on the nature of the problem posed by these applications, 
the opportunities presented by the emergence of heterogeneous machines, and the goals of this 
project. 

Introduction 

We are all familiar with traditional numerical computation applications that were concerned with 
the accuracy and performance of complex algorithms. They operated on simple data structures 
(e.g., scalars and arrays) and were implemented in some imperative language (e.g., FORTRAN). 
The appearance of list-manipulation languages in the late 50's gave rise to symbolic computation 
applications that were concerned with the manipulation of complex data structures (lists and 
plexes of different kinds). They were implemented in relatives of Lisp and derivatives of Algol 60. 
The hardware architectures, however, remained relatively constant for several decades, and a 
great deal of progress was achieved in the development of useful programming languages and 
environments. 

We are now beginning to build networks of heterogeneous processors whose users are con- 
cerned with allocation of specialized resources to tasks of medium to large size, executing 
concurrently.1 Heterogeneous machines (e.g., Figure 1) will have general purpose processors, 
special purpose processors, memory buffers, and switches which can be configured in more or 
less arbitrary logical networks. In addition, these networks will not be static, configured once and 
for all for a given application. The networks will be able to alter their configuration depending on 
the needs of a particular application. 

The Department of Computer Science at Carnegie Mellon University is building a heterogeneous 

'For our purposes, let's assume that a medium size task granule takes in the order of 100 times a basic synchroniza- 
tion operation. That is, we are not dealing with the minute level of concurrency provided by array processors (e.g., ILLIAC 
IV) or pipelined functional units (e.g., CRAY) but rather with the scheduling and management of larger chunks of 
computation, with commensurably larger resource allocation requirements. 



machine as a vehicle for research on high-performance computing. Research is also being con- 
ducted in vision processing (e.g., landmark recognition) and machine reasoning (e.g., path 
planning). These applications will depend on the large amounts of computing power that can be 
delivered by the proposed heterogeneous machine. The research described in this paper ad- 
dresses the missing link, namely, the development of languages and methodologies for program- 
ming the heterogeneous machine to exploit the coarse-grain, task-level concurrency available in 
the applications. This work is being carried out at the Software Engineering Institute. Exploring 
this task-level parallelism is a new direction in parallel processing. 
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Figure 1:  A Heterogeneous Machine 

1. The Nature of the Problem 

We expect that users of a heterogeneous machine will rely on libraries of painstakingly developed 
procedures to accomplish the common operations in their domain of application. On a high per- 
formance engine with multiple functional units, pipelines, and register sets, these procedures can 
be very difficult to write. However, this is within the reach of current compiler technology, and 
programming these engines is not the showstopper. 

The major source of complexity in the applications for which the new heterogeneous machines 
are being built (e.g., Autonomous Land Vehicle [DARPA 83]) does not come from the basic data 
operations (these are hidden in the node procedures) or the data structures (usually limited to 
arrays and records). The complexity comes from the communication patterns between the com- 
puting elements required to make effective use of the available resources. 



The writers of the application programs (e.g., top of Figure 2) must be familiar with the nature of 
the tasks performed by the processors (nodes in the graph) and the contents of the data queues 
(links in the graph) in order to program the applications. In general, the tasks will take different 
times to complete. The programmer must schedule the arrival of sufficient data to prevent star- 
vation of nodes but not schedule so much that queues overflow. Thus, an expert's knowledge of 
the application is required to select and connect the right resources to achieve some optimal 
performance. Applications might have additional requirements that might not be directly express- 
ible in terms of nodes, queues, and links. For instance, one requirement might be that some 
operation be performed twice as often as some other operation elsewhere in the graph in order to 
obtain some balanced flow of data. These requirements and constraints are part of the program 
and must be explicitly indicated. 

The efficient use of a heterogeneous machine requires, therefore, support for developing applica- 
tion programs organized as multiple, concurrent, cooperating coarse-grain tasks. The tasks in 
turn could be more tightly-coupled parallel programs executing on specialized processors such as 
systolic arrays. These two programming levels can be separated from each other. The writer of a 
library procedure that performs some basic computation [e.g., convolution, histograms, etc.] does 
not necessarily know the context in which the procedure will be used. The procedure executes 
on a processor that consumes data from input queues and delivers results to output queues. By 
the same token, the developer of the application does not necessarily know the details of the 
procedures running on the nodes. The procedures are treated like black boxes or primitive 
building blocks with predetermined, perhaps nominal, performance characteristics. 

2. The Nature of the Solution 

Suppose that the application programs are represented as graphs, with nodes representing the 
tasks, and links representing data communication. Programming the task associated with a node 
involves intra-node concurrency while making the nodes of the graph to work in parallel is 
inter-node concurrency. The intra-node concurrency problem has been thoroughly studied, and 
there are reasonably mature techniques for writing useful concurrent programs for intra-node 
computations on special purpose systems. However, the higher level, inter-node concurrency is 
not as mature or understood; this is the area of interest to us. 

As illustrated in Figure 2, a compiler for a task-level programming language will translate the 
application program into code for a virtual machine. The target "machine language" will consist 
of commands to be interpreted by a scheduler node. Typical commands include requests for 
data movements, data transformations, down-loading code to the computation nodes, invoking 
task, etc. It is the job of the scheduler to generate the appropriate low level control messages 
and route them to the processors in the system. 

Ideally, neither the language nor the compiler should make assumptions about the structure of 
the heterogeneous machine; this knowledge should be left to the scheduler. In practice, the 
programmers may need to know something about the hardware to perform application dependent 
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Figure 2:  Compilation and Execution of a Task-level Concurrent Program 

optimizations when they choose to do so. We are dealing, therefore, with (potentially) multiple 
virtual machine layers, organized in a hierarchy, and implemented by networks of message- 
passing "smart" resources such as processors, queues, switches, etc. The programmer will 
develop an application by specifying the operations (i.e., messages) to be earned out by the 
virtual machine level(s) deemed optimal for the application at hand. The range of abstractions 
provided by the virtual machines must be available to the programmer; this has obvious implica- 
tions in the language design. 

In this project we will address the following questions: How much information about the comput- 
ing engines (nodes) and the tasks running on these engines should be visible? How much 
information about the machine structure (in contrast to the program structure) should be visible? 
How much information about the data and control communication infrastructure should be 
visible2? 

*We distinguish between the control communication and the data communication networks The control communication 
is used by the processors and other resources of the heterogeneous machine to exchange messages of various kinds as 
they schedule (or reschedule) the computation tasks. The data communication network, on the other hand, is used to 
implement the data flow through the machine, and is likely to have higher bandwidth requirements. 



3. Project Goals 

The objective is to develop a specialized programming language for writing distributed programs 
with coarse-grain concurrency. Suitable constructs will be included in the language for specifying 
individual tasks, their attributes, relationships between them, and preferred host processors for 
task execution. In general, language features will be designed in concert with the intended users 
and the hardware designers. The users will drive the design of the features needed to express 
task level programs. The designers will provide information about the hardware capabilities. 
Since the hardware design is taking place concurrently with the design of the language, the 
former is likely to be affected by the latter (i.e., language features needed to support the applica- 
tions might require the implementation of appropriate hardware features). 

The task-level, data-flow notation described appears to be a promising start in this direction, 
especially for signal processing computations where data continuously flow from input nodes to 
output nodes. There is a reasonably large body of literature on this subject, and we are studying a 
number of existing language models. Given the nature of the problem, dataflow languages such 
as ID [Arvind 78a; Arvind 78b] and VAL [Ackerman 79; Dennis 79] come immediately to mind. 
However, the applications are likely to require more flexibility than a pure dataflow model: We 
need to specify computations on streams of data as provided in Lucid [Ashcroft 77; Wadge 85]. 
In addition to the data flow operations, the applications require the specification of task 
synchronization, task control, and graph reconfiguration under a variety of conditions. To satisfy 
these requirements notations such as path-expressions [Campbell 74a; Campbell 74b] might be 
more appropriate. 

Programs in the task-level programming language will be compiled into sequences of task invoca- 
tion and data communication operations. The first part of the problem to be tackled is the defini- 
tion of the basic language concepts: the operators and operands used to program the machines 
at the task level, ignoring the languages and support tools needed to program the basic tasks 
executing in the computation nodes. The design and implementation of the language and as- 
sociated tools will be an iterative process, developing virtual machines to execute the task level 
programs. The first version of the system will provide a simple language, allowing for direct 
control of the physical resources (the lowest level "virtual machine"). The emphasis will be in 
obtaining early feedback from the users. Later versions of the system will incorporate additional 
application requirements (e.g.,, perhaps better user interfaces.) and multiple virtual machine 
layers. The abstractions provided by these machines will allow optimizations at the appropriate 
levels by both the users and the compiler. 

4. Conclusions 

This effort started in January 1986. In the interim, we have been studying existing language 
models that could be suitable as starting points for the development of a task-level concurrent 
programming language. At the same time, we have started the design and implementation of a 
prototype heterogeneous machine (to be operational by the Fall of 1987) and are building a 
simulator to debug both the language and the hardware design. 
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