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Silhouette construction with the theorems is demonstrated by examples of
silhouettes of complex curved surfaces. Applications to the reconstruction
of object shapes from silhouette measurements and to the recognition of
objects based on their silhouettes are suggested.
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Abstract

- In this thesis, a new theory analyzing the relations between 3-D convex objects
and their silhouettes in orthographic projections is presented. The theory is based on
three new representations of 3-D surfaces in terms of scalar, vector and tensor func-
tions on the Gaussian sphere, and the matching representations of 2-D curves by func-
tions on the Gaussian circle. The key advantage of these representations is that a slice
through the spherical representation of a 3-D object is closely related to the circular
representation of the silhouette of the object in a plane parallel to the slice. This rela-
tion is formalized in three Silhouette-Slice theorems, which underline the duality
between silhouettes in object space and slices in the representation space. These
theorems apply to opaque objects and have a conceptual similarity with the
Projection-Slice theorem, which applies to absorbing objects.

Silhouette construction with the theorems is demonstrated by examples of
silhouettes of complex curved surfaces. Applications to the reconstruction of object
shapes from silhouette measurements and to the recognition of objects based on their

.silhouettes are suggested.
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Chapter1
* Introduction

* - Visual information is the prime communication medium for humans. Analysis of

this visual information and of its processing is important and serves multiple pur-

poses. Visual information generally consists of images of scenes in the three-

dimensional world projected on two-dimensional surfaces such as paper, film, video

screens or the human retina. Information intrinsically contained in these images ;s

best characterized by regions with intensities, colors an(-' texture, and discontinuities
between these regions. On the other hand, scenes are better described by the sets of

objects present in the scene, shapes, surface properties and spatial arrangement of these
d objects and the illumination of the scene. Substantial work has been accomplished in

studying the relations between scene properties and image properties. Theories

* developed so far have permitted for example, the development of systems for syn-

thesizing realistic images, for enhancing images. and for recognizing objects in images.

In most theoretical analyses of the relations between scenes and images, only one

or a few image properties are related to their correspondent properties in the scene. In

addition, assumptions are made which decouple these relations from other effects. The

decoupled problems are amenable to analysis, and their solutions are often found

valuable outside the simplified context. The present thesis follows this approach by

considering only relations between silhouette shapes in images and object shapes in-, the

scene.

1.1. Silhouettes

The word "silhouette" is generally used in two similar senses. The first

corresponds to portrays or scenes depicted as outlines filled in with black. whereas the

second corresponds to just the outlines themselves; see Fig.lI I. Clearly, these two con-

cepts a.re closely related, and it is easy to transform one form into the other. For the

sake of clarity, we have decided to use the word "silhouette" for The outline only, and

the expression "filled-in silhouette" for the outline filled-in with black. Mlore pre-

cisely. the silhouette of an object in an image will refer to the curve which outlines

the image region covered by the projection of the object.

-10-



Fig.1.1. Silhouette as a) a filled-in outline, b) an outline. (f rom[i.

Among a variety of features which can be identified in an image, silhouettes are

known to convey a strong perceptual content for humans [2, 31. For example. most of

us recognize without difficulty the various animals represented by filled-in silhouettes

in Fig. 1.2. In this thesis, a new theory is developed to relate shapes of silhouettes to

shapes of the corresponding 3-D objects.

1.2. Three Basic Problems

Although the initial motivation for our work came from the domain of machine

vision, relations between objects and silhouettes can be exploited in a variety of con-

texts. A majority of the applications are closely tied to one of three basic problems.

namely silhouette construction, reconstruction f rom silhouettes and recognition from

silhouettes. These -three basic tasks are now outlined as a motivation for the analysis

of object-silhouette relations.

The first problem is that of silhouette construction f rom a description of the 3-D

shape of the object and the imaging geometry. This construction is required for exam-

pie for the synthesis of blueprints from 3-D object models. Presently, most synthetic

* renditions are in the form of shaded images. For these, silhouette construction is not

explicitly required but can be used for anti-aliasing processing or for outlining areas to

be covered by surface painting processps.

)V
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I..

Fig. 1.2. Filled-in silhouettes of animals (f from 1 )

The second problem is that of reconstructing the shape of a 3-D object from

~~silhouette data. It is easy to see that the reconstruction of the shape of a 3-D object "

from one silhouette is largely underconstrained. Reconstruction of general shapes is

,.' possible only when multiple silhouettes are available for processing: this occurs in ',

some examples of medical imaging and non-destructive testing, and for vision systems -

" ~where several views of the object are available [41.

The third problem is that of 3-D object recognition from silhouette data. A"

silhouette recognition system would exploit silhouette diata obtained from an image, ,

'Ob %

54
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and compare this with a description of the 3-D shape of a known object. The system

must determine if there is evidence in the silhouettes suggesting the presence of the

given object in the imaged scene, and estimate its position and orientation in the scene.

A large number of solutions to this problem have been proposed for the case where the

viewing direction relative to the object is known a-priori. In that case, the silhouette

can be precomputed up to a rotation and a translation in the image plane, so that the

matching process is greatly simplified. When there is no a-priori estimate of object

.1' orientation relative to the camera, the same object can produce very different

* - silhouette shapes, and the problem is much more complex.

1.3. Previous Work on Silhouettes

Previous approaches to silhouettes are briefly sketched here: they will be dis-

cussed in greater detail in Chapter 2. Most algorithms presented in the past for solv-

ing the problems mentioned in the previous section have been based on the well-

known relation between coordinates of points in the scene and coordinates of their

projection in the image [5]. In order to relate object shape and silhouette shape. this

relation must be combined with the knowledge of which points of the object in the

scene are projected onto the points of the silhouette in the image. Silhouette analvsis

* based on projections of points is satisfactory for the development of many computer

graphics algorithms, has helped to develop methods for reconstructing objects from

silhouettes and methods for recognizing block objects from their silhoueltes. How-

ever, there are several drawbacks in the classical formalism. First. the classical

method does not explicitly analyze the relation between curved 3-D shapes and their

silhouettes. Shapes of generalized cones have been related to the shapes of their

silhouettes [6], but these relations are approximate and apply To simple generalized

cones only. Second. the classical method does not easily support intuitive reasoning

when several object points are related simultanesoully to the corresponding silhouette

points. Third, no intermediate representation has been proposed where information

Irom different silhouettes is readily combined. Finally the relations between

silhouetle points and object points must be supplemented by various ad hoc arguments

to solve diff erent problems.

%, %.¢." ""-
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Deficiencies of the clssical silhouette theory are most severe for the problem of

recognition, but the other two application areas can also benefit from new results on

,* silhouette analysis.

1.4. Thesis Overview

Solving any of the thre basic problems described in section 1.2. requires a good

understanding of the relation between the shape of a 3-D object and the shape of its

silhouette obtained for any given viewing direction. In this thesis, we present new

representations for objects and silhouettes, and the relations between these representa-

tions for corresponding object-silhouette pairs. Specifically, silhouette curves will be

represented by functions on the Gaussian circle, and object surfaces by functions on

the Gaussian sphere. The functions describing these shapes are chosen in such a way

that the relation between object functions and silhouette functions is particularly sim-

ple. The representation ol a given silhouette is simply related to a slice of the

" . representation of the object on the sphere. The new theory hence relates silhouettes of

objects to slices of their representations, and the theorems formalizing these relations

have been named "Silhouelte-Slice" theorems.

The theories presented in this thesis apply to the case of orthographic projection

only, and are initially developed for smooth strictly convex objects, such as the super-

quadric in Fig.l.3. Although the class of smooth convex shapes is somewhat res-

tricted, the theorems will be extended to cover objects with corners, edges and flat

components, which include convex polyhedral objects such as in Fig.l.4. As a conse-

quence, the same theories are capable of analyzing silhouettes of curved objects and of

tV

a) b)

Fig. 1.3. Superquadric and its Silhouette for the Viewing Direction V.

p.,. m
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a) b)

Fig. 1.4. Cube and its Silhouette for the Viewing Direction i.

polyhedral objects. Furthermore, some of the results are applicable to non-convex

objects sucii as the torus depicted in Fig.1.5. However, silhouettes of non-convex

objects may contain singularities such as inflections and cusps which are not well

analyzed with the Silhouette-Slice theorems, but which have been studied in detail in

other work [7, 8, 91. Finally. the scope of the results can be extended considerably

when Boolean combinations of objects are considered. Indeed, combinations of simple

primitives such as the superquadric in Fig.l.3 have been shown to adequately model

complex objects [10].

The new theorems allow the derivation of closed form expressions for the

silhouetles of complex 3-D shapes, when these are defined analytically. In addition to

these mathematical relations between silhouette and surface shapes for the class of

PV
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Fig.1.5. Torus and its Silhouette for the Viewing Direction V.,5.a b
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objects of interest, the new theory also provides an elegant qualitative interpretation

of these relations. The framework of the Silhouette-Slice theorems is well suited to

develop an intuitive understanding of the relations between silhouette shape and

object shape. The representations proposed for 3-D shapes can be thought of as inter-

*: mediate representations in which information from silhouettes corresponding to

different viewing angles is readily combined. Finally. the representations of an object

by functions on the sphere can be interpreted as a compact representation for the set of

all the silhouetles of 1he objecl.

1.5. Thesis Organization

The second chapter of the thesis reviews some earlier work on silhouettes in the

context of the three basic problems outlined in section 1.2. As object modeling plays

an important role in tht' andnysis of relations between object shape and silhouette

shape in general, and in the analysis presented in this thesis in particular, previous

* work on that subject is also reviewed.

Chapter 3 reviews some basic concepts of analytic and differential geometry. In

addition to the review of classical concepts, a number of original geometrical concepts

are presented. The first is the definition of an invariant measure of surface curvature.

The second concept is the definition of local reference directions at each point of the

Gaussian sphere, in order to support the discussion of object functions with vector and

tensor values. Finally, a relation is proposed between representations of normals with

gradients in a Monge parameterization on one side and with coordinates on the Gaus-

sian sphere on the other side.

In Chapter 4, the classical approach to silhouette construction is reviewed. This

' approach consists of a two-step process. where the first step is the selection of object

polnls which contrihuic io the silhouette, and the second step is the proleclion of these

points. This approach is illustrated in the case of a simple object. a cone. The

equivalent formalism is also presented in the dual space of tangents. For both

- methods, surface normal orientation is shown to be the key parameter to silhouette

construction with orthographic projection. This conclusion motivates representations

of objects and silhouettes where normal orientation is explicit.

%,t
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Chapters 5 and 6 present the major developments in this thesis. A set of

representations is developed for 2-1) curves and for 3-D surfaces, with the relation

between these representations for an object-silhouette pair.

Chapter 5 introduces three different representations for the shapes of 3-D object

surfaces and for the shapes of 2-D silhouette curves, as functions on the Gaussian

sphere and on the Gaussian circle respectively. All three representations are unique

and uniquely invertible for objects in the class of interest, and are explicitly phrased

in terms of normal orientations. A close parallel is followed in the discussion of the

representations in 2-1) and 3-1).

Chapter 6 presents three theorems expressing the relations between corresponding

silhouette circular functions and object spherical functions. A unified proof method is

presented for the three theorems corresponding to each of the three representations.

The spherical transforms of 3-D objects are also interpreted as compact representations

of the set of all their silhouettes.

Chapter 7 extends the theories presented in Chapter 5 and 6 to the case of object

surf aces with edges. corners and planar faces.

In Chapter 8, examples of' silhouette construction with the Silhouette-Slice

theorems are provided. Other applications of the method are suggested, such as a stra-

teczv f or reconst ructing objects from silhouette data, and the principles of a recognition

scheme for silhouettes.

Finally, Chapter 9 concludes by summarizing the key contributions of this thesis

and suggestinF directions for future work.



Chapter 2
Literature Review

In this chapter, previous work on silhouette analysis is reviewed. As no general

framework previously existed for this analysis, much of the work on silhouettes pub-

lished in the literature is found in application areas and considers relations between

object shape and silhouette shape only in the context of particular tasks. Literature is

most abundant for the problem of recognition, but it is also instructive to consider

how silhouettes have been handled in other application areas. The first part of this

chapter examines existing approaches to the three basic problems outlined in Chapter 1.

In order to relate silhouette shapes and object shapes, it is necessary to base the

relations on some description of the shape of the object surfaces. Therefore, surface

modeling procedures play a central role in any analysis of the silhouette problem. In

addition, one of the key contributions of this thesis is a set of surface representations

for which the relations between objects and silhouettes are greatly simplified. The

second part of this chapter reviewvs previous work on surface modeling, with special

emphasis on the relations between the proposed representations and the shapes of

silhouettes.

2.1. Literature on Silhouettes

2.1.1. Construction of Silhouettes

* Most examples of numerical evaluation of silhouettes are found in the synthesis

of images in the field of computer graphics. Several references, such as 111, 121, pro-

vide a good introduction to the field. The synthesized image can take different forms.

such as wirefrarne diagrams, blueprints, or shaded renditions. In the case of blue-

* prints, the output image consists of lines and curves representing creases in the object

surface and silhouettes of the object and of its parts. For this type of output, explicit

silhouette construction is necessary. In the case of shaded images however, explicit

construction of' silhouettes can be avoided, as they are implicitly generated on boun-

daries of rendered surfaces. Although explicit construction of the silhouettes is not

indispensable for the synthesis of shaded images. it can be useful for example in the
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elimination of jagged outlines, known as anti-aliasing processing. In the synthesis of

both shaded renditions and wireframe drawings, silhouettes can also be used to deter-

mine a-priori which regions of the image will be covered by which objects. With this

information, the rendition can be divided into several processes without risk of

interferences if the processes are run in parallel. Silhouettes can also be useful for the

rendition of shadows. The determination of the shadow of an object on a planar sur-

face is equivalent to the determination of a silhouette of the object for an appropriate

imaging geometry [131. Results obtained for silhouettes are hence immediately appli-

cable to shadows. In summary. the construction of silhouettes is used or has a poten-

tial for use in several facets of image synthesis.

Computer graphics is a relatively mature field, and some silhouette construction

methods are well known. Most of these are based principally on the relation between

coordinates of points in the scene and coordinates of their projection in the image

plane: these relations are nicely illustrated in the context of graphics in [5]. In addi-

lion to the relation between point coordinales. the exact shape of the silhouette

"" " depends on which points of the object are projected onto the points of the silhouette:

this sel of ohject points is referred to as the silhouetle generator in this thesis.

Methods for determining the silhouette generator depend on the type of representation

for the objects. In the case of polyhedral objects. the silhouette generator is the set of

all edges touching a face oriented towards the eye position and a face oriented away

from the eye position. The selection of this set of edges usually requires a search

-! through all the edges of the polyhedron. Objects with curved surfaces are often

described as collections of curved surface patches, such as segments of spheres.

cylinders, general quadrics. superquadrics, Bezier patches, B-spline surfaces ... In this

case. the silhouette is a 3-D curve containing all the points where the viewing rays are

grazing the object surlace: this curve is lwisled in general. For quadrics and some

higher order surfaces, closed-form expressions have been determined for the silhouette

generator and for the silhouette itself. For other surfaces, accurate approximations

have been proposed.
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2.1.2. Reconstruction from Silhouettes

In a significant number of cases, images contain little more information than the

silhouettes of the imaged objects. This arises for example in some nondestructive test-

ing x-ray images. in images of backlil objects, and in some range images [14, 15). 1 is

often desirable to estimale the 3-D shape of the imaged objects in those circumstances.

It is intuitively obvious that a large number of different 3-D objects could have gen-

erated any given silhouette, so that reconstruction of a 3-D object shape from the

shape of one silhouette is ambiguous. Several ways have been proposed to reduce or

resolve this ambiguity, e.g. by considering restricted object classes, by using more than

a single silhouette, or by applying regularization methods. previous work on these

three facets of reconstruction from silhouettes is now reviewed.

Exact reconstruction of a 3-D shape from one silhouette can be guaranteed only

by considering a restricted class of 3-D objects. An interesting class which has been

considered is the class of axisymmetric objects. For these objects, the silhouette con-

* struction is invertible in the absence of self-occlusions, for known object orientation.

However, the orientation of the object axis is usually unknown a-priori and must be

estimaled from the image data. Methods have been proposed for estimating this orien-

tation from the shape of the silhouette of the object base. or from a self-shadow on the

*: object image [13]. In a recent paper, the author has proposed an alternative method

based on the .Silhouetle-Slice theory, for determining the orientation of the axis 116].

A second approach to the reconstruction of object shape from silhouette data is to

consider the problem as improperly posed and to apply regularization techniques [17].

A unique shape estimate is obtained by maximizing some smoothness constraint while

matching the observed silhouette. Strong constraints are imposed by the silhouetle
observations when object surfaces are assumed to be continuous along the silhouell.

generator. so that the surf act must be tangent to the viewing rays corresponding to tlit
silhouette. The object surface orientation is uniquely determined at these points by P

* the silhouette orientation in the image and by these viewing rays. Reconstruction

* results obtained with this method seem to be in acceptable agreement wilh the human

* perception of shape from silhouette images.

Complet, and accurate reconstruction of 3-D shapes from silhouelle data is possi-
ble for a large class of objects, when multiple silhouettes are available. A well-known

p p'..



-21-

solution to this problem consists of first considering, for each projected silhouette, the

object outlined by the corresponding viewing rays. This object, relerred to as the

extruded silhouette by some authors. is a prism for parallel projection, a generalized

cone for perspective projection. The orientation of each extruded silhouette in a world

reference frame can be determined from the imaging geomelry for the corresponding

silhouelle so that all extruded silhouettes can be combined in the world reference

frame. Ariong all objects with shapes consistent with the measured silhouettes, the

intersection of all these extruded silhouelles is ih( objeci with the largest volume.

This maximial volume object can be considered as an esliiiale of the object shape.

lmplemenlat ions of this reconstruction proxedurr are discussed in [4, 181.

2.1.3. Recognition from Silhouettes

' Object recognition from image data is a major concern in the field of machine

vision. Several books. such as [19. 20. 21], provide a good introduction to the field.

Silhouelles are imnporlanl features in images of objecls, so lhat substantial research has

been accomplished in the area of recognition from silhouette data. A summary of

some important published research on this topic is sketched below.

Whereas objects in a scene are generally three-dimensional. their silhouettes in

.4 images are necessarily two-dimensional. As a result, object shapes can not be directly

related to the shape of their silhouettes. Several strategies have been proposed to cir-

cumvent ihis apparent mismatch. The first approach consists of precompuling

silhouettes for the known objects and performing the match at the 2-D level. In the

second approach, only planar objects or planar object parts are considered, but their

plane is not required to be parallel to the image plane. The third approach consists of

first processing the observed silhouette to estimate the shape of the corresponding 3-D
4-. object, then performing The match al the 3-D level. The lourth approach consists of

devising judicious models for both objects and silhouettes so that the match can be

performed between features of these niodels. Most algorithms proposed for recogni-

lion from silhouelles can be related to one of the above classes.

Systems which compare the observed silhouette with synthesized silhouettes

must perform malhes between 2-1) outlines differing by only translations and rota-

lions in Thcir plant. Numerous melhods have been proposed for performing this

;*u'



-22-

operation on complete silhouettes [22- 30]. However, these methods require the

knowledge of the correct 3-D object orientation and work well only when this orienta-

tion can be estimated a-priori. Otherwise, a large number of orientations must be tried,

requiring matching and either computation or storage of large numbers of silhouettes

for each object in the data base. These requirements may easily become excessive for

medium to large object data bases.

When only planar objects are considered in the scene. the object outline is related

to the observed silhouette by an afline tran-sformalion. A method has been proposed to

characterize planar obiects by features invariant in affine transformations [31]. With

this method, general polyhedral objects can be recognized by building a separate model

for each planar face and matching each of these to image features.

A different strategy consists of first performing an approximate reconstruction of

the 3-D shape of the object using procedures similar to those described in the previous

section. The reconstructed shape is then matched with known object models. When a

restricted objeci class can be hypothesized or when a large number of silhouettes is

available, accurate reconstruction of the 3-D object shape is possible, and the problem

becomes one of 3-D shape matching. When the approach is applied to a singl,

silhouette with no constraints on the 3-D shape. the information is insufficient to accu-

ralely reconstruct the 3-D shape so that this strategy is difficult to implement. Work

has been done on qualitative estimation of object shape from silhouette data, and on

the use of this informal ion for recognition (see I or example [32. 331).

A number of systems have been reported where nontrivial 3-D object features are

compared lo 2-I) silhouette features,. tvo characteristic examples are described here.

The first example is given by the ACRONYM syslem [341. where object features are a

collection of generalized cones which describc the object shape. These features have
"ribbons" for silhouctles and 1ht relations bel wcen corresponding cone/ribbon parts are

readily evaluated. A parsing mechanism converts each measured ribbon into sets of

inequality constraints on the parameters of corresponding object cones. These con-

straints are rollected and the inatching is converted into a decision procedure for the

large resulting set of inequalities. Success of this approach is partially linked to the

astute choice of (ones and ribbons, a set of corresponding features which judiciously

relate silhouelle information to object information. The second approach considered
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here consists of extracting edge features from both the silhouette and the object and of

performing the match based on these edges. Goad proposes a fast implementation of

this procedure [35). In this case too, the choice of features is appropriate since relation-

ships between image edges and object edges are straightforward.

In many of the approaches discussed above, the measured silhouette must be com-

plete. If part of the silhouette is missing, recognition can be much more conplex.

Missing silhouette parts may be due for example to occlusions in the scene or segmen-

tation errors in early processing of the image data. Although recognition of 2-D

objects has been demonstrated in cases of partial occlusion, for example in [36], the

*' problem of 3-D object recognition from partially occluded silhouette data still requires

substantial work.

In addition to the work presented above which is intrinsically related to applica-

lions, some more general analyses of silhouettes have been presented. Shafer reviews

-.some basic silhouette construction methods. referred to as "classical" in this thesis, and

draws a number of conclusions I or the analysis of silhouettes of generalized cones [13].

In other work. Koenderink has considered the relation between characteristic events on

the silhouelle curv, and corresponding surface features [7]. His work is the only

reference known to the author where relations between shapes of surfaces and shapes

of their silhouelles are analyzed in delail. fie independently discovered the dual of

Euler's theorem [33] presented in Appendix 3.

.
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2.2. Literature on Object models

This section gives a brief overview of modeling methods for 3-D shapes and their

consequences for silhouette analysis. Quite different approaches to modeling must be

followed, depending on whether the models are used for synthesizing or for recogniz-

ing shapes. Modeling methods intended for synthesis are used in CAD/CAM systems,

and the theories are covtr& in le1fs such as [37, 38]. Modeling for recognition is

addressed in texts on computer vision and in a number of articles such as [39, 40]. As

models for synthesis pertain io silhouette toastruction and models for recognition per-

lain to recognition, both aspects of modeling are addressed here. Since silhouettes

depend only on the exterior surfaces of objects, modeling methods specifying the inle-

rior of objects such as constructive solid geometry or solid patches are not addressed

here.

The synthesis of a complex shape usually starts by breaking up the surface into

simpler parts (surface patches), then independently describing each part by some V.

atomic surf ace elemenl using a limited number of parameters. Basic elements include.

in order of increasing complexity, planar facets. segments of spheres, cylinders, cones,

quadrics, supcrquadrics and parametric surfaces such as Bezier patches or B-spline

patches. In order 1o determine silhouettes of the synthetic shapes, closed-form expres-

sions are desirable for the silhouettes of the set of basic element types.

When defining a model for the shape of a given object by the above method, it is

generally attractive to position the element boundaries at some meaningful surface

boundaries, although this is not necessary. It is usually possible to define or closely

appro\imale the same shape by several different descriptions. In the field of machine

vision however, careful allenlion is paid to the uniqueness of the represenlatiQn of the

oh t-cls. l)iticull issucs arisc in recognition when the same shape can be described by

(ificrent rcpresen! ions.I chrefore. represenlalions used for shape synthesis are usu-

ally not appropriate as such for recognition applications.

In some early machinc vision systems, 3-I) objects were represented by 2-D views

corresponding lt di fierent aspects. ]he ma or problem of this method is the large

number of diffe-nl views required for describing each object. Although 3-D represen-

lalion , ar( now generally preferred. interesting approa(hes based on 2-D renpresenla-

lions are still proposed 11]. Analysis of complcx silhouelles such as the ones in

.
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*.2 Fig. l.2 is difficult because natural objects such as these animals have extremely corn-

plex and variable shapes. Analysis of their silhouettes requires the combination of an

understanding of image processing and geometry on one side, and of representation

mechanisms for the structure of complex shapes on the other side. Some authors in

the computer vision community have adopted a representation of 3-D objects in terms

of generalized cones [6, 13, 19. 34,. 42]. These models are viewpoint independent and

are well adapted to the representation of complex shapes. When applied to silhouette

analysis. the proposed method is attractive because silhouettes can be approximately

predicted by a simple method for a large class of generalized cylinders. There are

however a number of drawbacks lo modeling with generalized cones. Generalized cone

models are not always unique and. for complex surfaces, the usual approximations

involved max lead to incorrecl conclusions [43].

A very difleren tnodeling approach is taken by Horn with the Extended Gaussian

Image [44]. 1 he Exltndcd ;aiUssian linage represents a complex shape in one step,

specil ying the shape by a scalar function on the Gaussian sphere. The value of the

function on the sphere defines the inverse Gaussian curvature of the surface at the

corresponding point of the object. This representation is known to be complete anda,.
unique for convex objects. An algorithmic inversion has been proposed and its imple-

/..': mentation reported in [45]. The Extended Gaussian Image combines information

related to diflerent viewpoints !n an elegant waxy. I1 has been successfully used in

_ ~:recognizing and positioning 3-I) objects [40). 11 will be shown in this thesis that the

-'. Gaussian mapping greatly simplifies the selection of silhouette generator points. How-

ever. the Gaussian curvature of the object is not related to silhouette properties in a

straightforward way, a fact that makes the Extended Gaussian Image inappropriate

for work on silhouettes.

2.3. Conclusion

To summarize our analysis of the literature on silhouettes, we notice that work

published on silhoueltes suflers I roni the lack of a basic theory which would suinmar-

ize most of the individual results. In addition, a detailed analysis of the relation

between complex curved shapes and their silhouettes has not been presented. Finally,

our survey of classical modeling techniques revcals 1hal silhouette shapes cannot

L%...........................................
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usually be related to the 3-D representations. This thesis tries to overcome these

deficiencies by contributing a basic theory of silhouettes for objects with curved sur-

faces. It will be shown that the theory based on curved surfaces can be easily

extended to surfaces with edges, corners and planar faces, so that the same theory can

be used in many situations.

The new theory is based on a set of three new representations for the shape of 3-

D surfaces. and the corresponding representations for planar curves. The new object

representations presented in this thesis retain a basic concept of the Extended Gaussian

J Image. namely the descriplion of object shapes by functions on their Gaussian sphere.

The functions used in the represenlations proposed in this thesis specify points.

tangent planes and complete curvalure of the object surfaces. These functions are

easily related to the corresponding functions for silhouettes corresponding to any

viewing direction. Some of the functions on the Gaussian sphere are substantially

more complex than the the I unI ion represented in Extended Gaussian Image function

and require the definition of VtClors and tensors at each point of the Gaussian sphere.
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NChapter 3
pBackground

In this chapter, the framework in which the silhouette analysis will be developed,

is reviewed. As silhouettes refer 1o outlines of image projections, the study of

_ silhouette shapes is equivalenl to the study of the shape of closed curves. A key issue

addressed by this thesis is the relation between silhouette shapes and shapes of the

corresponding objects. Opaque objects are completely determined by their bounding

surface so that object shapes are equivalent to shapes of closed surfaces. It will hence

be possible to phrase the relations between object shapes and silhouette shapes in terms

of curves and surfaces. Both curves and surfaces are sets of points which can be

specified by expressions for their coordinates in appropriate frames. These sets will be

analyzed in this thesis with tools from analytic geometry and differential geometry.

-,-- .: Basic concepts from these fields are reviewed here, and notations used throughout the

thesis are defined.

In the first seclion, geometry of points, lines and planes is reviewed. Coordinates

are defined for these elements and effects of transformations of axes on these coordi-

nates are studied. Specification of the imaging projection is addressed. Relations

between coordinates of points and planes in the scene and the coordinates of their pro-

jections in the image are developed.

In the second section, the geometry of curves and surfaces is reviewed. Represen-

tations in terms of global parametric equations and in terms of local Monge parameter-

izations are discussed. Curvature is defined in terms of a Taylor expansion of the

Monge parameterization. For curves, the resulting definition is identical to the classi-

cal curvalure k , which is also the inverse of the radius of curvature p k- 1 . In the

case of surfaces however, our method defines curvature by two new invariant tensors

which are inverses of each other, and will be denoted here as the tensor of curvature

-A and the tensor of radius of curvalure.

In the third section, the Gaussian mapping is reviewed, and definitions of

silhouette and object properties in terms of functions on the Gaussian sphere and on

the Gaussian circle are proposed. Geographical coordinates on the sphere are
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introduced, and representations of vector and tensor valued functions on the sphere

are formally addressed. Finally, the global definition of normal orientations on the

Gaussian sphere is related to local definitions in terms of Monge parameterizations.

In our review of concepts of geometry, it will often be useful to develop the

arguments in the simpler case of two dimensions first, and to use this formulation to

introduce the more complicated case of three dimensions. However, for some problems

which are essentially meaningful in three dimensions only, the case of three dimen-

sions is analyzed first.

A pragmatic approach is followed through this chapter. More rigorous accounts

of differential geometry are provided in textbooks such as [47, 481.

3.1. Geometry of Points

3.1.1. Coordinates of Points and Vectors

-. Cartesian Coordinates (x ,z) and (x ,jz ) are used for the representation of

points in 2-D and 3-1) respectively; see Fig.3.1. Axis orientation corresponds to a

counterclockwise rotation from Ox to Oz in 2-D, and to a right-handed trihedron in

3-D. Vectors are denoted as Z = ( z )T and -= ( x v ) The notations nI and

n are reserved for vectors normal to a curve and to a surface respectively. Unit vec-

tors are denoted as, for example, !, for a unit vector along X in 2-D. and 1, for a

unit vector along n in 3-D.

We have chosen the letters x and z to denote the axes in the plane instead of the

usual x and y to emphasize the relation between the vertical axis z in 2-D and 3-D.

4.

Z X

X X
V Z~Y

Fig.3.1. Cartesian Coordinates in 2-D and 3-D.
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3.1.2. Tangential Coordinates

Tangential coordinates, also referred to as dual coordinates, will be considered for

the characterization of lines tangent to a silhouette and planes tangent to an object.

These coordinates are discussed in some detail here since no reference consistent with

our notation could be Iound. Additional material and insight can be found in [49].

Curves and surfaces are usually des-.ribed in terms of their points and the coordi-

nates of these points. However, it is also possibit to describe curves and surfaces by

the sets of their tangents; these descriptions will be referred to here as tangential

representations. Tangential representations require the definition of coordinates for

lines and planes. As in the case of points, coordinates for a tangent ( a line or a plane )

represent the position of this element relative to a system of axes. One set of coordi-

nates used in this text to specify tangents is the set of inverse intercepts with the axes.

In 2-D, a line intersecting the axes at (l/kx O) and (Ol/k,) will be given coordinates

(X ,X w ) and a plane intersecting the axes at (0/k, 0,0), (O,1/k w ,0) and (0,0,l/X_)"

will be given coordinates (KX ,X\.:,X ); see Fig.3.2. These coordinates for lines and

planes will be referred 1o as Cartesian tangential coordinates in this text. They can be

viewed as coordinates of elements (lines and planes) represented by points in an other

space, which will be referred to here as the tangential space; this space is isomorphic to

the dual space. Elements in the tangential space can be referred to by sets of coordi-

nates or also by vectors in the tangential space, X= (k, Xz )" in 2-D and

= (X, X ,. X_ in 3-D.

It is sometimes useful to consider a different set of coordinates for elements in

tangential space, which will be referred to as polar tangential coordinates. For both

lines in 2-space and planes in 3-space, the polar coordinates specify the distance p to

the origin and the normal orientation. Orientations are specified in 2-D by the polar

angle 0 and in 3-D by the longitude 6 and latil ude -q: see Fig.3.2. The conversion from

polar coordinates (p q.) to Cartesian coordinates (kX ,X. ) of a line in 2-D is given by

X, = cosi /p -
(3.1)

%= sin%4/p
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xz

xx x

PX , 7

x

Fig.3.2. Tangential Coordinates.

The corresponding relations between 3-D Cartesian coordinates (X .Y , ) and polar

coordinates (p , )for a plane are given by

,Kx cos~cosr1/p

= sinscosr1/p (3.2)

= sinr/p
a

Points of a line with tangential coordinate veclor K have coordinates which

satisfy

x k, +y X. = 1 ,also written XT X= 1 (3.3)

The vector X in tangential space defines a line in poinl space which is perpendicular to

X considered as a vector in poini space. Similarly, the equation for points of the plane
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with coordinate vector K (kx KY , ) is given by

x , + VX +z X- = I ,also written jT -X= 1 (3.4)

The equation for points on a line with polar tangential coordinates (p ,q) is given

by

x cost + v sinp = p (3.5)

which is sometimes referred to as the normal equation of the line. Points of a plane

with polar tangential coordinates (p , satisfy the equation

x cos~cosr7 + y sin~cos1 + z sini = p (3.6)

which is referred to as the normal equation of the plane.

3.1.3. Transformations of Axes

Coordinates ol points, lines and planes depend on the choice of a system of axes.

The saine physical point, line or plane is described by different sets of coordinates in

two sets of axes. Relations between these coordinates are investigated in this section.

Three systems of axes will be considered in this thesis for the description of

curves and surfaces: these systems will be referred to as global, rotated, and local

axes. The local axes are rotated and translated with respect to the global axes: they

are centered at PO. I he rotated axes are parallel to the local axes but centered at the

origin of the global axes. The three systems are sketched in Fig.3.3, for both 2-D and

3-D space.

3.1.3.1. Transformations for Point Coordinates

Denoting coordinates in rotated axes by the subscript R. coordinates in local axes

by the siibscripl I and coordinates in the global axes by symbols withoul subscripts.

__ the various coordinates in 2-D are related by

-. 4
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- Xl ZI

R XR

Po  R 7 Y

- 7' YR

X

'IV

o y

Fig.3.3. Global. Rotated and Local Syslems of Axes

x costpoI -siltJ XR

sino() COSoJ o  :R

2f=G(, 0 ) rR (3.7)

z= I + coSqhi ::t:R - -( o) R

-Xo + R_ (3.8)

where lh, symbol Rf -G; denoles the matrix of the 2-D rotation from rotaled to global

axes and X( is the coordinale vector of PO in global axes. The corresponding relations

for coordinates in 3-D are given by

X"= CoS0oCOST() -Sil() -COS6o(Sinr7 o  XR.

y sinocOSi7o cos() -sin~osinrl() YR

si" -l 0 COS7-() R

x= R3  ,m XR (3.9)

%V4.
°
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x o cosocos770 -sino -cos~osinToI? x"

y .vo + sin)cos7o c°S() -sinosin)o Y1

' o sinlIo 0 COST 0 ZI

S= +RXo  (3.10)

where the symbol RR - 6 denotes the matrix of the 3-D rotation between the rotated

frame and the global frame, and Xo is the coordinate vector of Po in global axes. In

the above expressions, 0( is the counterclockwise angle from the global axes to the

rotated axes in 2-D and 60. ro art, the longitude and latitude of the orientation of the

rotated OXR axis with respect 1o the global frame in 3-D. a notation consistent with

angular coordinates introduced for the Gaussian circle and Gaussian sphere in a laler

se(tion.

As is done repeatedly in this thesis, both expanded and compressed notations are

provided for the same equation. The abridged notation stresses the similarity belween

relations in 2-) and 3-1). whereas the expanded notation is more explicit.

3.1.3.2. Transformations for Tangential Coordinates

At ter having considered the transformation of point coordinates between

different reference frames, transformations of tangential coordinates are now derived

for 1he case ol pure roiations of axes. Coordinates for a plane in rotated axes are

obtained by first writing the equation in global axes for the coordinates of the points

of the plane. These coordinates are related to the coordinates in the rotated axes using

1he transformalion dis(ussed in the previous section. An equation is obtained for the

coordinates of the points of the plane in the rotated axes, from which the tangential

coordinates of the plane can be extracted. 1t will be concluded that the transforma-

tions of Cartesian coordinates of planes are identical Ic, the transformations of Carle-

sian coordinates of points. The same argument and the same conclusions also apply to

the coordinates of a line in 2-I).

Consider a plane with global coordinates X. This plane contains the points X for

which; see equ. (3.4)

(3. 1)

j.............- . . . . . . . . . . . . . . . .- . '..r.' -"-.
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The equation of the plane of interest in the new axes has the form
ST

"RxR = 1 (3.12)

where XT has to be determined. Equation (3.11) is transformed into a form more

similar to (3.12) by applying the transformation in equation (3.9) to the point coordi-

nates X.

.T R -- , =1(3.13)

Identifying this form with equation (3.12) produces

- R3 ,also written X= R3G k' (3.14)

IW.." The tangential coordinate vectors for planes hence transform in the same fashion as

point coordinate veclors. This is not surprising, since the vector X in point space is a

normal to the plane at hand. Transformations of tangential coordinates between

translated axes is less siraighlforward and is not discussed here.

3.1.4. Imaging Projections

This section describes how the imaging geometry is specified, and how coordinates

of points and lines in the image can be obtained f rom the coordinates of points and

planes in the imaged scene. For a general perspective projection, the imaging geometry

is completely defined by the position and orientation of the "camera frame" and by the

focal length of the "camera". In this thesis, only orthographic projections are con-

sidered; these projections are completely defined by the viewing direction.

It is customary in machine vision to relate the camera frame to the reference

frame of a particular object in two steps by considering an intermediate world frame

attached to the scene being analyzed. The "camera" is defined by a system of axes

xCY ( , .; its position and orientation are specified with respect to the world frame

XwA yWz z and account for the position and orientation of the imaging device relative

to the scene. On the other hand, each object is described in an individual reference

frame, say x 0 Yo z-0" the relation between this frame and the world frame accounts

for the position and orientation of the object in the scene; see Fig.3.4. The geometry of

the imaging projection relative to the object is hence determined by the composition of

the transformation from x 0 Yo .O to x Yw y4., then to x(. Y- zC. In this thesis, only

-MCI
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to x

YO

X".w

Fig.3.4. Traditional Definition of Positions and Orientations.

the combination of these Iwo steps is considered, by describing the imaging geometry

directly in the ohjecl frame.

For orthographic projections, the imaging geomietry is entirely specified by the

viewing direction, which is parallel to the vector V pointing away f rom the scene

towards the viewer. The vector V itself is referenced by its longitude and latitude0

in the object frame: st, Fig.3.5.

/ V

1.- x

'!I

Fig.3.5. Relative Orientation of the Object and the Viewing Direction.
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Cartesian coordinates for the unit vector I, are given by

1,.= ( cosdkcosO sin4k-osO sinO )T (3.15)

In the discussions of this thesis, the global frame Oxyz defined in section 3.1.3.
- denotes a frame in which the object is described, hence a frame similar to x o Yo -o

The local frame Pox, Yi Zi defined in section 3.1.3. is not related to the frames intro-

duced here. It is used to locally define the geometry of of the object in the neighbor-

hood of P 0 .

Relations between coordinates of points and planes and coordinates of their pro-

jections in the image plane are now investigated. Points and planes of 3-D space are

referenced to the global object-centered frame Oxyz. A cartesian frame 0 x z; , is

chosen in the image plane r. where 0 , is the projection of the origin 0 and 0 7.: ,. is

the projection of the O axis. Coordinates in these axes of the projection plane will be

denoled by a subscripi 77. In order to simplify the projection operation. it is useful to

first consider a rotated system of axes. in which the viewing direction is parallel to one

of the axes. This particular rotated frame is referred to as the camera frame here, and

coordinates in these axes are denoted by a subscript C. The system Ox c.ye z c is

chosen so that 0xc. is parallel to the viewing direction, Yc- parallel to 077 x , and

0: C parallel o 0,7: rr; see Fig.3.6. The coordinates of points in this system of axes are

V

4-,.-

c.

x0

0, X

/ -

. "- Fig.3.6. Coordinate Frames in 3-D and in the Projection Plane.

%."
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related to global coordinates by -"

Xc cos(;kosO sinkcosO sinO X

Yc ' -sin4b COSO 0 y (3.16)

-c -cosdhsinO -sinbsinO cosO z

xc = R3 1
Similarly, coordinates of planes in the camera frame are related to global coordinates

4 by

K, cost!'cosO sinkcosO sinG , X IN

= -sink cosO 0 K. (3.17)

X( L05ossiflO -sin~sinO cosO

Projections are meaningful] for planes only when they are parallel To The viewing

direction, in which case k,(--0. I-or such planes, the projection in the image plane

consists of a line, whereas Ihe pro~eoion of all other planes in the scene covers the

enlire image plane. This properiy xwill bt usel ul when considering the projection of

surfaces defined in tangenlial cooKrdinates. N\ote thai a plane is parallel to the viewing

dire(iion if "

= , cosdxosO + X, sindkcosO + K. sinO = 0 (3.18)

In the rolaled axes. the viewing direction is parallel to the Ox C axis. As a conse-

quence, the coordinules in the image plane are related to coordinates in the camera

f rame by the st raightf orward expressions

L 10 101 XC -

z0 0 1 Yc-

S7 13 X(- (3.1"), olo.1

": "=: Y q
-S 4O0
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X_ I 0 0 1 <
X~zC [

:: r= 11-3 )(3.20)

where 123 denotes the 2x3 matrix including the 2x2 matrix in the above expressions.

Note that the last equation relates coordinates of lines in the image to coordinates of

planes parallel to the viewing direction in the scene.

Coordinates of the projected points and lines can be obtained directly f rom coor-

dinates in thu global object t ramte by combining the above projection operations with

the rotal ion from global axes to camera axes in (3.16) and (3.17).

001 -sin) cosO 0 Y
-cososinO -sind)sinO cosO

-sino cosb 0 -

-sincos b -sinOsino cosO Y

r -c ( 3.21) .

0 1 0 cos~x-osO sinq xcosO sinG

0 0 1 -sineO cosO 0 k.
-cos/sinO -sin/sinO cosO X

-sino 'os 0

, -sinOcost -sinOsino cosO

R7 = 123 R - _X (3.22)

3.2. Curves and Surfaces

In this section, a number of classical results on representations of curves and sur-

faces are rvwed, and an original definition of curvalure is proposed. In the first

subseclion. definitions of curves and surfaces in point space are presented, followed by I

"-" -- - '
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. definitions in tangential space and conversions between the two representations. In the

second subsection, the Monge parameterization, a particular specification method for

P. curves and surfaces, is presented. In the third subsection, curvature is defined in

terms of the coefficients of the second order Taylor expansion of a local Monge parame-

terization. This definition of curvature is equivalent to commonly used definitions in

the case of curves, and provides a new intrinsic definition of curvature in the case of

Ilk. surfaces.

3.2.1. Definitions

Precise definitions of curves and surfaces require careful attention to avoid the

*possibility of pathological cases. However, refinements will be omitted here for the

sake of conciseness. A curve in 2-space is defined as the set of points

P {P(x,y) I x=x(t ), y=y(t );t ET} (3.23)

where T is some domain for the parameter t. A surface in 3-space is defined as the set

of points

P(x,y,) I x =x (u,v ), =V (u ,v), =(u ,v ); (u ,1 )EV} (3.24)

where W is some 2-D domain for the parameters u , v. Note that in both cases, curves

and surfaces are defined as sets of points. Although parametric equations are used to

define the sets. the sets themselves exist independently of the parametric equations.

Two curves or surfaces are identical if they contain the same points. For example, the

curve

P(x ) I x =x (t (s )), y=V(t (s )); s Et (3.25)

where s (.) is a monotonic function, is identical to the curve defined in (3.23). The

same curves or surfaces may also be specified in diflerent ways, for example the points

can be defined by an implicit equation for their coordinates, F (x ,v )= 0 for a curve

and F (x ,y,z ) = 0 for a surface. The distinction between curve/surface points and U

curve/surface equations is stressed here. In a later section. a new representation of

surface curvature is presented, which depends only on the surface defined as a set of

points. In contrast, definitions of surface curvature in most differential geometry text-

books also carry information about the equations used for defining the surface. This

difference is investigated in Appendix 4.

% %
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. Unless otherwise specified, only smooth curves and surfaces are considered in this

thesis. Smoothness refers here to the existence and continuity of second order deriva-

tives of parametric equations defining the surface. Other important concepts such as

regularity are not discussed here. Partial derivatives will be denoted by subscripts as

in K = -x/au , except when confusion is possible. It can be shown that first deriva-

tives of the parametric equations are related to tangent directions. Specifically. X, (t )

is a vector parallel to the tangent to the curve X(t ) at X(t 0). Similarly, x (u ,v 0 )

and . (u ,v ) are tangent to the surface 9(u ,v ) at (u ov ). The vector
n - ,, XxC, defines a surface normal. First derivatives of parametric equations are

hence related to tangent and normal orientations. In a later section. second derivatives

will be related to curvalures.

3.2.2. Convexity

As mentioned in the introduction, the silhouette problem is first analyzed in this

thesis for convex objects only. For a convex object, the straight segment joining two

points of the object is completely included in the object. In order to avoid the presence

of straight components in the object surface, a stronger definition of convexity will be

required. For a striclly convex object, Ihe open straight segment joining two points of

the object must be completely included in the interior of the object, even when the

two points are on the boundary of the object. Examples of a non-convex object, a con-

vex object and a strictly convex object are given in Fig.3.7.

>-'. Later in the text, curves and surfaces will be described by equations in terms of
normal orientations, instead of parametric equations in terms of the generic parameters

a) b)c)

.ig.3.7. Smooth 2-1) Objects: a) Non-Convex. h) Convex, c Strictly Convex.

N.
°
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t. u, '.'. The parameters chosen for this purpose are the polar angle tp of the normal

for curves and the longitude and latitude 7 of the normal for surfaces. Representa-

tions in terms of angular parameters are unique and regular for the class of strictly

convex smooth surfaces considered in this thesis. Relations between this type of

parameterization and generic parametcrizations are addressed in Appendix 2.

3.2.3. Tangential Space Representations

As indicated in section 3.1.2.. it is sometimes useful to define curves and surfaces

by their sets of tangents instead of their sets of points. As in the case of point

specification, both parametric and implicit equations are possible. For example, a curve

can be specified by the set of tangent lines L as r

{L (X.N ,A. ) I F (, ,X.) = 0 (3.26)

A surface can be specifed by the set of tangent planes P

, (X, ,V._ ) I F(k,,X., ) = 0 (3.27)

where implicit equations were used in both cases to prescribe coordinates of the

tangents. Conversion from a tangent representation to a point representation is now

considered. This conversion corresponds to determining curves and surfaces as the

envelopes of their sets of tangents. In the general case, the set of lines tangent to a

planar curve is a one-parameter family. Points of these lines satisfy equations such as

F (x ,y ,a) = 0 where a is a parameter for the lines. An equation for the envelope of

these is obtained by eliminating the parameter o between

F(x ,y,a) = 0

(8/ao)F (x ,y ,a) = 0 (3.28)

Similarly, when all the planes tangent to a surface are given by a two-parameter fain-

ily with equation F (x ,y ,a,13) = 0. an equation for the envelope is obtained by

eliminating the parameters a and 3 between

F (x ,yz ,,,B) = 0

(8/ a)F (x,y,-,a,) = 0 (3.29)
(8/31)F(.x ,y, za,O3) =0

The above formalism will be exploiled in Chapter 5. for the discussion of a

N
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. representation which explicitly specifies curves and surfaces by the sets of their

tangents.

3.2.4. Monge Parameterizations

This section reviews a description of curves and surfaces by explicit equations of

the form x - f (z ) and x = f (y ,z ), which are referred to as Monge parameteriza-

tions. Several features ot these descriptions have prompted their use for describing

surfaces in the machine vision literature. These features include a direct relation to

image-plane coordinates and straightforward expressions for surface normals. In our

work. Monge parameterizations will not be used as general object models because of

their strong dependence on the reference frame, but will be used to define surface cur-

vature in local axes. Monge parameterizations in local axes will be related lo global

descriptions in a later section. Monge parameterizations have been studied mainly for

- surfaces. which are therefore analyzed first. Subsequently, a simple equivalent is

sketched for the case of 2-D curves.

a. The Monge parameterization for a surface can be considered as a special form of

parametric equations, in which the parameters are two of the three Cartesian coordi-

nates, say y and z ;see Fig.3.8.

a...

Fig.3.8. Monge parameterization for a Surface.

I -t """ - " '" % . % % % . % - . . .N . . . ""

,a- ,
b '
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x f /(y,-)

y =y (3.30)

Viewing these equations as a parametric form 'X = -(y ,z). a surface normal is easily

obtained as

. x - = - (3.31)

where my = ax/cly and m. = ax /-: are referred to as gradients of the surface. In

other work, these gradients are often denoted by the symbols p, q ; this notation is not

followed here because of possible confusions. The simple expression for surface nor-

mals in (3.31) makes Monge parameterizations convenient in surface-reconstruction

problems from a single image, such as the shape-from-shading problem [211.

In the equivalent formalism for 2-D curves, the parametric equations in the plane

x , z have the form

S=(3.32)

A normal vector for points on the curve is given by

I' =- z1--m

f M

3.2.5. Curvature

In this section. definitions for curvature will be proposed and justified. The

simpler case of 2-D curves is addressed first, followed by the case of 3-D surfaces.

3.2.5.1. Curvature of 2-D Curves

In the case of a planar curve, curvature corresponds to the intuitive notion of

how fast the curve diverges from its tangent. The definition chosen here for curvature

is based on this notion, as it is the first non-zero coefficient of a Taylor expansion of the

Monge parametric form of the curve in a local coordinate frame. Consider the curve C

."
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around the point Po, and the local system of axes Pox, zI where Pox1 is along the

normal at Po; see Fig.3.9. The Monge parameterization of the curve in these local axes

has the form x, = f (z, ). Since Po is on the curve and since Poz, is tangent to C at

Po, the Taylor series of f (z, ) contains no terms of order zero and one in z Z . The first

nontrivial expansion is hence given by

= z z k71 + (3.34)

where the term kz 1
2 has been decomposed for similarity with the corresponding

expression for surfaces. The error term 0 (z, 3 ) indicates that the error of the expan-

sion is upper bounded by a third order polynomial in Z, . The curvature of C at Po is

defined in this thesis as the coefficient k in the above expansion, a choice consistent

with the intuitive notion of curvature since large values of k imply a fast divergence

of the curve away from its tangent at Po. Note that the coefficient k in the above

Taylor expansion is identical to the second derivative a 2x1 /3ZI2 at the origin, so that

curvature is formally related to second derivatives of the equations of the curve. This

definition of curvature is equivalent to the classical definition k = d /ds, as is

shown in Chapter 5. The inverse of the curvature k is defined as the radius of curva-

ture p = k-1. A justification of the definition is now presented by showing that the

radius of curvature of a circle is equal to the radius of the circle. The equation for a

circle of radius R tangent to zI at the origin is given by

NC

PoP 0
"2P" X1 y

F . //

Fig.3.9. Local Axes for the definition of Curvatures in 2-D and 3-D.

C.o
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)2+-2 2

(x +R) 2 +. =R" (3.35)

Considering only the branch through the origin, then expanding to second order in z.

the following explicit equation is obtained.

I -2
=, -R + - R

=-R + (R +-' 3) (3.3 6)

2R R

Comparing this expression with the expression used to define curvature in equation

(3.34). it is clear thai the curvatlrc to; th above cIrCk is given by k /R , which is

the desired result.

3.2.5.2. Curvature of 3-D Surfaces

In the case of a surface, curvature is also related to the intuitive notion of diver-

gence rate away from the tangent plane. Curvature of a surface will be defined here

in the same way as il was defined for a curve, namely as the coefficients of the first

non-zero term in the Taylor expansion of a local Monge parameterization of the sur-

face. Specifically. consider the surface E in a neighborhood of the point Po: see Fig.3.9.

Consider also the local frame Poxj y-z where x, is along the normal at P 0 . The

second order expansion of the surface equation in these axes can be written as

-1 Z k 12 k 22+ 0((V Z )3)

where the error term 0 ((Yz =: )3) indicates that the error of the expansion is bounded

by a third order polynomial in Yj , z. The above equation will also be written in vec-

lor form as

= z KZ, + (Z,) (3.38)

which stresses the similarity with the 2-D equation (3.34). Characterizing the curva-

ture of a surface is more involved than in the case of a curve, as divergence from the

tangent plane may depend on the direction chosen along the tangent plane. In equation

(3.37), there are three independent coefficients in the second order term, thus

emphasizing the added complexity of surface curvatures over curvatures of curves.

Curvature of the surface E al PO will be taken as the set of second order coefficients of

in

" " " % " " ° - " % * . . X .. . , " " % " . ' " " , " -



-46-

(3.37), namely as the symmetric 2x2 matrix R. It is now shown that this matrix is

really a tensor by showing that it transforms as a tensor in transformations of axes

[471.
Consider a second system of local axes, Pox, Vyj ¢z, 0 related to the original local

frame Pox, y1 z, by a rotation with angle 4, around the Pox, axis; see Fig.3.9. Coordi-

nates in the two frames are related by x, = x z p and

-,YZ cosq, -sini YZ V(-'.- = *II(3.39)"-"-: sin@p cos@j Z1 0z

A Taylor expansion of the Monge parameterization of the surface in the rotated frame

S-.is obtained by combining equations (3.37) and (3.39)
-  -sin@, cosq, k 12 k22 sinip cosi, zbI

cossln_ k:1 k 12c sn k 20¢ 34

where the 2x2 curvature matrix in the rotated axes is given by
J.:

k 1 V k 120 Ii cosqy sinipI kl k1 cosq) -sinip (3.41)
k 1 2t k 2 2t, -sin cos4 k 12 k22 sinq, cosiP

The matrix K transforms as a covariant tensor in coordinate transformations such as

the one studied above, and is therefore a covariant tensor. Therefore. it will be

referred to as the tensor of curvature of the surface at P0. In differential geometry,

the name of tensor of curvature is usually reserved for a tensor with 4 indices due to

Riemann which is no1 directly related to K.

The components of our tensor of curvature are related to second derivatives of

the surface equation; for example, k 11 = 8)2x 1 /y, 2 at Yi -- =71 -0 . Preserving the

parallelism with the case of curves, the inverse of the tensor of curvature will be

' defined as the tensor of radius of curvature

= r 1  r 1 2  (3.42)

k 12 k22 El2 r22

..- %
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The above definition of curvature by a tensor in local axes is original. Its relation

with other definitions is discussed in Appendix 4. For a general surface, there exists al

each point an orientation q of the axes PoYVziO in the tangent plane for which the

2x2 tensors 1 and R are diagonal. In these axes, values on the diagonal of K are

referred to as the principal curvatures k I and k ' The diagonal values of R are

referred to as the principal radii of curvature p1 = k j- and P2 = k 21 . The Gaussian

curvature of a surface is defined as the product of the two principal curvatures,

k = k 1 k 2: in general axes. k, = detR. The mean curvature of a surface is defined

as the mean of the two principal curvatures, km = '--(k + k 2); in general axes,

km -- 1,trK. Note that in the case of a strictly convex surface and an outward nor-

mal pointing towards positive x,, the curvatures k 1, k 2, kmn and kg are all strictly

positive.

To illustrate the above definitions, the tensor of curvature is evaluated for a

sphere of radius R through Po, tangent to the PoYx -zj plane at Po. The equation of

this sphere is given by

(x. +R) 2 +V,2 + Z1 2  R2  (3.43)

Solving for x1 , considering the branch through the origin, then expanding to second

order produces

x1  +j~~ -!2R 2R
R + O ((VY ,: )3) (3.45) ',

.1 00 UR K
The curvalure lensor and the radius of curvalure tensor for the sphere are thus

respectively given by

UR 10 1R 01 (3.46)
0 /R 0R

The form of the tensor of radius of curvature, i.e. a unit tensor scaled by the constant

R , expresses the fact that the curvature of the sphere is isotropic and that normal sec-

tions all have a radius of curvature equal to R. For the sphere, both principal

'0-
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curvatures and the mean curvature are equal to /R. Both principal radii of curva-

-ure are equal to R. The Gaussian curvature is equal to R 2 .

3.3. The Gaussian Mapping

In this section, the theory of the Gaussian mapping is reviewed, together with its

application to curve and surface representations. The Gaussian Mapping is presented

as a mapping between points on a 3-D surface and points on a unit sphere, and also as a

mapping between points on a 2-D curve and points on a unit circle. The images of the
mapping are usually referred to as Gaussian circles and Gaussian spheres, and also col-

lectively as Gaussian images. Ii turns out that the Gaussian images can also represent

the normal orientations of curves and surfaces. This construction is then exploited to

define representations of curve and surface properties as functions on the Gaussian

images, referred to as Property Circles and Property Spheres. Coordinates used in this

thesis to parameterize the Gaussian circle and Gaussian sphere are also defined in this

section.

Two new concepts are proposed in addition to the classical theory of the Gaussian

mapping. First, local reference frames are defined on the Gaussian images and the

problem of representing vector and tensor fields on the Gaussian sphere is formally

addressed. Second, gradients in local Monge paramelerizations of curves and surfaces

are related to normal orientations and their specifications by angles on the Gaussian

sphere. The advantage of the Gaussian sphere over the Monge gradients for represent-

-.: ing normal orientations is two-fold. First, gradients are able to represent only half of

the complete sel of normal orientations. In contrast, the Gaussian sphere is capable of

describing all surface normals [441. Second, Ihe representation of surface normals

with the Gaussian sphere does not favfTr specific viewing directions as is the case for

the Monge gradients.

The Gaussian mapping was initially developed in the context of 3-D surfaces, see

for example [501. We will therefore also start with the case of 3-D surfaces, then
show that the equivalent formalism for 2-D curves is trivially obtained.
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3.3.1. Definitions

The 3-D Gaussian mapping is a relation between points on a surface and points on

a unit sphere, referred lo as the Gaussian sphere. To each point PT of the surface

corresponds a point P6 on the sphere so thal the normals at PE and PG are parallel

and have the same direction. see Fig.3.10.

a) b)

c) d)

Fig.3. 10. Examples of 3-D and 2-D objects, their Gaussian images.
and the normal orientations at corresponding points.

a) 3-D object. b) Gaussian sphere of a).
c) 2-D object. d) Gaussian circle of c).

.a ''
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Points on the Gaussian sphere will be referenced by coordinates, namely by the
longitude from the x-axis and latitude 77 from the Oxy equator; see Fig.3. 1I. Points

on the sphere are related to normal orientations in 3-D through the Gaussian mapping.

Hence, the coordinates ( ,r) can also be used to specify directions in 3-D.

The corresponding unit vector is given by

COS6( 0577

1 n sin~cos-0 (3.47)
-.. sin ri

The 2-D Gaussian mapping is a relation between points on a curve and points on a

unit circle. Corresponding points on the curve and on the circle have parallel normal

orientations; see Fig.3.10. Points on the Gaussian circle and the corresponding orienta-
Ations in the plane are referenced in this text by the polar angle tp measured counter-

clockwise from the x-axis, see Fig.3.1 1. The polar angle I$ can be used as a coordinate

for directions in the plane, namely to refer to directions parallel to the unit vector

cosIP
in = sinpi (3.48)

For strictly smooth convex 2-D curves and 3-D surfaces, the Gaussian mapping is

one-to-one. Examples of the Gaussian mapping are presented in Appendix 1, when

deriving the transforms of various geometrical shapes.

pn It

Fig.3.1 1. Coordinates and local orientations on Gaussian Images.

4 
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3.3.2. Property Circles, Property Spheres

In his work on object recognition, Horn defined the extended Gaussian image, a

representation of surfaces by scalar functions on the Gaussian sphere [44]. The basic

concept of the extended Gaussian image is to represent a function of surface points in

terms of normal orientation, then as a function on the sphere, since each point on the

sphere is uniquely related to a specific normal orientation; the name of "properly

spheres" was given to this type ol representations in [51]. In this thesis, three new

representations of 3-D objects in terms of property spheres will be defined. A major

conceplual difference between previously proposed property spheres and two of the

new representations slems from the vector and tensor ranges of the new object func-

lions as opposed to a scalar range for the extended Gaussian image. In order to

represent vectors and tensors, it is necessary to describe their values in terms of com-

ponents in a system of axes. We propose to use axes aligned with local orientations on

the Gaussian sphere, which are hence different for each point of the sphere and each

corresponding object point. The axes chosen in this thesis are oriented in the directions

of the unit normal 1. . the unit tangent 1t to the parallel and the unit tangent 1 T to

the meridian, see Fig.3.1 1. The components of those unit vectors in global object axes

Oxz are given by

cos~cosrn -sin6 -cos sinr.

,= sin~cos-t , 1 = (o5{ , I = -sin~sinr7 (3.4)
sinTl 0 cosr"

Note that these vectors are functions of the angles 6 and -q. At a later stage, it will be

helpful 1o consider the derivalives

os.-- + sinT, 0(3.50)

__1,__ - sinr~il -, -"•~i -,"-

The above syslem of reference frames is singular at the poles of the sphere.

1'nfortunatelV. the topology of the sphrt doe,, not permit the definition of a conlinu

ous field of axes al each point, without singularities. For our choice of frames, the,
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singularities correspond to multiply defined frames at the poles. These singularities

create some problems, but these can be overcome by requiring special equivalences

between the multiple definitions. For Yj - + rr/2, all the values of 6 refer to the same

point, namely the pole. Compatibility between the potentially different values of a

property sphere function for all 6 must hence be ensured. In the case of a scalar func-

tion f ( ,r), the consistency conditionbetween the multiple definitions is simply
'

f (6,±r/2)= f (0,+7r/2) for all 6 (3.51)

In the case of vector and tensor fields, the consistency is more complex since the com- -

ponents are referred to diflerent axes for each value of 6 at the poles. The necessary

consistencies for a vector function 7 and a tensor function T are given by

1- (-,7/2 C sin (0,T12 (3.52)

coss sin - cos -sin3
T(6,712) -sin, cos, T(0,7T/2) (3.53)

for the north pole. Consistency relations at the south pole are similar, except that the

transformation matrices must be transposed.

Representations equivalent to the property spheres are now considered for planar

curves. Propcrties of planar curves expressed in terms of normal orientation can hc

represented as functions on the Gaussian circle of the curve, these functions being

referred to as property circles. Three representations of curves in terms of property

circles will be defined in this thesis; they are exactly equivalent to the three new pro- ,'-

perly spheres proposed for surfaces. A key contribution of this thesis will be a set of

relations between the 2-I) and 3-1) representations when these are applied to an

object-silhouete pair. As in the case of property spheres, non-scalar property circles

rely on the definition of rotated axes for each point on the Gaussian circle. The axes

chosen here are oriented along the unit normal 1, and the unit tangent 1, ; see

Fig.3.1 1. The components of these vectors in the global axes Oxz of the image plane

are given by

-. ,'.- -. , ~-% ............. -.-. .. . . .
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= cosi i = sinji (3.54)R sinqj i cosIP

Derivatives of these vectors with respect to the orientation parameter ip are given by

6 - ,- (3.55)
-lp,

3.3.3. Relations between Monge Gradients and Coordinates of the Gaussian

Image

In this section, a relation is oblained between two different specifications of sur-

face normals. Specifically, normal orientations can be defined in terms of gradients in

Monge parameterizations, but also by points on the sphere and by angular coordinates

for these points in the Gaussian sphere representation. Relations between these two

representations are described here, first in the case of 3-D surfaces, where both Monge

parameterizations and Gaussian spheres are especially meaningful. A similar formal-

ism is then briefly developed for the case of 2-D curves.

Consider a small surface element AE in the neighborhood of the point P0 , and a

Monge representation of AE in the local axes Pox,, y z, where xz is normal to AE. Let

the normal orientation no at P 0 be defined by the angles 60, T1o on the Gaussian

sphere. The normal ni al a points on AE can be defined by its coordinates 6, Y) on the

Gaussian sphere, but also by its local gradients myq, m,1 in the local Pox, yj z, axes.

Relations will be obtained between the gradients and the differences 6-, 77-ro in

angles on the Gaussian sphere, for small values of the gradients; see Fig.3.12. The

result is obtained by considering the general form of a normal vector in global axes.

transforming this expression to local axes and comparing with the expression in terms

of the Monge gradients.

A normal vector is defined in local axes by an expression similar to (3.31).

1

fz= -rn (3.56)

On the olher hand, the same normal vector is expressed as a funcl4on of angular coor-

dinates on the Gaussian sphere as

.1

.U . ." , , ,. , , , ~ '. h . .". ... , ,. ., , -"
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X 
V

Fig.3.12. Angular Coordinates for Normals on the Gaussian Sphere.

n cos cos
n = n sin~cos-q (3.57)

n sin77

where n is the length of the normal vector. This last expression for normal orienta-

tion is now expressed in local axes as

coS~oCoSTno sinocoSrTo sin77o n cos cos-j

n, = -R - sin6) cos 0  0 n sincos77 (3.58)

-cOS)osin)o -sin~osin1To cos70o n sin

cosrpcos 0ocos(6 - 60) + sin-rsin- 0o

= n cosTrsin(6 - 60)

-cos-jsinTocos(6 - 60) + sinr-cosO

For small values of ( -) and (77-70), the above form of the normal in local axes is

given to first order by

n, cos-qsin( - o) (3.59)
sin("O-ro)

Comparing components in the above expression with the ccrres-ponding components in
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(3.56) produces the following first order relations between Monge gradients and global

normal angles

My.1  -(-o COS% (3.60)
m1 7. - ( -7 )co

These expressions underline the close relation existing between local gradients and glo-

bal angular orientation coordinates. Note the cosTo coefficient which takes into account

the shortening of longitude units at higher latitudes.

An argument similar to the one developed above can be developed for the Mongc

parameterization of curves in 2-D. The relation between the local gradien m_, and

the polar angle ip is obtained as

4". 771. 0 ( - 00 ( 3.b I

3.4. Summary

A number of tools from geomelry have been reviewed or presented in this

chapter. The combination of these will allow us to develop an elegant theory for the

relations between object shapes and silhouetle shapes. Chapter 4 reviews the classical

analysis of silhouette shapes and motivates some of the directions chosen in our

analysis of silhouettes. The main resulls of this thesis are then presented in Chapters

5 and 6.

MW~
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Chapter 4
Classical Silhouette Theory

In this chapter. a number of silhouette construction methods are discussed and

illustrated by the simple example of the silhouette of a cone. This chapter aims at the

double goal of familiarizing the reader with classical silhouette analysis methods, and

of discussing some basic concepts which introduce our original formulation of the rela- "4

tion between objects and silhouettes.

First, the well-known silhouette construction based on the silhouette generator is

presented; this is the approach primarily used in the literature, and is very similar to

the methods presented in [2, 131. In the second step, silhouette construction is investi-

gated with tangential space representations. Finally, silhouette construction is

developed with the Gaussian mapping. These last two approaches are not intrinsically

new, but their application to silhouette analysis has not received much attention in the

computer graphics and computer vision communities. Through the discussion of these

silhouette construction methods, it becomes apparent that normal orientations on the

object surface play a prominent role in silhouette construction, and that the represen-

tation of surface normals with the Gaussian mapping is particularly convenient for

silhouette analysis. This conclusion motivates the development of representations

based on the Gaussian mapping and the development of relations between the

representations of an object and the representations of its silhouettes.

4.1. Silhouette Construction Based on the Silhouette Generator

In this section, we discuss a classical method for obtaining the shape of a

silhouette given the shape of the corresponding object and the viewing direction rela-

tive to the object. It is straightforward to see that the silhouette is the projection of a

set of points on the surface of the object. This set is a smooth curve for a smooth con-

vex object, and is referred to as the silhouette generator in this thesis; other authors

use different terms such as contour generator or boundary rim. The geometry of the

projection and the silhouette generator are illustrated in Fig.4.1 for the example of a

superquadric. For this example, the silhouette generator is a complex twisted curve.

Marr has shown that the silhouette generator is planar for all viewing directions only

-56-
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ViewingTagnPle
DirectionTagnPle

ObjectSilho ette

whe th ojec srfae s qadati 11 TeSilhouette gnrtri h e fpit

Plan

plaen the necsrae at onedrpoint of] the silhouette generator r islay e on oints

Th huteof atmothone object inrac orthographi projection ryaegaznthsufcfa bemdetr

Smviedin twoestep. Thequirslt stprConsesty of seetn c points o f the objoeteeecato sr

fae thae nral angentpatini predca to the viewing direction heeb deinnget

esilhouette eeao Th seconte consst oprject inthgathc projinsofnthe ihoete

generator onto the image plane, thereby producing the silhouette itself. This procedure

is outlined in the diagram of Fig.4.2.

In order to gain better insight into the relation among object, silhouette and

silhouette generator, it may be useful to consider an analogy with shadows. If the

4- projection is replaced by a beam of light parallel to the viewing direction, the object,
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"I
Obet Seel Silhouette Projection

SGenerator Sloet

..

.... Fig.4.2. Silhouette Construction with Point Representations.

., presumed opaque, will cast a shadow on the projection screen. The outline of that sha-

dow is identical to the silhouette in the previous setup. In the shadow setup, only part

of the object surface is illuminated by the light beam, as the other part is self-

shadowed. The boundary between the illuminated and self-shadowed parts of the

object is identical to the silhouette generator. Light rays emanating from the light

source graze the object at the points of the self-shadow boundary. Similarly, in the

case of silhouettes. rays parallel to the viewing direction graze the object at each point

of the silhouelle generator.

4.1.1. Example: Silhouette of a Cone

The silhouette construction method described above is now illustrated with the

simple example of a circular cone; the geometry of the projection is sketched in Fig.4.3.

The geometry of the cone itself and of its silhouette are depicted in Fig.4.4. The stra-

tegy for determining the shape of the silhouette consists of first computing the normal

orientation at each point of the surface. Then. the surface points with a normal per-

pendicular to the viewing direction l are determined: these constitute the silhouette

generator. Finally, the silhouette generator points are projected onto the image plant.

producing the desired silhouette. In all the developments, the sets of points are

defined by parametric equations. Therefore, the final result is a set of parametric

equations for the silhouelle from which the silhouetle shape can be interpreted.
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Viewing
Direction

y

Silhouette
- Generator

Fig.4.3. Geometry for the Projection of the Cone.

y 4 0 coso

1/Xl

x

a) b)

Fig.4.4. a) Circular Cone. b) Silhouette.
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In a system of axes centered at a distance Zo below the vertex of the cone, with

the z-axis along the axis o symmetry, the points of the cone can be described by
u sinrloCOSi ,

" = Z(u,.) u sinrnosinv (4.1)

z 0 - u cosTlo

where u E R', v (0,27r] are parameters and r7o is a constant, equal to the half-angle

of opening of the cone. The choice of positive values for u corresponds to the choice of

the lowcr sheet ot I, horne ii['ustrated in Fig.4.4a).

A vector normal to the surface is obtained by a formula decsribed in section 3.2.,

by

n = x×K, (4.2)

which is proportional to

CO5X' COST)()

n sir' cosT7o (4.3)
sinro

Comparing this vector with the canonic form of a unit normal vector 1, in terms of
the angles (,rn) on the Gaussian Sphere,

cos~cosrn
in = sin~cos-q

sinr7

i appears that the canonic orientation angles of the normal are related to the parame-

ters of the surface by =v, rmro Consider now the orthographic projection with a

viewing direction specified by the angles (,G) in object-centered axes. The viewing

direction unit vector is given by

'. =( cosOcoso cosesinb sinO )T (4.4)

IN.Lt1l
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Points of the silhouette generator are the points for which I n "-V = 0, i.e.

cosOcoscos7ocosi + cosesinkcosqosin' + sinOsin-90 = 0

also writtten

cos(4k - v= -tanTotano (4.5)

This equation has two solutions for v, which will be denoted by

VSG I = 0 + acos(-tanotanO) (4.6)

VSG 2 = 0- acos(-tanr-otanO)

The silhouette generator is hence defined by
x u sinT7OcosvSG i

'y u sinlocOsvso i  (4.7)

- 0 -UCOS77 0

for u ER+ . i 1 1,2. These are the equations of two straight lines parameterized in u.

The projected silhouette is obtained by applying the projection operation to the coordi-

nates of points of the silhouette generator. The projection transformation for point

coordinates was determined to be

xI -sinb cosk 0 x

-J = -sinOcos4b -sinOsinO coso (4.8)

The result of applying this transformation to the parametric equations of the

silhouette generator in (4.7) is

X rr = u sinrlo sin(SGi  4.)

,! _7 = -u sinlhsincos(VS,; - ) - u c057osO + z cosO

for i = 1,2. The following equations are obtained after replacing %"GSi by its value in

(4.6),

x 77 = + u sinl() Jl - tan 0Totan"

Z ,= cosO uCos 2 ocos 2 - sin 2rosin-2  (4.10)

COOT70 COS

, :.... .. .. .... .. . ... . .. ... , . . . , . , ., . , ., , .
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These equations for the silhouette define two lines parameterized in u. These lines

intersect at the point (x 7r,-r) = (O,z ocOSO) in the projection plane and are symmetric

about the 0: , axis. The half-angle opening '4o of the Iwo silhouette lines is defined in

Fig.4.4b). and can be evaluated as

x. 71 - tan-LrotanO"tan4,( = = sinr 0 oO7 0oOSO coocs -s; 0 i 2

ocosO -Z cos-rocos-

SinoT)

(4.11)-c cos-' -si n-'Yo-no

A simpler expression can be obtained for the sine of i0o, namely

tanobo sinTo-.sinxo = -- (4.12)
.V1 + tan'"0o cos0 'O

The above relation between the opening angle of the cone 710 and the opening angle i.o

of the silhouetle is a relation between 3-D object orientation and silhouette slope. It

will become clear later on that this type of relation, obtained here in the context of a

particular example, is independent of object shape. Furthermore. similar relations will

be obtained with much less effort in Chapter 6 using arguments on the Gaussian

sphere.

It is worthwhile to note that the simple example of the cone has interesting appli-

cations. Indeed, different circular cones can be obtained by choosing different values

for the ordinate zo and for the opening 770. A large class of axisymmetric objects can .

be defined as stacks of sections of such cones, so that a silhouette theory for axisym-

metric objects can be developed based solely on this simple analysis for the cone.

".

.
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4.2. Silhouette Construction in Tangential Space

In this section. silhouette construction is discussed with a method based on

tangential representations; these representations were reviewed in section 3.1.2. A

tangential representation describes a 3-D object by the set of all its tangent planes. It

is easy to see that only the planes tahgent at the points of the silhouette generator

effectively contribute to the shape of the silhouette. Since the surface normal is per-

pendicular to the viewing direction for points on the silhouette generator, the planes

tangent to the object on silhouette genrator are all parallel to the viewing direction.

N This set of' planes will be referred to as the silhouette generating planes. The

silhouette generating planes arc also perpendicular to the image plane. so that their

projections are equivalent to their traces in the image plane. These projections are a set

of lines tangent to the silhouette, so that this procedure provides a tangential represen-
tation of the silhouette. One silhouette generating plane and its projection are illus-

trated in Fig.4.l. The construction procedure in tangential space is outlined in the

block diagram of Fig.4.5.

Silhouette construction in tangential space can be more convenient than in point

space Indeed, the crucial operation of selecting the silhouette generating planes can be

much simpler than the corresponding selection of the silhouette generator points. As a

f.. consequence, even when the object is initially described in point space, it may be

advantageous to evaluate a tangential description of the object from the given point

representation first, perform the silhouette construction in tangential space and finally

convert the silhouette representation back to a point space representation. The block

diagram of Fig.4.6 outlines this scheme.

Object Selection Silhouette Projection jSilhouette

(tangent Generating n
representation)Plnsrpen o)

l-ig.4.5. Silhouette Construction with Tangential Representations.



a,.

Object Silhouette
(point (point

representation) representation)

Object Selection Silhouette Projection Silhouette

(tangent Generating (tangeni
representation) Planes representation)

Fig.4.6. Silhouette Construction with Conversion to Tangential Representation.

4.2.1. Example: Silhouette of a Cone

Silhouette construction in tangential space is now illustrated with the same exam-

ple developed previously in point space. In order to determine the silhouette of the

cone, the first step is to determine parametric equations for the tangential coordinates

of the cone. The silhouette generating planes are then determined as the tangent

planes parallel to the viewing direction. The coordinates of the traces of these planes

in the image plane are determined by applying the imaging transformation. This

derivation produces parametric equations for the tangential coordinates of the

silhouette in the image plane. Finally, the shape of the silhouette is interpreted from

these equations.

Equations for the planes tangent to the cone may be obtained by noting that in

*general, for a point Xo with surface normal no, the tangent plane is the set of points

with coordinate vector _X satisfying

no'(XX()) = o (4.13)
,"'
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The plane tangent to the cone at the point with parameter values (u 0 ,v 0 ) is obtained

by applying the above formula to (4.1) and (4.3), which produces

x cosr70COSV o + y cosrTosinv o0 + z sinr?0 - zosinr7o = 0 (4.14)

This equation is compared with the canonic equation of a plane,

x K, + y k,. + z X. = 1, to determine the tangential coordinates (Xl, k X) of

the tangent planes

= cotr 0COSv / z

k,. cot770sinV / Z 0 (4.15)

z = l/Z °

Note thai these coordinales are undefined for zo = 0 since in that case, all tangent

~ planes pass through the origin. The case of : 0 0 can be addressed rigorously using

homogeneous tangential coordinates, although this is not done here. The equations

obtained above are a set of parametric equations for the tangential coordinates of the

circular cone. Note that the parameter u does not appear in the parametric equations.

The tangent planes are only a one-parameter family in the case of the cone, as opposed
Io a ko-parameler family in general. This degeneracy stems from the fact thal the

cone is a special ruled surface, for which each tangent plane is tangent to the surface

along a whole line of points.

The silhouette generating planes are now determined by selecting the planes

parallel to the viewing direction. The vector k determining a plane in tangential space

can be considered as a poin*-space vector normal to the plane defined. The silhouette

generating planes have a normal vector perpendicular to the viewing direction and arc'

therefore determined by

4t.'.

cotrh)CoS' cosOcosO + cot7 0sinv cosOsin4b + sinO = 0 (4.17)

.- ~ cos( ' -) -tantan7 0  (4.18)

which produces exactly the same two solutions for v as obtained in section 4.1.1.

These solutions are referred to as VSG 1, 'sG 2. The silhouette generating planes are

characterized by the ,'rarnei ric equations

%, %.. , ....
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= COt"OCOSVSGi / z o

X\. -- cotTo)sin'sG / .-o (4.19)
/ZoZ

for i=1.2. and with v'so given bN equation (4.6). The projection transformation

defined in section 3.1.4. is now applied to the tangential coordinates of the planes in

(4.19) to obtain the coordinates K . _ r1. of the tangents to the silhouette. The pro-

jection transformation I or tangents was determined to be

-sinO cos 0 I X

,:: 7 -sinOcosO -sinOsink cosO J '. (4.20)

The result oi- applying this transformation to the parametric equations fpr the

silhouette generating planes in (4.19) is given by

= Cot')COSXsG sing) - cotT7oSin'sG cosO = cot-qosin(vSG -q)

X= r= -sin0cotTnoCos(O - vsG ) + cosO = l/coso (4.21)

The tangential coordinates of the silhouelte take on just two values, determined by

the above equations for "SG -- sG 1, "sG 2. Therefore. the silhouette is composed of

two straight lines. The silhouette is degenerate since, in the general case, a parametric

equation for the silhouelte tangents would be obtained instead of the fixed values in

(4.21).

The two silhouette lines defined in (4.21) are symmetric about the Ox , axis. The

half-angle 0( between the lines is obtained by noting that a line with coordinates X

X. crosses the axes at the points ( /Xr,,0) and (0, 1/Xz 7); see Fig.4.4b). Note that

00 is also the polar angle of the normal orientation of one of the silhouette lines in the

imagc plane.

z . .. -
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h.

It is given by

I/1/kx 7r tano70  tan?70
1an l/X- 7r cosOsin(vsGi - ) cosOl -- tan Jotan-e

' , sinmmsn 
(4.22)

VJcos-O - sin-7o

which matches the result obtained previously.

In the above example, it appears that, given an object description in tangential

coordinates, the determination of the silhouette equation can be much simpler than

with point coordinates. When the object is initially defined by a point coordinate

represenlal ion, the relative merits of the direct construction method depicted in Fig.4.2

and the indirect method depicted in Fig.4.6 depend on the effort required for convert-

ing the representation. For example, if many silhouettes must be computed numeri-

cally for the same object, the tangential description must be computed only once.

thereby providing a larger potential advantage for the indirect method.

*.1',
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4.3. Silhouette Construction with the Gaussian Mapping

In this section, we will see that the Gaussian mapping suggests a very simple

method for selecting the silhouette generator or the silhouette generating planes.

Although silhouette construction with the Gaussian mapping can be related directly to -

silhouette construction in point space, it is instructive to introduce it through the dis-

cussion of silhouette construulion with polar tangential coordinates, which is

presented in the first subsection. Phrasing the construction method developed in the

previous section for tangential space representations in terms of polar coordinates pro-

vides a relation between normal orientations on the object surface and normal orienta-

tions on the silhouette: this relation is independent of object shape. In a second subsec-

tion, this relation is re-interpreted by mapping normal orientations on the Gaussian

sphere and discovering that the silhouette generator corresponds to a slice of the Gaus-
sian sphere.

4.3.1. Silhouette Construction with Polar Tangential Coordinates

A particular case of silhouette construction in tangential space is considered in

this section. where polar coordinates (p , ,? are chosen to represent planes to the 3-1)

object, and polar coordinates (p tq,) to describe lines tangent to the 2-D silhouette;

these coordinates are defined in section 3.1.2. First, in order to avoid confusion

between the perpendicular distance p in 3-D and 3-D. this distance will be represented

by the symbol p, for the silhouette in 2-D.

Consider a description of the surface of a 3-D object by parametric equations for

the polar coordinates (p ,r)as a function of two independent parameters. say u and

= uv) (4.23)

For smooth strictly convex objects and for a regular parameterization in (u ,x ), the

functions defining the angles (6,T7) in terms of the parameters (U 9V ) are invertible.

The parameters (u ,v ) in the above expressions can then be replaced by inverse func-

tions in terms of (6,r). Examples of ibis parameter change are presented in Appendix-

L. When this change of parameters is performed in equation (4.23), identities are
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obtained for 4 and 71, and an explicit equation is obtained for p,

p = P (4,7) (4.24)

- * The above representation form is now discussed in some detail, as it will be the basis

for new representations of 3-D surfaces. Equation (4.24) represents, for each point Po

."V of the object with a normal orientation ( ,t7), the perpendicular distance p between

the origin and the tangent plane at Po. This explicit equation describes the shape of

the object surface by expressing the dependence of one polar tangential coordinate on

the other Iwo. and can be compared in this respect with the Monge parameterization

- x (N,- ) which expresses one Cartesian coordinate as a function of the other two.

In both cases, the explicit equations are invariant in transformations involving only

the independent variables. The Monge parameterization is therefore invariant in 2-D

translations of the Oy plane, whereas the form in (4.24) is invariant with 3-D rota-

tions around the origin. Hence, this last representation elegantly casts a surface

representation in a form invariant with viewing direction. The function p ( ,77) is

sometimes referred to as the support function, as it describes the distance from the ori-

gin to a potential support plane when the object is oriented with the direction (6,r)

towards nadir.

Silhouette construction is now investigated for an object shape described by an

equation such as (4.24). by first considering the selection of silhouette generating

planes, then their projection onto the image plane.

For a plane with polar tangential coordinates (p , the normal orientation is

= (cosscos7r sin~cos-q sinq )T (4.25)

The silhouette generator equation is 1,/ -= 0, more explicitly

(cosrcos7 sin~cosr sin17) ( cos(7cosO sink cosO sinO )T = 0 (4.26)

cos(6 - = -tan tanO (4.27)

This equation defines a set of values for (4,7) which correspond to silhouette generat-

ing planes. The following expression for the one-parameter family of solutions will be

derived in Chapter 6.

-6
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S s (t) = 4) + 7r/2 + atan ( tant sinO )..
rsc ~(4.28)OKT sG (t) = asin ( sint cosO)

where t E(0,27r] is a parameter. The subscript in 6SG IISG emphasizes that these

expressions apply to the silhouette generating planes. The result in (4.28) can be

justified by inserting tht proposed solution in equation (4.27), then performing simple

trigonometric manipulations to obtain an identity; this justification is omitted here.

Once the silhouette generating planes are determined, the next operation consists

of obtaining the coordinates of their traces in the projection plane. The transformation

of polar tangential coordinates in the projection can be obtained by exploiting the pro-

jection transformation for Cartesian tangential coordinates in (3.22) and by replacing

the Cartesian coordinates in terms of the polar tangential coordinates, as given in (3.1)

and (3.2). The resulting projection equation for polar tangential coordinates is V

cosq/p r -sinb COSO 0 cosssin-q/p

sint/p. -sinOcos5 -sinOsinq5 cosO J sin~cos7q/p (4.29)
Sill IP -sin-l/p

The above relation applies only to planes perpendicular to the projection plane, i.e. to

planes determined by (4.27) or (4.28). The following expressions for polar tangential

coordinates of the silhouette can be obtained after trigonometric manipulations, by

replacing 6 and iT in the right-hand side of the above projection equation by their

values in equation (4.28).

'1'(4.30)

The first equation above provides an interpretation for the generic parameter t in

(4.28). The second equation can be combined with (4.28) to obtain an explicit equation

for the silhouette in polar tangential coordinates. .

Pffr(W) = P ( s10), 7SG 60))

p( 4+fr/2+atan(tan0 sin0), asin(sint cosO)) (4.31)

The expressions obtained above for silhouette construction in polar tangential

coordinates are remarkable in several respects. First, equation (4.28), determines the

_ , .. .. . .. ., . . . .. ,. . .. . . ,. ,, ,, ,, -- <
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silhouette generating planes based on the independent variables (6,q) only. This

result is hence independent of object shape. Selection of the orientations of silhouette

generating planes depends only on viewing orientation and can be precomputed for a

set of viewing angles: the resulting selection procedure applies to any object. Second,

correspondences between the silhouette orientation coordinate q and the object orien-

tation coordinates 6. 71 are also independent of object shape, and are given by equations

(4.28) after replacing the parameter t by the angle ip.

[sG = € + r/2 + atan ( tanqfsinO )"i (4.32)

= asin ( sinocosO )

Finally, the normal distance p,. for points of the silhouette is related to the normal

distance p at the corresponding point of the object by the trivial relation p = p.

4.3.1.1. Example: Silhouette of a Cone

In order to apply the method developed in the previous section to the derivation

of the silhouette of the cone, it is necessary first to determine parametric equations for

the polar tangential coordinates of the cone, second to convert these into the form of

equation (4.24). and third to delermine an equation for the silhouette with (4.31).

Polar tangential coordinates for the cone are easily determined by comparing

equations (4.15) and (3.2).

K. = cotTpo cosy / = coS6 cosP Ip

K,. = cot-qo sinv /z0 = sin6 cos77 /p (4.33)

= 1/Z = sinr /p

It is clear from the above equations, that

S=1 , r)=77 , p =z osin7() (4.34)

This result shows again that the cone is a degenerate case since 7r=cst, p =cst and only

,' is variable, whereas in general, both 6 and T1 would be variable and p would be a

non-trivial function of ( ,7). The tangential coordinates of the silhouette are easily

determined with (4.31) and (4.32).

-,t
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z . 0 sifl770 , sinji (4-35)

After conversion of these polar coordinates to Cartesian tangential coordinates using

(3.1 ), the above results are found to be identical to those obtained previously in (4.21)

and (4.22).

4.3.2. Silhouette Construction with the Gaussian Mapping

In the previous section. relations between normal orientations on the object sur-

face, on the silhouette generator and on the silhouette were obtained by analyzing

silhouette construction in polar tangential coordinates. These relations are interpreted

in this section by considering normal orientations in the Gaussian sphere and Gaussian

circle representations. The resulting interpretation is much more attractive visually

than the one obtained in the previous section, although no new equations are derived.

Indeed, it is much easier to visualize points on the sphere than orientations in 3-D

space. Finally, the relation between silhouette analysis and the Gaussian mapping is
extended by introducing property spheres and property circles.

b The relation in (4.32) between normal orientations in 3-D and normal orienta-

tions in the projection plane has a double interpretation. First, considering tft as a gen-

N, eric independent parameter, these equations characterize the set of normal orientations

of points on the silhouette generator, for a given viewing direction (0,0). These nor-

mal orientations are defined by the polar angles Second, it relates points on the

silhouette parameterized with the normal angle tP/ to the corresponding points of the

silhouette generator.

It is interesting to interpret these relations in representations particularly suited

for normal orientations, namely the Gaussian sphere for the object and the Gaussian

circle for the silhouette. The silhouette generator on the object surface is the set of

points for which the normal orientation is perpendicular to the viewing direction. As

A. the Gaussian mapping preserves normal orientation, the image of these points on the

Gaussian sphere is the set of points for which the normal orientation is perpendicular

t o the viewing direction or, in other words, the silhouette generator of the sphere for
the same viewing direction. I' is straightforward 1o see that this set of points is the

gra icepredcua oteveigdreto.I diin sraenrasa h
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points of the silhouette generator are parallel to the projection plane and remain

unchanged in the projection operation. so that normal orientations on the silhouette are

identical to normal orientations at the corresponding points on the silhouette genera-

tor. The consequence is that the great circle of the Gaussian sphere is also a Gaussian

circle for the silhouette. The relations discussed above are illustrated in Fig.4.7.

In the above discussion, equation (4.32) has been interpreted in terms of the

Gaussian mapping. Although this interpretation indicates a relation between object

* - points and silhouette points, it does not suggest a complete method for inferring the

shape of the silhouelle from the shape of the object. A complete relation is obtained,

however, by combining equation (4.31) with the Gaussian mapping and considering

.-' object descriptions by property spheres and silhouette descriptions by property circles.

Indeed, the support functions p ( ,T7) and p r(0) represent perpendicular distances to

tangent planes in terms of normal orientations. Mapping normal orientations on Gaus-

-. sian images produces functions defining p and p , on the Gaussian sphere and on the

Gaussian circle. These can be considered as property spheres and property circles as

Viewing
Direction

Gaussian SphereN . ~~ObjectCrleea --

Great
Circle

~Slice "

Silhouelte Sl""-c.

Generator

. Silto'uette Gadssian Circle

Fig.4.7. Silhouettes and the Gaussian Mapping

................... '*.
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defined in section 3.3.2. For these representations, equation (4.31) suggests that the

silhouette property circle function values p,7. are identical to the property sphere

function p on the slice corresponding to the silhouette. Hence, the silhouette property

circle can be considered as a slice of the property sphere of the object.

In this section. we have interpreted silhouette analysis with polar tangential coor-

dinates by representing the 3-D object by a properly sphere for the distance between

origin and tangent planes, and the 2-1) silhouette by a properly circle for the distance

between origin and tangent lines. The silhouetic prop.rly circle is identical to a slice

of the property sphere o the object by a plane perpendicular to the viewing direction,

through the center of the sphere.

4.3.2.1. Example: Silhouette of a Cone

Construction of the silhouette with the Gaussian Mapping is now illustrated by

the example of the cone. First, the distance p to the tangent is the constant z osin7 0

for all points of the cone. As a consequence, the distance p , to silhouette tangents is

simply equal to the same constant everywhere on the silhouette.

The investigation of silhouette normal orientations leads to a more interesting

discussion. As derived in previous sections, the normal orientations of points on the

surface of the cone are determined by

E E (0,27r], -q=o (4.36)

This set of orientations is represented by the parallel at latitude 770 on the Gaussian

sphere; see Fig.4.8. Considering a projection along the direction (0,0), the silhouette

corresponds to the great circle slice perpendicular to the viewing direction, which is a

Gaussian circle for the silhouette. In the case of the cone. this slice intersects the small

circle rT7=71 at two points with polar angles ltiu, 7r-o in the slice plane. The

silhouette is hence characterized by only two distinct normal orientations, so that it is

composed of two lines with those normal orientations. The exact position of these lines

is determined by the distance p , to the origin, which was determined previously. The

exact value of the orientation qJ0 in the silhouette plane can be obtained in terms of ro

and 0 by resolving the right-angled spherical triangle in bold lines in Fig.4.8. --

% % %q
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Viewing Cone Slice

Direction

0 770

Silh etle 7r 4 SG - 7r/2

Gaussian Sphere

Fig.4.8. Silhouette of the Cone and Gaussian Sphere.

The relation obtained with standard expressions of spherical trigonometry is

sin-no = cosO sinto (4.37)

which is consistent with the results obtained previously with other methods (e.g.

equation (4.12)).

Although the Gaussian mapping does not provide new numerical expressions for

the relation between silhouette shape and object shape, it is well adapted to conduct

qualitative prediction of the results. Indeed, the following conclusions can be drawn

by considering the Gaussian sphere of the cone and the silhouette slice in Fig.4.8.

First, the intersection points between the parallel of the cone and the great circle slice

are on the opposite side from the viewing direction. As a consequence, the silhouette

generator on the object is on the same side of the object as the projection plane; this is

clearly seen in Fig.4.4. Second, by an appropriate choice of the elevation 0 of the

viewing direction, it is possible to give the half angle %P0 of the silhouette any value

between 1 o and ir/2; this is valid for any value of the opening angle T7o of the cone

itself. Hence, if a pair of lines observed in the image plant are presumed to be the

silhouette of a cone, nothing can be determined about the shape of the cone without

estimating its orientation with respect to the projection plane by some other method.

U,
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* Finally, for very large elevations 0 of the viewing direction, namely for 0>7T/2-r71o.

the great circle does not intersect the parallel TI=Tlo, and there is no silhouette. It is

not hard to see that this corresponds to a case where the viewer is "above" the cone so

that its image fills the whole projection plane. Similarly, when 0<-7r/2+iO, there is

no intersection on the Gaussian sphere, and this corresponds to the case where the

P viewer is "inside" the cone. so that, once again, no silhouelte is obtained in the image

* plane.

We have shown in this section that interesting qualitative arguments on

silhouettes can be developed based on the Gaussian mapping. This advantage of

representations with the Gaussian mapping is extremely useful in developing a

the-rough understanding of the relation between silhouette shape and object shape.

4.4. Conclusion

In this chapter. we have developed a number of silhouette construction methods

and their illustration on a simple example. Starting from the method used most fre-

quently in the literature, we have gradually progressed to methods based on tangents.

then to methods based on tangent orientations. In the last method, the Gaussian map-

ping was introduced to interpret first a relation between object points and silhouette

points, and second a relation between object properties and silhouette properties. Both

relations are independent oif object shape, and the first is independent of the choice of

object property. The second relation depends on which object property is represented

on the Gaussian sphere. and is independent of object shape only for adequate choices of

object properties and silhouette properties.

The keys contribution of this thesis are first the formal analysis of the property

sphere for the distance to tangents introduced in section 4.3.2., and the demonstration

of its relation with corresponding silhouelte property circles, and second the develop-

ment of two additional object properties for which the relation between sphere and

circle are independent of object shape.

In Chapter 5. three representations of 3-D objects in terms of property spheres are

proposed and analyzed, together with the corresponding representations of silhouettes
with properly circles. In Chapter (). the relation between these silhouette property cir-

cles and object property spheres is formally developed.

.1 '



Chapter 5
Representations for Curves and Surfaces

Based on the Gaussian Mapping

In this chapter, three property circle representations of 2-D curves and the

corresponding property spheres of 3-D surfaces are proposed. The advantages of this

type of representation for silhouette analysis were suggested in Chapter 4 and will

, become more clear in Chapter 6. when simple relations are developed between each of

the representations for an object surface and the corresponding representations for its

silhouettes.

The three pairs of representations describe three different properties of the objects

being described as functions on Gaussian circles and spheres. The first representation

describes the normal distance between tangents and a reference point; this scalar pro-

perty sphere/circle is named the Support Transform (ST). The second representation

describes coordinates of object points in rotated axes and is named the Vector Support

Transform (%ST). The VST has three components for 3-D surfaces, two components

for 2-D curves, and it turns out that in each case, one component is identical to the

scalar ST. Finally, the third representation describes local curvatures and is named

the Curvature Transform (CT). The three representations are collectively referred to

by the name of transforms, in part to emphasize that these representations are com-

plete and therefore uniquely invertible, and in part to preserve the similarity between

our silhouette theory and the Projection-Slice theorem in computerized tomography.

The particular choice of object properties for these three representations is

justified a-posteriori by the existence of simple relations between each transform of an

object and the corresponding transforms of its silhouettes; these relations are demon-

strated in Chapter 6. The existence of such simple relations was suggested for the ST

in Chapter 4. In the case of the VST, it can be expected that simple relations exist

between point coordinates in 2-D and 3-D. Finally, in the case of the CT, the dual of

Euler's theorem indicates a relation between silhouette curvature and object surface "'

curvature. The dual of Euler's theorem is demonstrated independently of the Gaus-

sian mapping in Appendix 3, and it turns out to be also a corollary of the relations

-77-I•
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'S between the 3-D CT of an object and the 2-D CT of its silhouettes.

The definitions of the transforms presented in this chapter are accompanied by

the derivation of conversions to and from Cartesian representations. These relations

.1-.~-'are useful when evaluating or inverting the transforms for specific object shapes. In

addition, the conversion relations are used in Chapter 6 to develop the relations

between 3-D transforms of an object and 2-D transforms of its silhouettes.

- In this chapter, all arguments are developed for curves and surfaces which are

outlines of smooth strictly convex objects. 11 is po-ssible to describe these curves and

surfaces by equations parameterized with the normal orientation angles %P in 2-1),

(6,77) in 3-D. Only these parameterizations are considered here for Cartesian coordi-

* ~nates. Relations between these and other para meterizat ions are briefly discussed in

' -' Appendix 2. Extensions of the representations to include object surfaces with edges

and their silhouette curves are discussed in Chapter 7.

The concepts of the three transforms are very similar in 2-D and 3-D, a similarity

emphasized by the vector notation used in this chapter. As the algebra is more

straightforward in the 2-D case, we have chosen to discuss the 2-D transforms in the

first section of this chapter and the 3-D transforms in the second section. The algebra

supporting the discussion of 3-D surface models is more involved than in the 2-D case,

bul the parallelism of concepts substantially improves readability. In order to

preserve the similarity of notations, some aspects are presented with considerable

detail in the case of 2-D curves.

5.1. Representations for Planar Curves

In this section, three property circle representations of 2-D curves are defined,

and their transformations to and from Cartesian coordinates are developed. T he

representations, collectively referred to as transforms, define curve shapes bN property

functions on the Gaussian circle. The object properties are represented in a different

set of rotated axes for each object point, so that the rotations of coordinates defined in

equation (3.7) appear in both the direct and inverse transform expressions. Relations

among the three transforms of the same curve are developed at the end of this section:

these relations are exploited to develop consistency constraints for the ST and the

\'ST.

.4
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5.1.1. Support Transform of a Planar Curve

Definition: The Support Transform of a planar curve is the property circle defining

the normal distance between the origin and the tangent at each object point. This dis-

tance is denoted by the symbol p.

The ST is equivalent by definiion to a representation of the distance p to the

tangent as a function of the normal orientation angle ip, and is hence a representation

of tangents to the curve equivalent to the explicit equation p (q,) for the polar tangen-

tial coordinates. The function p (qj) is sometimes referred to as the support function,

a name which has determined our choice for the name of the Support Transform.

Figure 5.1 illustrates the definition of Po for the point Po on the curve C. Let

iko be the polar angle of the normal at P 0 . The distance p o is measured along the nor-

mal at Po, which is parallel to the OXR axis of the rotated frame OX R ZR for qr:=Io.

The ST function is hence relaled to Cartesian coordinates by p o = XR (Po). This rela-

tion is given, for a generic point of the curve, by

P (0 oX NO 1= 1 o oO snp X
x, :(0) -sintp cosj z op)1

P)=( o cos) sini j ( s)

! -.

XR

- Po

0

Fig.5. 1. Tangent to the curve C at PO and normal distance po.

r.. %
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O)= T xP(p) .T R G-R X(p) = Tfx(Ip) (5.1)

where E, denotes the canonical unit vector (1 0 )' . The transformation from ST to
6

Cartesian coordinates is now derived by first considering the equation for the Carte-

sian coordinates of the points on a tangent line with polar tangential coordinates p (kp).

x cosip + z sinp = p (0) (5.2)

The above equation describes a one-parameter set of tangents to the curve, where 'p is

the parameter. The curve itself is the envelope of these lines and its equation can be

evaluated by eliminating the parameter qp between the equation for the tangent and

the derivative of this equation with respect to Ji. These two equations are given by

x costp + z sinqj = p (q) (5.3)
-x sinq + z cos'p = p 06(t)

- -sinkp cosip z P 4,

where p = dp Id qp. Comparison of these equations with the transformation from

global to rotated coordinates, namely

XR coP sinq/ i
ZR -sinqP cosqi z

XR = R2 X (5.5)

d reveals that the coordinates of points of the curve in the rotated frame are given by

(XR(') - (5.6)

and that global Cartesian coordinates are related to the ST by

x Ocosqj -sinip P (10

€ z (0 ) sinq cos4 P 0(0)

- . , -,. - . - - -



- 81 -

2 P

The following alternate vector notation emphasizes the contribution of the ST along

each local unit vector on the Gaussian circle.

4..XW) = P (0 ) +~ -i 0~(0) it (5.8)

5.1.2. Vector Support Transform of a Planar Curve

Definition: The V'ctor Support Transform of a planar curve is the property circle

defining the Cartesian coordinates of euch point in a rotated frame oriented along the

normal and the tangent at that point. These coordinates are denoted by n and t for the

coordinates along the normal and along the tangent respectively. The vector combining

these coordinates is denoted M, = En t ].

The above definition emphasizes that the VST describes object point coordinales.

However, it is easy lte see that the first component of the VST is identical by definition

to the scalar ST. Therefore, the VST is a superset of the ST and it explicitly describes

tangents to the curve in adidition to points of the curve. 'I he presence of two com-

ponents in the VST and its relation to the ST justify the name of Vector Support

Transform.

Fi g ure 5.2 illusirates the definition of the VST for the point P0 on a curve C

described in global axes Ox:. If 0Jo is the normal orientation angle at Po. 1he \'ST

in
XR

0

Fig.5.2. VST of P0 as Coordinates in the Rotated Frame.
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defines the coordinates of P 0 in rotated axes OXR ZR for r=tpo. The transformation

between VST and coordinates in the global axes is given by the transformation of coor-

dinates between rotated and global axes in equation (3.7). The transformation is a

rotation with an angle 4;o for the point P 0 and, for a general point, the normal angle

ip. This angle has a different value for each point on the curve. The transformation

from the \'ST to equations for Cartesian coordinates in the global frame is given by

x (0) cosIP -sinp n (q)

-(J) = sinq cosi t (1).

x(xp) = R2-G() G) (5.9)

The following alternate vector notation emphasizes the contributions of the VST along

each local unit vector of the Gaussian circle.

x(0) = n (0) i., + t (0) 1, (5.10)

The transformation from Cartesian coordinates to the VST is the inverse of the above

transformation, namely

n () fs sinipi X~p
t NJ) = -sinip cosqJ z (G)J

= RG-RGII) (5.11)

5.1.3. Curvature Transform of a Planar Curve

Definition: The Curvature Transform of a planar curve is the property circle

defining the radius of curvature at each corresponding object point. This radius of cur- 7

vazure is denoted by the symb)l p. %

The CT defines the radius of curvature p for each given normal orientation q; and

is hence equivalent to the intrinsic equation p(o), a representation which is well

known in differential geometry [2]. Our motivalion for defining curvature by the

radius p as opposed to the curvature k is the simplicity of object/silhouette relations

for this choice of representation for curves and for the corresponding representation

for surfaces.

Ai
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The definition of radius of curvature at the point PO of a curve C introduced in

section 3.2.5. is based on the Taylor expansion of the Monge parameterization in local

axes Pox Yj z, oriented along the tangent and normal at P0 .

= + 0(Z) (5.12)

where po is, by definition, the radius of curvature at P0 . Local axes for the above

Monge parameterization are sketched in Fig.5.3. Note that for a convex curve without

straight segments, p(p) > 0 for all qj.

The transformation from the CT function p6p) to Cartesian coordinates is now

determined. In contrast with the ST and the VST, the CT defines the shape of the
1, curve only locally. As a result, it is not possible to determine direct relations between

parametric equations x(q;) and the CT representation, although a relation will be

obtained between the first differential d 6P) and the CT. The curve is first con-

sidered in a small neighborhood of the point Po and analyzed in the fixed local refer-

ence frame Pox1 z. An expression for the differential d R (P) in the local axes is

obtained by the chain rule

d X( z, ) dz dmt
whee-- -- dip (5.13)Sdzl dmZ1 d ip

where mz, was defined in section 3.2.4. as the gradient of the local Monge equation.

*The first two derivatives in the right-hand-side of (5.13) depend on the particular

curve shape at PO expressed in (5.12). The last derivative in (5.13) depends on the

~Z

X1

AC

PO

0

Fig.5.3. Local axes for Defining the Curvature of AC at P0 .

.1,
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relation between the local gradient and the global orientation angle, a relation dis-

cussed in section 3.3.3. Each of the factors in (5.13) is evaluated in Appendix 6; the

resulting expression for d X, is given by

dxl
dz J Po I d tP + O( - to)Pd

dx, =po 1zt dp +O(-o)dP d (5.14)

The above expansion is exact for to = tPo. which corresponds to the point Po

d X, (q)0 ) = po T 1 d t

The differential of global coordinates is obtained by applying the coordinate transfor-

mation from X, to X. defined in equation (3.8)

dx( 6P) cos4j() -siflnio 1 01 p d = I -si'flpo ddzoPo) I = sint scosto Jos pd t

dX(tPo) = R R-hG(4o) U, pod = iT o Pod tp (5.15)

As the point Po is generic, the above relation is valid for all the points of the curve, so

dx -sintp PO )dq
.~R -G4lIdz = costo toPt

. d X(o) p(tP)d %P = R2-( )!2 P(q) d 'P (5.16)

The above equation is a first-order differential which can be integrated to produce an

expression for Cartesian coordinates of points on the curve

x( I) 1o 1 -sintP

" Z o + f P(o) Cos2 I d 4j

x(O) = X0 + f p(O)It (P) d qj (5.17)

For a simple closed curve, the vector function (P) must be periodic in 'P with a

period of 2r. Therefore, the CT function p(ip) must satisfy the following constraint



-85-

27r 
,s=O

f p( p) it P)d = (5.18)
0

One interpretation of the above relation is that p(ip), considered on a 27r interval,

* must have no Fourier series term of order one. The relation in (5.18) has also been

interpreted by considering p6k) as a distribution of mass on the unit circle [53]. The

consistency relation is then equivalent to requiring the center of mass of the distribu-

tion to be at the center of the unit circle.

Two expressions for the CT in terms of Cartesian parametric equations are now

obtained, the first by multiplying both members of equation (5.16) by T the second

by taking the modulus of (5.16).

p(I dP()) _ Id=( )l (5.19)

d4, d ip

Note that the right side of the above expression is identical to a classical definition for r

the radius of curvature of a convex curve [52].

* 5.1.4. Relations between the ST, the VST and the CT of a Curve

Relations between the three transforms of a 2-D curve are developed in this sec-

tion. Based on these relations, a number of consistency criteria are developed for the

ST and the VST.

By definition, the first component of the VST is identical to the scalar ST. As a

consequence, the VST is a superset of the ST and is therefore redundant, since the ST is

complete. Comparing equations (5.8) and (5.10). it is straightforward to determine

that

n=p

t =P (5.20)
I t ""n,

where the first two equations express the relation between the ST and the VST, and

the third equation is a consistency relation for the VST.

- , -. I ,-
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In addition to the above relations, a consistency criterion for the ST and for the

*' VST can be obtained by relating these to the CT, then expressing the convexity con-

straint p> 0 on the CT. The relation between the ST and the CT is obtained by con-

sidering the inverse ST equation

X(10= P(60)1 + P VG4)T (5.21)

and by comparing the differential of this expression with (5.16). The differential of

(5.21) is easily obtained, using the derivatives of unit vectors in (3.55).

IZ0() = P (0)+ P "(0) 1 (5.22)

Comparing this expression with (5.16), the relation between the ST and the CT is

determined to be

pO) = P (1) + P "(0) (5.23)

The corresponding relation between the VST and the CT can be obtained by a similar

* argument.

P(O) = n () + t (P) (5.24)

* For a convex curve, p(qp) > 0 for all 4p. As a consequence, the following inequalities

must apply to the ST and to the VST components:

p (0) + p (tP) > 0 (5.25)

n (0b) + t V'(1) > 0 (5.26)

5It is instructive to consider the relations between each of the three transforms

and derivatives of the support function p (P).

g(o) [ p p']# (5.27)

p(O) = +

* -. The above relations emphasize the dependence of the ST, the VST and the CT on

derivatives of p up to orders 0, 1 and 2 respectively: similar conclusions will be

observed for 3-D surfaces. These relalions will be useful in Chapter 7 when analyzing

discontinuities of these functions for curves and surfaces with straight edges.
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5.1.5. Examples of 2-D Transforms

In Appendix 1, the three 2-D transforms are derived analytically for superconics.

Graphs of the Iransform functions are presented in Fig.5.4 for a superconic with major

axis half-lengths a =2.0. c =1.0 and an exponent of n =1.2. The property functions

are drawn on polar plots in Fig.5.4, with the origin of the plots offset from the center

to allow the representation of negative values in t (iv).

5.2. Representations for 3-D Surfaces

In this section, three properly sphere represenlations for 3-D surfaces are defined.

These representations are extensions to 3-D of the three representations defined for 2-

D curves in the previous section. The representations of surfaces will be referred to

by the same names as their 2-D counterparts, namely the ST for a property sphere

specifying normal distances to tangent planes, the VST for a property sphere of object

z
J X

a) b)

'.

c) di

Fig.5.4. 2-D Curve and Polar plots of 2-D Transforms.
a) Superconic with exponent 1.2, b) Support Transform,

c) Tangential Component of Vector Supporl Transform, d) Curvature Transform.

I
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point coordinates, and the CT for a property sphere of curvatures. Transformations to

and from Cartesian coordinates are derived for the three transforms. Relations among

the three transforms are developed and exploited to develop consistency constraints

for the ST and for the VST. In addition to the above relations, relations between the

extended Gaussian image and the three surface transforms are determined. A close

parallel has been preserved with the notation used in the case of 2-D silhouettes, as

this association improves the readability.

5.2.1. Support Transform of a 3-D Surface

Definition: Th, Support Transform of a 3-D surface is the property sphere defining

the normal distance from the origin to the tangent plane at each point of the object. This

distance is denoted by the sYmbol p.

The ST function on the Gaussian sphere specifies the normal distance p to the

tangent plane with Ihe given orientation and is hence equivalent to the representation

of planes tangent to the surface by the explicil equation p =p (,r) for the polar

tangential coordinates. In other work, the function p (6,7) is referred to as the sup-

port function for the surface. As illusirated in Fig.5.5. the normal distance po for the

point Po on the surface element E is the distance between the origin and the tangent

plane at P 0 . This distance is measured along the normal, and is equivalent to the XR-

coordinate of PO in rotated axes for 6-6(o, r?77-t7. The ST funclion is hence related to

Cartesian coordinates for the curve by

XR

P ( Mr) XR = fI1 0 01 YR (6"f1

cos~cos-q sin~cosq sinT1 x( ,r)

1 0 01 -si cos6 0 y(6,r)
-cosssinr -sinssin77 cost/ z (6,77)

= (cos~cosr- sincost/ sinrq y (6,r))

TT -5,77) = TTR -Rn)

-.6. el R' 
(5.28), ~* ~
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JI

9 PO

x 
I

V

Fig.5.5. Tangent Plane Hl to the surface E at P 0 and normal distance p o.

'a

where e, denotes the canonical unit vector ( 1 0 0 )T. The transformation from ST to

Cartesian coordinates is now derived by first considering the equation for the Carte-

sian coordinates of points on a tangent plane with polar tangential coordinates

x cos cos7 + y sin~cosr I + z sinr- = p (6,r ) (5.29)

The above equation describes a two-parameter set of planes tangent to the surface.

The surface is the envelope of these planes and its equation can be evaluated by elim-

inating the parameters 6,7 among the equation of the tangent plane and its derivatives

with respect to and 77. The three equations are given by

coscos-q x + sintcos-n y + sin77 = p
-sincosT7 x + coscosr y P (5.30)

-cos~sinl7 x - sin~sinrq y + cosT7 z p

where the subscripts in pt and p. denote partial derivatives. After scaling of the

second equation by cosI,
d-.
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the above equations can be rewritten in the following matrix form.

cos~cos? sincos sin-p x p

-sin COS 0 y = P t/COSr7 (5.31)

-cos~sin?7 -sinsinT cosT P T

Comparison of this equation with the transformation from global coordinates to coor-

dinates in rotated axes, namely

XR cos~cosT7 sincos7 sinT x

YR = -sine cos6 0 y

:R -cos~sin1 -sinsin-r cost7 z

G-R--
RR = R3 (5.32)

reveals that the coordinates of the surface points in the rotated frame are related to

the ST by

xR p
yR 1= /cos7 (5.33)

,R P 7

and that Cartesian equations for the surface are expressed in terms of the ST by

x (6,r) cos~cosr7 -sine -cos~sin-q p(I,O

y ( ,rn) sin~cos-q cost -sin~sin-7 pe (,?)/cosr7
z(6,r) sin77 0 COS7 -pQ?(6,T)

p (6,r)

3e(6,r) = R - (,n) Pf( rT)/cosr1 (5.34)

The following alternate vector notation emphasizes the contribution of the ST along

each local unit vector on the Gaussian sphere.

,) = ; (6,m)T, + pe(.,)/cos-n T + p,(.,) T, (5.35)

• .N

i_' f ( . - . *~ ~V '
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5.2.2. Vector Support Transform of a 3-D Surface

Definition: The Vector Support Transform of a 3-D surface is the property sphe

defining the three Cartesian coordinates of each surface point in a rotated frame

oriented along the local normal, parallel and meridian of the Gaussian Sphere. The com-

ponents are denoted individually, as n, h and v respectively. The vector combining

these components is denoted by -= ( n h v )'.

The above definition emphasizes that the VST specifies point coordinates, but it is

easy to see that the first component of the VST is identical to the scalar ST, so that the

VST is a superset of the ST and defines tangent planes in addition to points.

Consider on the surface E, the point Po with normal orientation no(6o rqo), as

illustrated in Fig.5.6. The VST components n o, h o, v o for the point Po are the Carte-

sian coordinates of Po in the rotated axes OXR YR ZR for Po. The transformation

between this frame and the global object frame is defined in equation (3.9), for = o

and 77= r7o. This relation is valid for each point of the surface, when and 71

i t

A0

x

y
", , Fig.5.6. Tangent Plane rl to the surface E at Po,
; "VST s6 =(n o,h o,vo

) and principal orientation vectors.

%J0

%

%'= " % % " % % " X / q- , " = ~ . N" ,,.- , . .q.. - . . = . . m. . - . . ,* "
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represent the corresponding normal orientation. The Conversion from Cartesian

parametric equations x = ( ,71) to the VST is hence given by

n (c,) oscoss77 sinCos7J sinTI x (6,77)
h= -sine cos 0 y (,r)

i v , -cos [sinyj -sin [sinTj cosY7J Z (0,7),

3= R3-(6,7) 3(6,77) (5.36)

.The inverse transformation the VST to equations for the Cartesian coordinates is

the inverse of the above 3-D rotation. namely

X (6m) cos~cos-r -sine -cosjsinr n (6,-q)

. y(, ) = sincos cos6 -sin4'sin-n h (6,-q)

Z (0,) sinrl 0 cos17 v (6,7)

3x(6,7) = R3 (5.37)'

The following alternate vector notation emphasizes the contribution of the VST along

each local unit vector on the Gaussian sphere.

6, 77) = n ( , 7) TI + h (,r7) l + V ( ,7) 1-'T (5.38)

5.2.3. Curvature Transform of a 3-D Surface

Definition: The Curvature Transform of a 3-D Surface is the propert sphere

p defining the tensor of radius of curvature of the surface expressed in axes oriented along

the parallels and meridians of the Gaussian Sphere. The components of the tensor are

referred to as r 11 r 12 and r 22" with the index 1 corresponding to the direction of the

parallel. The tensor itself is represented by the symbol R.

This definition of the CT .;s a natural extension of the CT defined for 2-D curves

in section 5.1.3. Other extensions to three dimensions of the 2-D CT are also possible.

For example the 2-D extended Gaussian image is identical to the CT [531, but the 3-D

extended Gaussian image represents a scalar properly, namely the inverse of the Gaus-

sian curvature of the 3-D surface [441. Relations between the extended Gaussian image

and our 3-D transforms are developed in a later section.

The curvature of a surface E al the point P 0 was defined in section 3.2.5., based

on the Taylor expansion of the Monge parametric form in local axes al P 0 .

4.4I ~** .. ;**** ~*~*- V . ~~ ~ -. - 4.
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Li r 0 r0 Y

r 0 rY ZZ
1 2  22 1

X -12 Z ' + O (z,3 ) (5.40)

where x, is along the normal and y ,z in the tangent plane at Po. In the above

expression, Ro is. by definition, the tensor of radius of curvature at Po, and ZZ denotes

the 2-vector ( YJ zZ )T in the local tangent plane. The surface and the local axes at Po

are sketched in Fig.5.7.

The transformation from the CT representation to Cartesian coordinates is now

determined. As the CT representation describes only local properties of the object sur-

face, it can not be directly related to Cartesian coordinates, although it will be related

to the first differential d ( ,T) of these coordinates. For this purpose. a small surface

elemeni AE in the neighborhood of Po is analyzed in the fixed local axes Poxz y, -z.

*. An expression for the diffcrential is first obtained in the local axes by the chain rule

aZ
4.t

X

Y

Fig.5.7. Local Axes for the Definilion of the Curvature of E at Po.

.

P
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=d -) d Zi (5.41)
Dz Dmi, De

K,

where expressions such as D'j /D7I  denote Jacobian matrices, MZ1  (m yz mZ1 )T is

the 2-vector of local gradients, and d t is the vector of normalized global angle
p.

differentials d = ( cosrqd 6 d 77 )T. The first two Jacobian matrices in the right hand

side of (5.41) depend on the shape of the particular surface around Po, defined by

(5.39). The last Jacobian matrix in (5.41) depends on the relation between local gra-

dients and global orientation angles. a relation which was discussed in section 3.3.3.

Each of the factors in (5.41) are evaluated in Appendix 6. When inserted in equation

(5.41 ), they produce an expression for the differential d X, in local coordinates, valid

to first order around P 0 . The expression is exact at Po. and since Po is generic, the

differential in local axes at a given point is represented by a similar expression.

dx 0 0 r 11 r 1 2  cosqd

dr = r 12 r 2 2  di 7

dzl 0 1

d-x =1 3 2 Rd (5.42)

V' where 132 is a 3x2 matrix consisting of only zeros and ones. A differential for the sur-

face in global coordinatLs is obtained by applying the coordinate transformation in

(3.10).

dx cos~cosr -sine -cos~sinr 0 0 r 11 r 12  Cosid

dv = sin~cosrq cos6 -sin~sin-n 1 0 r'dr1 r dT -n

d.- sinr7 0 cost7 0 1

d X = R R-G 132 Rd (5.43)

In principle, the above differential can be inegated lo produce Cartesian equations for

the surface. As the integration domain is vwo-direnional, an integration path must be

prescribed: this question is addressed in the ne>xt section.

Transformations from Carlesiar eqia:'ions to the CT are easily c.eveloped based

on equation (5.43). Indeed, explicit "xpressions for the partial de-ivati es of x can be

obtained I rom (5.43) as

.;'b,
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.= (544)

._ T) I r12 r221 1 7

An expression for determining the CT of a surface given by parametric equations

j"( ,rn) is hence

= ~ r12 _ *' (5.45)
r 12 r22 Th'Xo 1.'X,

5.2.3.1. Consistency Constraints for the 3-D CT

In this section, consistency constraints are determined for the CT function defined

on the Gaussian sphere. Equation (5.44) relates first derivatives of Cartesian coordi-

nates to the CT. This expression has a conceptual similarity to the expression for sur-

face reconstruction from needle maps [21]. In both cases, first derivatives of a func-

tion are given on a two-dimensional domain. In the case of the needle map, surface

reconstruction is possible only if the gradient field corresponding to the needle map is

curl-free. The curl-free condition, also referred to as an integrability constraint.

corresponds to a zero elevation gain on all closed loops in the image plane, and is

equivalent for smooth surfaces to equality of the mixed derivatives. This condition

guarantees that integration of the Cartesian coordinates is independent of integration

path and is a necessary and sufficient consistency constraint for a needle map. A simi-

lar condition is derived here for the CT by requiring equality of the mixed derivatives
._ .x and x _ . These mixed derivatives are first evaluated from (5.44), taking into

account the derivatives of local unit vectors given in equation (3.50).

*JT (r I or)f r1 or 7) -r 1 2 Cos7),n

X Tif= - r12-r22sin7 .i+ -0r22+r12sin77 1-, _r12cos7J-.
.4(5.46)

The consistency constraints are obtained by comparing individual components of the
above expressions for the mixed derivatives.

5,'

p R
.- ,-.,-. . .. -- & C r -



-_-L( r I I cosrt ) =__r 12 - r 22 sin77

(5.47)

-r22= -( r 12 cos)- r 12 sinl

When the above consistency relations are verified, the integral of the differential d 3X is

independent of integration path.

A second type of constraint must be satisfied by the components of the CT of a

convex object. Specifically, positivity of mean and Gaussian curvatures implies posi-

tivity of the trace ( r 11 +, 22 ) and of the determinant ( r 11r22 -r 2 )

5.2.4. Relations Between the ST, the VST and the CT of a Surface

In this section, relations between the three transforms of a given 3-D surface are

developed. From these relations, consistency constraints are determined for the ST

and for the VST.

By definition, the first component of the VST is identical to the scalar ST. Since

the ST representation is complete, the above relation indicates that the VST is red un-

dant. Comparing equations (5.38) and (5.35). it is straightforward to determine that

"'n =p

h = p t/cosr) (5.48)
v~=p

h = n t/cos-

= n (5.49)

t= 6/ar(h costP)

where the first group of equations expresses the relations between the ST and the corn-
,ponents of the VST. The equations in the second set are relations among the three VST

*corn ponents.

In addition to the above relations, a set of inequality constraints can be developed

.,., for the ST and VST by relating these representations to the CT, then expressing the

convexity of the surface in terms of the CT representation. The relation between the

'V ST and CT is derived by considering the inverse ST equation.

. e
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( ,rn) = p (,m) , + pt(6,r)/cos1-P +p(,r)1- n  (5.50)

and by comparing the derivatives of this expression with (5.44). The derivatives of

(5.50) are easily obtained with the derivatives of unit vectors in (3.50).

- /cos = p +p_/cos --ptan77 pf/cos r + pf sin-q/cos2 7 7

.X x) p fn/cos 77 + p sinT/cosTl p + p

(5.51)

Comparing this expression with (5.44) produces the following expression for the CT

tensor in terms of the ST function p (6j7).

r11 r12 P + P /cos 2 -- P ,tanTj p f/cos 77 + p t sin77/cos 2

r 12 r 2 2 p fcos - + p t s iny/cs 2 7 P + P q7

(5.52)

For a convex object surface, both the determinant and the trace of 1Z must be positive.

The following inequalilies must therefore be satisfied by p (6,r).

2p + pif/cos2 77 + P ,-P tan7 > 0 (5.53)

(p + p/cos 22r -p tan-q)(p + p - (p t/cos-q + p tsin 7/cos 2 T7)2 > 0

Relations similar to (5.52) can be formulated between the VST and CT: these also

allow the development of convexity constraints for the VST. The relation between

\ST and CT is given by

r,, r 1 2  n + h /cosr7 - vtan-q v t/cos 1+ h tarn)
r 12 r n, +l v,

The resulting convexity constraints are

2n + h t/cosr7 + vn - v tant > 0 (5.55)

(n +h /cosr--vtan7)(n +v T)- h 7 (v /cosr7+htanr7) > 0

Considering equations (5.48) and (5.52), it can be observed that the ST, VST and

CT depend on derivatives of p up 1o orders 0. 1 and 2 respeclively. This conclusion is

IS
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identical to the corresponding observation made for the transforms of planar curves.

5.2.5. Relation, between the Extended Gaussian Image and the CT, VST, ST

In this section, relations between the extended Gaussian image (EGI) and the three

property sphere representations are developed. The EGI is a property sphere for the

inverse of the Gaussian curvature. The Gaussian curvature is the determinant of our

curvature tensor K and is also the inverse of the determinant of the radius of curva-

iture tensor R: see section 3.2.5. Hence, the EGI is equal to the determinant of the CT.

G(6,-q) = detk(6,rn) (5.56)

where G denotes the EGI function. The CT function is hence a redundant superset of

the EGI. In the case of 2-D curves, the CT is identical to the EGI defined in [53]. The

3-D EGI and the 3-D CT can be considered as two different generalizations to 3-D sur-

faces of the same representation for 2-D curves. The ST can be related to the EGI by

combining (5.56) and (5.52).

G(,rn) (p + p ,f/cos 2r 7 - p tanpl)(p + p .)

- (pi/cosr? +psjn7/COs27 )2 (5

The above relation should prove useful in combining EGI and ST representations, such

as for the work presented in [451. Finally, a relation between VST and EGI is obtained

by combining (5.56) and (5.54).

G(,rn) = (n +h /cosr -- vtanr, )( n +v(

-h ,7 ( v f/cosr7 + h tant7 (

5.2.6. Examples of 3-D Transforms

In this section. the three transforms of a simple object are derived. These deriva-

tions illustrate the computation of transforms from parametric equations. The object

considered here is a sphere of radius R offset from origin, centered at Po (xoYo,z 0 ).

Transforms of more complicated object shapes are derived in Appendix 1.

Parametric equations for the sphere are given by

:,.: '.. .. . .-.... -. , , ..-.... ,.,..... -,,. -.. ...... .... , ,_. :._, -.... ..-..-. .
. ,-.-.- , - ,- ,.r ,,A_ *, .-... .',- : v., \' -_ .- .,,* .,. . ' ,'._ ., .. ".. . , , . , .. ... '.



x = 0 + R cos6 cos7 7

Y = Y o + R sin CosT? (5.59)

= 0 + R sinT7

The ST of this sphere is obtained by applying (5.29) to the above parametric equations

p (6,-q) = x 0 cos~cos7 + Yo sincos7 + z o sinT7 + R (5.60)

In the particular case where the cenler Po of the sphere is at the origin, the above

expression simplifies to p (6,rn) = R.

The VST of the sphere can be derived by applying equation (5.36) to (5.59).

x 0 cosscosr + y 0 sincos77 + z 0 sin -q+ R

s,r )  -x o sin6 + Yocos (5.61)

-x 0 cos~sin77 - yo0 sin~sini7 + Z 0 cosT)

In the particular case that Xo 0, the VST is given by s',rl) = (R 0 O)T.

It is possible to derive the CT from the parametric equations in (5.59) by different

methods. Indeed, the CT can be delermined directly from (5.59) with equation (5.45).

indirectly from the ST with equation (5.52), or indirectly from the VST with equation

(5.54) The indirect derivation via the ST is developed here. Partial derivatives of the

ST can be evaluated as

pi = -x 0 sincos7 + V o COs6COST7

p = -x 0 cos~cosr7 - y o sincos7.

pn = x o sin~sinT) - yo cos~sinT (5.62)

p 1  = -xoC'os~sin-I - y osinsin7 + z cos7

prrn = -xo cos~cosr + y 0 sincos77 - o sinrT7

Using the above derivatives. I he 3-D CT function is determined as

r 1l r 12 - P + P tt/cos2T - P, tanT? p t,/cos r) + p t sinr/cosr7

r 12 r22 P/cos7 7 + p tsin77/cos - 77 P + Pn ...

0 R 01 (5.63)

~ 4- ~ ~ -~. 0 -
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Note that this result is independent of the position of the center of the sphere. The CT

function is identical to the curvature tensor of the sphere determined in section 3.2.5..

Each 3-D transform contains large amounts of information, so that it is not easily

displayed on one graph. In Chapter 8, some 3-D transforms will be represented by

polar plots of their components on meridians of the Gaussian sphere.

5.3. Summary

Three representations for closed curves and the corresponding representations for

3-D surfaces have been defined in this chapter. The motivation behind the study of

these representations is the simplification they introduce in the analysis of relations

between object shapes and silhouette shapes. In the following chapter, lhree theorems

wil be demonstrated, relating the transforms of a 3-D object to the transforms of its

silhouettes. Specifically, it will be shown that the property circle of the silhouette in

an orthographic projection can be obtained by slicing the property sphere of the object

by a plane perpendicular to the viewing direction and going through the origin, then

appropriately projecting the vector or tensor information onto the slice plane. The

specific object properlies represenled by the three transforms were carefully chosen lo

lead to such simple relations.

Aside from their interest in silhouette analysis, the transforms presented in this

chapter can also be analyzed simply as representations of 2-D curves and 3-D surfaces.

Each of the transforms is now discussed individually in this respect.

In both 2-D and 3-D, the ST is quite similar to the support function, an explicit

equation for polar tangential coordinates. Although 1his form is known, it has not

received much attention in the graphics and vision fields.

The 2-D and 3-D VST are simply related to descriptions in terms of Cartesian

point coordinates, butl their relation with the ST and CT is interesting for at least two

reasons. First, the relations between the ST and CT on one side, and the VST on the

other side are quite simple, so that the \'ST may be used as an intermediate step when

converting the ST or the CT to a description in terms of Cartesian coordinates. In

some applications, when a Cartesian representalion is required, the VST itself may bc

appropriate, thereby eliminating the need for a different Cartesian representation. For

example, it should be easy to synthe .- ,e a shaded rendition of an object for a general

71
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view-point, based on the VST only. A second interesting feature of the VST is that it

forms with the ST and CT, a range of representations depending on derivatives of p

up to orders 0. 1, 2. Instead of the VST which combines normal and tangential com-

ponents of rotated Cartesian coordinates, it is possible to describe property circles and

spheres describing only the tangential components. These representations would avoid

the trivial redundancy with the ST. but would not be uniquely invertible. For exam-

ple, the VST of a sphere centered at the origin is zero everywhere and does not depend

on the radius of the sphere. We have therefore preferred the definition of the VST

,"N proposed in this chapter, and its interpretation as a complete description of point coor-

dinates of the object.

The CT representation of 2-D curves and 3-D surfaces will now be discussed.

Forms closely related to the 2-D CT have been proposed by various authors

[23, 53, 54]. The 2-D CT is closely related to the intrinsic form relating radius of cur-

vature and normal orientation. Intrinsic descriptions of the shape of curves have been

* " extensively studied in differential geometry and are well known [521. However, to the

best of the author's knowledge, equivalent representations have not been proposed for

S surfaces. The 3-D CT can be considered as such an intrinsic form for surfaces and

should therefore be of interest when analyzing the shapes of 3-D surfaces. Represen-

lations of surface shapes presented in textbooks of differential geometry usually rely

on two tensors, referred to as the lensor of the first fundamental form and the tensor

of the second f undamental form. The two tensors convey information about both the

shape of the surface and the parameterization used to define the surface. With this

formalisin, it is not possible to retain a complete description of surface shape without

interfering with the description of the parameterization. The literature on surface

, representation in machine vision seems strongly influenced by this description of sur-

faces in terms of fundamental form tensors. Characlerizalions of surface curvature

by local invariants have also been proposed. These invariants combine information

from the two fundamental lensors and are independent of parameterization. For

example, the extended Gaussian image defines surface shapes by one invariant, the

Gaussian curvalure: a description of surfaces by Iwo invariants, the Gaussian and

mean curvalures, has also been proposed [40]. These representalions, although inverti-

ble with appropriate boundary conditions, do not carry a complete local

0
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characterization of surface shape. The 3-D CT representation proposed here is an

elegant alternative to the classical shape description methods. It combines a new

invariant curvature tensor function with the parameterization used to represent nor-

mal orientations in the extended Gaussian image. Relations between the CT and classi-

cal descriptions of surface curvature are further addressed in Appendix 4.

The framework developed in this chapter for representating shapes stresses the

similarities between 2-D and 3-D, and suggests straightforward generalizations to

representations of n-dimensional hypersurfaces in (n+1 )-dimensional space. These

generalizations are not addressed here.

.1i/::!
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Chapter 6
Silhouette-Slice Theorems

In this chapter, relations between the transforms of 3-D convex object surfaces

and the corresponding transforms of their 2-D silhouettes in orthographic projections

are determined. It turns out that these relations prescribe pointwise correspondences

between properly-function values on ihu Gaussian sphere of the object and property-

function values on the Gaussian circle of the silhouette. Hence, there are two aspects

to the relation between 2-D and 3-D transforms. The first part of the relation deter-

mines which values of the 3-D object property sphere directly contribute to the

silhouette, whereas the second part specifies how the values of the 2-D transforms are

related to the values of the 3-D transforms at the corresponding points. These two

aspects of the relation are closely tied to the selection and projection steps of the clas-

sical silhouette construction method reviewed in Chapter 4.

The exact form of the relation between the transforms of the object and the

Iransforns of its silhouettes will be determined by applying the classical silhouette

construction method sketched in Fig.4.2 to the surface shape expressed as the inverse

transform of each of the three representations. The first step of the classical method

will indicate an equivalence of points on the Gaussian circle of the silhouette and

points on a slice of the Gaussian sphere of the object. The slice is the intersection of

the Gaussian sphere with a plane through the center and perpendicular t4 the viewing

direction. The second step of the classical silhouette construction will indicate how

transform values on the slice of the Gaussian sphere of the object are related to

transform values on the Gaussian circle of the silhouette. Specifically, it will be

shown that the silhouette ST values are identical to the object ST values on the slice.

and that the values of the VST and CT of the silhouette can be obtained by projecting

onto the slice plane the vector or lensor values of the corresponding 3-D transforms on

the slice of the object Gaussian sphere. The relations among 3-D objects, 2-D

silhouettes and their transforms have a strong conceptual similarity with the

Proje(tion-Slice theorem of computerized tomography. The theorems describing the

relations in the case of silhouettes have been named Silhouette-Slice theorems to

underline this similarity.
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In the first section of this chapter. the relation between Gaussian circles of

silhouettes and slices of the Gaussian sphere of the object is demonstrated. Relations

among angular coordinates on the sphere, the angular coordinate on the silhouette slice

circle and the viewing direction are determined. In the second section, the transformna-

tion between local systems of 3-D axes corresponding to the slice of the Gaussian

sphere and local systems of axes on the silhouette is derived. It will be shown that

this transformation is the composition of two 3-D rotations and a projection, and that

its expression can be substantially simplified. In the third section, relations between

silhouette property circle functions and object property sphere functions are deter-3

mined by applying the transformation derived in the second section to coordinates of

points of the silhouette generator of the object, expressed in terms of the ST. VST and4

CT represent at ions. Finally, the results are discussed and compared with the

Projection-Slice theoren of computerized tomography.

6.1. Silhouettes, Gaussian Spheres and Gaussian Circles

The first step in determining relations between silhouette properties and object

properties is to determine which object points contribute to the silhouette, and which

points of the silhouette are affected by which points of the object. 1t is shown in this

section that only the points on the great circle slice of the Gaussian sphere perpendicu-

lar to the viewing direction contribute to the silhouette, and that the points of the slice

are related to corresponding points of the silhouette by the Gaussian mapping.

The following discussion refers to Fig.6.l which illustrates a 3-D object and its

orthographic silhouette in the image plane. Consider a point PSG on the silhouette

generator of the object, its projection PS in the image plane and its image PG on the

GJaussian sphere. First, by definition of the Gaussian mapping, the normal to the object

r. surf ace at SGis parallel to the normal to the sphere at PG . Second, since jP is on

the silhouette generator, the normal at FSG is parallel to the projection plane. so that

its direction is unaffected by the projection operation. Hence, the normals to the

silhouette at PS , to the object at P.S and to the sphere at PG are all parallel. The

image of the silhouette generator on the Gaussian sphere is thus the set of points of the

sphere for which the normal orientation is perpendicular to the viewing direction.

This set of points is the great circle of the Gaussian sphere perpendicular to the
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Viewing
Direction

Gaussian Sphere~Objeci

P

Grcal£' .Circle

-- Generator

Silbouel te G ssian Circle

Fig.6.1. Relation between the Silhouette Generator and a Slice of the Gaussian Sphere.i

viewing direction. Individual points of the silhouette and of the slice corresponding to

the, same object point, such as Ps and PG - are related by the parallelism of their nor-

I mals. Therefore. the slice of the Gaussian sphere of the object is a Gaussian circle for

the silhouette. This conclusion is formalized as follows:

Silhouette-Slice Theorem 0: Each great circle slice of the Gaussian Sphere of a

sm(oth convex object is the Gaussian Circle of the silhouette of the object in an ortho-

"* graphic projection on a plane parallel to the slice.

The above theoren is now complemented by trigonomelric relations between the

angular coordinates ( ,T ) of rx)inls on the slice, the angular coordinate tP on the Gaus-

-. sian circle of the silhometlt. and the angles (0,0) specifying the orientation of the

-. viewing direclion. Considcr lhe point PG on the slice of the Gaussian sphere

corresponding to the vie\inv uireclion V, as illustrated in Fig.6.2. For this point, the

five angles of interest ap,*ar in the spherical triangle AP(; C drawn in bold in the

figure. I his triangle is also displayed "flattened out" with the values of all its

U
w- -o ",:-o _,i," . .- _ _,- ,,Z _' " -,. ..v . . . . . .,-- i -. ---. i .F i, ,,' -., .. - i -.- .~ _. . . . .. . . . . ...v., .," , . . -. .* ..~ .. ... --, ?
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-,5 V

-4..

y

PG

-7A/2

C

Fig.0.2. (ireal Circle Slice and Angles on the Gaussian Sphere

p,

-b--

I---r l 2- - - - - _

elements on the same figure. The sixth element of the triangle ABC is related to the

angle ot characlerizing the orientation of the slice plane in local axes PG x, y Yz-, at PG .

Applying the standard relations between elements of a right-angled spherical triangle
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in[551 to the above triangle produces the following identities

sinr? = tan(6---r/2) tanck (a)

-cos(6-q) = tan-r tanO (b)

sinO = tan(6----r/2) cotq, (c)

sina = tanr cotUP (d)

coso = tanO tanck (e) (6.
sin-, = cos9o sinkJ (f) 1)

-cos( -O) = cosa silqj (g)

sin0 = cost/ cost (h)

sinot = sin(6-0) coso (i)

cosI, = cost sin(6-) (j)

Note thai the angles 6. . 0, are defined over the range [-7T,+7r] and the angles Ti, 0

over the range [-7rT/2,7r/2]. The full range of these parameters is covered by relating

the quadrants of the arguments in the tangent trigonometric functions in expression
(6.1 )(c). .

For a fixed viewing direction (0,O). the silhouette point with normal orientation

4, in the image plane corresponds to the object point with normal orientation (6,Tl) for

the values of these angles satisfying (0.1 ). Spcifically, (6.1 )(c) implicitly relates the

angles 4, and 6, whereas (6.1)(f) relates the angles 4, and 77. Explicit forms for these

relations are given by

6 = 6ssG (q) 0+ 7r/2 + atan( sine tan .)
77 = 7SG (4,) = asin ( cosO sinqj) (6.2)

where the subscripts SG indicate that the angles correspond to points of the slice

which are the images of points on the silhouette generator. In the above expression.

the range of the arcsine is (-r/2,rr/2) and the quadrant of the arctangenl must be the

quadrant of i when 0>0 and the quadrant symmetric with respect to the x-axis oth-

erwise. The above expressions can be considered as parametric solutions for equation

(6.1 )(b); this equation is equivalent to the equation of the silhouette generating planes

in (4.27). The solutions in (6.2) of this last equation were anticipated in Chapter 4.

The angle o is the tilt of the slice at each point relative to the local axes PG xI Y1 Z.

This angle is useful when projecting vectors and lensors defined by their components

in local axes, onto the slice plane. %

lot/

U -. ,
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. Equations (6.1 ) and (6.2) can be further exploited to derive expressions for the

differentials d and d 7 in terms of d i on the slice for a fixed viewing direction.

These relations are sketched in Fig.6.3; they will be useful when projecting

differentials of Cartesian coordinates expressed in terms of the CT. The differentials

of . and 77 along the silhouette generator could be evaluated from derivatives of (6.2),

but are evaluated here instead from the corresponding implicit forms (6.1)(c) and

(6.1 )(f). For a fixed viewing direction, the differential d 6SG along the silhouette gen-

eralor is obtained by differentiating a form equivalent to (6.1)(c), namely
-h

-coti' sinO tan( -)

.-. d %P sin0 d
.sin Cos

which can be simplified, using (6.1 )(g) and (6.1)(h).

Cosa~
dos=G d ti (6.3)

COS77

z-'i~ ~ d Ps; - ot

.,%

" y

Fig.6.3. Relation between Angle Differentials on the Slice.

. .
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The expression for d nsG is obtained by differentiating (6.1 )(f).

sinr- = cosO sinip

-cosrl d -n = -cosO coso d 'i

This can be further simplified using (6.1 )(d).

d rls ; = sina dot (6.4)

As a result. the norrnali7ed differenlial d C_G has the following form

cos71sc d SG 1 cosasG

d sG - drlsG = i (6.5)

where 0 5 refers 1o the value of a on the silhouette generator. This relation confirms

the geometrical intuition suggested by Fig.6.3.

6.2. Projection of the Silhouette Generator

In the previous section, the set of points of the object property sphere which are

directly related to the silhouette was determined. In this section. a procedure for

relating values of the property functions of the silhouette to the values of the pro-

perty functions of the object is developed. This procedure consists of formally

expressing coordinates of silhouette generator points in terms of the transforms of the

object and applying the classical projection operation to these forms. Expressions for

the inverse transforms of the properly spheres are simplest when object coordinales

are expressed in rotated axes at each point. they are given by

XR (6,)= p t(6,)/cos?
p 7 1 ,Ti).:"

n1 ( ,r*l) ,

XR ( ,?) = h ( ,7r) = -6,7) (6.6)

o o r1 1(6,7) r 12 (6, _0 d /cosy
X (~R 0) r p(r)r 22(6,j r J='3 q7) d
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The rotated coordinates of points on the silhouette generator are easily obtained from

the above expressions by replacing ( ,77) by their values on the silhouette generator as

given in equation (6.2).

. P (6sG (tP),TIso ( )

X (tR ) = Pf(6SG ('P),7sG (i'))/coSlSG ()
P -(S q)TS 0 (6.7)

XR () = sIG (lP),77sG 6))

d -R (6P) = I32 -( sG (GG )rnsG (t')) d sG

Note that the variables (6,rn) must be considered as independent when evaluating

derivatives p t, p q for the expression of the ST. However, the differentials d 6, d r in

the expression for the CT must be taken along the great circle slice; their relations to

d i4 are given in (6.5).

The projection of points of the silhouette generator is now addressed. Coordinates

of silhouette points can be obtained by first converting the coordinates in rotated

frames in (6.7) to coordinates in global object axes by the transformation in (3.9). then

applying the projection transformation (3.21). Coordinates of silhouette points in glo-

bal axes of the projection plane are hence obtained from the rotated coordinates of the

object by

, r(it) =123 R G - C R -G(SG ('t),sG (0)) xR (1t) (6.8)

The operations described in the above equation correspond to the 3-D rotation R3R-G

from rotated to global coordinates, followed by the 3-D rotation R G - C from global to

camera axes. and finally the projection 123 along the first coordinate axis of the camera

frame. The composition of the two rotations in the above equation is a third rotation

which will be denoted by R R - C and which relates coordinates in the camera axes to

coordinates in rotated axes.

.5! I
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This rotation is explicitly written as

cos( cosO sinocosO sinO cos4cos77 -sin6 -cos~sin77

= -sine cos€ 0 sin~cos7r cos -sin~sin-n

-cosJsinO -sinosinO cosO sinTl 0 cosr

cosOcosTos(6-) + sinO-skin- -cosOsin(f--0) -cosOsin7)cos(f--- )+ sinOcosi"
Scos7sin(f-6) cos(6--) -sin'lsin(f-- )

-cos-nsincos(t--,) + sinT)cosO sin0sin(f --0) sin-sinOcos(C-) + cos~cosm-

When only rotaled axes corresponding to points on the silhouette generator are con-

sidered, the angles in the above rotalion matrix are related by the expressions in (6.1).

The expression of R R - C can then be simplified substantially. After tedious but

straightforward trigonometric manipulations, it can be shown that

0 -sinksG cosasoG

R3C( sG ,TsG ) = cosqj -costks sinG -sintksG sin',

sinO coscksG cos, sinksG cosJ

0 0 1 1 0 0 (1

- cosip -sinmp 0 0 costkSG sinksG

sini cost 0 0 -sinSG COSckSG

This result can also be derived derived through geometrical reasoning on the composi-

tion of the two rotations in equation (6.9). Referring to Fig.6.4, the rotation from

rotated to camera axes links coordinates in axes parallel to the local orientations l,

1 .1., with coordinates in the global silhouette axes xf,, z, which are parallel to

10. 1, o. It is clear that these two axes can -De aligned with In, - by a rotation

around 1,, with an angle a, followed by a rotation with an angle tP around the rotated

axis.

The transformation I rom rotated object coordinates -R to global silhouette coor-

dinates X. in the image plane is obtained by combining the above rotations with the %'R

projection operator 123. producing.%

A 1?-: " . ' - " - t % - l : _t r ' ' - t 
:

'
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.,n.

~Fig.6.4. Illustration of the Composition of Rotations.

ZIf

,1

_ - ." frr = 123 R3G -c XR

' :Xr 01 0 SnS OQGX

to ocosik -cosQsG sint -sinewsG sinl$ yRi: sin4b CcsoG Csq; co@ sin~sG cosIJ ZR

..,",cosI4 -. OSc&sG sinl@J -sinaSG sintj X

Sifl~ CS~S COi4J iflSG YR(6.11)

' '.cos p -sin @p 1 o o0X
."sini4 cos4 0 cOScksG sinl&sG

where the last form was obtained using the factorization of RC in (6.10). Corn-

'.", parison of this form with (3.7) suggests that a simpler expression for the imaging
Stransformation is obtained by expressing silhouette coordinates in rotated 2-D frames.
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1 0 XR
X7rR =R_ /'t X r 0 cosot %( sinaisG YR, (6.12)

ZR

This expression is now rewritten for the individual components of the silhouette coor-

dinate vector in the rotated frame.

XR XR(.13)

Z 7rR = YR COS&SG + ZR sinc, f.

This simple expression is a key element in the derivation of the three Silhouette-

Slice theorems described in the next section. It formally expresses thai for points on

the silhouette generator represented by coordinates in rotated axes, normal components

are unaffected by the projection operation. Components along the tangent plane are

projected as a 2-vector in the tangent plane to produce the corresponding silhouette

coordinate along the tangent in the projection plane. This relation between rotated

coordinates on the silhouette generator of the object and on the silhouette is illustrated

in Fig.6.5. The orientation involved in the above projection is the angle aSG character-

izing the orientation of the slice in local axes of the Gaussian sphere. Note the

equivalence of the first equation with the relation derived for the normal distance to

tangents in Chapter 4. specifically in equation (4.31).

.-

[ ::.4.
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' Fig.6.5. Projection of Rotated Coordinates.
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6.3. Property Circles of Silhouettes

In this seclion, formal expressions for silhouettes in terms of the 3-D transforms

of the object are obtained by applying the projection transformation in (6.13) to the

coordinates of points on the silhouette generator in terms of the 3-D object transforms

in equation (6.2). The resulting expressions are then related to the corresponding 2-DI

transforms of the silhouetks to obtain a direct relation between 3-D transforms of the

object and 2-D transforms of its silhouettes. These relations will be formalized as

three Silhouelle-Slice theorems.

6.3.1. Silhouette-Slice Theorem for the Support Transform

When the imaging transformation for rotated coordinates in (6.13) is applied to

the rotated coordinates of silhouette generator points expressed in terms of the ST in

(6.6). the following equation is obtained for the silhouette coordinates in rotated local

axes.

[ I (6o14)

I pcossc /COS77sG + p ,)sins; (.4I I CSS
where p and its derivalives in the right hand side must be evalualed at -

r=77.sG , so that the right hand side is implicitly parameterized in q, through S; T sG
and oSG. This expression can be compared with the expression for rotated coordinates

in terms of the 2-1) ST, namely

X iIRPr

where the index in pr indicates that this normal distance is relative to the silhouette

in the image plane. The equality between the first components in (6.15) reveals that

the ST function of the silhouette, p~4() is identical to the 3-D ST on the slice of the

Gaussian sphere of the object.

P(q

|';' ,. "."" "."" " , ? " """ ,"- ": . 14" " ) i-""" ' ('. ", G (,,"" " (4,)) (6.16) """""".".".""'' " " " "
,,-p, -

., ., , " ' , ' , " "1 - " , " - ' . , ,- " , " '
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The identitv between the second components of (6.15), and (6.14) is consistent with

the following evaluation of the partial derivative ap r1/60k.

a- _ L - -- d %sG + p sinCsO (6.17)
;( O~ ~ J 8 d r7 dq - cosi~ o

where (6.5) was used to determine d 6/d ib and d r?/d tb. The relation between the ST

of the silhouette and the ST of the object is formalized as follows:

Silhouette-Slice Theorem 1: The 2-D Support Transform of an orthographic

silhouette of a smooth convex object is the restriction of the 3-D Support Transform of

the object surface to the great-circle slic parallel to the projection plane.

This theorem indicates a silhouette construction method identical to the last

method presented in Chapter 4.

6.3.2. Silhouette-Slice Theorem for the Vector Support Transform

When the imaging transformation for rotated coordinates in (b.13) is applied to

the rotated coordinates of silhouette generator points expressed in terms of the VST in

(6.6). the following expression is obtained for the silhouette coordinates in rotated

" •axes.

.- ,,2- 7 rR nX R,'S.S- (6.18)

.. ' . ' co-R + V sina-.s6(

where the components (n ,h x' ) must be evaluated for 6 S, ; so that the

%., right hand side implicitly depends on tP through 6s(, rSG and otsG. This expression

can be compared with the expression of coordinates in rotated axes in terms of the

VST, namely

X' rR 7r

Z t.

where the indices in the components n rr, t r indicate that these correspond to the

N" silhouette in the image plane.

% %

.1.7
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This comparison implies that the relation between the 3-D VST of the object and the

2-D \"ST of the silhouette is given byI

n TItq)= n (6SG (''),rSG 1)

t ip h ( SG (Ot)rnSG (ilJ))COQSG (10) + (6SG (iP),i7sG (qP))sinxSG (10~

(6.19)

The above equation for the projection of the \' components has Ihe same geometrical

interpretation as the projection of rotated coordinates illustrated in Fig.6.5. The rela-j

tion btweken the 3-D %\ST and the 2-D VST is formalized in the following theorem:

Silhouette-Slice Theorem 2: The 2-D Vector Support Transform of an2 ortho-

graphic silhouctte of a smooth convex object is obtained by considering the restriction of

tht, 3-D Vector Support Transform of the object surface to the great-circle slice parallel

to the projection planc. 7i,,( normal cornponent of the 2-D V'ST is identical to its 3-D

counterpart on the slice, and the tanential component of the 2-D VST is obtained bly

projecting the tangential part of the 3-D VS * u~s a 2-vector onto the projection plane,.

6.3.3. Silhouette-Slice Theorem for the Curvature Transform

When the imaging transformation (6.13) is applied to the differentials of coordi-

nates of silhouette generator points in rotated coordinates in terms of the CT represen-

tation (o.b, then comibined with the expression for the diflerentials of' the angular

variables on the slice in (6.5). the following differentials are obtained for the

* silhouette coordinates in rolated axes

d- 7 1 0 0 0 0 r I r 1 2 COSaSG

dz0cosQS (; 5 ~sintG 1 0 r1 - r 2 2 siflcsG d ip (6.20)

Combining the first two mnatrices on the right-hand side reveals that dx~. 0 andI

rl, rI 2  COa(
d7'R C Cok( SiflQG rootc d q

r 12 r 22 sincks 6
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N. Comparison of this equation with the expression of the 2-D differential of silhouette

coordinates in terms of the 2-D CT, namely dz rR = p(O)d iP, reveals that the CT

function p(ti) of the silhouette is related to the 3-D CT function by

r l SG r 12SG COSOtSG

- ) cosat; sino (6.21)s"a SG. r 12SG r 22SG sinasG(

where the dependence of the right-hand side on q, is implicit through aOtS and

rijSG - ri; ( SG MSG ). The right-hand side of (6.21) is the projection of R along the

direction given by cosaS , sin1aSG. As the tensor of curvature is defined in the

tangent plane, (6.21) exactly corresponds to a projection of this tensor onto the trace

of the image plane in the tangent plane. This relation between silhouette curve CT and

object surt ace CT is formalized as follows:

Silhouette-Slice Theorem 3: The 2-D Curvature Transform of an orthographic

silhoucte o a Smooth convex object i.c obtained b considciag only the restriction of tho

3-D Curvaurc Transform oIf the ol'ject surface to the great-circle slice parallel to thc

projection plane, and projecting the tensor-valued object function on the slice onto the

projection plane.

In addition to relating the property functions for the CT, equation (6.21) indi-

cates a remarkable result relating the radius of curvature of the silhouette to the

radius of curvature tensor al the corresponding point of the object surfacc.

Remembering thal o SG is the angle between the local v, -axis and the plane of the
slice, the above equation indicates that the radius of curvature of the silhouette is the

N projection of the tensor of radius of curvalure on the plane of the slice. This result is

the dual of a well known theorem due to Euler in the geometry of surfaces. Both

Euler's theorem and its dual are discussed in more detail in Appendix 3.

6.4. Example: Silhouette of a Sphere

The Silhouetle-Slice theorems are illustrated in this section by the simple example

of a sphere of radius R centered at PO(xo,y ,z 0 ), as illuslrated in :ig.6.6. The three

, transforms of this sphere were evaluated in seclion 5.2.6. Although this particular

example could he solved by a number of allernalive methods, the approach used here

provides insight into the mechanism of analyl( silhouette evaluation wilh tle

1- -

~ -~ -~ Z
-~ -" *-~'~I -' ? .%
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PO 0

oy

Fig.6.6. Projection of a Sphere

Silhouette-Slice theorems. More complex illustrations of the Silhouette-Slice theorems

are provided~ in C'hapter 8.

The 3-D ST of the sphere is given by

p (6,7) = x ()cos~cos-q + yo sifl~cos7 + : 5)ifl7 + R (6.22)

*For a viewing direction (95,0). the 2-D ST of the silhouette is ohlained from the above

expression with equation (6.16), as

p 7 1bI) IC () cos~s CO~s17sG + yo sin6, ( cosrT) ( + : o) sirvrnso + R (6.23)

where 775 ,T; implicitly depend on (4,O,qji) by equation (6.2). Replacing SG 71S(Y

by these expressions, performing trigonometric- manipulations and rearranging terms

produces

*p, (-x osin + v cos)costb,(.4

+ (-x (, sinEcos ) - y 0 sinOsind) + cosO )sinib + R

The coeffcients of cosoj and sintp in the above expression can be recognized as I he coor-

dinates 'co,. 07 of the pro eclion in the image plane of PO, the center of the sphere.

- --- '~,-~ -.- ..-.- :... . . .::-~ .s-Q Kj'~
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Indeed, these coordinates are related to the 3-D coordinates (xo,yo,z 0 ) by

I077 1 o10 cosjx'osO sinq)cosO s5 jO X o

07T 0 0 1 -sine COS 0 YO (6.25)
-cos4)sin0 -sinosinO cosO '.

The 2-D ST of the silhouelle is hence given by

P 776p) = xo 0 cosip + ,sinip + R (6.20)

This expression is identical to the 2-D ST of a circle of radius R centered al

(x Or., Or

The 3-D \SI of the sphere is given by

x 0 cos~cos7 + y 0 sinnlcosr7 + -o sin0 + R

1 -rn)= -xo0 sins6 + yocos (6.27)

-x 0 cossilT] - sinsin 7 + o cos.

The 2-D VST of the silhouette is obtained from the above expression by applying

equation (6.19). The resulting normal component of the VST is, by definition, idenli-

cal to the 2-I) ST derived above. The tangential component is given by

.t(q) = COSCksG h (6SG 'SG ) + sinas ' ( sc 'TG) (6.28)

I he angles i,rn. i the above expression are replaced in terms of 0b,Oj using (b.]) and

(0.2 ). Al ler Irigonometric manipulations, the result is found to be

t ()= -x 0 ,sinO+ zo0 , cos (6.2)"

where x1 of. zo, are as defined above. 1 he above result is identical to the tangential

component of the 'SF of a circle centered at ( --7wZ o9.

I he 3-I) CI of Ihe sphere was obtained in seclion 5.2.6. as

R 0- (6 .30 )

0 R

[he 2-D CT of the silhouelte is obtained I rom the 3-D CT of the object with equation
i t). 21 )as

-~-

.......................................................................
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p(q) = cOSscz sin sG G 0 R siasG R (6.31)

0 R 0 cn a s G

which is obviously the 2-D CT of a circle of radius R. Note that the ST is indepen-

dent of translations so thai tht position of the silhouette cannot be predicted by the

construction with the CT. The independence of the CT on translations is an advantage

in some applications, a disadvantage in others. Relative merits of the various

transforms and Silhouette-Slice theorems are discussed in Chapter 8 in the context of

applications presented there.

6.5. Discussion

In this chapter, theorems have been proposed to relate representations of

silhouette curves in lerms of functions on their Gaussian circles to the corresponding

representations of object surfaces in terms of functions on the Gaussian sphere. Two

, additional aspects of the Silhouette-Slice theory w ill be discussed in this section.

* namely its relation with the Projection-Slice theorem in computerized tomography.

and an interpretation of the 3-D transforms as compact representations of the collec-

tion of all silhouettes of an object.

6.5.1. Comparison: Silhouette-Slice Theorems and Projection-Slice Theorem

The formal relations among an opaque convex object, its silhouettes, and their

representations on Gaussian images are sketched in Fig.6.7. The concept of this

diagram bears a strong similarity with that relating an absorbing object, its line-

integral projections and their Fourier Transforms, sketched in Fig.6.8. This last set of

relations is important in the field of computerized tomography, and is referred to as

the Projection-Slice Theorem to stress the duality between projection in object space

and slicing in transform space. The similarity between this result and the new rela-

tions presented in this thesis has suggested the name of Silhouelte-Slice Theorems for

the new relations, to stress the duality between silhouette construction in the object

domain and slicing in the model domain.

In spite of the formal similarity between the Projection-Slice theory and the

Silhouette-Slice theory, there are substantial differences between the two formalisms.

First, the Projection-Slice theorem applies to absorbing objects which can be defined by

| 
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3-D - l Property
Object Sphere
Surface . of Object

Projection Slice

2-D al Properly
Silhouette Circle

Curve , of Silhouette

Fig.6.7. Block Diagram for the Silhouette-Slice Concept

3-D - 3-D Fourier
Attenuating Transform

Object of Object

Projection Slice

2-D - 2-D Fourier
Line-integral Transform

Projection , of Projection

'Fig.6.8. Block Diagram for the Projection-Slice Theorem

a real-valued function defined in 3-space, whereas the Silhouette-Slice theorems apply

to opaque objects which can be described by functions of two variables, or by func-

tions with binary values defined in 3-space. Second, the Fourier transform used in the

Projection-Slice theorem is an integral transform, where each value of the transform

depends on all the values of the function specifying the object. On the other hand, the

transforms of opaque objects defined in Chapter 5 of this thesis are point transforma-

tions where each value of the transform depends only on the value of a function

defining the object at one point.

€.-.



-123-

It is possible that a theory of silhouettes comparable to the one presented in this

thesis could be obtained by modeling an opaque object as an object with a finite uni-

form absorption coefficient, to which the Projection-Slice theory applies, then consider-

ing the limit of the line-integral projection when the absorption coefficient becomes

infinite. This approach to silhouttte analysis would provide a nice bridge between

theories for absorbing objects and for opaque objects, but we have not been able to find

an appropriate formulation for the limiting argument.

6.5.2. 3-D Transforms as Comipact Representations of Silhouettes

The relation between slices of 3-D transforms of objects on the Gaussian sphere

and 2-D transforms of silhouettes leads to the interpretation of the 3-D transforms as

indirect representations of the set of all silhouettes of a convex object. Indeed, for any

given orientation of the viewing direction, simple representations of the silhouette,

namely lhe ST. the VST and the CT, are obtained by slicing the corresponding 3-D

represenlalion of the object. 11 is worthwhile to emphasize that this type of construc-

tion is possible only for selected representations of the silhouettes. It is tempting to

investigate the existence of other 3-D representations of objects, for which a slice

would be related to the silhouette by expressions simpler than the inverses of the S1,

VST and CT. For example, one could try to construct a "dual" object. such that a

silhouette of the original object is identical to a slice of the dual object. A simple

counter-example suggests that this construction fails in most cases.

Consider a cube and the silhouettes of this cube obtained for a set of viewing

directions covering a 180' arc around the cube; this sel of directions and one particu-

lar silhouette are represented in Fig.6.9 a). If a "dual" object of the cube exists, it can

be constructed by superimposing the set of silhouettes corresponding to the viewing

directions in Fig.6.9 around a center, while keeping their respective orientations. The

resulting object is shown in Fig.6.9b), where the contribution of the particular

silhouette illustrated in Fig.6.9a) is drawn in bold. It is easy to see that this objeo

* does not have the desired properly by considering a viewing direction outside the set

used to synthesize this candidate dual object. One such viewing direction is shown in

Fig.6.9a) and the corresponding slice in Fig.6.9b). This slice is quite different from the

actual silhouette, which is a perfect square. As each silhouette of a 3-D object is two-

-N
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viewing directions perpendicular to the normal no at Po; see Fig.6.10. Let Patti be the

projection of Po) on each silhouette Si. We have identified three properties of the

silhouette curves around the points Poi which have a high degree of redundancy

among the different silhouettes Si . The first two properties are the projections onto

the normal and tangent at Po,.- of the vector from the origin O i to POri . The third

property is the radius of curvature. p,, of the silhouette curve at Pati • It is straight-

forward to show that the normal components of the vector 0 (),Ti are identical for

all silhouettes and that the tangential components of t hese vectors are the result of the

vector projection of a single 2-vector in the tangent plane. Finally. the relation

between the curvatures of the S 's at Pati is given by the dual of Euler's theorem

discussed in Appendix 3. This theorem shows that the radii pi depend on the orienta-

tion of the viewing direction as a function specified by only three independent parame-

ters. namely the components of the 2x2 tensor of curvature of the surface at P 0 .

The above argument clarifies the redundancy between silhouettes corresponding

to different viewing directions. This redundancy is now related to property circles

and spheres by considering the image POG of Po on the Gaussian sphere, the property

sphere value at PW . and the values of the various silhouette property circles at P"O .

It is easy to see that the slices corresponding to the set Si are all the great circles

Fig.6.10. St of \ic wing Di re Iions for which Po is on the Silhouette GeneraIor.
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passing through PoG drawn on Fig.6.1 1. The relations between property circles

defined on these slices at the point PoG correspond to the relations between silhouette

properties at P 0, . For the transforms defined in Chapter 5, the ST property func-

tions have the same value on each slice at PoG, the VST tangential functions are pro-

jections of a single 2-vector, and the CT functions are projections of a 2x2 tensor.

We have shown in this section that the Silhouette-Slice theorems provide an

interpretation of the 3-D transforms as compact represenlations of the set of all

silhouettes of a convex object. In addition, we have shown which type of constraints

must be satisfied by property circles for constructing compact 3-D representations of

silhouettes. It is conjectured that, aside from higher order properties corresponding to

terms of order 3 and higher of Taylor expansions of curves and surfaces, there are no

property spheres and circles representing metric information, other than the ST, VST

and CT, for which the Silhouette-Slice theory applies.

Jgj. 1 1. ,lICeS ()f I hc (Mausan Sphere (orresponding to Silhouettes including P0.

N

L'-. ... . . ..
" -', " .o . .. " % ' . • . ' - - . " -' , ..

-'.
- ' . ' " . " , ' , " - ,J . " ' , , ' - .' ' . . ' - . . - -. - . - . -



- 127 -

6.6. Summary

In this chapter, theorems have been proposed to relate representations of

. silhouette curves in terms of functions on their Gaussian circles to the corresponding

. representations of object surfaces in terms of functions on the Gaussian sphere. It was

, first shown that the silhouette representations are directly related to a great-circle

slice of the object representations. In the second step, the silhouette property func-

tions on the Gaussian circ!c were related to the object property functions on the slice

of the Gaussian sphere. I ii relations are an identity for the ST function and for the

normal component of the \'ST function, a vector projection for the tangential part of

the \'ST function and a tensor projection for the CT function. I1 is interesting to note

the correspondence between the projection operations applied to great circle slices,

which are projections of scalars, vectors and tensors, and the observation that the ST,

VST and CT depend on derivatives of p 6P) up to orders 0, 1 and 2 respectively.

The silhouette theory developed in this chapter is applicable to smooth strictly

convex objects only. In the following chapter, these results will be extended to objects

with corners, edges and planar faces, and to their silhouettes. In Chapter 8, a number

of e\amlples of silhouelte construction with the three theorems are presented. one of

these examples shows that the results are sometimes valid even for non-convex

objects. Other potential applications of the Silhouette-Slice theorems are also dis-

cussed in Chapter 8.

.p.
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& Chapter 7

Extensions to Surfaces with Edges and Corners

and their Silhouettes

In Chap ters 5 and 6. a theory relating the shapes of smooth strictly convex object

surfaces and the shapes of their silhouettes was developed. In this chapter, extensions

of this theory to more genera! types of objects will be investigated: specifically, object

surfaces with abrupt changes of curvature, edges, corners and embedded straight seg-

ments will be considered. Using limiting arguments. it will be shown that most of the

results developed so far for smooth surfaces can be extended to these types of sur-

faces. In the first section of this chapter, the basic method for obtaining the extensions

is developed. In the subsequent sections, the extensions themselves are analyzed suc-

cessively for the circular transforms of 2-D curves, for the spherical transforms of 3-

D surfaces, and finally for the Silhouette-Slice theorems relating the transforms of the

object to the transforms of its silhouettes

7.1. Extensions of Theories developed for Smooth Surfaces

Extensions of the theories developed so far, to include abrupt changes of curva-

ture are trivial. Indeed, continuity of curvatures, which is identical to continuity of

second derivatives, was exploited only in the derivation of consistency constraints for

the 3-D CT in section 5.2.3.1. Except for these conclusions on consistency, all the

theories developed in Chapters 5 and 6 are valid for surfaces with curvature discon-

tinuities and their silhouettes. The other extensions of silhouette analysis will be

developed with the following argument. Each convex surface ENS ,whether or not

smooth and strictly convex, can be considered as the limit of a sequence J~Si } of

smooth strictly convex surfaces. In the presence of edges and corners in ENS the

sequence i~s ) could be constructed as dilations [56] of the object with balls with

radii Ili . For each surface ESi , the 3-D spherical transform is well defined and can

be evaluated by the methods developed in Chapter 5. For a given viewing direction,

the Silhouette-Slice theorems apply to these spherical transforms and determine the

circular transforms of' the silhouettes corresponding to each F-si .Finally, these

transforms can be inverted to determine the silhouettes 5Si of all surfaces E . If the
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initial object surface ENS is smooth and strictly convex, the sequence of 3-D

transforms of the Esi converge to the 3-D transform of ENS, the 2-D transforms

obtained with the Silhouette-Slice theorem converge to the 2-D transform of the

silhouette S.N.s of X,. and the silhouettes Si themselves converge to SNs.*

Convergence of the above sequences is now investigated in the case where EAS

does not satisfy the smoothness and/or strict convexity constraints required for the

theories developed in Chapters 5 and 6. Although the surface £,s is not smooth, its

silhouette S\-S is well defined, and it is obvious that the sequence of silhouettes iSsi

of the surfaces Esi converges to the silhouette S.\S. However, convergence of the

sph'erical transforms of the Esi and of the circular transforms of the Ssi is not

guaranteed. Since the transforms are defined as functions on the Gaussian images of

curves and surfaces, convergence must be analyzed for both the Gaussian mapping

itself and for the property functions defined on the Gaussian circle/sphere. Conver-

gence of the mapping is analyzed first. During our analysis of particular discontinui-

ties. ii will become apparent that the Gaussian mapping converges to singular map-

pings in the neighborhood of each discontinuity. Two basic types of singularities will

be observed. In the first type, one point of ihe object is mapped onto many points of

the Gaussian image. In the second type of singularity, many points of the object are

mapped to the same point of the Gaussian image. For the first type of singularity, each

point of the Gaussian image of E,\' corresponds to a single point of the surface. We

will show that in this case. the spherical transforms of E *x are well defined and equal

to the limits of the transforms of the Esi. For the second type of singularity how-

ever, only the CI converges in the space of continuous functions. The limits are func-

tions of class Co for the VST and generalized functions for the CT.

The extension of the class of surfaces of interest has implications also on the

inverse transforms of 1he uLr ular and spherical functions. IThe case of the 2-D inverse

transforms is considered first. The result of the inverse circular transform is a set of

equations parameterized with the normal orientation angle t0. For a curve with

straight segments, a set of equations parameteriied with 0h cannot explicilly define all

the points of the curve, as is now illustraled by the example of a square with rounded

corners.

'@Z
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This curve is sketched in Fig.7.la) and defined by the parametric equations

x cosqI + sign (costp) 0 < 27 (7.1)

sinp + sign (sinqO)

where

I for X >0

sign (x ) = -1 otherwise

By definition, a curve is the set of points obtained as the image of the domain in

parameter space in the transformations sputcifhed by the parametric equations. Hence,

only the four arcs of circle displayed in Fig.7.1b) are defined by (7.1). In order to

define the curve in Fig.7.1a) by parametric equations such as (7.1). it is necessary to

consider this representation in a wider sense, namely that the image of the mapping

(7.1 ) from the parameter space to R2 is a set of arcs such as those in Fig.7.1b), and that

these arcs must b' implicitly joined by straight segments. Equivalent arguments show

that inverse transforms of surfaces for which the Gaussian mapping has singulartilies

of the second type also represent surface patches with gaps corresponding to the

straight components. These inverse transforms must also be considered in a wide

sense, with straight segments implicitly bridging the gaps.

(II

a) b)

Fig.7.1. Curve with Straight Edges. a) Coriplete Curve.
b) Points explicitly defined by the parametric equations.

N . .
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N" In order to make precise conclusions about the limits of the sequences of surfaces,

silhouettes and transforms defined above, several issues must be addressed. For exam-

ple. the type of convergence of the sequences ol 2-D curves and 3-D surfaces must be

defined and il must be shown that the limits of the sequences depend only on the sur-

face being approximated, not on the particular sequence {Esi }. These and other issues

are important to develop a mathematical theory, but we have decided instead to rely

on inuitive reasoning and to focus on qualitative interpretations of the results.

7.2. Extensions of the Circular Transforms of 2-D Curves

In this section, the circular transforms are extended to curves with corners and

' edges. In the neighborhood of a corner, a curve is considered as the limit of a sequence

ot curves with a rounded corner, as the radius of the corner tends to zero. In the

neighborhood of a straight edge. the curve is considered as the limit of a sequence of

. arcs. as the curvalurc ol the arc lends 1o zero. Finally, the (xtensions are illustrated

by dehning a rectangle as ihe limit of a sequence of superconics of degree n for n -0.

The rectangle has both corners and straight edges; its circular transforms obtained

with the sequence ot superconics arc consislent with the results obtained for indivi-

dual corners and straight edges.

7.2.1. Circular Transforms for a Curve with Corners

The circular transforms are considered here for a corner joining Iwo edges wilh

normals n 1, n- and corresponding normal orientations 0 1, 02: see Fig.7.2. The corner

A0,

Il'4

Fig.7.2. Curve with a Corner.
a)Seqence of curves approximating the corner. b) Gaussian circles.
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is modeled as the limit of a sequence of arcs joining the two straight edges, as the

radius of the arc tends to zero. Each one of these arcs is mapped to the arc [0 1, 021 .

the Gaussian circle. The image of the corner on the Gaussian circle is hence the arc

[01, 02] joining the images of the sides of the corner. The singularity of the Gaussian

mapping is of the first type. Each point of the Gaussian circle represents one point of

the object and the sequence of transforms converges to continuous functions. In addi-

tion, the values of the three transforms are well defined everywhere in the limit. The

inverse transforms correctly reconstruct all the points of the original curve. Among

all the transforms, the prestnce ol I, '.orner is conspicuous only in the CT, where the

radius of curvature is zero over the image of the corner on the Gaussian circle. The

length of the null arc representing the corner in the CT is equal to the exterior angle

',2-k 1 of the silhouette corner.

7.2.2. Circular Transforms for a Curve with Edges

In this scclion, the circular transforms are considered for a straight edge of length

I and normal orientation 0ho , from A to B this edge is considered as the limit of a

sequence of arcs joining A and B . when the radius of curvature of the arcs increases

without bound: see Fig.7.3. The image of each arc AB on the Gaussian circle is a

small segment of the circle around to as for example, the bold arc in Fig.7.3b). In the

limit, all points of the edge AB map to the single point -- oi of the Gaussian circle.

As the normal orientation is identical for all points on a straight edge, it is natural

that the limiting process defines the Gaussian image of the segment as the single point
As th noral ienlial fr ao

B

.4,t

Xm,

Fig.7.3. Curve with a Siraighl Edge.
a) Sequentc of curves approximating the straight edge. b) Gaussian images.
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qy-iqjo corresponding to this orientation. For an edge then, the Gaussian mapping has a

singularity of the second type. One consequence is that parametric equations defining

a curve with edges in terms of normal orientation must be considered in the wide

sense defined in section 7.1.

The effect of the singularity of the mapping is now investigated for each of the

three circular transforms. In the simple case of a straight edge, it is possible to obtain

the resulting transforms without applying the limiting argument. In the case of the

ST, the normal distance to the tangent is. by definition, identical for all points on a

straight edge. As a consequence, this unique value unambiguously determines lhe

value of the ST for 0=h(,. Examining the tangential component t of the VST next, it

can be observed that t , by definition the distance between the contact point and lhe

projection of the origin on the tangent. varies continuously along the edge, with a total

variation equal to the length I of the edge. The t -component of the VST has hence a

step disconltinuily of htLghl I at to. Finally, the effect of the edge on the C1 can be
predicted wilh equation (5.2(0), p(P)=p(4) +t (U). As p(qj) is continuous and

t (q') has a step discontinuily of height I , it can be predicted that t o and therefore p

have an impulst of heghl [. I his conjeclure can be verified by noting that, if s

represents the ar( length along the curve,
~ .. 2

s= f p(s q)4d (7.2)
_'in

so that

I = S s(lbJ+E)S(4' 0 E)J = nf p(q')d4(

I herefore, s (q)) must have an impulse with height I at 0().

P(0) - I 6(0-q(,) 7.4)

7.2.3. Example: Transforms of a Rectangle

The extensions of the circular transforms obtained in the previous sections are

illustrated here by the example of a rectangle, considered as the limit of a sequence of

superconics.

A.-
[. . . . . . . . . . . . . . . .
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A superconic can be defined by the implicit equation

-I + I = (7.5)

This curve is smooth and strictly convex for I <n <oo, and tends for n -oo to a rec-

tangle with sides 2a 2b centered at the origin: see Fig.7.4.

n 00

'S'

n --0o0

Curves Support Transforms

fl co

n 00rx

t-component of VST's Curvature Transforms

Fig.7.4. CIrcular Transl orms of a Rectangle and of a Sequence of Superconics.
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The circular transforms of the superconic are derived in Appendix 1; the property

functions are given by

P I IacosbIlk+I+ IbsinqhIk+1 11/k+1 (7.6)

n =f t =k + (7.7)

t sino cosqj(-a k + 1I sq I k -1 + bk + ' I sin utk)j I)

p(qp) k (ah)k +1 I costsinP k - 1l
+ Ibsint)l=+ 2j 1 (7.8)

acosqj k+1 + I bsinp Ik + I k+1

where k = 1/(n -1). The limits of the above transforms are now considered for

n -*co, so that k --+0.

lrn p(46P) a acos4p I + I bsinift1 (7.9)
k -0

lim t (P) = -a sinit sign (cosip) + b cost# sign (sin#) (7.10)
k -0

[I for =O, 7T/2, 7T, 3r/2
-o 0 otherwise

I is clear from the above expressions that the ST is continuous, although it has slope

discontinuities at 0 = 0, 7r/2, 7r, 37r/2. The expression for t reveals discontinuities

with alternating heights 2h and 2a for the same values of ip. Finally, the CT func-

tion contains impulses at these four values of q,. The strengths of the impulses in the

limit for k -"0 can be determined by integration. For example, the height h of the

impulse at 4, = 0 is determined as

E

= un rn ~a)k +1 1cosiP sintplkd, 2+

E0 ki -E0Iacosqlk+l + Ibsintplk+aI k +1

04.
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=lim lim 2bkf -'d j= 2b
E-0Ok-O o0

The height of the remaining impulses can be determined by symmetry, so that

limp(xp) = 2a &(-7r,2 + S(qy-37r/2) + 2b 8(q)) + 85(-7r) (7.12)k -0

The above result confirms that the value of the CT is zero for the segments of the

Gaussian circle corresponding to the corners of the rectangle. The impulses are located

at the images of the sides on the Gaussian circle and have strengths equal to the

lengths of the edges. Parametric equations for the rectangle can be obtained by invert-

ing any of the circular transforms delermined above: the result is given by

x = a sign (COSIP) (1

y = b sign (sini$)

Note that these equations explicitly represent only the four corners of the rectangle.

The limits of the transforms for the rectangle are displayed together with transforms

of the superconics in the limiting sequence. in Fig.7.4. The various discontinuities of

the circular transforms of the rectangle are consistent with the relations t = p,

p=p +p".

Summarizing the extensions of the 2-D transforms, curves with corners are

readily accomodated by the formalism developed for the ST, VST and CT in terms of

smooth curves. The direct and inverse transforms also apply to curves with straight

*. edges, when generalized functions are considered for the CT. and when the parametric

functions in terms of normal orientation are considered in an extended sense.

7.3. Extensions of the Spherical Transforrns of 3-D Surfaces

Extensions of the spherical transforms are considered in this section successively

for surfaces with curved edges, developable surfaces, surfaces with straight edges,

corners, and planar faces.

Each non-smooth surface is considered as the limit of a sequence of smooth sur-

faces, and its transforms are defined as the limit of the transforms of the surfaces in

the sequence. It can be shown by arguments similar to the ones exploited for curves,

V%'
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that the extension of the forward and inverse transforms is straightforward when the

Gaussian mapping has only singularities of the first type, which is the case for surfaces

with curved edges and corners. Furthermore, it turns out that the extensions are also

straightforward for the ST of surfaces with any of the discontinuities listed above.

Extension of the VST to all these surfaces requires only to allow step discontinuities

in the tangential components of the spherical function. The discussion of this section

will therefore emphasize the Iwo remaining aspects, namely the definition of the Gaus-

sian mapping for non-smoolh surfaces, and the singularities introduced in the CT ten-

sor when representing straight surface components.

7-3.1. Curved Edges

The first singularity considered here is a curved edge, such as the edge joining two

segments of sphere in the object illustrated in Fig.7.5a). This type of edge can be con-

sidered as the limiting case of a torus patch which smoothly joins the two faces of the

- "- edge, when the section radius of the torus tends to zero. A sample of the limiting

sequence is illustrated in Fig.7.5c). In this example, the torus patch smoothly "fills"

the gap between the surfaces on each side of the edge, which have normals with lali-

ludes r1, T12 . As the section radius goes to zero, the image of the smooth edge on the

Gaussian sphere is unchanged. In the limit then, each point on the curved edge is

mapped to an arc of points on the Gaussian sphere, namely the great circle arc joining

the limits of the normals on both sides of the edge. For example, the point P() at long-

itude 60 on the curved edge in Fig.7.5a) is mapped to the arc between W 1( o,-11) and

n2(60,n2) on the Gaussian sphere, see Fig.7.5b). The Gaussian mapping has a singular-

ity of type 1, so that the three transforms and their inverses are well defined. The

presence of the curved edge is not clearly apparent in the ST and the VST of the sur-

face, but the limiting argument can be used to determine that the CT has special

values on the Gaussian image of the corner. In Appendix 1. the CT of a torus patch

with cross-section radius r and principal radius R is determined to be

R + r cos- 0
COS-0 ( 7.14 )"2 1° "= 0o-0 r -

0"02

The CT value corresponding to the curved edge is obtained as the limit of the above

, ., -. . - . - -. ., -.. at .
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n.°

nj"

c) d)

Fig.7.5. Surface with a Curved Edge
a) Surface with sharp edge. b) Gaussian image of a point on the edge.

Ir

c) Surface with smooth edge. d) Gaussian image of smooth edge.

expression as r -0O. namely I

R /cos-o2(7.15)

In our example, the edge is oriented along the local axis If. More generally, the CT

tensor on a curved edge is singular. i.e. its determinant is zero. The principal values in

our example are zero and R/cos77, the second of which is related to but not equal to
e'z 0e 0e-,
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the radius of curvature of the edge. In addition to being curved, a general edge may

also be twisted. However, torsion of a curve is related to third order derivatives of

the equations of the curve [47. 52]. Therefore, the expression of the CT for a twisted

edge is similar to that for a planar curved edge.

7.32. Developable Surfaces

The case of a developable surface is considered in this section, and illustrated by

the example of a section of cylinder with radius r and length I" see Fig.7.6a). This

section of cylinder will be considered as the limit of sections of lor: with constant scc-

tion radius r, increasing principal radius R and constant length I = R (62-,) along
the principal axis. One of these torus sections is illustrated in Fig.7.bc). The image of
the section of torus on the Gaussian sphere is the area between the :wo meridians with

longitudes 1, 2. shown on Fig.7.6d). As the radius R increases -o 00. the longitude

-, interval 1 = I/R decreases to zero. In the limit, all points on each genera rix of

the cylinder are mapped onto a single point of the Gaussian sphere, and the cylinder

surface is mapped to a single nieridian 6=6o, sketched in Fig.7.ob). The Gaussian

mapping has a singularity of the second type.

The CT values corresponding to the torus patch are obtained by the limiting pro-

cess

=CV lrn Rrorus" R -coo, R (C2- l)=1

R + r cosr*- R cosr7

0R -oo, R ( 2-_f 1=Z 0 r I 6)

where
I X >x 0

0 K0

-cy1 ' cosT) (7.16)
• -%'0 r

% %.- N- -7
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6 6 0

a) b)

V. . -

c) d) 1%

Fig.7.6. Developable Surfaces.
a) Section of a Cylinder. b) Gaussian Image of Cylinder.

c) Section of a Torus. d) Gaussian Image of Torus.

7.3.3. Straight Edges Pq

A straight edge E with length 1 joining two faces with normals n1, '2 is now

considered, and defined as the limit of a cylinder patch joining the two faces when the

radius of the cylinder goes to zero. The edge is depicted in Fig.7.7a), and a rounded

surface in the limiting sequence in Fig.7.7c). The image on the Gaussian sphere of the

cylinders in the lim iting sequence is the great circle arc , sketched in Fig.7.7d),
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a) b)

, \ 4

4o.

C) d)

Fig.7.7. Surface with a Straight Edge.
a) Sharp straight edge. b) Gaussian image of edge.

c) Smooth straight edge. d) Gaussian image of smooth edge.

-and is defined in the limit as the image of the edge E: see Fig.7.7b). The singularity of
the Gaussian mapping for this edge is complex, as each point and all points on the edge

'*.', are mapped to the arc n 1 n 2.

The behavior of the CT corresponding to this edge is now investigated. The CT of

the edge is determined as the limit of the CT's of cylinders in (7.16), as r --+0. As a

0 consequence, impulses with strength 1 /cos77 are introduced in the tensor component

p.,.

--

%
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* parallel to the edge, at all points of the Gaussian image of the edge. For example, for a

horizontal edge with longitude 60 joining faces with normal latitudes T11, 772, the con-

tribution of the edge to the CT tensor is the impulse ridge

_ r -77-) ) I 0
•, " co srT 0 0 (u ( ---7 ) -U ( - - -2)) (7 .17 )

Note that the CT value at the points of 1hL. Gaussian sphere corresponding to the

straight edge has one zero eigenxalue while the other eigenvalue has an impulse.

7.3.4. Corners

The Gauissian mapping and the transform values are now considered for surface

corners. A corner is defined as the limit of a rounded corner when the size of the

rounding becomes arbitrarily small. A polyhedral corner Po is considered first, at the

intersection of three faces with normal orientations fn l , n2, nl3 , as illustrated in

Fig.7.8a). The image on the Gaussian sphere of a rounded corner approximating the

corner at Po covers the area between the three great circle arcs nln 2, n 2 n3 , n 3n1

illustrated in Fig.7.8b). The limiting process defines the Gaussian image of the sharp

corner to be the same area. The Gaussian mapping has a singularity of the first type, so

• "that the spherical functions and their transforms are well defined.

n3

.o

P0

In, n,

a) b)

Fig.7.8. Surface Corner.
a) Polyhedral Corner. b) Gaussian Image of the Corner.

4:;,7

p%
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Among the three transform functions, only the CT has a special value at a corner.

namely the null tensor

c0 0

Polyhedral corners with three or more faces are mapped to spherical polygons on the

Gaussian sphere. In general, the image of convex corners is a convex area on the Gaus-

sian sphere. An example of a corner surrounded by a smooth curved surface is given

by the tip of an object similar in shape to a football: the image of the corner on the j
Gaussian sphere is an area limited by a small circle. The surface and the Gaussian

image of the corner are displayed in Fig.7.9.

7.3.5. Planar Faces

The discontinuily corresponding to a planar face with normal orientation n( is

now addressed. The image of this face in the Gaussian mapping is first considered. All

points of the face have the same normal orientation no, and are therefore mapped to

the corresponding point of the Gaussian sphere: see Fig.7.10. The Gaussian mapping

has a singularity of the second type on a neighborhood containing the face. The

representation in terms of normal orientations is hence defined only in the extended

sense, as are the inverse spherical transforms.

a) b)

Fig.7.9. Surf ace Corner.

ki

a) Corner on a single curved surf ae. b) Gaussian image of the corner.

F.. . . .. .f .orner.
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a) b)

Fig.7.10. Planar Face. a) Surface element. b) Gaussian Image.

The values of the spherical transforms are now considered. First, the normal dis-

tance between the origin and the tangents is identical for all points on a planar face.

The ST value is hence well defined for the point corresponding to iio on the Gaussian

sphere. However, the tangential components of the VST are measured in the plane of

the face and have therefore a different value at each point of the face. The tangential

VST components are hence undefined at ino and the VST function has step discontinui-

ties at this point of the Gaussian sphere. Considering the behavior of the CT around

no, the correspondence with the case of an edge for a planar curve suggests describing

the planar face by a tensor impulse in the CT. This conjecture happens to be false

however, as it is not possible to explicitly define the shape of any face boundary by

only three numbers, the three CT components. It is not possible in general to ade-

quately describe a planar face locally by the CT function on the Gaussian sphere.

The results obtained in this section for the description of non-smooth convex 3-D

surfaces by the three spherical transforms are now summarized. At corners and edges

of a surface, one point of the surface is mapped to many points on the Gaussian sphere.

The values of the spherical transform functions are well defined, and special values

are obtained only for the CT. where the tensor is null on a corner, and has a zero

eigenvalue on an edge. When a straight component is present in the surface, all points

of the segment are mapped to the same point on the Gaussian sphere. This is the case

for developable surfaces, straight edges and planar faces. Tht ST is well defined at tht, ',"

N !

'.; _-. ,. '. :,u' '-;.., ., -,,' e,, ,r-,,-, -.'..-, ..,'. -.,2.,.z'.,'v " .. €,-, ". ", "," , ,, , . .:. .'..'2 2. ,.'..',.'2'.'r 2-£,''.' * .', .4
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corresponding points of the sphere, but tangential components of the VST have step

discontinuities. In the case of the CT, impulses must be introduced in one eigenvalue

of the CT tensor at points corresponding to a straight edge or a developable surface.

The other eigenvalue is finite in the case of a developable surface and null for a

straight edge. Finally, the shape of a planar face cannot be modeled adequately by the

CT.

7.A. Silhouette-Slice Theorems

In this seclion, extensions of the three Silhouette-Slice theorems presented in

Chapter 5 for smooth surfaces are discussed. The appropriate extensions are obtained

in most cases by the limiting process described in section 7.1. Specifically, the

extended theorems describe the relations between the limit of the spherical transforms

of the Esi and the limit of the circular transforms of the Ssi. When the spherical

transform of is a function in the strict sense, the limiting process defines the cir-

cular transform of the silhouette as the appropriate projection of the great circle slice

of the corresponding spherical transform, exactly as in the case of smooth objects.

This argument shows that the Silhouelle-Slice theorems for the ST and VST can be

* extended without modifications to cover surfaces with corners, edges and faces, and

also developable surfaces. By the same argument, the Silhouetle-Slice theorem for the

CT can be extended to surfaces with corners and curved edges.

The extension of the Silhouette-Slice theorem for the CT to surfaces with straight

edges and to developable surfaces cannot be obtained only by the formal argument
used for the other cases, since the corresponding sequences of spherical and circular

transforms do not converge in the space of strict-sense functions. This remaining issue
concerning the extensions is investigated in a first subsection. The second subsection

, considers some corollaries of the extended Silhouette-Slice theorems.

7.4.1. Silhouette-Slice Theorem for CT's with Impulses

In the two cases to be analyzed here, namely straight edges and developable sur-

faces, the 3-D C-1 was determined in section 7.3. to contain ridges of impulses. The

main issue is then to delermine how a ridge of impulses intersecting the silhouelle slice

contributes to the ("I on the slice. To simplify the analysis, the issue of slicing a ridge

... ..



of impulses is first considered for a scalar function in the Euclidean plane Ox-. Con-

sider a function f x (x ,z ) on R 2, and a slice of this function along a line through the

origin, with an angle a with the 0 axis: see Fig.7.ll . The slice points can be

represented by the parametric equations

x = t sin (7.19)

- -'t Cosot

where t is a metric parameter along the slice axis. When fx is a stricl-sense func-

tion. the values of the I unction along the slice, f. (t ), are obtained by inlroducing

(7.19) into /z (x ,: ), giving

f, (t)= f_ (t sina, t cosa) (7.20)

A generalized function is now considered for fx. namely a ridge of impulses of unit

height along the x axis.

.- n 0 K- <I/n

f .(x,-)= Z (Z) lr (7.21)
1 ,-- 0 otherwise

The correct value of the slice is obtained by applying the slicing operation to the

sequence of functions in the above definition.

~Z

a slice

X

* Fig.7.1 1. Geometry of the Slice in the Ox: plane.

.
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fr n Ot cosa< 1/n

n f:: 1 0 otherwise

n Ot <1/ncosc (7.22)
irn 0 otherwise

.' '2.2 ::,(t I (
COSQt

The same result is also obtained by formally introducing (7.19) directly into (7.21)

and carefully considering the scaling of the impulse.

f () = f z( t sina, t cosa)= 8(t cosa)

-5(

I cosk I

Hence. the correct result of the slice of an impulse ridge can be formally obtained by

simply replacing the two variables of the I unction being sliced by their expressions in

terms of the parameter on the slice, then applying the scaling expression for the 6(.)

distribution.

The analysis of the slicing of impulse ridges in the Euclidean plane suggests that

the result of slicing a ridge of impulses in the 3-D C-f function on the Gaussian sphere

can be evaluated by applying the equation used for predicting the silhouette CT for a

smooth surface, equation (6.21)

r\P rIi r 125G CoSckSGHick- (7.23)

p( ) COS&SG Si' SG r I2SG r 22SG sin(7SG

and considering the change of variables in the impulses present in the components of

-. This procedure leads to the correct silhouette CT function, as is illustrated below

for the case of a straight edge with length I . The object axes are chosen so that ON, is

parallel lo 1h, edgc. The contribulion of the edge to the 3-D CT is given by (7.17) as

..- (7.24)
CoSTI 0 0

.%'_'%



For a viewing direction specified by the angles q), 0, the contribution of the edge to the

silhouette 2-D CT is given by introducing (7.24) in (7.23).

oWJ) -( sG (0)) cosks G

The appropriate scaling of the delta function is accounted for by writing

co5) -(q-JIk)) cos20sGcosr~sG d sG

dL

where 0o is determined by sG (i 0 ) = 0. The derivative in the above equation was

determined in (6.3) as d ;SG Id 0 = cosoasG /cos7t7s . Therefore,

P(q,) = I cosSG 8( -00) (7.25)

Comparing this result with (7.4) shows that the predicted contribution of the 3-D edge

to the silhouetle is a 2-I) edge with length I COSCsG . This result is consistent with the

well-known result of. the projection of an edge making an angle O SG with the projec-

lion plane.

-1 he Silhouel t-Slice theorem for the CT is now considered for surfaces with

planar faces. As the contribution of planar faces to an object shape cannot be modeled

by the 3-D CT. the corresponding contributions to the silhouelle shapes cannot be

predicted with the CT either. However, planar faces are mapped only to individual

points of the Gaussian sphere. Considering a surface with planar faces as the limit of a

sequence of smooth convex surfaces, the planar faces will prevent convergence of the

seauence of silhouell circular transforiis only when the great circle slice passes

through some of the points corresponding to the faces. In all other cases, the CT's are

well defined on the slice and the Silhouette-Slice theorem applies without

nodificalions. 1 he st ot viewing direclions for which the slice intersects the image of

a face has a measure zero for surfaces with a finite number of faces. As a consequence.
the Silhouelle-Slice theorem for the (I applies io surfaces with planar faces, for

almost all viewing direclions.
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7.4.2. Corollaries of the Extensions

- Two particular consequences of the extended Silhouette-Slice theorems are

covered in this section. The first is the relation between the angle of a silhouette

corner and the shape of the corresponding corner of the object. The second is an

expression for the curvature of the silhouette generated by a flat surface with a curved

boundary.

7.4.2.1. Silhouette of a Corner

'N In section 7.1. and 7.2, it was shown that the presence of a corner on a surface

and on its silhouette is apparent mainly in their CT's. Specifically, the 3-D C V of the

object surface is the null tensor in the region of the Gaussian sphere corresponding to

the object corner, so that the 2-D CT of the silhouette has a zero value for the arc of

the slice circle inside the image of the corner. It is clear that whenever the slice

* corresponding to thc viewing direction traverses the image of the 3-D corner on the

- . Gaussian sphere, a corner will appear on the silhouette. The size of the null gap on the

2-D CT of the silhouette is given by the arc length of the slice inside the image of the

corner on the Gaussian sphere: see Fig.7.12. As the arc length of the image of the

corner on the Gaussian circle is equal to the exterior angle of the silhouette corner, the

above discussion provides a qualitative procedure for relating corner angles on the

P0

nn-i '

a) b)
Fig.7.12. Silhouette of a cube corner, a) Corner.

b) Gaussian image, with a slice corresponding to
the silhouette with the largest exterior corner angle.
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silhouette with the geometry of the 3-D corner of the object. This procedure can be

used for example to determine the largest exterior angle of the silhouette corner that

can be generated by a given 3-D corner. This angle is given by the largest arc of great

circle in the image of the 3-D corner on the Gaussian sphere. This argument shows

*. that a cube corner can generate only right-angled or obtuse silhouette corners: see

Fig.7.12.

7.4.2.2. Curvature of the Silhouette of a Planar Object

In this section. the curvature of the silhouette of a planar object with a curved

boundary is related to the curvature of the object boundary itself. This result pro-

vides an expression for the radius of curvature oi the orthographic projection of a 3-D

curve, as a function of the radius of the curve and the orientation of the viewing

direction.

The problem is first analyzed in a system of axes where Oxy is in the plane of the

* object and in which 0% 0. In the Oxv plane, the object has a 2-D CT po (6) where is

chosen to characterize the normal angle in the Oxy plane. In the Gaussian mapping of

the objeci considered as three-dimensional. the two faces of the object are mapped to

the poles of the Gaussian sphere, and each point of the boundary to a half meridian

with a longitude corresponding to the normal orientation of the curve in the Oxy

plane. Thc 3-D CT of the object can be obtained with equation (7.15)

PO ()ICO-0 0(7.26)
0 0

The radius of curvature ps of the silhouette is obtained with the Silhouette-Slice

theorem for the CT, as

p. = cos P().2 (7.27)P()
COS77SG

It is useful in this case to specify the viewing direction in terms of angles with respect Pq
to the Frenet trihedron of the curve at each point. The angles {, 0 are chosen for this

4."

purpose: see Fig.7.13. The angle 0 is the angle between the viewing direction and the

osculating plane of the curve, whereas 6 is the angle between the projection of the

viewing direction in the osculating plane and the principal normal to the curve.

.1%

" . ".". "" ", ". % ';'."." .7 ,'. ".". '.".'., 'i '; o'. .25_. ", "€'. 
"
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Fig.7.13. Planar Curve and
Angles Specifying the Viewing Direction in the Frenet Trihedron.

Equation (7.27) can be expressed in terms of these angles with (6.1 )(h) and (6.1 )(i).

Ps = (  -sin2 cos2@ )3/2 (7.28)

sinG0

The above equation expresses the radius of curvature of the orthographic projection of

a 3-D curve, in terms of the radius of curvature of the 3-D curve and the orientation

of the viewing direction in the Frenel trihedron of the curve. This result can also be

obtained by a classical method, as is done in Appendix 5; it is also valid for non-planar

curves, since torsion only affects third order derivatives. When =0, the viewing

direction is in the normal plane of the curve and the relation simplifies to

Ps =p /sin .

r.W-
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7.5. Summary

In this chapter, the silhouelle theories developed in Chapters 5 and 6 for smooth

surfaces have been extended to cover surfaces with discontinuities, edges and planar

faces. I is remarkable that theories supported by differential geometry of smooth sur-

*" faces provide correct results when extended to surfaces with sharp edges and corners.

In addition to the analylic expressions for the silhouelle shapes, a number of powerful

qualitative relations between silhouettes and 3-D shapes have been derived. These

qualitative relations prove to be useful when developing algorithms for object recogni-

tion from silhouettes. This is briefly explained in Chapler 8.

"N

h?
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Chapter 8
Examples and Applications

w*
This chapter presents a number of examples of silhouette construction with the

Silhouelte-Slice theorems. In addition, applications of the new theories to the recon-

struclion of the shapes of 3-D objects from silhouette data are suggested, followed by

the principles of a system for recognizing polyhedral objects from their silhouettes. It

must be pointed out that the main results of this thesis are theoretical. Applications

presented in this chapter prove that these theories are useful for solving practical

problems, but they have not been developed in great detail.

It is tempting to develop algorithms for solving each of the three basic silhouette I
problems by sampling the spherical and circular object functions introduced in

Chapter 5. and relating these discrete transforms to Silhouette-Slice theorems for

discrete transforms. However, sampling questions introduce difficult obstacles in the

development of a discrete theory. First, sampling continuous functions defined on the

M sphere is a complex problem which has not been adequalely solved. In addition. great

circle slices corresponding to given viewing directions do not typically intersect the

sampling grid on 1he spherc at sample points. As a result, interpolations between the

sample values of the spherical transforms are necessary to generate samples of the

silhouelle transform in almost all cases. The choice of sample points on the sphere

was addressed in [44. 571 for the case of the Extended Gaussian Image. 11 was shown

that the largest number of regularly spaced sample points on the sphere is equal to the

largest number of faces on a regular polyhedron, namely 20. For any larger number

of samples, an irregular sampling must be considered. In addition to the choice of

sample points, both the choice of sample values in terms of the continuous function

being represented and the interpolation of sample values to recover the corresponding

continuous function must be considered, but these have not been studied in detail. At

this point, the unsolved sampling issues make it difficult to apply the new theories

directly to the development of numerical algorithms. However, the theories developed

in this thesis provide valuable tools for qualitative reasoning which the examples of

applications presented in this chapter attempt to illustrate. In addition to the relations

between objects and silhouetles, the CT representation for 3-D surfaces presented in

- 153-
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Chapter 5 is a valuable contribution to the understanding of surface shapes, both for

geometry and for computer applications. Since this aspect of the theory is not directly

r- related to silhouette analysis, its discussion is relegated to Appendix 4.

&I1. Silhouette Construction

In this section, a number of examples are presented to illustrate silhouette con-

struction with the Silhouette-Slice theorems. These examples demonstrate that

numerically correct answers are obtained with the proposed formalism. They further

provide insight into the form of the three transforms and the result of the slicing

operations. In a number of cases, qualitative reasoning with the Silhouette-Slice

theorems is proposed to predict the gross aspect of the silhouette.

As mentioned in the introduction of this chapter, sampling of the spherical and

circular functions raises non-trivial issues. To generate the examples presented in this

chapter, sampling of the transforms on the Gaussian sphere has been circumvented by

using closed-forin analytic expressions for the spherical functions. On the other hand,

*the circular funclions and the corresponding silhouettes must be sampled, at least for

display purposes. The sampling issues have been largely eliminated by using a large

"-". number of samples for the circular transforms of the silhouettes. Our approach to the

sampling question is tractable when closed-form expressions are available for the

transforms of the surface shapes considered. It will be shown that accurate

silhouelles can be determined by this method for many surface shapes. The

Silhouelle-Slice theorem can provide the shape of silhouettes for surfaces for which no

closed-form silhouette expressions are available, for example, for superquadrics. The

three spherical transforms for superquadrics are derived analytically in Appendix 1.

'. Although it relies on analytical formulas, our treatment of the sampling problem is

compatible with the computation of silhouettes for surface models designed with a

CAD system. These surfaces are defined as combinations of a number of surface

-. patches, where each patch is described by a relatively simple analytic equation. The

silhouette problem can be solved with the proposed method when spherical transforms

can be evaluated analytically for the primitive surface elements.

Although continuous spherical transform functions are used in the examples

presented in this section, silhouette shapes have also been obtained by considering

-. . . - * . . . . . . . ... k - , - ' , ° - . . - . • "- °" - " ",



samples of the transform functions on the Gaussian sphere and by relating these to

samples of the silhouette transforms on the appropriate slice. This discrete formula-

tion of the Silhouelte-Slice theorems requires a large number of interpolations between

sample points on the sphere to determine samples of the silhouette circular transforms

* on the great circle slice. In uddibon, sampling effects introduce degradations in the

shapes of the computed silhouettes. These degradations become negligible for dense

* samplings. but the number of samples required to ensure a given accuracy cannot be

quantified because of the lack of a sampling theory for this problem. The sampling
questions are beyond the scope of the thesis, which concentrates on the theories for-
mulated in terms of continuous functions. U

Silhouetle construction will be illustrated for three different types of objects.

namely a cylinder. superquadrics. and a torus. In the context of these examples, a

number of qualitative aspects of the theory are discussed. Qualitative aspects of the

circular transform graphs such as signs, extrema and zero crossings are related to the

silhou tle shape. The effect of the choice of a reference frame on the transforms is dis-

cussed. A qualitative prediction of the shape of silhouettes of polyhedra with the

Silhouetle-Slice theorem is presenled. This resuil is then extrapolated to predict the

• shape of silhouettes of smooth surfaces which are closely approximated by polyhedra.

such as some superquadrics. Finally, silhouettes of a torus illustrate the application of

the results to a non-convex object and raises issues related to the extension of the

?; results to these objecs.

8.1.1. Silhouettes of a Cylinder

The first example is that of a simple axisymmetric object, namely a cylinder of

* height 2H and radius r, sketched in Fig.8.1. The various transforms of the object are

also axisymmetric, when the reference point is positioned on the object axis. For a

reference point at the center of the cylinder, the 3-D VST of the cylinder is given by

(rcosT+Hsin1) 0 ( Hcos'n-rsinq) 0 < T, < go-
s (8.1)

[ (rcosrT-HsinT) 0 (-Hcosri-rsin)] -900 -<,0

"°]
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Fig.8.1. Cylinder with radius r =2. height 2H=5.

The CT of the Cylinder is given by

= r/cosrj 0
R 0 2H5(-1)+r8r&--7/2)+r8(71+r/2) (8.2)

-'. Lxcept for h and r 12 which are identically zero. profiles of the components of the

transforms are displayed in Fig.8.2. The profile of an axisymmetric function on the

3 Gaussian sphere is, by definition, a I-D function representing the values of the

axisyinmetra function for a fixed value of 6. The profile is defined for-aa

-90" -7 - 9O" , but the profiles were extended to the range of -180' < -n < 180"

for display purposes. In this form, the profiles correspond to a vertical section of the

Gaussian sphere. These extended profiles are represented by polar diagrams in Fig.8.2.

In these diagrams. the zero value is offset from the center to allow the representation

of negative values.

The cylinder does not satisfy smoothness and strict convexity constraints

required in the theories of Chaplers 5 and 6. because of the presence of edges and

embedded straight components. As a result, the ST displays discontinuities in the first
derivative, the v-componeni of the VSJ displays step discontinuities, and the CT con-

V tains impulses. These discontinuities are all related to the length of the corresponding

V! straight surface components, as discussed in Chapter 7. Specifically, the discontinui-

ties in the slopes of the ST. the step discontinuities in v and the lateral impulses in r
,'a,2



Profile of 3-D ST Profile of v-component of 3-D VST

Profile of r- 1 -coniponenI of 3-D VST Profile of r ,-cornponeni of 3-D VST

Fig.8.2. Profiles of the Spherical Transforms of the Cylinder in Fig.8.1.

are equal to the height 2H of the cylinder.

Circular transform functions for silhouettes of this object are obtained by pro-

jecting the spherical I unction values on the appropriate great circle slice onto the plane

of the slice, according to the Silhouette-Slice theorems developed in Chapter 6.

Silhouettes and the corresponding circular functions are displayed in Fig.8.3a)-b) for

two different orientations of the viewing direction. The circular silhouette functions

were computed al 2(X) equally spaced samples of the appropriate great circle slice;

points of the silhouette were generated by inverting the silhouette VST with equation
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Silhouette for - 100 Support Transform

1-component of \ST Curvalure Transform

Fig.8.3a). Silhouette of the Cylinder forO 100, and Corresponding Transforms.
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Silhouelte for & = 500 Support Transform

7|

o".

t-cor ponen l of \'ST Curvature Transform

Fig.8.3b). Silhouette of the Cylinder for - 500, and Corresponding Transforms.

(5.9) applied to the sample values. The following characteristics can be observed on

these silhouettes and their circular transforms. The ST is strictly positive every-
where, because of our choice of the origin inside the 3-D object. The angular points in
the graph of the ST correspond to the flat sections of the silhouette. The t-component

of the VST has values with alternating signs, since it must integrate to 0 over the 27r

interval. The zero crossings ol t correspond to points for which the normal goes

through the reference point. The 2-D CT's of both silhouettes contain two impulses

corresponding to the straight sections on the sides of the silhouette, which correspond

themselves to the lateral surface of the cylinder. In addition, the 2-D CT of the

,% .4 -. . . ,. . . . . . * -," " . . ,.,,. .. , . . , . .. , - . . j . .
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silhouette contains two maxima corresponding to the lop and bottom parts of the

cylinder. Note thai the silhouette CT's contain impulses related to the lateral

impulses of r 22 in Fig.8.2, but none related to the top and bottom impulses in r 22.

This observation can be justified by considering the 3-D graph of r 22 on the Gaussian

Sphere in Fig.8.4. In the 3-D CT of the cylinder, the lateral surface generates an equa-

torial ridge of impulses. The impulses on the 2-D CT of the silhouette correspond to

the intersection of Ihe great circle slice with the equator, as is shown in ihe figure for a

slice corresponding to 0-30" . As all slices cul the equator, the equatorial impulses

related to the lateral surface appear on all silhouettes. However. the impulses of the

3-D CT corresponding to the top and botiom paris of the cylinder are located only at

the poles of the Gaussian Sphere. Therefore. they affect only great circle slices through

the poles, which correspond 1o silhoueltes with 0 - 00

The effect of translations of the reference point on the various surface spherical

transforms and the corresponding silhouette circular functions is now investigated.

The efl ecl of origin position on the VSI is characterized by the expression

n coscos-t sincost/ sinr7 x (6,7) X o

h - -sin cos6 0 V(6,r0) Yo (8.3)

v -cos~sinr- -sin~sinrn cos7 z (6rn) o

where (X .(o,,: o ) are the coordinates of the reference point in fixed objeci-centered

coordinates. The Sl is identical to the first component of the \ST. and the CT is

4" .

-

Fig.8.4. Graph of the r 22 component of the 3-D CT of the cylinder

-.... . . -..-. -- - -
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- unaffected by the choice of origin. The effecl of the choice of origin on the ST and on

the VST components of the silhouette is illustrated in Fig.8.5a)-d) for the silhouette of 4

the cylinder with 0 = 200 , >=O" , and for four excentric positions of the reference

point. It can be observed in these figures that significant changes of the ST and VST ",-

result from the displacement of the origin. Specifically, negative values appear in n

when the reference point is outside the object, the number and locations of zero-

crossings of t , and extrcrna of n,, ' ' 7 are modified; of course, the numerical values of A

the transforms are considerably affected.

II
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Cylinder and Reference Point Silhouete

Support Transtorm t-component of VST I
Fig.8.5b). Normal and Tangential Components of the VST of a Cylinder Silhouette

with the Reference Point at (0,0-4).
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Cylinder and Reference Point Silhouette

Support Transform t-component of VST

Fig.8.5c). Normal and Tangential Components of the VST of a Cylinder Silhouette
with the Reference Point at (0,1,0).
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YYV 'I

Cylinder and Reference Point,.€ SilIhouett e

Support Transform t-component of VST

Fig.8.5d). Normal and Tangential Components of the \VST of a Cylinder Silhouette
with the Reference Point at (0,3,0).
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8.1.2. Silhouettes of Superquadrics

In this section, silhouette construction is demonstrated for a subclass of super-

quadrics [58]. The subset of superquadrics considered here is defined by the implicit

equation %

n n
-I + - I +I -I =1 (8.4)

The parameters a . b, c correspond to the intersections with the coordinate axes. They

hence control the size and elongation of the surface shape. The parameter n , however,

controls the smoothness of the surface. For I <n <oo, surfaces defined by (8.4) are

smooth and strictly convex. Examples of superquadrics with a =4, b =3, c =2 are

displayed in Fig.8.6 for n = 1, 1.2, 4.5, oo. Ellipsoids are a special case of superqua-

drics for n =2. In the limit for n -- oo, the superquadric becomes a parallelepiped,

whereas the limit for n -- 1 corresponds to an octahedron.

It is possible to evaluate the three spherical transforms in closed form for the

surfaces specified by (8.4), and therefore to compute the shape of their silhouettes in

orthographic projections. The analytic computations of the spherical transforms

require relatively tedious algebra and are therefore relegated to Appendix I. Examples

of silhouettes of the two smooth superquadrics in Fig.8.6 are shown in Fig.8.7a)-d).

As mentioned in Appendix 1, the CT of superquadrics contain discontinuities when

n > 2. These discontinuities are apparent in Fig.8.7d) for n =4.5. They correspond 1o

the six slowly curving parts in the corresponding silhouette. Such discontinuities in

the CT of superquadrics with n > 2 present ar additional obstacle to discrete represen-

tations of the CT.

An example of qualitative predication of the shape of silhouettes with the

Silhouette-Slice theorems is now presented, first for the polyhedra (n = 1, 00), then

for the smooth superquadrics (n = 1.2, 4.5). The qualitative shape of silhouettes of

the octahedron and the parallelepiped can be readily estimated with the Silhouette-

Slice theorem for the CT. The CT of the two polyhedra have ridges of impulses on the

great circle arcs which are the images of the polyhedron edges on the Gaussian sphere.

In Fig.8.8. these arcs have been plotted on the Gaussian sphere for the two polyhedra.

for the same values for the diameters as in Fig.8.6. Slices of the 3-D CT of the
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x x
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V y

n' n 1.2

x x a

-' n =4.5 nt ---o:

Fig.8.6. Superquadrics with a =4, b =3. c =2.
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4,,

Silhouette Support Transform

t-component of VST Curvature Transform

Fig.8.7a). Silhouette and corresponding Circular Transforms for the superquadric
with n = 1.2, for the viewing direction (0,O) = (100,O0 )
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F

Silhouelte Support Transform

0

1-component of VST Curvature Transform

Fig.8.7b). Silhouette and corresponding Circular Transforms for the superquadric
with n = 1.2, for the viewing direclion (b,O) = (400 ,200)
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Silhoue te Support Transform

1-componen of VST Curvature Transform

Fig.8.7c). Silhouette and corresponding Circular Transforms for the superquadric
with n " 4.5. for the viewing direction ((,O) - (100 ,100)

W.5'.
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Silhouette Support Transform

t-cornponenl of \ ST Curvature Transform

Fig.8.7d). Silhouette and corresponding Circular Transforms for the superquadric
with n =4.5, for the viewing direction (,)=(40 ,200)
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Parallelepiped. (c,O) = (100, 10') Parallelepiped. (h,0) - (40, 200)

i

Octahedron, (k,O) = (100, 100) Octahedron, (4,e) = (400, 200)

Fig.8.8. 3-D CT of the superquadrics with n =1 (octahedron) and n =oo (parallelepiped)
The CT's have ridges of impulses along the lines drawn on the Gaussian sphere.
Also shown are the great circle slices corresponding to two viewing directions.

polyhedra are composed of impulses so that the silhouettes are polygons with a

number of edges equal to the number of great circle arcs sliced by the silhouette great

circle. Excepi for special coincidences, the number of silhouette edges is 6 for the

parallelepiped and can be 4 or 6 for the octahedron. The similarity betwen superqua-

drics with small values of n and the octahedron (n =1 ), and between superquadrics

with large values of n and the parallelepiped (n =oo) is preserved in the silhouettes.

!N IICALI
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As a result, the silhouettes of the smooth superquadrics in Fig.8.6 can be predicted to

be polygons with bent edges and rounded corners, with a number of edges equal to the

numbers for the corresponding polyhedra. It can be observed in Fig.8•7a)-d) that the

silhouettes of both superquadrics contain the numbers of bent edges qualitatively

predicted by the above argument. The presence of these bent edges in the silhouette is

also apparent as maxima in the CT, which are maxima of the radius of curvature.

i

Iqh

pm
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8.1.3. Silhouettes of Tori

The example of silhouette construction for the torus presented in this section

introduces issues arising from the application of the Silhouette-Slice theorems to non-

convex objects. It is clear that each point of the Gaussian sphere corresponds to two

points of the torus surface (see Fig.8.9) except for the poles of the sphere; each pole

corresponds to an infinite number of object surface points. To determine its g
silhouettes, the torus surface is cut into two parts, which will be called the interior

and exterior parts, see Fig.8.10. The set of points along the separation line between the

two parts has a zero measure and is not considered here. The Gaussian Mapping is

+" I

I Yi I

7 1

Torus Gaussian sphere

Fig.8.9. Gaussian Mapping of the Torus.
Both points marked on the torus surface map on the same point of the unit sphere.

Exterior Surface Interior Surface

Fig.8.IO. Interior and Exterior parts of the torus surface.
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one-to-one for each of 1' two parts. The exterior part consists of elliptic surface

points only, so that the Silhouette-Slice theory applies without restriction. The inle-

rior surface points are all hyperbolic however. As the ST and VST do not specifically

depend on surface curvaiures. thest, representations and the related silhouette theory

apply without modithcations for th: interior part. In the case of the CT, the main

diflerence is that the tensor is no longer positive definite. The Spherical transforms

of the torus are given by

n :t R costq + r
S 12 0 (8.5)

V -( R sin7r)

= L R + r cSr )/cos r O (8.)

where r is the radius of the section, R is the radius of the principal axis, and the posi-

live and negative signs in the above equations have to be considered for the exterior

and interior parts respectively. These spherical transforms are axisymmetric. Polar

plots of the profiles of the non-zero components of these transforms are displayed in

Fig.8.1 I for both the interior and exterior surfaces. Transforms for the silhouette can

be obtained by slicing the above 3-D object transforms. The silhouettes are then

obtained by inverse transformation of the silhouette functions. Two examples of

silhoueles are developed for a torus with R=3, r=l, for viewing directions 4

corresponding to 0=40" and 0=25'. The two silhouette parts corresponding to the

interior and exterior parts of the object surface are generated separately, then superim-

posed in the final figure. For the case of 0=40", the silhouettes of both parts and their

transforms are displayed superimposed in Fig.8.12a). The corresponding diagrams are

presented for the case where 0=20" in Fig.8.12b).

Rm

,. '.
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Profile of 3-D ST (exterior) Profile of 1-component of 3-D VST (exterior)

* I

Profile of 3-1) ST (interior) Profile of t-component of 3-D VST (interior)

-K-

Profile of r 11-component of 3-/) VSJ Profile of r 2 2-ornponent of 3-1) VST

Fig.8.1 1. Spherical 'ransforms of the two parts of the torus
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Silhouette Support Transform

1-boinponunl of VST- Curvature 1iransform

e-0

• iFig.8.12a). Silhotieue of the Torus and Circalar Transforms.
Viewving Direction: 0=40'.
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Silhouette Support Transform

1-componenl of VST Curvature Transform

Fig.8.12b). Silhouette of the Torus and Circular Transforms.
Viewing Direction: 0=25".

*After the silhouettes are evaluated separately fcr the interior and exterior parls

of the torus, issues of registration may arise when combining the individual silhouette

parts. When the silhouettes are obtained with the ST or VST, both parts are referred

to the same point in the projection plane and registration is trivial. However,

silhouette parts generated with the CT are not related to an origin. In the case of the

torus, accurale superposition of the two parts was possible thanks to the symmerty of

the surface shape. In the case of a surface in the shape of a distorted torus, the interior

and exterior silhouettes could not be accurately registered.

• , .,a. ',-% % X ° % . €. " ., ".L, - % - " . "
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The silhouettes evaluated with the Silhouette-Slice theorems correspond to the

projection of all object surf-ace points with a normal perpendicular to the viewing

direction. For a non-convex object, some of these points may be occluded by other
object parts, so that they do not effectively contribute to the silhouette. The set of

silhouette points of a non-convex object determined with the Silhouette-Slice theorems

must therefore be considered only as a set of candidate silhouette points. The

* silhouette itself may be equal to this set, as in the example of Fig.8.12a, or may be a

subset of the candidate silhouette, as in the example of Fig.8.12b. Indeed, spurious

silhouette parts appear on this figure. They correspond to the projection of points of

the object surface for which the normal is perpendicular to the viewing direction, but

* which are occluded by other parts of the object. When occluded silhouette parts are

removed from the interior silhouette, the result displayed in Fig.8.13 is obtained. Note

that in this figure, there are Iwo segments of silhouettes in the interior of the object.

These must also be eliminated if the silhoumette is considered as the set of outline points

in the image plane, but are included in the silhouette if it is considered as the set of

discontinuity points of a range map in the image plane. Note that, in the example of

Fig.8.1I2a generated for 0=40', the correct silhouette is obtained directly. It can be

observed that, for 0=40'0, the CT of the silhouette part corresponding to the interior

surface has a negative radius of curvature while the Gaussian curvature of the surface

is negative. In this circumstance, all silhouette points generated with the Silhouette-

Slice theorerF. are Irue silhouette points. In the case of 0=25' , the CT of the

silhouette contains alternating signs and zero crossings. The curve of candidate

silhouette points has cusps corresponding to the zero crossings. It has been shown by

Fig.8.13. Silhouette of the torus for 0=25'.
The occluded parts have been removed.
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Koenderink[33] that when candidate silhouette points corresponding to a surface with

\ ~ negative Gaussian curvature have a positive curvature, these points are necessarily

self-occluded. This property allows us to eliminate the two lateral parts of the inte-

rior silhouette in Fig.8.12b. Points on the two remaining longitudinal silhouette parts

cannot be tested for visibility by arguments on local surface shapes. On the other

hand. the presence of self-occluded silhouette parts suggests the presence of additional

silhouelte segments for which occlusion occurs due to remote surface elements.

Summarizing our discussion on non-convex objects, each point of the Gaussian

sphere may correspond to several points of a non-convex object. The surface can be

decomposed into parts so that for each point, the Gaussian mapping is 1:1. When

applied to these parts, the Silhouette-Slice theorems provide the correct silhouettes in
"'S. some cases. More generally, the theorems provide a set of candidate silhouette points

in which the silhouette points are included. The actual silhouette points are deter-

mined by testing the candidate points for visibility. One necessary visibility condition

requires corresponding signs for the curvature of the silhouette and the Gaussian cur-

vature of the surface on the silhouette generator.

8.1.4. Discussion

In this section, silhouette construction has been demonstrated with all three

Silhouele-Slice theorems. Through simple experiments, we have observed that con-

struction with the VST is less sensitive to sampling problems than the other two

methods, although accurate results are obtained with the three transforms when

sufficiently fine samplings are used. We have generated the examples presented in this
section with a mixed analytical/numerical method; this strategy can be exploited only

when analytical expressions can be determined for the 3-D transforms of the surface

shapes of interest. The ST and the \'ST of a surface can be determined in closed form

only for surfaces which can be explicitly parameterized with the normal orientation

angles ( ,77). Although such parameterizations can be derived for several surface

shapes, this indicates a limitation of the method. However, it is shown in Appendix 2

that the CT values can be determined analytically for any surface represented by

parametric equations. Silhouette construction with the CT is hence applicable to a

larger set of surfaces than wilh the ST and the VST.
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In addition to numerical silhouette construction, the Silhouette-Slice theorems

can also be exploited to predict qualitatively the shapes of silhouettes. Qualitative

shape features of silhouettes include mainly corners, edges and curvatures. These

features are best represented by the 2-D CT of the silhouette, and can be easily related I

to the corresponding I eai ures of the object by the Silhouette-Slice theorem for the CT.

We conclude thai ihe CT should be preferred for prediction of qualitative

silhouette shape. tha the \ SI is numerically less sensitive than the ST and CT for

silhouette construction, but that the CT can be evaluated analytically for a larger set

of surfaces than the VST.
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8.2. Reconstruction from Silhouettes

The formal problem of reconstructing the shape of a convex object from a set of

silhouettes is addressed in this section, and a strategy for solving this problem with

the Silhouette-Slice theory is suggested. Due to the lack of a good understanding of

sampling issues on the sphere, a practical algorithm for applying the proposed strategy

has not been implemented. However, interesting conclusions can be drawn from a for-

mal analysis of the reconstruction problem.

'p. _The reconstruction problem addressed in this section can be described as follows.

A convex object of unknown shape is projected orthographically onto a number of pro-

jection planes l i , and the corresponding silhouelles Si are recorded in each plane.

The viewing directions are referred to by their longilude/latitude ck, . Given this

collection of silhouettes, a method for constructing a description of the 3-D shape of

the object is desired. In addition to devising a reconstruction method, it is useful to

determine what range of viewing angles , 0 must be covered in order to obtain com-

plete reconstruclion.

In the firsl slage. il is assumed that all silhouelle measurements are referred to a

global frame Oxyz . In each projection plane r1i . the silhouettes are measured in
orthogonal axes O r .where 0 rzrr is the projection of the global 0z axis, see

Fig.8.14.

ZC

-4--

Fig.8.14 Reference frame for the projection plane
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4.;. The scheme of the reconstruction procedure is to evaluate a circular transform

for each measured silhouette, to relate these 2-D transforms to great circle slices of the

corresponding 3-D transform of the object, to use this relation to reconstruct the

spherical transform, and finally to invert this transform for the object shape.
ri

As reference axes are available in each projection plane, the evaluation of the cir-

cular transform of each silhouette is straightforward, and is formally obtained with

equations (5.1). (5.11), (5.1q). Each circular transform function plri (). gi (q).

pi (t) is related to the great circle slice of the corresponding spherical transform of the

object. which is perpendicular to the viewing direction O i. 0i.namely p (6sG ,rs ),

s5C; ,rs(. ). Z(6s(; .q3 ). The exact relation between the transform value at one

point of the silhouette Gaussian circle and the corresponding value of the transform of

the object on the slice of the Gaussian sphere depends on the particular transform in

question and is given by the appropriate Silhouette-Slice theorem. These relations and

their consequences for the reconstruction of 3-D transforms are now investigated in

sequence for the ST. the VST. and the (-I.

In the case of the ST. the silhouette transform values on the Gaussian circle are

exactly equal to the object ST values on the great circle slice of the Gaussian sphere.

Therefore. the value of the 3-D ST of the object at one point of the Gaussian sphere is

obtained directly as the value of the silhouette ST on a slice passing through that

point. In order to recover the complete ST function on the sphere, it is hence necessary

to process silhouettes obtained from a range ol viewing angles such that the

corresponding great circles entirely cover the sphere. One set of such viewing angles is

obtained by turning the observer around the object by a 1800 arc, see Fig.8.15.

Fig.8.15. A sufficient set of viewing directions for reconstruction with the ST

p[]
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Reconstruction using the VST is now considered. First, the normal component of

the VST is equal to the ST for which reconstruction has been already discussed. The

discussion is hence focused on the reconstruction of the horizontal and vertical com-

ponents h, v of the 3-D VST from the tangential component t of the 2-D VST's of the

silhouettes. The Silhouelte-Slice theorem for the VST identifies the value of t 7, on the

Gaussian circle of the silhouette lo the projection onlo the slice plane of the vector

(h ' ) ai the corresponding point of the great circle slice. Estimating h and 1' is hence

equivalent to estimating a 2-D vector from projections of this vector, and is possible

when at least Iwo different projections are known. The vector (h v )' can hence be

reconstrucled al a poini of the Gaussian sphere if and only if its projection t is given

on two distincl slices through the point. As a consequence, the set of viewing direc-

tions must provide a coverage of the Gaussian sphere by two distinct great circle slices

al each point, in order to reconstruct the 3-D VST of the inspected object. A set of

viewing direclions salisfying this criterion almost everywhere is given by the combi-

nation of Iwo differeni sels of measurenienIs similar lo those proposed for the ST. An

example of a sufficieni set of viewing direclions is given in Fig.8.16.

It can be observed thai the 2-D \'SI of each silhouette specifies two values for

each point of the Gaussian circle, as opposed to one in the case of the 2-D ST.

Although these components are redundant, it is tempting to consider that the VST

*4,)

W/
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Fig.8.16. A sufficienl sel of viewing direclions for reconstruction with the 'V ST
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captures "more information" about the silhouette at each point of the Gaussian circle.

Therefore, it seems counterintuitive that the reconstruction using the VST requires a

larger set of silhouettes than reconstruction with the ST. This stronger requirement in

" the case of the VST arises because the redundancy of the 3-D VST was not exploited in

the reconstruction method.

Consider now the reconstruction of the object shape through the reconstruction of

its 3-D CT. The relation belween the 2-D CT of the silhouette at a point of its Gaus-

sian circle and the 3-D CT of the object at the corresponding point on the slice of the

Gaussian sphere is that the silhouette 2-D CT, a scalar, is the projection on the slice

plane of the object 3-D CT, a 2x2 symmetric tensor. In order to reconstruct a 2x2

symmetric lensor from projections, three projections on different axes are required. In

order to reconstruct the value of the 3-D CT of the surface at one point on the Gaus-

sian sphere then, silhouette 2-D CT's on three different great circle slices through the

* point must be used. The requirement on the minimum set of viewing directions is that

the Gaussian sphere must be covered everywhere by three layers of great circle slices.

This requirement is satisfied almost everywhere by three orthogonal 1800 arcs of

viewing directions, such as depicted in Fig.8.17. In this case again, consistency

. 7e,

Fig.8.1 7. A sufficient set of viewing directions for reconstruction with the Cl. -
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constraints on the 3-D CT are not exploited in the above reconstruction strategy. These

constraints could be used to relax the requirements on the minimal set of viewing

directions.

A substantial difference between 3-D shape reconstruction with the CT on one

side and reconstruction with the ST and VST on the other side is that the CT is

independent of translations whereas the other two transforms strongly depend on M

translations of the origin. It was assumed up to now that measurements in each pro-

jection plane are referred to axes 0 rrx zr- r. and that each of these sets of axes is accu-

ralely related to the global system of axes Oxyz. As silhouette CT's are independent

of translations of the origin in their plane, the requirement on registration of the

observed silhouettes can be relaxed when reconstruction is performed with the CT.

Specifically, only a reference orientation such as the projection of the global Oz direc-

tion must be known relative to the global axes in each projection plane, in addition to

the orientation of the plane itself. Uncontrolled translations of the reference axes in

each projection plane do not affeci the reconstruction mechanism. This conclusion can

be exploited to determine an interesting difference between the reconstruction of a 3-D

object from 2-D silhouettes and the reconstruction of a 2-D object from I-D

silhouettes. Indeed, in the latter case. reconstruction is ambiguous in the absence of an

origin for each silhouette. Typical examples of this ambiguity are given by ovals of

constant breadth [59]. These 2-D objects have silhouettes of constant length for all

orientations, just as circle. These Iwo objects could not be differentialed by unre-

gistered silhouettes.

In the previous paragraphs, reconstruction of 3-D transforms of an object surface

from silhouettes has been investigated. Although reconstruction of the object itself

merely consists of inverting the reconstructed transform, additional issues may arise

in the case of the VST and CT, because of their intrinsic redundancy. It is clear that

for a set of silhoucets which actually correspond to the same convex object. con-

sistency of the silhouette circular transforms guarantees consistency of the recon-

structed object spherical transform, in the absence of noise and biases. In practical cir-

cum stances, however, degradations are inevitable so that the reconstructed 3-D spheri-

cal transform is inconsistent in general. When and how to exploit the consistency con- U

straints in the reconstruction is an open question. These constraints could be forced on

-I
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the reconstructed spherical transform before reconstruction of the object shape, or

they could be exploited tarlier, during the construction of the spherical trarsform,

thereby potentially relaxing the requirements on the number of viewing directions.

8.2.1. Discussion

Strategies for reconstructing 11w shape of a 3-D object from silhouette measure-

V ments have becn discussed, using the transforms defined in Chapter 5 and the

Silhouette-Slice theorems developed in Chapter 6. In order to develop numerical algo-

rithms for implemenling these strategies, sampled circular transforms must be con-

sidered for representation of the measured silhouettes, and interpolation schemes must

be developed for reconstruction of the spherical transforms. As the discrete versions

of the Silhouelte-Slice theorems have not been formulated yet, the interest of the stra-

tegies presented in this section is conceptual at this point.

Reconstruclion iielhods based on the three silhouette-slice theorems are now

compared, assuming thal satisfactory solutions can be provided for the sampling

issues. When consislency constraints of the 3-D transforms are not exploited, the ST

seems preferable since it is least redundant and requires the smallest set of viewing

directions. For reconslruction using the constraints, the 3-D VST should be preferred.

since it incorporates more measurements from the silhouette. In addition, the inversion

of the 3-D VST is only a set of 3-D rotalions, while derivatives must be estimated for

lnvcrsion of Ihc 3-D ST. Finally, reconstruction with the CT should be considered

when registration of the origins in the various silhouette planes is absent or imprecise.

Incorporating consistency constraints in the reconstruction of a 3-D transform

:could be implemented as an optimization problem where the solution would have to

satisfy the constrainls while minimizing the total deviation from the slices

corresponding to the measured silhouettes. The solution could be obtained by iterative

melhods similar to 1he ones used to solve other surface resontruction problems such as

the shape-from-shading problem [2 1.

h%[
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8.3. Recognition from Silhouettes

This section suggests an application of the Silhouette-Slice theory to the deriva-

tion of constraints for a system performing object recognition from silhouettes. The

arguments are based on the extension of the Silhouette-Slice theorem for the CT to

polyhedral objects developed in Chapter 7.

1t was demonstrated in the previous section that a large number of silhouettes

corresponding to different viewing directions are required for accurately reconstruct-

ing the shape of a 3-D object. It would seem then that one silhouette contains too lit-

tle information to discriminate between different objects. Although some different

objects may produce exactly the same silhouettes when viewed from selected direc-

tions. shapes of objects of interest are sufficiently differeni in general so that these

singularities of the problem are rare. As a result, one silhouette is often sufficient to

specify one object in a set of known objects.

The principles of a system for recognizing polyhedral objects from one of their

silhouettes are now presented. The sysstem is based on a well-known approach in

model-based vision. Primitive fealtures such as points, edges or facets are first

extracted from the input data. These features are then malched to corresponding

model features. implicitly creating a large matching tree. The tree is explored and

pruned by constraints resulting from the pairing of small sets of measured features to

sets of model fealures. Finally, the remaining hypotheses are tested more thoroughly

for correspondence with the models. Implementation of this approach has been

reported for recognizing 2-D objects from 2-D measurements, and for recognizing 3-D

objects I roii 3-I) miasurements [60]. In the case of 2-I) models and data, powerful

constraints arise from the pairing of two object features to two model features. so that

the pruning is very ellective. When matching 2-D data such as silhouettes -to 3-D

models, the constraints resulting from the pairing of two primitives are much weaker

since there are six degrees of I reedom. In the proposed approach, conslrainls are con-

sidered for the pairing of three silhouette features to three model features.

The proposed recognition method is based on primitive features consisting of

polyhedral edges. Its scope is restricted to polyhedra or shapes with a sufficient

number of straight edges. For a number of objeo s expected in the input images, it is

asdr, ied that geometric models explicitly describing the edges are available. An
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unknown silhouette is analyzed by first detecting straight edges and measuring their

length and orientation. Pairings are hypothesized between measured edges and edges

of the 3-D models. As the number of potential global matches may be astronomical,

pairings between sets of only three silhouette edges and three model edges are con-

sidered first. Each such set of pairings is tested against a set of constraints, an example

of which is derived later in this section. After discarding the pairings that fail these

tests, additional edges are added to the remaining hypotheses, and further testing is

applied. In a favorable case, a large fraction of the search tree is eliminated by the

constraints, leaving only a few potential interpretations of the data. Each of these

interpretations is then tested in more detail by an appropriate method.
.

A number of constraints are now derived for the matching of three silhouette

edges to three particular model edges. The derivation of the pruning constraints is

substantially simplified by reasoning with the Silhouette-Slice theorems. First, it is

worthwhile to note that position and orientation of a detected object are unknown a-

priori in recognition problems. The ST and VST strongly depend on the choice of an

origin, as was illustrated in section 8.1. Therefore. these transforms are not appropri-

ate for recognition applications. Thc derivations in this section are based solely on the

Silhouette-Slice theorem for the CT.

The contribution of three edges e 1, e 2. e 3 to the 2-D CT of the silhouette is given

n by three impulses at orientations i. , 0 2. 0,3 corresponding to the normals of the edges.

The strengths of these impulses are given by the lengths 1,., 12, 13 of the silhouelle

edges. see Fig.8.18. Note that the orientation of the object is unknown a-priori, so that

the reference orienlation in the silhouette plane cannot be related to the object model.

The angles to be considered in the constraints are hence the differences '!12 -- ,J2--= 1

and 0P23 = 3-0P2. These angles can be directly estimalted from the image, and can be

related to angles in the object modei.

Consider now a hypothetical match between the three measured edges e 1 .e e 3

and three model edges El, E2, E3. The three model edges each correspond to an arc of

great circle on the Gaussian sphere, as illustrated on Fig.8.19. When the silhouette

great circle slice intersects one of these arcs. the image of the corresponding edge is

present in the silh iielle, and has a normal orienlalion determined by the orientation

of the intersection in ihe slice plane. The stratgy for accepting or rejecting the match
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n 3

0 23

Measured Silhouette 2-D CT

Fig.8.18. Three Silhouette Edges and the corresponding CT

E3!

Ji

ii

Model Polyhedron 3-1) CT

Fig.8.19. Three Model Edges and the corresponding CT arcs

.
j

consists of first deciding if there is an orientalion . 0 of the viewing direction for

which the slice cuts the model arcs at points separated by the measured angles 012. "

023- When the hypothesis is a :cepted on the basis of these orientations, the viewing

direction is fixed. For this viewing direction then, the lenglhs 1.N11, 1A2, 1A3 of Ihe

silhouette edges corresponding to the model edges E 1 . F,. E 3 can be evaluated. Fir a
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convex object not obscured by other objects. the measured edge lengths 1i must match

the estimated lengths 1.\li within some tolerance bounds. For non-convex objects, par-

tial self-occlusions may occur, and, more generally, object edges may be partially

obscured by other objects. A better test in those cases is to require the measured edges

ii to be smaller than the estimaled I:, within a lolerance bound.

Expressions for tht: orientations 0. 0 and acceptance constraints are now derived

for three silhouelle edges such as those depicted in Fig.8.18. The derivation is

simplified by considering three model edges perpendicular to one another, such as the

ones displayed in Fig.8.19. The case of three right angles arises frequently in man-

made parts; -' .ensions to include one or two acute or obtuse angles are tractable. Con-

sider hence matching the three silhouette edges ei depicted in Fig.8.18 with the three

. model edges depicted in Fig.8.19. The great circle slice corresponding to tlt- match is

drawn on Fig.8.19; the angles of interest appear in the two spherical triangles IA 2,

-,: .--. 2B 3, which are displayed "flattened out" in Fig.8.20. We consider the angles 012, 'P23

as positive. In order lo match the great circle slice, the silhouette edges musi be such

thal 012 + kb23-rr. The orientation of the corresponding viewing direction is deter-

mined by 0 and 0 = 2-7T/2.

3
4 , aI'3 rr/2- 2

A 62

A, r/72-0 B

012

* , 7r/2-t,

"" 1

Fig.8.20. Two spherical triangles of interest for deriving the matching constraints.

'6
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Standard relations of trigonometry for right-angled spherical triangles[55] are applied

to the triangles of figure Fig.8.20 to produce

tan62 cotP 1 2  = cos(r/2-O)

tan(OT/2-_2) cot'tJ 3 = cos(r/2-0)

sini 12 cosc I  = sin6 2

sinOf2 3 COSk- = COSt2

The angles 0 and 62 can be extracted from the first two equations above.

tan6 2 = (8.8)12c~t 23 8

sinO = co t 1t2cot0"2 3

The above relations imply the necessary constraints that A12, %2 3 < 7r /2 ;

'P1 2 + 0P2 3 >7T/2. The predicted lengths of the silhouette edges corresponding to E.

E2. E3 are given by

) sinqJ 2

,12 ='2 COSO -" 12 ( 1 - CO"P412 Cot'P 23  (8.9)
~~cos 2  i

= sin23

These predicted silhouelle edge lengths lis must be tested against the measured

silhouette edges Ii

Although the above system has not been implemented. there are indications that

this type of system has a potential for success.

8.3.1. Discussion

A formal application of the Silhouette-Slice theorems to a problem of object

recognition was presented in this section. thereby illustrating the use of the

transforms and of the theorems in reasoning about silhouettes, and in applying the

intuition to practicdl recognition problems. As object position and orientation are usu-

ally unknown a-priori in recognition tasks, the Silhouelte-Slice theorem for the CT

seems the most useful one for recognition, since the CT is independent of origin

7,,'k* .,-w'.
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4klocation. In addition, many applications to recognition are based on qualitative rela-

p tions between silhouette shapes and object shapes. These relations are also obtained

most easily with the CT. The theories developed for the CT are hence the most impor-

r , tant for applications in object recognition.

8.4. Summary

In this chapter. several applicalions of the theoretical results of this thesis have

been suggested. Examples shown in the section on silhouette construction are close to

actual implementations of the Silhouette-Slice theorems to problems in computer

graphics. Other examples presented in this chapter are of a more conceptual value.

, This chapter has suggested the wide applicability of the Silhouette-Slice theorems as

reasoning tools in problems of compuler graphics and computer vision, and their

potential for developing new algorithms in these domains.

. 1 ,

I.
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Chapter 9
*Summary

9.1. Contributions

In this thesis, a new formalism for relating the shapes of objects to the shapes of

their silhouettes has been proposed. Three representations of 3-D object surfaces and

the equivalent representations of 2-D curves have been defined. it has been shown

that the represenlations of a 2-D silhouette curve are simply related to the representa-

tions of the corresponding 3-D object surface. More specifically, object surfaces have

been represented by scalar, vector and tensor functions on the Gaussian sphere, and

curves by scalar and vector functions on the Gaussian circle. It has been demonstrated

that a slice of the Gaussian sphere perpendicular to the viewing direction is a Gaussian

circle for the silhouette. Furthermore, the properly functions on the Gaussian circle

of a silhouette are related by a projection to the property function of the object on the

slice corresponding to the silhouette.

The relations between an opaque object, its silhouette and their transforms is con-

% ceptually similar to the relations between an absorbing object. its line-integral projec-

tion and their Fourier transforms, which are formalized in the Projection-Slice

theorem of computerized tomography. These similarities have prompted the use of the

name of Silhouelte-Slice theorems for the new relations presented in this thesis.

The theory relating property circles of silhouettes to slices of property spheres of

objects provides substantial insight into qualitative and quantitative relations between

silhouette shapes and object shapes. This insight is useful when reasoning about par-

ticular problems involving silhouettes, and provides straightforward explanations of

A. known results. Applications of the theories to three basic problems have been con-

sidered, namely silhouette synthesis, reconstruction from silhouettes and recognition

from silhouettes. The theories have been demonstrated in this thesis for convex

objects and orthographic projections only; in addition, difficult issues remain to be

solved before discrete versions of the continuous transforms and Silhouette-Slice

theorems can be developed. As a consequence, it has not been possible to develop

direct implementalions of the theory into general numerical algorithms for solving the

S -194-
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three basic problems. However, methods based on continuous functions have been

proposed for applying the results to each of the three problems. Mixed continuous-

space / discrete-space algorithms have been proposed and demonstrated for the syn-

thesis of silhouettes of complex curved surfaces such as a torus and superquadrics. A

general strategy has been proposed for reconstructing the shape of a convex 3-D object

from silhouette observation. The method consists of first constructing the circular

transform of each silhouette, then combining these into the spherical transform of the

N object. Finally, the object shape is obtained by evaluating the inverse 3-D transform.

In the context of recognition from silhouettes, several quantitative and qualitative

relations between object features and silhouette features have been proposed. These

relations are typically exploited in recognition algorithms as constraints on pairings of

silhouette features with object features. An example of the use of constraints on edges

has been proposed in a strategy for recognizing polyhedral objec*.s from their

silhouet tes.

The spherical transforms of 3-D surfaces presented in this thesis can be inter-

preted as compact representations of the set of all silhouettes of the object. In addi-

tion, these transforms have potential applications for representing surfaces indepen-

-1- dently of viewpoint. In particular, the 3-D Curvature Transform is an intrinsic form

for surfaces, which specifies surface curvature as a function of normal orientation.
Compared to most characterizations of surfaces in computer vision [39] and in

diflerential geometry [471. the originality of the Curvature Transform is two-fold.

First, curvature is completely described by an invariant tensor of curvature, as

opposed to two tensors in classical diflerenlial geometry, and a partial description by

one or two scalar invariants in machine vision. Second. the curvature is described

with a canonic parameterization. as opposed to generic parameterizations in differential

geometry, and to image plane descriptions generally used in machine vision.

The key (ontribution of this thesis is a new basic theory for analyzing

silhouettes. The theory provides useful insight in many questions of relations between

silhouette shapts and object shapes. and also in analyzing complex curved surfaces. A

number of straightforward applications have been proposed or suggested. 11 is shown

in the next section that there is substantial room for additional work on the theory

and on its applications, and that this work is promising.
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9.2. Future Research

There are several directions in which the present work can be pursued. Most

promising areas are a careful analysis of the sampling questions, and an investigation

of extensions to non-convex objecls. These two areas are now discussed with more

detail.

At this time, to the bcst knowiedge of thy author, there is no theory comparable

to the Shannon sampling theory for the discrete representation of functions defined on ,

non-Euclidean manifolds such as the sphere. This problem has several facets. First,

sets of sample points must be defined on the domain of the function. It has been

shown that regular samplings of the sphere are impossible for practical numbers of

samples. Irregular samplings have been proposed, but they have a number of disad-

vantages. The second issue is the definition of sample values; a sample value could be

the value of the continuous function at the sample point, or a weighted average of the

function values in a neighborhood of the sample point. The third issue is the choice of

interpolation algorithms, i.e. algorithms for estimating the value of the continuous

jfunction from the sample values, at points other than the sample points. The fourth

issue is the characterization of a class of functions for which sampling followed by

interpolation leaves the function unchanged. These four issues are tightly coupled.

and their solution is likely to involve complex arguments. A precise formulation of

the sampling questions would permit the development of algorithms for synthesizing

silhoueltes, applicable to shapes specified both analytically or numerically. The

development of numerical algorithms for shape reconstruction from silhouettes using

the circular and spherical transform would also be greatly simplified by solutions of

the sampling question.

Extensions of the theory to cover non-convex objects are essential for direct

applications of the theories to real-world objects. These extensions include principally

the definition of the transforms for non-convex objects in 2-D and in 3-D, and the

-'. analysis of the occlusion problem. One method for defining the Gaussian mapping and

therefore the spherical transforms for non-convcx objects consists of separating the

object surface into several patches such that each part has a well-defined Gaussian

image. A different method is 1o consider several Riemann "sheets" on the Gaussian

sphere. The same methods are applicable to Gaussian circles of silhouette curves.

. - -
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When relating Gaussian circles of silhouettes to slices of the Gaussian sphere of the

object, different silhouette parts or sheets on the Gaussian circle must be related to

their counterparts on the Gaussian sphere of the object. This correspondence is readily

preserved in silhouette synthesis, but may raise difficult issues in reconstruction from

silhouettes. Indeed, when several sheets are defined on the Gaussian circles of

different silhouettes, care must be exercised in preserving a consistent pairing of the

sheets when combining the circles as slices on the Gaussian sphere of the object.

In addition to issues involving multiplicity of the Gaussian image, silhouette

analysis is more complex for non-convex objects due to the possibility of occlusions.

When applying the silhouette construction method with the silhouette generator to

non-convex objects, a superset of the silhouette is obtained instead of the silhouette

itself. Indeed, some of the points generated by this method may correspond to

occluded object surface patches so that they do not appear in the silhouette. The set of

points generated by the silhouette construction method for convex objects is hence a

set of candidate silhouelle points when applied to a non-convex object. This set must

then be pruned for occluded points. In the context of reconstruction from silhouettes.

the occlusions imply thai less informalion may be obtained from each silhouette. As a

consequence, a larger set of viewing directions may be required to reconstruct the com-

plete shape of a non-convex object. The question of which non-convex objects can be

reconstructed from the set of all thvir silhouettes has not been answered yet. These

objects have been called "tangible objects"; for each point on the surface of a tangible

object. there must be at least one tangent line which does not intersect the surface [61].

Convex objects are a subset of tangible objects, and some non-convex objects are also

tangible objects. I1 is easy to construct non-tangible objects by considering a long flexi-

ble cylinder and tying "knots" in this object. A simpler and more striking example is

_t that a torus is not a tangible object, whereas a toroidal object with a square section is.

In addition to the extensions to discrele transforms and to non-convex objects.

there is clear potential for extending the theories presented in this thesis in two other

directions. One extension would be to consider properly spheres of third and higher

order terms of Taylor expansions of surface equations, and to relate these to

corresponding properly circles of silhouettes. A ditlerent extension is to define

transforms on hyperspheres S for n-dimensional hypersurlaces in (n+l )-dimensional
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space. These two extensions seem conceptually straightforward, would involve tedi-

gous algebra, and may not be very useful.

Aside from extensions of the theories developed in this thesis, there is a large

potential for applications. Once sampling issues are resolved, algorithms for numerical

synthesis of silhouettes and numerical reconstruction of 3-D shapes from silhouettes

can be developed. The mixed analylical/numerical silhouette synthesis method used

in this thesis to generale examples could be extended to more surface types by deriving

a table of transforms for many known surface patch equations. This project could be

implemented on a system for symbolic algebra such as MACSYMA.

T he theory presented in this thesis is rich in potential applications in the areas of

computer graphics and computer vision. The work presented here provides new

insights in the geometry of surfaces which could be useful in understanding

differential geometry. This thesis has provided a new basic theory and provides ample

" room for future research.

r.
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Appendix 1
Examples of Transforms

In this apptnd;,. ht, three translurm art, analytically determined for a number

of curves and stirl ftis. Spchcallv. the Support Transform, Vector Support

Translorm and ( iraiurc lranslorm are evaluated for conics, superconics, torus

patches, quadrics. and superquadrics.

In each cast, the curve or surface is first described by parametric equations for its

('artesian c(oordinates. W.,'ith this form, a normal vector is determined at each point.

then compared to the unit vector expressed in terms of the canonical normal angles.

,, This comparison provides relations between the generic parameters and the canonical

angles. from which canonical parametric equations can be determined, parameterized

. with the polar angiL i4 of the normal orientation for a curve, and with the geographi-

cal coordinates (6,-q) of the normal for a surface. The transformations in (5.1).

(5.11), (5.19) are then applied to the equations of a curve to determine its three circu-

lar transforms. Similarly. the three transforms of a surface are obtained using equa-

tions (5.29), (5.36). (5.45).

Al 1.. Transforms of Planar Curves

AI.l.. Conics

Conics are curves described by quadratic implicit equations for the Cartesian

coordinates of their points. The general form of this equation in the Ox: plane is

A x 2 + 2B xz + C z + 2D x + 2E z + F =0 (AI.1)

.When the quadratic form in the left-hand side is not degenerate, the linear terms can

be eliminaled by a translation of axes, and the mixed second-order term by a rotation

of axes. As a result, each non-degenerate quadratic curve can be described by an equa-

tion of the type

- +-- = (A1.2)
a

in an appropriate system of axes. When both signs are positive, the above equation
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describes an ellipse with half-diameters a and c along the Ox and O: axes respec-

tively: see Fig.AI.l. A set of parametric equations for the ellipse in (A.2) is given by

)= I = K (A 1.3)

A.I.I.I. Normal Vector

A vector t tangent to the ellipse is obtained as the first derivative of the coordi-

nate vector,

-a Sint (A
" .;.c cost

A normal vector is then obtained by noting that, in 2-D, (t z -t., is a vector perpen-

dicular to (t., t)

" '= cco(A1.5)
a sint

To preserve The similarily with the (asL ol quadratic surfaces in 3-D. the above nor-

mal vector will be scaled by a.

l /a ) cosz (A.6)' " ((A(1.6),. = (]","-)Sint:

C ,

Fig.A 1.1. Ellipse with semi-axes a =4, c =2.

,/,
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A1.1.1.2. Canonical Parameterization

The normal vector in (Al.6) is compared with the unit vector in terms of the

polar normal angle tp

(1la) cost cosip
(11csint sinqb (A1.7)

Using the identily cos 2t + sin 2t = 1, it it easy to determine that

i = (a 2 cos 2tqj + C 2sin2 qp) 1/2  (A1.8)

and therefore that the relation between t and is given by

cost a acosip
=i(A1.9)

sint c sin#

The equations of the ellipse in terms of the normal orientation qj are hence given by

X= IrI a O (AI.10)
L2sinmp

AI.1.1.3. Circular Transforms

The three transforms of the ellipse are determined by applying the transforma-

tions in (5.1). (5.11). (5.19) to the canonic equation (AI.10). The ST and VST are

given by

p = = (a 2cos 2k + c2sil2tP) 1/ 2  f, ri - 1  (Al.I1)

'- -R
K:= R2 -  

%

a -cos-qb + c 2sin2q p 2

C2(c2 a 2) sinocos4 I (c 2 -a 2) sinqcospJ

In order to determine the CT, the derivative X0 must be evaluated
I:" ; 2c sinoh

V,/, 1111a C2 co (A1.13)

-I" !
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The CT function is then obtained as

3(ac (AI.14)
(a 2 Cos 2 o + c 2 sin 2 q)) 3 12

A1.1.2. Superconics

Superconics are a class of curves which includes conics. and which are described

in centered axes by implicit equations such as

-[ + -I = 1 (A1.15)a l

When both signs are positive and n is a real number in (1 ,o), the curve specified by

(AI.15) is smooth and strictly convex. I can also be described by the parametric equa-

tions

x a cost 0,ig<tsz~ <2r (AI.16)
1 h b Isint I sign (sint )

wilh s 2/n. Special cases include an ellipse Ior s--. a rectangle in the limil for

S ---0 and a rhoiiibus for s -2 see Fig.A 1.2.

The circular transforms of the superconic are first derived for the first quadrant

of the variable t , so that

;_ [a cos" t
-, I:::= 04z < r/2 (A 1.17)

b sin' t

AI.1.2.1. Normal \ ector

A tangent veclor is determined by

-as Cos ' -t Sint](A

t 3zcos= (A1. 18)-( = = bs sin' -it cost 11

The normal vecior is thten obtained as

bs sin'l t cost

as s sit (AI.19)
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'p"

n -1 n=2

z

_ _ _ _ _ _ _ x x

n- =4.5 n -o

Fig.A 1.2. Examples of' superconics with half' diameters a =4, b -2.

A simpler form is obtained by scaling the above vector by ab coss 1t sin' -

I1/b )sin 2 - t ( .0

'S

...
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A1.1.2.2. Canonical Parameterization

The normal vector in (Al.20) is compared to the unit normal in terms of the

polar angle q0 to determine the relation between t and tp.

0i lb ( )sin 2s t sini,

Using the trigonometric identily cos2t + sin 2t = 1, it is easy to determine I II then

X in terms of qi.

Ii = N -1/(k' +1) (A1.22)

kI k +1 Coskg=N k +1 b k 'inkq (A 1.23)

k I

with k = s/(2-s)= 1/(n -1) and

N = (a cos)k +' + (b sinp)k +1 (AI.24)

A1.1.2.3. Circular Transforms

- I1 is slraighilorward to delermine the VST of the superconic by applying the

transformation in (5.11 ) to (A 1.23).

g= N k +1 k +1 (AI.25)

sinocos (-ua +lcosl- + b +sine- 1 )1

The first component of the above equation is also equal to the ST function

(A_ 1 2

p = N k +1 [(a cosip)k +I + (b sinqj)k +1] = N k' +1 (A1.2,)

An expression for the ST valid in the four quadrants of the normal angle q; is given by

kp =[Ia cos I pl + lb sinaiIkl +]I =N (A.27)

where

'N = lacos4 ++ Ibsini lP +  (A1.28)

: 44
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The corresponding expression for the VST is

A k+1 (A 1.29)sintpcosip ( -a k +1 1 cosVI I k -1 + b k +1 1 sinq01Ik -1)i

The CT of the supurconic is determined by first evaluating the derivative ii,

then evaluating the CT function with (5.19). The derivative is given in the first qua-

drant by

2k c, Cos +I+ (A1.30)
,k (ab) 1N k+1 sink - q cosk

The CT function, i.e. the radius of curvature, is given by the following expression

valid in the four quadrants.
= " k (ab)k +1 icosiksin lk-I

I(0) =p2k +1 (Al.31)I la cosOlk+I + I bsinip k+, I k+ I

Polar diagrams of the transform functions are illustrated in Fig.A1.3. for a superconic

with n =4.5.
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Superconic Support Transform

1-component of VST Curvature Transform

Fig.A 1.3. Transforms of a superconic with n =4.5
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A 1.2. Transforms of 3-D Surfaces

A 1.2.1. Torus

The torus is an axisymetric surface obtained by rotating a circle of radius r

around an axis in its plane. [he sur ace generated by the circle is simple when the dis-

tance R from the center of the circle to the axis is larger than r . Consider a system of

*axes where 0: is along the axis of the cone and Ox is in the plane of the generating

cirle and passes through the center of the circle, as illustrated in Fig.AI.4. Parametric

equations for the circle are given, in the Ox: plane, by

R + r cos (Al.32)

1*4 where 71 is the polar angle of the normal in the Ox: plane. Equations for the torus

itself are easily determined as

(R + r cosq) cos

= (R + r cos-i) sin (AI.33)

r sinri

where (,T7) are the geographical coordinate angles for the normal vector. The identity

of the parameters (6,-q) as canonical angles in the above equations is easily verified by

I.

I"

Fig.A 1.4. Torus generated by Revolution of a Circle

J
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evaluating a surface normal

cos CoS77
= , r (R + r cosT)) sine cosri (A1.34)

il sin'

A 1.2.1.1. Spherical Transforms

The VST of the torus is easily determined by applying the transformation in

(5.36) to the paramelric equations of the torus in (AI.33).

R cosr + r
.- = R3-x 0 (A1.35)

-R sin77

The scalar Si is iacentical to the first component of the above equation, namely

p =R cos? + r (A 1.36)

In order to determine Ihe CT of the torus with (5.45), it is useful to first evaluate the

derivatives ,xt and x

: -sin

xt ._ = (R +r cos-) cos6
' ' 0(AlI.37)S-cos sin -q 0(A.7

x 77 = r -sin sinr7

COST?

The components of the CT are then determined to be

* '" Xci" _R + r cos-p
r1  -

COST7 Cosi?
r 12 = "= (A 1.38):-,~t" ?"12 "- T- 1" - 0

Some particular features of the transforms of the torus can be observed in the above

equations, and it can be shown that these observations are also valid for all axisym-

metric objects. Specifically, the h component of the VST and the r 12 component of the

C1 vanish for axisymmetric objects, the n and v components of the VST are identical

;- ,. *4~ -.,-, .. ... ..... ~ ~ .c.>y ... j..:. . .
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to the n , t components of the VST of the generating curve, here the circle of radius r.

Finally, the r , compone,,t of the 3-D CT is identical to the 2-D CT of the generating

curve and the r 11 component is equal to the distance of the points of the curve to the

rotation axis, divided by the cosine of T).

A 1.2.2. Quadratic Surfaces

Quadratic surfaces are sets of points in 3-D defined by an quadratic implicit equa-

tion in Cartesian coordinales. When the quadratic form is not degenerated. the linear

terms in the quadratic equation can be eliminated by a translation of axes and the

mixed second degree terms can be eliminated by a rotation of axes. As a result, each

generic quadratic surface can be expressed, in an appropriate system of axes, by an

equation of the form

+ X1 +I 12+ IK
+ - + - = 1 (A 1.39)a b

When the signs in (A 1.39) are all positive, the surface is an ellipsoid with semi-axes a,

, . as illusiraled in Fig.AI.5. A sct of parametric equations for this ellipsoid is

given by

a cosu cosV

- b sinu cosv (AI.40)

C sirx,

AI.2.2.1. Canonical Parameterization

In order to dcleriiiin 1 ht spherical Iunclions of the ellipsoid, the parametric

equations in (AI.40) will be converted into equations in terms of the normal angles

( rn). For this purpose, a normal vector to the surface is first evaluated. A scaled

C.- normal to the surface determined by (A 1.40) is easily obtained as

( 1/a )cosu cosy

n - ab cos x, = ( 1/b )sinu cosy (A 1.41)

( 1/c )sin'

where the particular scale factor was chosen to simplify the final expression. This

expression is (oiiipared with the expression of the normal unit vector as a function of

the parameters . 7, specifically
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Fig.A 1.5. Ellipsoid with semi-axes a =4, b 3, c =2.

(/a )cosu cosy cost cos77

(1/b)sinucosv = InI sine cos-q (A 1.42)

(1/c )sinx' sinq

Using the identily cos2u cos-v + sin2u cosx'v + sin2v = I and the above equation, it

is easy to show that

16ii (a 2Cos 2 COS277 + b 2sin 2 COS 2 7 + C 2sin 2rJ /2

and to determine a relation between the parameter sets (u ,v ) and (4,ri), namely

4' coS I a COS6COS77

sinu cosw = I -n I b sin~cos-n (A 1.43)
sin" c sin 7

The parametric equations can then be expressed in terms of ( ,rT), as

a -cos~cosr7
',tX =1 ,1 b2 sin COS77 ( A 1.44 )

C 2sin7
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A1.2.2.2. Spherical Transforms

The VST of the ellipsoid is easily derived by applying the transformation in

S (5.36) to equation (A 1.44), producing

-R a cos2ecos2- + b 2 Sin'cos 2 r + c 2sin""0

3R ' X (b 2 -a 2 )cos-qsin~cos6 (AI.45)

(C 2- a 2Cos 2 - b 2sin 26) sinl77cosr

The first component in the above equation is also equal to the scalar ST function

p ({rn). Its expression can he si:iplificd as
:Z, 2 -6.) + 9 2C Sr+C2 ,IKI ( .6

p = n - a cos-{cos- +hasin 2 cos2 +c sin2r) I El-' (Al.46)

Using the above relationship, the expr'ssion of the 'SI can be rewritten as

p
s= (b 2 - a 2 )cosrjsin{cos, (A 1.47)

+.,
(c 2 - a -cos2- - b 2 sin 26) sinr-cosrn

T"he CT of the cllipsoid will be delermined with equalion (5.45). For this pur-

pose, the partial derivatives of -x'(,q) are first evalualed

2 2 a 2cos~cosr -a 2sin~cosr1

x- a 3 rsin+coq. b 2sin~cosr7 +- p b 2coscOsT7
c 2 sin 0

1, -a sin ( b 2cos 271 + c 2sinrn)
COS71 2CO ( 2Cos2i + c 2 sih 2rq ) (A1.48)

(a 2 b 2) c 2 sincosssinrTcosr !

1,%9
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a 2cos~cosrn -a 2cos~sinr,

-- a cs 2 - b 2sin2 h 2 .smcosr + -b 2sin~sinT7

P c sin2 C0S7

-a 2cossinlrC _h-- 2sin~sin-q ( A 1.49)

- ( a 2cos2 +b2si2 ) cosr, (A1.

The components r 11. r 12. r 22 of the symmetric 2x2 CT tensor are then obtained as

CE 13-i.1.1Xt~~ ~ .1 b C CS - 2C 2 TCS2n

- 1 r - (ib 2c-cos-{sin- + a 2 isinsinr + a 2b cos 2q) (A1.50)',cosri 3-

-'".1

, -12 = ,- It (a-b 2 ) sincos~sinr) (AI.51)

'-*.,. rT1 = X' = - (acos 2  +b 2 sin 26) (AI.52)

A 1.2.3. Supcrquadrics

Superquadrics are generalizations of quadrics to a class of higher order surfaces

[58]. A subclass of superquadrics has implicit equations similar to (A 1.39). except that

the exponenls, equal to 2 in the case of a quadric. are replaced by a parameler n in the

case of a superqiadric. In particular, the supcrellipsoid generali/es the ellipsoid and is

defined by the following explicit equation

IL V
+ + + +- = I (A1.53)

I-or n fixed to a real value in (1,oo). I tie surface described by the above equation is

A7.s rool 1 and sl ricI 1v convcx. The liniting cases correspond lo an octahedron for n

and a parallelepiped for n - o, as illustralt-d in Fig.A1.6. The ellipsoid displayed in

lig.A1.5 is a particular case of a superellipsoid corresponding to n =2. The part of the

supt rellipsoid surface in the first octant can be parameterized as

I.,.

';. ... .. " "" ": z "" . .""" a....x::' "'" "" '": '.- ". ... " " "" :A.
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J.Jx

x 4

n=1 n =1.2

x x

.

n =4.5 n =oo"

Fig.A 1.6. Super-ellipsoids with semi-axes a =4, b =3, c=2,
for n =1, 1 .2, 4.5, c.

x a cOS' u COS' V

V = b sin u cos v (AI.54)
z c sin' v

where s = 2/n . The derivation of the transforms of the superellipsoid is relatively

ledious. 11 is helpful 1o first read the simpler case of the ellipsoid, or the derivation of

- V ,~.Hi
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the 2-D transforms of superconics.

A 1.2.3.1. Canonical Parameterizat ion

The spherical transforms of the superellipsoid are now evaluated. As a first step.

the parametric equations in (Al.54) are transformed into a form parameterized with

the normal orientalion angles. For this purpose, the normal orientation is evaluated.

S s+Ibx- sins -u cosu sin' -, cos v

n" = , X.. ac sinu cos 5 -u sin ' x- coss+iv (A1.55)

ab sin' -Iu coss -Iu Sim, Cos 2s-1V

A simpler expre-. ion of the normal orienlation is obtained by scaling the above vector

by abc (sinu cosu sinv I COS2 - 1 v. The scaled normal vector is then compared to

the unit normal vector expressed in terms of ( ,77).

(1/a )cos s- Cos V Cos COS77

(l/b)sin 2 -  u cos- v' = I'I sin6 cos-q (AI.56)
'' ( I1/c )sin 2 - s 11 sinr/

Using the idenlily cos2u Cos2v + sin2u cos 2 v + sinv - I and the above equation. il

is easy to show that

2 2 2 2

I I - (acos6cos) 2-s + (bsin~cos-n) 2- ' + (c sin.1) 2_- (AI.57)

and

2 s s

a 2-.s Cos- 2-s T

-- A 2-2 A .8
x i I' 2-s h 2-, S In 2-, CO 2-, 7(A1.8

2 s"= 2- b 2-, c 2-. (I.8

C sin 1

As several manipulations of the above equation will be necessary to obtain the spheri-

cal functions of the superquadric, it is helpful to simplify it by introducing the
parameter k = s /2-s = 1/(n -I) and

, -.2,'*':,? V ' ;: ': ' ., : , > -' v .' v .,. . ,,. . .> , .- , .- : , ,. . . - . •' . .. . --.-. . -. . . .,
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'N = I -1k = ( a cos~cos )+ +( b sin{cosl)k+ +( c sinrq)q+l

(A1.59)

The parametric equations can then be rewritten as

k a k + 1cos k 6 cosk

y + k1 1) k +'sin k cosk r 7  (A1.60)

sin -n

A 1.2.3.2. Spherical Transl orms

The expression of the VST of the superellipsoid is easily derived by applying the

transformation in (5.36) to the above parametric equation, giving

n cos{cosT) sincosr) sinr) x (6,r)
h = -sine cos6 0 V( ,r/) (A1.61)
v -os~sinr -sin{ sinrn cosrq - (6,77)

(a cos~cos7l) + + (b sinfcos")' +' + (c sinq)' +1
A' = N 4 b sin' -6-a' + cos' -f )sin~cos~co, , T

& 1 sin' i T) - a +Icos' +f ¢cost -IT) - b' +'sin' *1 cos' -IT ) sinr)cosr I

The first component in the above equation also specifies the scalar ST function p (

]is expression can be simplified as

p =n a I~COS6COS-n)k+I+(b sin~cos- )k +1 +csinr )+11 k +1

(A 1.62)

Comparing the above expression of p with the expression of N in (A 1.59), it is clear

thal N = p and therefore thal

pA +1

= sin~cosfcos 77(b' + 1sin' -If _a4 +lCes -I),

sinTpcos-n ( c' +'sin' -i7- aA +I cO +iCOA - -b +A sin' +fcos' -'j )

(A 1.63)

S. ..

I
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The third spherical function, the CT, is now evaluated for points in the first

. octanl of the superellipsoid. In order to derive the components of the CT tensor with

(5.45), it is necessary to evaluate the partial derivatives of -X(6,n). Considering the

expression of this vector in (A 1.60), it is useful to first evaluate

,= a coscos) +I + (b sin cos ) + ( c s in 4 + -I

=k N * cos , +,77 (a a +Isinco.sa 6 - b' +'sin' 6~cos6 (A 1.64)
a A = I(costcos-nY +' + ( bsin~co,) +1 +( c sin~Y+'A+

A - - - - I - _ o o a ) + + +11

,'..., o O
• %* I

"'"""= kXV " .s ,' *T) ( a: * cos ''¢sinr/cos" r + b i +lsin£ +l1 ¢sinvcos t' --c£ +lin ,'cosr (A 1.65)

I.l i. 0 liv lc, = . and -? = a / are then evaluated as

U +cosk . cosk r -a k + si nsTcos k - 6cosk 7

:-', - p J ' /W * sin' 6 cos' 7 + kp -  b +sin' 1 cos6cos 77
k - 1 snr 0".<i- c "sin t 77 0

-U +sincos- (hk +'sink-]cos+1.0+ck +1 i-i
k -' b' ("sin& - cos ( + I -cos - 16osC , 1 77 + c +ksink +177)

+ ksinqcoscsini rCosr ( 0 k +1 cosk - - bk +lsin k -1

(A 1.60)

k 1k k k +1k-
a COS _o -7 -a Cos 6sin77cos .7

p..& h= - 'sin' cos -q + kpk -- +sink {sin77cosk -177

C sir c sin T-l coS

-a k +lcosk sinr
-' i- ro1fCO - 77 +b+lsink sin 7  (A 1.67)

.a. (a +1cos k +1 + h I +sink +1 )cos 7

V. . . . . .
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'A.

From the partial derivatives above, it is easy to determine the components r 1. r 12,

r 22 of the CT lensor

r1-- " (A1.68)
b' COST7

k (sinf cos~cosn)' (ab cos-") + + (c sin )' +'(a' +sin 3- 6 + b( +"cos3- f)
' A +1

r 12 - t (AI.69)
kck 4sin ~cos sink r)c Os -Ir7 a
= 2t:i + ics jaL+icosk1 _bk +sink-i,

~2k +1

r = (A1.70)

kck+1sk -I TC k -I TIk +1 k+1 k+1.k +l
k- 2k +1 a Cos + bsin j

Outside the first octant, some of the trigonometric functions take negative values.

j iAs fractional powers are undefined for negative numbers, it is necessary to separate

the magnitude and sign of the trigonometric functions. The following parametric

equations specify the surface points of the superellipsoid in the eight octants.

k a k + 1 cos cosrn Ik sign (cos6cosri)

x = N +1 + II sin0sr 1'- sign (sin cosrT) (A1.71

ck +1 1 sinrl I k sign (sinI)

where

A' = I a Cos6cos7? Ik +1 + I b sin cos77 I +1+ I c sinr7 1 +1 (A1.72)

The ST is given by the following expression valid in the eight octants

P I- l acoscosr Ik+ 1 + I bsin{cosr lk +1+ csin-n Ik+ 1 k +1 (AI.73)

./, C ,'- ,- % .,:,-'- -",.X,..- .---- ,... .e,-:-- -% .": :.-<.46 ,--- -.-:"i i. -.- -.: 2;?. .'

i '4.-- - ~ l. . .
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The VST is given by the following vector equation valid in the eight oclants. N
p +1

-g P-1 sinfcosf I cos"I sign (cos r) ( bP 1 1 sinfi 1 _a' +1 i cosfi' -1)

sin7Kos I C' +isin.1' - (a ,cosfI)L 1'l co"1 I1 - 1 -(b Isin IY Ico"I' '

(A 1.74)

It can be observed by comparing the previous relations with the corresponding rela-

tions in the first octant. that integer powers and k th powers of the trigonomctric

functions retain their signs, and that trigonometric functions raised to the powers

k -1 and k +1 are taken in absolute value. This conjecture also produces valid

answers when applied to the expressions for the CT components in (AI.68), (AI.69).

(A 1.70).

The spherical funclions in (AI.73), (A.74), (AI.68), (Al.69), (AI.70) can be

used to determine the circular functions of silhouettes of superellipsoids in ortho-

*graphic projections. For example, Fig.AI.7 displays a silhouette of the superquadric

with a =4. b =3. c =2. n =4.5, and the three corresponding circular functions.

In addition to the three spherical functions presented in the text, it is also possible

to determine the EGI function for the superellipsoid with (5.56).

C; (6,T) ) r 1r 22- r 122

k 2 ( abc )k +1 I sincossinrcos2 r I' -
1

3k +1

I acosscosr lk+ + I bsin~cosj I k+I1+ I csin7 Ik + I k+1

(A 1.75)

For s 2 and therefore k ? 1, the EGI is continuous over the whole sphere. For s >2.

k -1 <0 and the EGI has discontinuities along the equator r7=0 and along the meridi-

ans =-r/2,0,7r/2, on the Gaussian Sphere. These discontinuities account for the

fact that the surface expansions around the corresponding points contain only terms of

order larger than 2. For s ---oo, k --+0, the EGI vanishes almost everywhere because of

the factor k 2 in the numerator of (A 1.75): impulses remain at the six disconlinuily

points (,rn) = (.,-7r/2), (0,-r/2), (0,0). (0,r/2). (O,T). (.,7r/2). The strengths

Jk-..
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t.J.

Silhouette Support Transform

*

i-component of VST Curvature Transform

Fig.A 1.7. Silhouette of Super-ellipsoid and corresponding circular functions
for 0= 30', = 40'.

of these impulses can be evaluated as 4ab for the poles (.,-7r/2), (.,7r/2), 4bc for the

points (0,0). (0,7r) and 4ac for the points (0,-7r/2). (0,r/2). These values

correspond exactly to the areas of the faces of the parallelepiped which is the limiting

case of the superellipsoid for s -o, see Fig.A 1.6.

N

-1
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dt (V;) _ I
dt d 4r(t )/dt

To illustrate the use of derivatives of the formal inverse of 4I(t ), an expression for the

radius of curvature of a curve is determined in terms of a generic parametric equation

such as (A2.1). The radius of curvature can be determined by

d d X dt dX I

d- q -d- diP -5 d q/dt

i(t )=atan -

d q)
dt 2 + -2

dX2+ 2 )1/2

dt

2+ 2)3/2A2.5)

- Z

A2.2. 3-D Surfaces

Consider a surface specified by the parametric equations

X (u ,i' )

The problem addressed in this section is the conversion of parametric equations similar

to the above form. lo a set of equations K( ,n) for the same surface. where the angles

(6 ,r) characterize normal orientation.

First, a relation belween the generic parameters (u ,v ) and the angles (6,r) is

obtained by comparing the normal vector n = x X,. with the normal vector

expressed in terms of ( ,7).

*1



Appendix 2
Parameterizing Curves and Surfaces

with Normal Orientation

This appendix addresses the issue of converting parametric equations in terms of

generic parameters into equations parameterized in terms of normal orientation. The

problem is first addressed in the case of planar curves, then in the case of surfaces in

3-D.

A2.1. Planar Curves

Consider a curve specified by parametric equations

(A2.1)

where t is a generic parameter. The problem addressed here is the conversion of this

form into an equation X(,p) for the same curve, in terms of the polar angle qj of the

normal orientation. A relation between q and t can be obtained by considering the

orientation of the tangent vector X, (t ). The relation is given by

i- = atan (0 = ) (t -(A2.2)

A. where dots indicate derivatives with respect to t . The inverse function of tq(t ) is for-

mally wrilten as t (.t), and is inserted into (A2.1) to obtain the desired result, namely

3Z. = X(t (1)) = X(0) (A2.3)

For a strictly convex planar object, the inverse t (0) is well defined and unique every-

where. However. it is possible to explicitly determine the inverse function z (0) only

in particular cases. In other cases, there is no closed-form inverse of (A2.2) but

derivatives of x (0) can be determined using the formal inverse t () and the relation

between derivatives of direct and inverse functions.

- 220 -
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n., y, - y,. : cost cost7
n = - x,. -:,x = Iii sin cost (A2.7)

Sn_ X, Y,. - X1. YU sinl

Explicit expressions for the angles f and 'T can be derived from the above equations as

" = atan- = V(u ,v)

(A2.8)?1z7,7r = atan 1 = -/u,'ta ( nL 2 + n,."(U

The formal inverses of the above equations will be denoted by

U = U (,rn)
Sv (,/) (A2.9)

For a strictly convex object, the above inverse functions are well defined everywhere.

. and can be inserted in (A2.6) to obtain the desired parametric equations

X = x(u(,),' (,)) Z6(,7) (A2.10)

In many instances. it is not possible to find explicit forms for the inverse equations

u (6r). v ( ,71). but the expression in terms of the formal inverses can be used to

determine derivatives of -(,717). using the relation between derivatives of direct and

inverse functions.

-1

'-. a 1 u a u.
M v - (A2.11

.'.clr 877 8" 8"'

II

al.l
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The derivatives of with respect to the angular coordinates are given by
-1

(A2.12)
XT) O)U a, -X, X1

The derivatives in the second matrix can be readily evaluated from (A2.8).

ny, ny. n il fi

au nx 2 + ny 2

@_ , ny,. nx - ny nx,

8" nx 2 +nv 2

:-,, (A2.13)
- nz (nx 2 +nv 2 )-nz(nx nxu + nynv,)

au (nx 2 +ny 2 + nz 2 ) ( nx 2 + ny )

_ = nz,. (nx 2 + nv 2) - nz (nx nx,. + nvny,.)

' (nx 2 + ny 2 +nz 2 ) ( nx 2 +nv

where subscripts in the components of the normal vector have been replaced by

postfixes to avoid contusion with partial derivatives: for example, n, has becn

replaced by nx

An example of the use of the above formulas is the derivation of the radius of

curvature lensor R from generic parametric equations. The relation between partial

derivatives and components of this tensor is given by

% r 1cosn0 It + r 12cosr11l
- = _" -_.(A 2.14)

X,-, XT) r1 2 It 
+ r 2 2 -I ?

The unil vectors 1 .I7 can easily be determined in terms of components of the nornial

in (A2.7).
-n n = n

-n,/,, I= -n ./n,,.n (A2.15)

0 n.,/In

2 2 2 2 21 + n

where n -- n, + nf. + n: andnl. n, 1,+n.

F-&
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The components of the tensor can then be determined from the derivatives in (A2.12).

as

(A2.16)

It is also possible to evaluate the tensor J from generic parametric equations by

first evaluating the tcnsors of the first and second fundamental forms, then applying

an appropriate transformation to these tensors. This method was presented in[62] and

is briefly reviewed in Appendix 4.

A

AA



Appendix 3
pDuality between Slices and Silhouettes,

Euler's Theorem and its Dual.

In this appendix, the duality between slices and silhouettes of quadratic forms is

reviewed, and an application ol this analysis to curvatures of slices and silhouettes is

developed. Silhouettes and slices are first derived for ellipses in 2-D and for quadratic

surfaces in 3-D. In both cases, it is shown that silhouettes can be obtained in tangen-

tial space (dual space) by exactly the same operation that produces slices in point

space. The expressions for slices and silhouettes in the two examples are exploited 1o

formulate two different derivations of Euler's theorem of differential geometry and of

its dual.

Throughout this appendix, the vector and matrix notation used in the equations

of geometric objects emphasize the duality between equations for curves and surfaces

in point space and their correspondents in tangential space. The formulation also

clarifies the proposed duality between silhouettes and slices of quadratic forms.

A3.1. Slices and Silhouettes of an Ellipse in 2-D

In this section. the slice of an ellipse by an axis through the center is determined

in terms of the polar orientation angle cN of the axis; then, the orthographic silhouette

of the ellipse on the same axis is also evaluated. The problem is first solved for =O,

so that the axis is horizontal, then extended to different values of Ot by combining the

previous result with rotations of the coordinate frame.

An ellipse centered at the origin of the Oyz plane can be defined by the following

implicit equation in point space.

a,, a 1 1 vijK 1 =-1 (A3.1)
a1 12 a 22

The equation for the tangents of the ellipse in dual space is derived by first considering

the equation of the tangent at the point Po(yo,z0 ) of the ellipse.

-225-
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- a a YO=1 (A3.2)

K' ,. al 2  a22 I I

The tangential coordinates of a line, also named dual coordinates, are the coefficients

k X. of the equation of the line written as x X + X. v = 1. The coordinates of the
.line in (A3.2) are hence given by

, a1 1  Y(A3.3)

I 4. I 1 al _2 -OI

Conversely, a line with tangential coordinates (k ,XA ) is tangent to the ellipse iff the

point Po with coordinates

oI= a 1 , a 
(A3.4)0 aa2

is on the ellipse. The equation of the ellipse in langentia] space. which is the equation

specifying all the tangents to the ellipse, is oblained by requiring the coordinates of PO

in (A3.4) to satisfy the equation of the ellipse in (A3.1).

(2 ai la 1 a ll a 12 a a (A 3 .5 )

a12 a 12 a 22 a2Z.

(x ~aj all~ V j= (A3.())
a 1 2 a22-

The explicit tangential equation of an ellipse is hence a quadratic form with a kernel

equal to the inverse of the kernel of the quadratic form describing the ellipse in poini

space.

The slice of the ellipse by the horizontal Oy axis and the silhouette on the same

4' axis are now determined. As seen in Fig.A3.1, both slice and silhouelle consist of Iwo

points syrnietric with the origin, which will be specified by the absolute value of

their y-coordinates, y i and Y s, . First, the slice of the ellipse is determined as the

points for which =0, namely

a1 I1 a 12
,uC( 0J ap a_ 0 =1(A3.7)

~4
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\S.

Fig.A3.1. Slice and Silhouette of an Ellipse on the Ov Axis.

An alternative expression for the halt -width ysi,, is given by

(all a12I
S_ = 1 0J a a(A3.8)

I10 a 12 a 22 0

The silhouette on the O'v axis is now determined as the inlerseclion of the Ov

axis with the vertical tangents to the ellipse, see Fig.A3.1. For these tangents. X- =0

and X.- =Kil is determined by

0V.c al a,2 12 1vi (A3.1))
a 1 2 a,.) 0

1 1 a 11 a 1 2
= a1  a,,(A 3. 10)

2 0
,ksil 12 2a 22 0.

The coordinates Yil of the silhouette points are given by Ysi = 1/Ksil. so that

it0 A31

= 0 a 12  a , A3.1

The projections and slices on an axis with a polar angle o. are now determined by

* first evaluating the equation of the ellipse in a set of axes Oy z obtained by rotating

the axes Ovz by an anv1e a; see Fig.A3.2.

,%',
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-<i V

Fig.A3.2. Slice and Silhouette of an Ellipse on a Rotated Axis.

The coordinate transformation between the two systems of axes is given by

.. COSk Sic(A3.12)

z sina cosa

An equation for the ellipse in the rotated axes is obtained by inserting (A3.12) into

-'' (A3.1 ), which produces

I ." j cos a sino a a 12 a nCOS Y CI (A3.13)I2.- Io c -sina ot a 12 a-)- -sirot cosck z o

The equation of the ellipse in the rotated axes has the same form as (A3.1), but the

2x2 matrix is now the product of the three matrices in the above equation. Slices and

silhouetles on the Oya axis can be obtained by applying equations (A3.8) and (A3.1 1

in the rotaled axes, resulting in

-- cosat sinot c:: (A3.14)".3I I'L CI 12 U 2 sinct

not a 11 a 12 -Cosl (
-va = cosa sina ( .12 a 22

11 is useful to consider a parlicular case where the principal axes of the ellispe areL orierled along the coordinate axes. Let d and d be the half diameters along the O
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and 0z axes respectively. The 2x2 matrix of the ellipse is in this case

a H a 1 1 d 12 0 ( A 3 .1 6 )

12 0 11d 2

The expressions for the abscissas of the slice and the silhouette are given in this case

by

cos 2O + -- sin (A3.17)
..11ce d" 77

Ysu =d +cos + d 2 sinc (A3.18)

A3.2. Slices and Silhouettes of 3-) Quadrics

In this section, the slice of a quadric by a plane and its orthographic silhouette are

evaluated. The expressions of these curves are derived with the same strategy that

was used to determine slices and silhoueles of ellipses. First, the slice and silhouette

on a particular plane, here the Ovv plane, are evaluated, then the result for a general

plane is obtained by combining the previous result with transformations of axes. Only

the first step is discussed here.

In order to show a different facet of quadratic equations in point space and in

tangential space. general systems of axes will be considered, as opposed to axes with an

origin at the center of the figure used in the discussion of ellipses. In order to descrbc.

quadrics in general axes, it is advantageous to use homogeneous coordinates (x j - t

for points in 3-1) spaCe. Any quadratic surface can be expressed in poinl spae b\- an

implicit equation of the form

all a 12 a 1 3 a 14  x

Ia 12 a 2 ) a 2 3 a 24  V
a 1 3 a 23 a L33 a- , z

a 14 a 24 a 34 a 44

-The equation of the above quadric in tangential space is obtained by first considering
liThe equalion of the plane langentl to the quadric at the point P(,( V.o ¢ () nariely
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all a 12 a 13 a 14  x 0

a 12 a22 a 23 a 2 4  Yo
a 13 a2 3 a 33 a 34  0 (o

a 1 4 a 2 4 a 3 4 a 44  to

The tangential coordinates of the tangent plane at Po are given by

all a 1 2 a 1 3 a 14  X 0

a.a ) ,  12 a I a213 a 24 .Y0
'i -- (A3.21)

- a 13 a2 3 a 3 3 a 34  Zo0

a 14 a2 4 a 3 4 a 4 4  t0

Conversely. a plant, with tangential coordinates (X, .,. K, X, ) is tangent to the quadric

if the coordinates (x oy (z ) obtained by inverting (A3.21) satisfy the equation of

the quadri( in (A3.19). Therefore, the set of planes tangent to the quadric is charac-

terized bY tht, equation

a 1 1 a12 a 1 3 a 1 4

a12 a22 a2 3 a 24XAXY, L,,_ = - 0 (A3.22)

a 3 a2 3 a 3 3 a 3 4  
=( .

a 1 4 a 2 4 a 34 a44

It ill bC use'ful in the sequel to explicitly consider the inverse matrix in the above

equation, namely

-1
A,1 1 4 .12 -413 '414 all a 1 a 1 3 a 1 4

A 1 , 12 22 A 2 3 A 2 4  a12 a-,, a2 3 a 2 4
(A3.23)

.13 A 23 . 33 A 34  a 1 3 a2 3 a 3 3 a 3 4

A 14 A 24 -A34 A 4 4  a 14 a- 4 a 34 a 4 4

T1 he slice of the quadric by the Oxv plane is first considered. Points in this plane

are characterized by -0, so Ihal the intersection of the quadric and the plane is the

set of points salisfy ing

.4|

,- - - ..-- *"" **
.. . . . . . . . . . . . . . ..• .-
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al11 a 12 a 13 a 14 x,!

a a 12 a ,)- a 23 a 24 Y

xv 0t a13 a23 a33 a34 0 =0 (A3.24)

a 14 a1 4 a 34 a 4 4  t

This equation can be rewritlen as an equation for homogeneous coordinates (x ,y ,t ) of

points in the Oxv plane,

a 11 a 1 2 a 14  x

x v t a12 a2 2 a14  Y =0 (A3.25)

a 1 4 a2 4 a 4 4  t

The above equation shows that the slice is a quadratic curve in 2-D, also called a conic.

The silhouette of the quadric in the Oxy plane is now evaluated. For that

matter, it is useful to first consider the silhouette generating planes which are in this

case. the planes with X- =0. For the quadric in (A3.19), the tangential coordinates of

these planes satisfy

A A11 A12 A 214 X. A 12 A 11 4 2-3 A 24 )KI"

xI . O A 1 3 A2 3 A 3 3 A 3 4  0 - 0  (A3.26)

A 14 A 24 .434 A44

It is easy to verify that the trace of a vertical plane (X. ,yX =O,A ) in the Oxy

plane is a line with coordinales (k, .k,. ,X ). The silhouette of the quadric is hence a

curve with tangential equation

A 1 1 A 12 .414 X,

I ,X, k A 1 2 A4 4 -, =0. 4 _ (A3.27)

A14 A24 4 4

which is the tangential equation of a conic.

' LI
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'- The point equation of the conic is then obtained as

All A 1 2 A 1 4  x

X Yt A 12 A 22 A 2 4  y = (A3.28)
A 1 4 A 2 4 A 4 4  t

In summary. the slice of a quadratic surface by the Oxy plane is a conic: The

matrix of its equation in point space is obtained by removing the third column and

third row in the matrix of the quadric. The orthographic silhouette of a quadratic

surface on the Oxy plane is also a conic; the matrix of its equation in tangential space

is obtained by removing the third column and row of the matrix of the tangential

equation of the quadric. The matrix of the silhouette in point space is obtained from
%the matrix of the quadric in point space by first inverting this matrix, then removing

the third row and column and finally inverting the resulting matrix.

A particular case is now considered, namely the case of a paraboloid with equa-

tion

X = -x -- (ay 2 + 2b y 2 + cz 2) .1 - b cj yj (A3.29)
c'z

The above equation can be written as a quadratic form similar to (A3.19) for the

*- homogeneous coordinates (x ,y ,z ,t ).

0 0 0 1 x

Ix Y z t 0b 0 0 (A3.30)

1000 t
.

The tangential equation of the paraboloid is

' % '-, 0 0 0 BO1 ,

" 0 W331

2""I X , 0 00 B 0

*5 ** , J -So

" 1 0 O0

r , %'A
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where

B a b (A3.32)
B C b bc

The slice of this paraboloid by the Oxy plane is given by

00 1 x
x y j 1 0 a 0 v 0 (A3.33)

1 00

which is equivalent to

x a b I (A3.34)

011b c 0

The silhouette of the paraboloid is now determined. From the discussion on

silhouettes of general quadrics, it is known that its equation is quadratic; the matrix of

this equation is obtained by suppressing the third row and third column in the matrix

of equation (A3.31), then inverting the resulting 3x3 matrix.

0 01 X
X v 0 A-' 0 V = 0 (A3.35)

1 0 0 t .

which is equivalent to

S= --/2 V"

(A3.36)

11 01 ~ 1ab II
When the paraboloid in (A3.29) is sliced by or projected on a plane Oxt making

an angle a with the Oxy plane, both the slice and the silhouette are parabolas; see

Fig.A3.3. The equations of these parabolas can be obtained by first applying a rotation

around Ox, similar to that in (A3.12). The equation of the slice is then q

-- cosa sina t (A3.37) I

- - -.- ., ... ,- --. . i" I I."............-.................................... :..
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x x

* z

Slice Silhouette

Fig.A3.3. Slice and Silhouette of the Paraboloid

The equalion of the silhouette is given by
1 -/ t 2 -

cosa sinaj b c Osin (38

A3.3. Euler's Theorem and its Dual I

Euler's theorem in differential geometry relates the curvature of normal slices of

a surface to the principal curvatures of the surface itself. At a point of the surface

with principal curvatures k 1, k 2' the curvature kslice of a normal slice making an

angle at with the first principal direction is given by

kslice = k Icos 2a + k 2sin 2a (A3.39)

The dual of Euler's theorem relales the curvature of orthographic silhouettes of a

surface to the principal curvatures at corresponding points of the surface. When a

point of the surface with curvatures k 1. k 2 is on the silhouette generator. the curva-

ture ksil at the corresponding point of the silhouette on a plane making an angle a

with the first principal direction is given by

- cos2  + I sin2a (A3.40)

ksit k I k 2

79 
% 

* ° -"
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An equivalent formulation of the dual of Euler's theorem in terms of radii of curva-

ture is given by

psil = pcos 2 Q + P2sin2 oa (A3.41)

Our proofs of these two theorems will be based on the relation between curva-

tures and coefficients of quadratic terms in Iht: Iaylor expansion of Monge parameteri-

zations. Our analysis is done for one point on the surface, which is chosen as the ori-

gin of the system of axes; the Ox axis is chosen along the normal of the surface.

Planar curves are also considered in a system of axes centered at the point of interest

and with Ox along the normal. The expansion for a curve is given by

x = k y+ 0(y 3 ) (A3.42)

where k is the curvature at (0,0). The equation for a surface is given by

X =- +0 ((Y, z )3) (A3.43)

where =ki is defined as the tensor of curvature of the surface at (0,0). Finally, it

is easy to see that second order expansions of both slices and silhouettes depend only

on the second order expansion of the surface at the corresponding point.

The proposed theorems will be obtained in two different ways. First, the results

of section A3.2 are applied to the second order term in (A3.43), then, the curvature of

the slice and of the silhouelle are obtained with (A3.42). The second proof is obtained

by considering the two operations of slicing and projecting in a plane parallel to and

close to the tangent plane, say the plane x -- E. The slice of (A3.43) in this plane is

an ellipse so that the results derived in section A3.1 can be applied. This last analysis

of curvatures in terms of a section by a plane parallel to the tangent plane is well

known. The ellipse in question is usually referred to as the Dupin indicatrix.

A3.3.1. Proof by Operations on Quadrics

The second order expansion of the surface at (0,0) in (A3.43) corresponds to a

paraboloid to which equations (A3.37), (A3.38) can be applied.

',

. . ... .... ... .... ... ..... * -
*'~.*-...*-&*,** -- - - - - .- * - * - ...- ----- - -...--.-.- -*. -. ,
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* V.The slice by a plane Oxt at an angle a with Oxy is the curve specified by

x = _1/Z cosck sinc k 112 k 2 2  Cos t2 (A3.44)
:1sina

• ., Comparing this expression with (A3.42) reveals that the curvature kslice of the slice is

= osa sino k 1 1 k1 2  Cosa (A3.45)

1 CO~c I I~ k 12 k, sinck I

This expression reduces to (A3.39) when k 12=0. The expansion of the orthographic

silhouette of the surface on the Oxt plane is obtained with (A3.38),

-k k 1 2  1 coscI (A3.46)

cosot sinok

The curvature of the silhouette is obtained by comparison with (A3.42),

cos= si 1  (A3.47)
C'.-, I k 12 k 22 sina

This expression can be rewrit ted for pji =l -/ksi in terms of the radius of curvature

p tensor R =

= oo sinoJ rl, r 1 2  Coo (A3.48)
S cosa r 12 r 22  sina3

The above form reduces to (A3.40) when r 12=0.

A3.3.2. Proof by Operations on Dupin's Indicatrix

,' The slice of a surface by a plane parallel to the tangent plane at the origin is a

quadratic form when the slice plane is close to the tangent plane. A curve with the

same shape is also obtained by slicing only the second order of the expansion in

(A3.43) at any distance from the tangent plane. Considering the section plane

x = -1/, the slice is the Dupin indicatrix

Y k 1 1 k 1 2  = 1 (A3.49)
k 1 2 k,
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The expressions obtained in section A3.1 for slices and silhouettes of an ellipse are now

applied to Dupin's indicatrix. The slice by x =--1/z of the second order expansion of a

curve such as in (A3.42) is given by ky 2 = 1, which indicates that half diameters d in

the plane x = -1/z are related to curvatures k by d 2 k -1. This relation between

half diameters and curvalures. combined with (A3.14) and (A3.15) produces the same

expressions for the curvatures as in (A3.45) and (A3.47).

A number of additional properties of Dupin's indicatrix can be easily shown.

First, the surface of the ellipse is given by

S = 7dd= -k"2 k 2 = rrK 2 2 (A3.50)

where K is the Gaussian curvature of the surface. It is interesting to note that diam-

eters of the ellipse are relaled to curvatures of slices, and that the area of the ellipse is

related to the Gaussian curvalure. A further property of the silhouette curvature can

be easily demonstrated by reasoning on Dupin's indicatrix. This property, due to

Koenderink [431. relates the silhouette curvature ksil . the curvalure kad of a slice

parallel to the viewing direction and the Gaussian curvature k The relation can be

obtained b' considering the slice Y,,d of Dupin's indicatrix in the direction with orien-

lalion (a+rT/2) perpendicular to the silhouelle axis with orientation a. The expres-

sion for Nra d is obtained with (A3.17),

I I-sin20(+-cos 2  (A3.51

dV d 2

The product Yrad Ysil can readily be e ,aluated, and the result transposed to curva-

tures.

Yrad Y -- d Id 2 (A3.52)

Theret ore.

krad ksil = Kg (A3.53) N

1/0

j
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A3.4. Summary

In this appendix, we have first shown that silhouettes of quadratic curves and

surfaces can be evaluated in tangential space in the same way that slices are evaluated

in point space. Second, we have exploited the relations between curvatures and qua-

dratic forms to derive expressions for curvatures of slices and silhouettes of surfaces.

These two expressions can be considered as duals of one another. Finally. we have

shown that the concept of the Dupin indicalrix, proposed initially for the represenla-

tion of curvatures of slices of a surface, can also be exploited as a representation of

silhouette curvature, radial curvature. Gaussian curvature and of their relations.

. ,

.

-.

'p4."

'q

I..:



--- ----------

Appendix 4
Representations of Surface Curvature

In this appendix. several descriptions of surface curvature are reviewed and com-

pared, including the classical method of differential geometry [47]. representations

proposed in computer vision [44. 40, 631. and the representation proposed in this thesis.

The various representations will be compared by relating them to the classical

representation of differential geometry in terms of the two fundamental tensors.

Features of representations of surface curvature investigated in this appendix

include expressions for curvatures of slices and silhouettes of the surface, parameteri-

zation of the representation, consistency of the representation, and recovery of the glo-

bal shape of the surface from the description of its local curvature.

A4.1. Representation of Surface Curvature by Two Fundamental Tensors

This section reviews the classical definition of surface curvature; further material

is found in any textbook of differential geometry.

Consider a surface E and a specification of the points of this surface by

parametric equations

x = X(u ,x') (A4.1)

The lines u =cst, v = csl define a coordinate chari on this surface, as pictured on

Fig.A4.1. In general, this chart is not orthogonal, its spacing is different in u and ',

and its local shape varies along the surface. At each point, the metric implied by this

chart defines the expression for the length ds of a small arc specified by its increments

(du ,dv).

ds 2 =d d = Idu dvi  .. .. (A4.2)X U . X . x ..x d v ,.

The above expression is referred to as the first fundamental form, and the 2x2 matrix

on the right hand side, as the tensor of the first fundamental form. This matrix is

-239-
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4n ". ].
X,

mU

U

Fig.A4.1. Coordinate Charts Defined by the Parameterization

denoted by C and its components by E, F, G , so that

EF E = (A4.3)

xi, . X, .X F G

Denoting the 2-vector of the arc differentials (du dv )7 by is. the first fundamental

form can be written in compact notation as

ds 2 = E 7 ? (A4.4).

The curvature of the surface is related to the rate of deviation of the surface

from its tangent plane, and can be described by the form

._ A ,, - 12(',, .. 1 + ,.. .1 ) du

-d 9 d 1- = du d _).1-
X .- -XIdv

(A4.5)

where 1 is the unit normal vector. The above form is referred to as the second fun-

damental form, and the 2x2 matrix on the right hand side as the tensor of the second

fundamental form. This matrix is denoted by 5 and its cornponenis by e, , g , so

that the second fundamental form can be written as

-ri
*'2
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-d 'd T= du di g (A4.6)

or, in compact form, as

It can be shown that the tensor 5 is also related to projections of the second deriva-

tives of equations of the surf ace onto the unit normal

D. (A4.8)

Transformations of the matrices 1. r in changes of parameterization are now

investigated. The resulting expressions justify referring to these matrices as tensors,

and characterize the types of these tensors.

Consider a different parameterization (u ,v I) of the surface E discussed above, .,

where the old parameters (u v ) are related to the new parameters (u 1,v 1) by

U =U U111
-- u1,1) P(A4.9)

The fundamental tensor G1 is given, in the new parameterization, by

al = j(A4.10)

where J is the Jacobian matrix of the transformation (A4.9),

au au .,

a f Cu]0' (A4.11) :-

a~u a",' ,,

Similarly, the tensor D is modified as ,

5 1  JT D J (A4.12)

Matrices which transform as in (A4.10) and (A4.12) in coordinate transformations are

twice covarianl tensors. This justifies referring to 6 and D as lensors.

. . . . . . . . . . .. . . . . . . . . .- - - .-
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A4.1.1. Curvatures of Slices and Silhouettes

When the surface is sliced by a plane perpendicular to the surface at some point, a

curve for which the principal normal is identical to the normal to the surface is

obtained. It is interesting to relate the curvature of these curves to the two tensors of

the surface. Curvatures of normal slices and their dependence on orientation of the

slice completely characterize the local shape of the surface at a given point. For a

curve oriented locally along cTs and with a principal normal along the normal 1, to

the surface, the curvature is given by

_ du dxj ~e f]Jdu) -- T r
(du dv f F dvu (A4.13)

du di' F G di,

Both lensors D and C contribute to determine the curvature of slices of the surface,

and hence ol I hcsurf ace itself. This is due to the fact that 5 determines the deviation

of the surf atc f rom its tangent plane. relative to the parameterization in (u ,v ). At

the saint, inut. Ite metric implied on the surface by this parameterization is described

* . b% 6. In ordt r to dt itrinine the shape of the surface independently of the parameteri-

zalion and th( Crvalure K,7,,,. of its slices, it is hence necessary to combine the infor-

inalion a t orl incti i " both tensors.

I ht i(t ndtn(t o! 1ht curvaltres of slices of a surface on characteristics of the

surface is formalized in P'ler's theorem, which is analyzed in detail in Appendix 3.

Tht' lhor Tm '.tates that 1h expression of the curvalure in (A4.13) has a niaximuni

%ai hi aK, a n( i id u i valuc K,, and that these ext rena correspond to orientations

"ds %k hith art 0(t' ipart. I he ext rena of (A4.13) are investigated in the next section.

'irin I ht, (iis ussion of curval ure invariants.

I1 w\il h sho n in a later section that lhe C urvature of a silhouette of the surface

E n d plane paralltl lo the section plane corresponding tocs can be related to the two

,.nsors at the (orresponding point of the silhouette generator. by the expression

p} '.
k ,,

[-R-"

'?" .. -.
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Idu d, E j dldudiJ E L e l-'I E F1 I "

(A4.14)

In summary. given the two fundamental tensors and an orientation defined in the

local parameterization of the surface, it is easy to determine the curvature of the slice

or the silhouetle of the surface along the given direction. Note however thai, when

the orientation is specified with respect to a global system of axes, it may be difficult to

describe this orientation with the local parameterization.

A4.1.2. Consistency and Inversion of the Representations

It is well known in differential geometry that the six components of the tensors

are not independent: they are related by a series of relations known as the

Mainardl-Codazzi relations. Furthermor,. it has been shown (Bonnet's theorem) that

given any set of six functions (E,F ,G ,e ,f ,g ) which satisfy the Mainardi-Codazzi

relations, it is possible to synthesize a surface for which the two fundamental lensors

havc the. given forms. The reconstrucled surface is unique up to a solid translation

and rotalion. The Mainardi-Codazzi relalions are hence necessary and sufficient con-

sistency relations between the components of - amd D. These relations can be found

in any- textbook of differential geomelry; their form is relalively obscure for the non-

expert.

A4.1.3. Parameterizat ion

When the surf ace shape is defined by the tensors r and 17. these tensors are refer-

en(ed to the values of the parameters (u , ) at the corresponding surface points. If l

this representation is used as a model for a known surface in a recognition system,

matching wilh a measured surface may be extremely complicated if the measured sur-

face cannot be. defined in the same paramelerization. In order to relate parameteriza-

lions of the model and of measured surfaces. it is necessary to define "canonical"

* parameterizations. Examples of proposed parameterizations are Munge

N
. . . . . . . . .* . . . , ""- ." "" " '" ." - " "- " "*. - """" """"" " .$ " ' ";',"; v - , ''
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parameterizal ions [40]. paranieterizat ions along lines of curvature [63], and coordinates

on the Gaussian sphert [44]. 1 he advantages of each of these description modes is that

the Monge descriptions art uasily obtained from image measurements, the lines of cur-

vature are intrinsic to thc surflace itself, and representations with the Gaussian sphere

are invariant wilh \ iewing directlion.

It is possiht, to ust any of the above three paramelerizations to define surfaces

with the two fundatnenhal tensors. When lines of curvature are used, it turns out

that the tensor D is diagonal. In that caise, the shape of the surface is determined by

the five functions E,F ,G ,e ,g 1031. The redundancy of the representation is reduced,

but not elininated.

A4.2. Definition ol Curvature by the Shape Matrix and its Invariants

Since the intrinsic curvature of a surface is expressed in the combination if the

tensors D and C. it is tempting to develop combinations of these tensors. in order to

describe curvature by a single form. An example of this type of combination is given

by 1he "Shape Matrix" [041

(A4.15)

1t is easy to derive the rule for the transformati n of in changes of parameleriza-

lion. from the rtils for 6 and D:
rfl = 1(J[J)- (JjTr J) J - l-1 J

- J-10J (A4. 10)

The above transformation rule determines that P is a once covariant. once conlravari-
ant tensor. It is eas\ to show 1hal for this type of tensor, the determinant and the

,."-. trace are invarintl in c(ordinale Iransforinations

;(.-. -_ __)

... P, t= (J-tj) = _ j = (P)

-I det(P dct(J- t J)= detJ-V dct deJ = dct (A4.17)

------------------- .. ... .
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As a result. the eigenvalues of P are also invariant in changes of parameterizations.

The relation between the eigenvalues of P and the principal curvatures is now deter-

mined. The principal curvatures K 1 , K 2 are defined as the extrema of normal curva-

tures

min i T 1DTS (A4.18) -

K. 2 = max CT

It is clear that the right hand side of the above expression does not depend on scale fac-

lors in d. Therefore, the extreina are also obtained for vectors CU with a fixed scale.

K 1 = ma Di di; constraint: CTSi = I (A4.19)
•- max ,

The above constrained optimization can be solved by introducing a Lagrange multiplier

for the constraint,

K min C T r) C -Tr: CE (A4.20)

KlT -- max "J

The stationary points of the above expression can be evaluated by equating its deriva-

live with respect toCTs- to 0.

2 5 ds-2 X C cTs = 0 (A4.21)

The above expression is left-iiultiplied by the matrix - which is nonsingular, to

* yield

I~ 0 i d~ (A4.22)

The stationary points of the curvature in (A4.18) are hence obtained when di is an

eigenvector of 1. I can be verified that these points are true extrema. Let the nor-

malized eigenvectors of be c 1 , cd), and the corresponding eigenvalues be X1, X,. The

extrema of the curvature are given by

C[2T 1  T C1~7~1  _ r~~ 1
1 , 2  1 = X1. 2  (A4.23)I1. ( 242 )J C'1 21-. 1 . 12r C ,

The lensor P3 has hence the remarkable characteristic that its eigenvalues are the prin-

cipal curvatures. As a consequence, the trace of is equal to twice the mean

-IM...
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curvature and the determinant of is equal to the Gaussian curvature of the surface.

These properties show that is closely related to intrinsic curvature properties of the

surface. However, it will be shown in the next section that curvatures of slices and

silhouettes of the surface with generic orientations cannot easily be determined with

only the tensor

A4.2.1. Curvatures of Slices and Silhouettes

The curvalure of a slice of the surface oriented along the vector CT on the surface

is given by

STr -(A4.24)

11 is clear from the above expression, that when a slice is defined by its contravariant

veclor s• both B and 6 must be known to determine its curvature.

I he curvalure of a silhouette of the surface can be obtained by applying to the

above expression, the duality between the curvature of a slice and the curvature of a

silhouelle on a plane parallel to the slice. This duality is demonstrated in Appendix 3,

and it is shown Ihat the radius of curvature of the silhouette depends on the principal

radii of curvature of the surface by the same expression that determines the curvature

of' the slice in terms of the principal curvatures. The dependence of the curvature of

the slice on the principal curvatures is explicitly obtained by decomposing in

(A4.24) into its diagonal factorization

0 K 2  (A4.25)
= N=

, d1s

where L is the matrix formed by the Iwo normalized eigenveciors d1, a2 of j. The

duality argument determines that the curvature of the silhouette is given by

"/K
1  0 (A4.26)

CST L 0 /K 2  LT CT

-AA
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The three factors in the denominator of the right hand side are easily recognized as the

diagonal factorization of so that

Kstl = FS (A4.27)

A4.2.2. Consistency, Completeness and Reconstruction

A number of representations of surfaces based on the shape matrix or on its

invariants have been proposed in the computer vision literature.

First, the extended Gaussian iniage[44] represents a surface shape by only one

invariant, the Gaussian curvature, parameterized with the normal orientation of the

surface. 11 can be shown that this representation is complete for a closed convex sur-

face. and that its consistency can be expressed globally by three scalar constraints.

These constraints are easily formulated when the extended Gaussian image is specified

as a distribution on the Gaussian image of the surface, specifying the inverse of the

Gaussian curvature of the object. The constraint is then equivalent to requiring the

center of mass of the distribution to be at the center of the sphere. The inversion of

the extended Gaussian image is laborious [45]. Because of the consistency constraints.

it is not possible to modify the value of the extended Gaussian image at one point only

and thcrcf ore to assess the effect of point values on the global surface shape, but there

are strong indications that the global shape of the surface is affected by any local

change of the Gaussian curvature function. Whether or not the above conjecture is

true, there are no simple relations for determining the local shape of the surface from I
only the Gaussian curvature function, and as a consequence. no simple relations for

evaluating the curvatures of slices and silhouettes of the surface. Aside from the

disadvantages discussed above, the extended Gaussian image has a number of desirable

characteristics, such as its invariance with rotations and the ease of computation of

this representation from experimental range maps or needle maps.

In other work, Besl and Jain have proposed a representation of surface shapes by

the two invariants of the tensor P. namely the mean curvature K, = /2(K 1 + K2) and

the Gaussian curvature K,, = K 1 K2 [40]. The parameterization proposed for indexing

the values of the invariants are image plane coordinates, a choice equivalent to a

%q %
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Monge parameterization of the surface with a base plane perpendicular to the viewing

direction. Since this representation specifies more information than the extended Gaus-

sian image does, it is likely that it is complete and redundant, so that consistency con-

straints must be satisfied by the two invariants. However, the parameterization is

different than in the extended Gaussian image. and the uniqueness and consistency

issues have not been carefully addressed in this case. Although the mean and Gaus-

sian curvatures determine the local aspect of the surface shape, they do not determine

the orientation of this shape with respect to a global reference, so that this representa-

lion does not provide simple expressions for the curvatures of slices and silhouettes of

the surface. To the best knowledge of the author, there is no algorithm for recon-

structing the surface shape. given the two invariants as functions of coordinates in the

image plane.

A4.3. Representations Proposed in this Thesis

The Curvature Transform (CT) introduced in this thesis specifies a single tensor

representing the local curvature of the surface, as a function of normal orientations.

The parameterization of ihis represenlalion is identical to the one used in the extended

Gaussian image, but the f unction represented is more complex. As defined in Chapters

3 and 5, the characteristic represented by the CT is the inverse of the "tensor of curva-

lure" of the surface, expressed by its components in axes parallel to the local axes on

the Gaussian sphere. The curvature tensor K can be defined in terms of second deriva-

tives of local Monge paramelerizations of the surface

8ZX, /OV, 2 &2": /87"" 3-U
X /8 = 2 8 2 /, 2 

(A4.28)

where x, is along the normal, y, parallel to the corresponding parallel on the Gaussian

sphere, and :I parallel to the meridian of the Gaussian sphere. Comparing this expres-

sion with (A4.8). il can be shown that the lensor is equal al each point of the sur-
face to the tensor 15 for a Monge parameterization in local axes at the point. In order

to define K at a given point Po, a change of parameters (u ,)-- (u v must be

found such that. at PO.

I,.'p ; ?. ] .. .. > .. ; :.:. . .. ; . v .. . F v .< ... •__ . , _ . , . ,, _ , , . ., ::: ::: :::::::::::::::::::::::::
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P j** (A4.29)

C"= jT j* = I2" (A4.30)

Indeed. the metric of the local Monge parameterization al PO is Euclidean, so that the

metric tensor must be the unit marix 122. I1 is imporlant to note that the parameteri-

zation by (u' ,v* ) applies only lo the point PO and that, although the tangent vectors

x ,. .are along the local directions 1 t , . the parameters (u ,v ) are not directly

related to the orientation angles 6, r themselves. Assuming that J is regular, equa-

tion (A4.30). can be modified to

j* J*T - (A4.31)
-. '.

Any matrix J satisfying the above equation is the Jacobian of a parameter change

which leads to a Euclidean metric around P0 . A solution of this equation will be

written formally as

-1/2

The solution of (A4.31) is ambiguous since a product of J* by any orthonormal 2x2

matrix is also solution of' the equation. The ambiguity is resolved by requiring the

vector x to be horizontal. The expression for the lensor of radius of curvature is

written formally as
T_ T1 2 c_1/2 l

= CT-'1 (A4.32)

= cT 1/2r)-1 n1/2 (A4.33)

Explicit expressions for obtaining the components of K in terms of the components of'

C and D were determined in[621

V,. [e.2-2fz,[e,-2f:_,g ]
k1 1 = Z

[e: .( :, -F ,)+ f( EZ,.2 -G Z2) -g ,,( F + ,.]

k-----' (A4.34)

[e (Gz,, -Fz,. )2+2f (Gz, -F:,. )(-F, +E:,. )+g (-F:, +E,. )2]
Z(EG -F 2 )

Nt4

"'' ' , ¢ 4",,' , " " ',*,' " '' " 
"
, ," • 

, r
; * *< - v 0, ",.'" *" Q' "
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where z, denote partial derivatives of z It turns out that the tensor J is invari-

ant in changes of the parameterization (u ), and thai its eigenvalues are identical to

the eigenvalues of 1. It is interesting to note the similarities and differences between

the tensors K defined in (A4.32) and P defined in (A4.15). Major differences between

and 13 are that K is symmetric while a is not, in general; as a consequence. K has

three independent components while 4 has four components. Furthermore, R is

related lo local axes on the Gaussian sphere while 1 is related to local axes determined

by the paramelerization.

A4.3.1. Curvatures of Slices and Silhouettes
11 has been shown during the demonstration of the Silhouelte-Slice theorems that

the radius of curvature of the silhouette is simlpy related to the radius of curvature

lensor R, which is the inverse of K, by

Pa= cosa sina R sina (A4.35)

- . where a directlv characleri/es the orientation of the projection plane in the local axes.

Similarly, the curvature of a slice of the surface is given by

k~slce -CO~t illo .Cos04

.a. sinot (A4.36)

The above expressions emphasize that the shape of slices and silhouettes of the surface

are easily determined from only the lensor R specified by the CT.

A4.3.2. Consistency, Completeness and Reconstruction

In Chapter 5. simple first order differential equations were determined for

parametric equations of a surface. given its CT. The existence of these equations

implies the cornpleleness of the CT. In addition, consistency relations for the CT were

derived simply by requiring equality of the mixed derivatives of the parametric equa-

tions in terms of Ihe CT. These relations are equivalent to the Mainardi-Codazzi equa-

tions for the representation with the two fundamental lensors, but they are much

simpler.

'V%
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A4.4. Discussion

When comparing the various representations of surfaces reviewed in this appen-

dix. it appears that the Curvature Transform has a number of advantages for describ-

ing surface curvalure. Th CT has only three independent components, while preserv-

ing completeness both locally and globally. It is easy to determine the shape of slices

and silhouettes of a surface defined by its CT. Finally, the consistency relations and

the reconstruction of the surface shape are straightforward for the CT representation.

An additional advantage of the CT is the existence of closed-form relations wilh the

other two representations proposed in this thesis, namely the Support -1 ransform and

the Vector Support Transform. The major disadvantage of the CT is its limitation 1o

convex objects.

When choosing a representation for a particular application involving descriptions

of surface shapes, several factors must be considered. An aspect which was not dis-

cussed in this appendix is the estimation of the representation from experimental .

measurements and 1ht robustness of these estimates. Experiments with the new
"4

representation must b, performed before it can be compared with other representations

based on this crilcrion.

U,
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". Appendix 5

Curvature of the Projection of a 3-D Curve

In this appendix. the radius of curvature oi the projection of a 3-D curve is corn-

puied in terms of the radius of curvature at the corresponding points of the 3-D curve

and the orientation of the viewing direclion relative lo the local Frenel trihedron.

Consider a point 0 on the curve C. and the system of axes Oxy - oriented along

the principal normal n =x. the tangent I=y and the binormal h- z al 0; see

Fig.A5.I. Including terms up to the second order, the curve can be described around

0 by the equations

I - -- -2 o(AS

V =S

=0

where p0 is lhe radius of curvature at 0. The viewing direction V is defined in the

axes Oxvz by its latitude 0 and longitude -. A rotated system of axes OXR YR ZR iS

also considered. such that OXR is along the viewing direction v and 0 yR is on the

Oxv plane, see Fig.A5.I. The projection operation is trivial in the rotated axes, as it -

corresponds to retaining the YR and ZR coordinates and discarding XR ]

V-

Fig.A5.l1. Cu rve C , localI a xes Oxyvz a nd rota ted axes OXR yR ZR

- 252 -
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The transformation between the Iwo systems of axes Oxy'. OXR YR ZR is given by

XR cos~cosO -sinf cosO sinO

YR sin cosf 0 (A5.2)

"," -cos~sin@ sin~sinO cosO 4.. R

For points in the Ov plane. the projection is obtained by merely applying (A5.2) to

the x . v coordinates of each point, then discarding the X coordinate in the rotated

frame.

YR = siI cos (A5.3)
-R -cos~sinO sin~sinO y

Applying the above Iransforinalion to the parametric equalions of the curve in ( \5. ,.

produces paramietric equations for the projeclect curve

s
2

-' >'YR -sinszl z- + cos s
=-2p( ) (A 5 .4 )

"R = cossin s  + sin~sinO s

The radius of curvature is now evaluated at the origin, using the standard expression

(p R (A5.5)

'-R R -R

where the dots stand for derivatives with respect to the parameler of the curve, here

s . The derivatives in the above expression are evaluated at the origin as

? ~.vR (0) = cos, , :R (0) = sinf sin0, i.,R (0) -Ri - (0) = cosn
• -R (AS5.

* PO PC)

As a consequence, the radius ol curvature of the projection of the curve around 0 is

given by

(cos 26 + sin 2 sin 2o)3/2 (1 - sin 2 COS 20) 3 i2  (A57)

sinO sine

This result is consistent with that obtained in section 7.4.2.

Si



Appendix 6
Evaluation of two Differentials in Chapter 5

' In this appendix. the differeniials of local coordinates of a curve and of a surface

are evaluated in terms of global angle differentials, providing the expansions of equa-

tions (5.13) and (5.41 ) in the texi.

The case of a curve is addressed fiiet: it is illustrated in Fig.5.3 in the text. In

fixed local axes, an expression for the differential d x(O) in the neighborhood of Po is

obtained by the chain rule

dX, d~z  dmi, d d

L

where m:, is the gradient of the local Monge equation defined in section 3.2.4. The

first two derivatives in the right-hand-side of (5.13) are obtained for the particular

curve shape at Po from (5.12). The last derivative in (5.13) depends on the relation

between the local gradient and the global orientation angle, a relation discussed in sec-

t ion 3.2.4.

Each of the faclors in (5.13) is now evaluated.

Parameiric equalions for the curve C around PO are easily obtained from (5.12).

namely

' i] 0 °  Idl
Z, + ( -/2-oZ) + 0 (Z3 )

0 0 )

01 Z + O (z2)

X" Z TZ + 0(z 2 ) (A6.2)
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.0 The first derivative of the above equation with respect to the parameter z, is given by

dxl

dz1'!dzl I + O(:,)
='1  1 0 (z

dzl

'I. d~/dz1 = 1d + 0(z) (AO.3)

The derivative dz /dn _, is now evaluated. In the neighborhood of Po, the local

gradient m_., on the curve C is given by

M:1 -3x / 8-:1 = -Po z + 0(z 1
2 ) (A6.4)

11 follows that

Z pomZ' + 0 (Mn) (A6.5)

so that

d:1
d Po + 0 (m. 1 ) (A6.6)

Finally, the local gradient is related to the global orientation angle 4) by (3.61)

mz1 = -( N- ) +O( ( 0-00 ) 2) (Ab.7)

a- 2 so that

Sdm+ 1  (A6.8)

The derivatives obtained above are inserted in equation (5.13) to obtain the differential

d X, in local axes

dx1  0
'dzI = (-Po) (-) d %) + 0 6()-o) =  Po d %P + O (q-q0o)

I -l 1 1 0

d 3z = po 1 ' d 0 + 0 (p-i-,o) (A6.9)

which is the result exploited in the text, in equal ion (5.14).

. 8 v'.'.
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Differentials of coordinates of a surface are now investigated in a local reference

frame around the point PO: This frame is illustrated in Fig.5.7 in the text. An expres-

sion for the differential in the local axes Poxj y, :1 is obtained by the chain rule
DY e (ZI DZI Dn Z1

d . - d (A6. 10)
DZ) Di. D

where expressions such as DR1 /Dz1 denote Jacobian matrices, mzj = (mV, m~Z )T is

the 2-vector of local gradients, and d f is ihe vector ol normalized global angle
t'.:differentials d -(osr-d 6 d -q )T. The first Iwo Jacobian matrices on the right

hand side of (A6.1O) are obtained for the particular surface shape around Po from

(5.39). The lasi Jacobian matrix in (A6.10) is a relation between local slopes and glo-

bal orientation angles which can be derived from relations obtained in section 3.2.4.

Each ol the fatlors in (A6.10) is now evaluated in sequence.

Parametric equalions for the surface around Po are given by

"0 0 y ,I r oi r o ,Y Z
=1 1 0 -~ -I 1/1 01Y z 2 .? J O(y 1 ))

01'/ 0 " r0 ,1 02

0o 3 2 ZI +O (z) (A6.1 I

where 132 is a 3x2 matrix whose columns are the canonic vectors-e. 3  132 is also the

matrix of the injective transformation f rom the local tangent plane P 1 z, into 3-

space refreenced by Pisax, y,2 zr The Jacobian matrix of the above expression is given

by

ZA
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aYz 8Y0

e:': 
= 0 0 +O(tz)2)., 0 + Y0 &v1  001

.1.1

A 8YI 8z,

*4 .%. D~1, - 132 + 0(712 ) (A6.12)
TheD z j

The Jacobian matrix D is now evaluated. The local gradient M.l., on the sur-

face Z in the neighborhood of P 0 can be obtained from (5.39)MV r -0 r
0 0 + 0 (z )

r12r22 +0( 1 2

. 1l - - 0 171z +0(z2) (A6.13

' This equation is inxeried lo produce

= - ri+ O(r ,)

pr12 r 11 L2z
=, = -RZ o M +0(m) (AO.14)

The desired Jacobian matrix is then obtained by diflerentialion.

3y,, Oy . 0 0r
a81 N., a ?r - I (
_____ ____ r 0 r 0 Z

8771,1 arnm,

-Z (A6.15)
DTin
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Finally. the local gradients are related to the global angles by (3.61) from which

the following form is derived for the lasi Jacobian matrix in equation (A6.10).

8~m:.1  Om.(
.'-COS7,8 8m? 0 Li + 0 (( - ,w-)

cos7c3 87

.-.- " - --1 , + 0 (( -_o)2) (At. 1,)

where L,2 is the 2_1 unit matrix. The expressions obtained abot I o: 11ht Jaoblan

matrices are inserted in equation (6.10) and produce an expression for the diflerential

d X1. in local coordinates, valid to first order around Po. The expression is exact at PO.

and since Po is generic, applies to all regular points in appropriate local axes.

dz. 0 0

dZ =I 3 2 R d (A6.17)

A differential for the surface in global coordinates is obtained by applying the coordi-

5 nate transformalion in (3.10) to the above differentials
rr.

dx cos~cos7 -SMfl -Cos~s5177 0 0 r 1 l r 1 2 j cos-Oa'6
d, sin~cosr cos6 -sinsin77 1 0 d -q

sini) 0 COS71 0 1 r ""

3~Z 1f 32 d

Iiwhich is the resuilt exploited in the text, in equation (5.42).I



4',

References

[1] C. Belanger-Grafton, Silhovc, . A Pictorial Arch ive of Va'iried Illustrations. New
York: Dover, 1979.

[21 D. Marr, "Analysis of Occluding Contour," Proceedings of the Royal Society of
London. Ser. B, vol. 197, pp. 441-475. 1976.

[31 H.G. Barrow and J.M. Tennenbaum, "Interpreting Line Drawings as Three Di-
mensional Surfaces," Artificial ntellhgence, vol. 17, pp. 75-116, 1981.

[4] B.G. Baurngarl. "Geometric Modeling for Computer Vision," Memo AIM-249.
Stanford Artificial Intelligence Laboratory, October 1974.

[5] 1. Carlbom and J. Paciorek, "Planar Geometric Projections and Viewing Transfor- 4'

mations," Computing Surveys, vol. 10, no. 4, pp. 465-502, December 1978.

[b] D. Marr and K.R. Nishihara, "Representation and Recognition of the Spatial Or-
ganization of Three-Dimensional Shapes," Pfoccdings of the Royal Societv of
London, Ser. B. vol. 200, pp. 269-294, 1977.

[7] J. J. Koenderink and A. J. Van I)oorn, "The Singularilies of the Visual Mapping,"
Biological Cybernetics, vol. 24, pp. 51-59. 1976.

[81 V.I. Arnold, "Indices of Singular Points on 1-forms on a Manifold," Russian
Mathematical Surveys, vol. 34, no. 2, pp. 1-42. 1976.

[0] J.W. Bruce, "Seeiny-The Mathematical Viewpoint," Thc Alathematical Intelli-
gen(cer, vol. 6, no. 4, 1q84.

(101 A.P. Pentland. "Perceptual Organization and Representation of Natural Form,'"
Technical Noto 357, SRI, July 15, 1985.

[11] W.M.Newman and R.F.Sproull, Principles of Interactive Computer Graphics.

New York: Mc Graw Hill, 1979.

[121 D.F. Rogers, Procedural Elements for Computer Graphics. New York: Mc Graw

Hill. 1985.

[131 S.A. Shafer, Shadows and Silhouettes in Computer Vision. Boston: Kluwer

Academic Publishers, 1985.

- 259 -



-V -260-

[141 J.G. Verly, P.L. Van Hove. R.L Walton, and D.E. Dudgeon, "Silhouette Under-
standing System for Laser-Radar Range Imagery," Proceedings of the Meeting of
the IRIS Specialty Group on Active Systems, Monterey, CA, Nov. 5-7, 1985.

* '. [151 J.G. Verly, P.L. Van Hove, R.L Walton. and D.E. Dudgeon, "Silhouette Under-
standing System," Proceedings of the International Conference on Acoustics.
Speech and Signal Processing (ICASSP), Tokyo, Japan, April 7-11. 1986.

[161 P. Van Hove, "Reconstruction of Axisymmetric Objects from One Silhouette,"
Pr--eedings of the Topical Meeting on Signal Recovery and Synthesis 11. sponsored
by the Optical Societv ol Americo, Honolulu, Hawaii, April 2-4, 1986.

[171 T. Poggio and V. Torre. "Ill Posed Problems and Regularization in Early Vision,"
Memo AIM-773. MIT Al Lab, 1982.

[181 W.N. Martin and J.K. Aggarwal. "Volumetric Descriptions of Objects from Mul-
tiple Views," 1EEE Transactions on Pattern Analysis and Machine Intelligence,
vol. PAMI-5, no. 2, 1983.

[191 D. Marr, X'ision: A Computational Investigation into the ftuman Representation
and Processing of Visual Information. San Fransisco: Freeman, 1982.

," [201 D.H. Ballard and C.M. Brown, Computer Vision. Englewood Cliffs, N.J.: Prentice

Hall, 1982.

.-. [21] B.K.P. Horn, Rolxt Vision. Cambridge, MA: MIT Press, 1986.

[22] C.T. Zahn and R.Z. Roskies, "Fourier Descriptors for Plane Closed Curves," IEEE
Transactions on Computers, vol. C-21. no. 3 , pp. 269-281, March 1972.

[231 P.J. Nahin. "The Theory and Measurement of a Silhouette Descriptor for Image
Pre-Processing and Recognition," Pattern Recognition, vol. 6, pp. 85-95, 1974.

[241 S.A. Dudani, K.J. Breeding. and R.B. Mc Ghee. "Aircraft Identification by Mo-
meni Invariants," IE-E Transactions on Computers, vol. C-26, pp. 39-45, 1977.

[251 K.S. Fu, Syntactic Pattern Recognition and Applications. Englewood Cliffs, NJ:
Prentice 1-all, 1982.

[261 M.K. Hu. "Visual Pattern Recognition by Moment Invariants," IRE Transactions
on Information Theory, vol. 8, pp. 179-187, 1962.

[271 C.W. Richard and H. Hemami, "Identification of Three-Dimensional Objects Us-
A, ing Fourier Descriptors of the Boundary Curve," IEEE Transactions on Systems,

Man and Cybernetics, vol. SMC-4 , no. 4, pp. 371-378, 1974.

[- ,v.v



-261-

[28] J. Sklansky and G.A. Davison, "Recognizing Three-Dimensional Objects by their
Silhouettes." Journal of the SPIE, vol. 10, pp. 10-17, Nov./Dec. 1971.

[29] M.R. Teague, "Image Analysis via the General Theory of Moments," Journal of
the Optical Society of America, vol. 70, no. 8, pp. 920-930, August 1980.

[30] T.P. Wallace and P.A. Wintz. "An Efficient Three-Dimensional Aircraft Recogni-
tion Algorithm Using Normalized Fourier Descriptors," Computer Graphics and
Image Processing. vol. 13, pp. 99-126. 1980.

[311 D. Cyganski and J.A. Orr. "Object Identification and Orientation Estimation from
Point Set Tensors," International Conference on Pattern Recognition. July 30-
Aug 2. 1984.

[32] W.A. Richards. J.J. Koenderink. and D.D. Hoffman, "Inferring 3D Shapes from
2D Codons," Memo AIM-840, MIT Artificial lnlelligence Laboratory, April 1985.

[331 J.J. Koenderink. "The Internal Representation of Solid Shape Based on the Topo-
logical Properties of the Apparent Contours," in Image Understanding 85, ed. W
Richards, 1986.fI

[34] R.A. Brooks. "Symbolic Reasoning Among 3-D Models and 2-D Images,"
.Artificial Intelligence, vol. 17, pp. 285-348, 1981.

[351 C. Goad. "Special Purpose Automatic Programming for 3-D Model-Based Vision,"
DARPA lInaig Understanding Workshop, pp. 94-104, 1q83.

[36] W.E. Grimson and T. Lozano-Perez, "Model-Based Recognition and Localization
From Sparse Range or Tactile Data," Memo AIM-738. MIT Artificial Intelligence
Laboratory, August 1983.

[37] I.D. Faux and M.J. Pratt, Computational Geometry for Design and Manufacture.

Chichester, UK: Ellis Horwood, 1979.

[38] M.E. Mortenson. Geometric Modeling. New York: J. Wiley and sons, 1985.

[39] P.J. Besl and R.C. Jain. "Three-dimensional Object Recognition," ACM Computing
Surveys. vol. 17, no. 1. pp. 75-145. 1985.

[401 P.J. Besl and R.C. Jain, "Invariant Surface Characteristics for 3D Object Recogni-
tion in Range Images." Computer Vision, Graphics and Image Processing, vol. 33,
no. 1, pp. 33-80. January 1980.

[41] 11. Freeman and I. Chakravarly. "The Use of Characteristic Views in the Recogni-
tion of Three-Dimensional Objects," in Pattern Recognition in Practice, ed.
L.Kanal, North-Holland, 1980.

. 'S h:N'\1r ~"\N



-262-

[421 A.G. Agin and T.O. Binford, "Computer Description of Curved Objects," Proceed-
ings of the Third International Joint Conference on Artificial Intelligence, pp.
629-635, August 1983.

[431 J.J. Koenderink, "What does the Occluding Contour tell us about Solid Shape?."
Perception, vol. 13. pp. 321-330. 1984.

[44] B.K.P. Horn, "Extended Gaussian Images." Proceedings of the IEE.E, vol. 72, no.
12. December 1984.

[45] J.J. Little. "Recovering Shape and Determining Attitude from Extended Gaussian
Images." Technical Report TR-85-2, University of British Columbia. Vancouver.
B.C.. Canada, April 1985.

[46] K. Ikeuchi. B.K.P. Horn, S. Nagata, T. Callahan, and 0. Feingold, "Picking an Ob-
ject from a Pile of Objects," Al Memo 726, Massachusots Institute of Technolo-
gy, May 1983.

[47] M.P. Do Carmo. Differential Geometry of Curves and Surfaces. Englewood Cliffs,
NJ: Prentice-Hall, 1976.

[481 I. Vaisman. .4 First Course in Differential Geometry. New York : Marcel Dekker.
Inc., 1984.

[491 D.M.Y. Somerville. Analytical Geometry of Three Dimensions. Cambridge. UK:
Cam bridge University Press, 1959.

[501 D. Hilbert and S. Cohn-Vossen, Geometry and The Imagination. New York: Chel-
sea, 1952.

%- [51] G. Fekete and L.S. Davis, "Property Spheres: A new Representation for Object
Recognition," Proceedings of the Workshop on Computer Vision, pp. 192-201,
1984.

[521 D.J. Struik, Lcctures on Classical Differc.itial Geometry. Cambridge MA:
Addison-Wesley, 1950.

[531 B.K.P. Horn and E.J. Weldon, "Filtering Closed Curves," Procxeedings of the IEE"
Conference on Computer \Ision and Pattern Recognition, June 1985.

[54] J.G. Verly and P.L. Van Hove. "Elements of Silhouette Theory for 2-D Convex
Objects," Internal report. 1985.. M.I.T. Lincoln Laboratory, Lexington, MA, USA.

[551 W.H. Beyer. CRC Standard Mathematical Tables, 26 th edition. Roca Baton FL:

CRC Press, 1981.



- 263 -

[561 J. Serra, Image Analysis and Mathematical Morphology. New York: Academic
Press. 1982.

[57] P. Brou, "Finding Objects in Depth Maps," PhD Dissertation, MIT Dep. Elec. Eng.
Comput. Sci., September 1983.

[58] A.H. Barr, "Superquadrics and Angle-Preserving Transformations," Computer
Graphics and Applications, vol. 1, no. 1, pp. 11-23, 1981.

[59] L.A. Lyusternik. Convex Figures and Polyhedra. New York: Dover, 1963.

[b0 W.E. Grimson and T. Lozano-Perez, "Model-Based Recognition and Localization
From Sparse Range or Tactile Data," International Journal of Rolktics Research,
vol. 3, no. 3. Fall 1984.

[611 J.J. Liltle, Personal Communication.

[62] P. Van Hove and J.G. Verly, "A Silhouette-slice Theorem for Opaque 3-D Ob-
jects," Proceedings of the International Conference on Acoustics, Speech and Sig-
nal Pr ocessing (ICASSP). pp. 933-936, Tampa, FL. March 1985.

[63] M. Brady. J. Ponce, A. Yuille, and H. Asada, "Describing Surfaces, to appear as,"
Memo, MIT Artificial Intelligence Laboratory, 1985.

[641 B. O'Neill. Elementary Differential Geometry. New York: Academic Press. 1966.

P 1.



DISTRIBUTION LI,;T

DODAAD Code

Director HX1241 (1)
Defense Advanced Research Project Agency
1400 Wilson Boulevard
Arlington, Virginia 22209
Attn: Program Management

Head Mathematical ScienceF. Division N00014 (1)
Office of Naval Research
800 North Quincy Street
Arlington, Virginia Z2217

Administrative Contracting Officer N66017 (1)
E19-628
Massachusetts Institute of [echnology
Cambridge, Massachusett :, 02139

Director N0017 3 (6)
Naval Research Laboratory
Attn: Code Z627
Washington, D.C. 20375

Defense Technical Information Center S47031 (12)
Bldg 5, Cameron Station
Alexandria, Virginia Z2314

Dr. Judith Daly (1
DARPA / TTO
1400 Wilson Boulevard

, Arlington, Virginia 22209

N



MA MA


