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MODAL TEST AND ANALYSES

MULTIPLE TESTS CONCEPT FOR IMPROVED
VALIDATION OF LARGE SPACE STRUCTURE
MATHEMATICAL MODELS*

Wada, B. K.
Kuo, C-P
Glaser, R. J.

Jet Propulsion Laboratory
California Institute of Technology
Applied Technologies Section
Building 157, Room 507
| 4800 Oak Grove Drive
r Pasadena, CA 91109

For the structural dynamic analysis of large space structures, the technolo .
in structural synthesis and the development of structural aﬁalysis softwagi
have increased the capability to predict the dynamic characteristics of the
structural system. The various subsystems which comprise the system are
represented by various displacement functions; the displacement functions are
then combined to represent the total structure. Experience has indicated that
even when subsystem mathematical models are verified by test, the mathematical
representations of the total system are often in error because the mathematical!
model of the structural elements which are significant when loads are applied:
at the interconnection points are not adequately verified by test. A multiple;
test concept, based upon the Multiple Boundary Condition Jest (MBCT), isl
presented which will increase the accuracy of the system mathematical model byi

improving the subsystem test and test/analysis correlation procedure.

* The research described in this paper was carried out by the Jet Propulsion
Laboratory, California Institute of Technology, under a contract with thel
_National Aeronautics and Space Administration. -

subsystem testing. System testing of the Space

RTRUOOTHIN Station is not feasible because of the large

Historically, most new designs of aircraft
and space structures have been partially
verified by full-scale dynamic ground tests
prior to its initial flight. Even with the
racent advances in computers and finite element
codes, which allow solution of large complex
structures, structures with dynamic
characteristics which are significant to
mission success have been tested at great
expense. An example is the full-scale modal
test of the Shuttle. Often, modal tests
performed on large structures reveal errors or
omissions in the system analytical model which
had boen verified by tests at the subsystem
level. The major source of errors has been at
the interconnection between the subsystems.
This paper addresses an approach to obtain
better test verified mathematical models at the
subsystem level to obtain a better systems
mathematical sodel using wodal synthesis [1,2]
wmethods. The work is of current and future

interest because many large space structures
currently (Space Station) under investigation
aust depend on validation of the models through

potential errors in ground testing, and the
unavailability of the total system at one time
and in one location.

The approach is based upon an extension of
the Multiple Boundary Condition Tests (MBCT)
{3,4) approach developed for obtaining good
dynamics data on a large flexible antenna rib
built by Lockheed Missiles and Space Company
(LMSC) as a part of a wrapped rib antenna
effort sponsored by NASA/JPL. Modal test
approaches considered for the rib revealed the
potential difficulty in obtaining valid results
using the traditional state-of-the-art test
approaches. The MBCT takes advantage of the
flexibility of the large structures, which
makes the existing standard modal test
procedures very difficult, if not impossible,
to implement on the ground. To demonstrate the
feasibility of testing a flexible rib to obtain
data required for the MBCT approach, a series
of static and dynamic tests were successfully
performed on a single rib.
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Since the parameters of the mathematical
model in the vicinity of the test supports may
not be adequately tested in a single test
configuration, the system should be analyzed
and tested with a variety of constraint
conditions and constraint locations. This wil)
provide the data necessary to upgrade [5,6] all
the mass and stiffness parameters of interest
in the structural model. Additionally, the
increased quantity of test data to estimate any
given mass and stiffness parameter will improve
the parameter estimates used for the
mathematical model. This is the technical
reasoning behind the MBCT approach.

In the MBCT approach, the increased number
of test data improved the estimate of the
mathematical parameters. The approach to be
presented is to increase the number of the
estimates of the significant structural
parameters when the subsystem interfaces are
loaded by performing a larger variety of tests
at the interface. The standard approach is to
statically load the subsystem interfaces at
which the subsystems are interconnected to
obtain the interface stiffness and to determine
the internal load distribution. Additional
estimates of the structural parameters that are
significant to the interface stiffness and the
internal load distribution can be obtained by
performing a series of simple modal and/or
static tests which loads the interfaces of the
subsystem. The number and type of tests are
determined by the number of estimations of the
significant structural parameters necessary to
obtain the required accuracy. The paper will
include a computer simulation to {llustrate and
validate the approach.

MODAL SYNTHESIS

Development of a system structural dynamic
mode) by combining various subsystems
represented by an appropriate set of
displacement functions has been an effective
and reliable zpproach. Future space structures
such as Space Statfon, will rely upon a
mathematical model of the total system which is
comprised of test verified subsystems. The
size of the total structure and the evolution
of the structure over many years will preclude
the availability of the structure for dynamic
ground testing. Even if the structure were
available for test, the ability to reliably
test the structure is questionable. Modal
synthesis of subsystems has been used to
accurately define the total system dynamic
characteristics; however, special procedures
must be used to test and update portions of the
mathematical models which zre affected by loads
at the interconnection points of the
subsystems. A urief review of modal synthesis
i< presented for clarity.

Figure 1 1llustrates the subsystems 1,2...
interconnected at the various attachment
points. In most cases, the displacement
functions used to represent each subsystem must

include more than a set of rigid body and
normal modes to properly represent the dynamics
of the entire system. Various types of
displacement functions which can be used are:

) = aqpfedy + alledd +af e +alrenl
+aqlely + ajlel] + ofeledle + ... +alled) ()

where

rigid body modes

constraint modes

normal modes

attachment modes

quasi-static modes, displacement

functions corresponding to a

combination of the six rigid body

accelerations to a structure

(el - imposed modes, displacement
functions arbitrarily selected as
important and significant to
describe the system dynamics of
the structure

(6] Re = relative modes, subset of imposed
modes where displacement
functions representing relative
motions on the subsystem are
defined.

[8) u = user defined modes, any other
displacement function which the
engineer may consider to be
important.
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Superscript i is used to represent subsystem {.

FIGURE |

Effective test procedures have been
developed to measure normal modes to verify the
terms in the mathematical model which are
significant to the normal modes. Many of the
errors in development of the system modes are a
result of inadequacies of the test program to
verify the terms in the mathematical mode)
represented by displacement functions which
should be introduced to account for the
influence by the various subsystem on the
others through the interconnection points.
Although most of the displacement functions
shown in Eq. (1) are in this category, emphasis
is usually placed in the validation of {¢])
through modal testing of subsystem and ver
little emphasis 1< piaced in test validation of
the portions of the mathematical model
associated with the other displacement
functions.
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A description of the substructure
combination into a system dynamic equation is
illustrated in References 1 and 2.

TEST VERIFICATION OF MATHEMATICAL MODEL

As mentioned previously, the use of modal
test results to verify the mathematical model
of the subsystem verifies only a subset of the
significant terms of the mass and stiffness
matrices. Modal test data can be used to
verify the mass terms corresponding to joints
with large relative deflection in the
experimental modes and the stiffness terms
corresponding to structural members which are
loaded by the experimental modes. Often the
structural members which are important for
loads transmission through the subsystem
interconnections are not experimentally
verified. The objective of the paper is to
present a technique to v-.rify these structural
members or the elements in the stiffness matrix
which represent these members.

Several methods can be used to establish
the elements of the stiffness matrix or
structural members which have been verified by
a modal test and the structural members which
are significant in the dynamic characteristics
of the total structural system. One obvious
selection is to determine by amalysis and/or
test those members which transmit the largest
forces during the modal test. However, the
magnitude of force, as a measure of importance,
can be misleading because a very flexible
member may have a small force and yet

contribute significantly to the final system
dynamic modes. A parameter which has been
valuable in the analysis/test correlation
effort and promises to be valuable in the
mathematical model updating process is strain
energy. In fact, strain energy is directly
related to the stiffness matrix and kinetic
energy is directly related to the mass matrix.
The other advantage of strain energy and
kinetic energy is that they are algebraic terms
which can be summed in any manner defined by
the engineer. Thus the total number of
quantities to be identified can be reduced to
an arbitrarily small manageable quantity.

Although the following discussion will be
based upon stiffness matrices, in practice the
objectiv~ will be to identify errors in
parameters which define the physical structural
element from which {K] is derived.

The subsystem stiffness matrix can be
subdivided into three submatrices:

(R)y » () « (KD} « (K0} (2)

where

[K]} = total stiffness matrix of
suosystem |

[K]{ = subset of the total stiffness
matrix of subsystem i which are
. verified by modal tests
[K]} = subset of the total stiffness
matrix of subsystem 1 which are
significant to the system modes
i but not verified by modal tests
[K]' = subset of the total stiffness
u matrix of subsystems i which are
relatively unimportant to the
system modes.

A similar set of equations can be written
for the mass matrix. An outline of a procedure
which can be used to estabiish the above
submatrices is:

(1) The [KF' s the total mathematical model
representation of subsystem i and it is assumed

to be complete. Namely, the model is an
adequate discretization of the structure.

(2) The [K]h is defined as the stiffness matrix
of all structural members of subsystem i that
contains 10% or more of the strain energy in
any of the significant modes (the strain energy
of the structural members are most likely
evaluated by analysis and may be partially
verified directly during the modal test). The
stiffness elements of [K]y are assumed to be
updated and verified bv using the subsystem
modal data and the amalysis/test [5,6]
correlation procedures.

(3) The (K]} is defined as a subset of the
stiffness matrix from all structural members of
the mathematical model representing subsystea i
which contains 3% or more of the strain energy
of any significant mode from the original
system dynamic anadytical model. The systom
dynamic model is created by combining the
various subsystems usirg modal synthesis
methods. The [K]I is determined from the
members which meet the ubove criteria minus

{KIA . The matrix [K]l is mathematicaliy
determined. Mathematically, the
characteristics of the subsystems should be
varied within anticipated inaccuracies to
determine if additional structural members i
should be included in the definition of [K], .
Especially if small changes in the subsyst
characteristics might introduce a new mode
shape such as a non-symmetric mode which didn’t
previously exist.

(4) The [K]] is the stiffness matrix developed
froq structural members that are excluded from
{K1y and [K]} .

Similar procedures can be used for the mass
matrix elements. In the establishment of a
mathematical modal to corrclate with the modal
test data for the Galileo program, the criteria
to retain all mass degrees-of-freedom which
correspond to 10% or more of the kinetic energy
in any of the modes selected for correlation
gave very favorable results.
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As stated before, the objective is to test
verify and update the mathematical terms
relevant to describing the overall dynamic
characteristics of the total system. Current
methods have been developed and the nead has

been established to verify and update [K]ﬁ

Many of the problems have arisen because the

need to validate and update [K]} have not been
specifically identified. The primary objective

of the paper is to identify and to define a i

test and test/analysis procedure to update [K]I
to represent the structure.

TEST VERIFICATION [K]}

The test verification of the structural
members which contribute to [K]} is obtained by
loading the subsystem i at the interconnection
points. The approach used is an extension of
the Multiple Boundary Condition Jest (MBCT)
[3,4] approach. The MBCT has been proposed to
verify the mathematical models of structures by
ground tests of structures which can’t be
ground tested because of its sizes and/or
flexibility by conventional test methods. The
MBCT approach obtains a number of test data
from a number of various test conditions
established by varying the boundary conditions.
Any number of estimates for stiffness and/or
mass terms of interest can be obtained at the
discretion of the engineer. By this method a
"good" estimate of the stiffness and mass terms
can be obtained.

For the verification of [K] the
principal objective will be to app]y a number
of static and/or dynamic forces at the
interconnection points to obtain a multiple
estimate of the terms of [K] In most cases
the boundary conditions will not be changed.
The multiple set of forces applied during the
test should be designﬁd to load each structural
member comprising [K]} to a significant strain
energy level by at lert one set of forces. A
pre-test analysis should be performed to
establish the sets of forces which meets the
above criteria and provides the required number
of es“imates.

Examples of the type of loads that can be
applied at the interconnection point 1 as shown
in Figure 2 are:

(1) Any number of static force and moment
Toads.

(2) Any number of modal tests using various
combinations of test masses (M{test)) and test
structure (1(test)).

For multiple interconnections, loads may be
simultaneously applied to the various
interconnection points.

The above procedure describes a method by
which a test verified model of [K]i can be
accurately obgained. Subsystem tests with
validated [K] and [K]1{ values can then be used

with confidence as a building block for the
total system.
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FIGURE 2

EXAMPLE

The sample problem selected to illustrate
the approach proposed in this paper is shown in
Figure 3. The two-dimensional truss structure
is comprised of two subsystems, 1 and 2 which
are interconnected at joints 15 and 16. Errors
in the mathematical model are in members 25 and
27 (the area of member 25 is in error by 100%
and the area of member 27 is in error by 100%)
and the objective is to locate and correct the
errors. The resonant frejguencies of the
structure, in Hz, with and without the errors
are listed in Table 1.

Since the errors were defined in the
example problem to be in subsystem 1, the
mathematical updating procedure is limited to
subsystem 1. Usually the tests and
test/analysis updating are performed on all
subsystems.

The results from a modal analysis of
subsystem 1, shown in Figure 4, for the
structure with and without errors in membevs 25
and 27 are listed in Table 2.

The members with 10% or more of the strain
energy in any of the first three modes from the
subsystem modal test are indicated by bold
iines in Figure 4. Since errors in these
members can be detected and updated using the
standard modal test methods [7,8], those
elements will be assumed to be correct at the
subsystem level. Note that errors in members
25 and 27 cannot be detected and corrected v'om
a subsystem modal test as evidenced by the
small difference in the frequencies shown in
Table 2. The stiffness matrix represented by
the mempers shown in the bold lines in Figure 4
is (K] N

The members with 3% or more of the strain
energy in the first three (3) modes of the
total system of Figure 3 are indicated by the
dashed lines. The accuracy of these members
are significant to the final system modes.

Thus the other members are relatively
unimportant. These members are shown as
unhighlighted 1ines in Figure 4. The stiffness
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TABLE 1
System Frequencies, With and Without Errors

Mode No. Correct Structure Structure with Errors
(Hz) _(Hz)
1 4.044 4.030 !
2 15.209 14.748 |
3 27.054 26.133 :
4 30.077 29.701
5 35.832 35.809
A25 = .oososng AZ5 = .00323m§
A27 = .00194m A27 = .00097m
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TABLE 2
Frequencies, Subsystem 1 With and Without Errors

Mode No. Correct Subsystem 1 Subsystem 1

Structure Structure with Errors
(Hz}) (Hz})
1 6.195 6.195
2 21.003 21.000
3 31.125 31.111
4 41.313 41.266
5 57.108 56.955
A25 = 0064502 AZ5 = .00323n3
A27 = ,00194m A27 = .00097m
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TABLE 3
Test Vs Members Which Are Significantly‘Loaded

‘ 2 3 4 5
Member Load/Test
21, 22, 23 X
9, 10 X X
25 X X
27 X
TABLE 4

Comparison of the Member Areas, Original vs Estimated vs Theoretically Correct

"ot 2OEERE PN o o o RIS T NN R NG BRI W T L(E T LW,

Member Original Estimates of Theoretical % Error
Math Model Correct Value Correct Values
Hith Error 2 2
(n?) (m") (m°)

21,22,23 .00129 .00137 .00129 + 6.45
9,10 .00258 .00202 .00258 -21.6
25 .00323 .00530 .00645 -17.89
27 .00097 .00195 . .00194 +0.97

matrix associated with the members identified
as significant in the system modes but not
identified in the subsystam 1 modal test is
[K1} . (Membars with only the dashed lines,
namély 21,22,23,25,27,9, and 10). The
objective is to apply various sets of loads at
the interface joints, 15 and 16, in order to
identify and correct the potential errors in
(4] Since the members which represent [K]
are Tour different types of members, (21, 22,
and 23 are identical; and 9 and 10 are
identical) only four members parameters have to
be updated to match with the test data.

The sets of loads applied to subsystem 1 at
the interfaces are:

(1) Modal test with a "test" mass at joint 15
(2) Modal test with a "test” mass at joint 16
(3) Force at joint 15 in the x and y direction
(4) Force at joint 16 in the x and y direction
(5) Force at joint 10 in the x and y direction

The members with more than 10% strain energy in
the above sets of loads are in Table 3,

Note that all of the loading conditiops are
relevant to the identification of the [K]T
matrix, and at least one member type has

significant strain energy from the set of five
(5) loading conditions.

Using the system identification procedures
which combine the static and dynamic test
results, the re-estimates for the members,
after only one iteration, are shown in Table 4.

Using the estimates of the correct values
in the overall system analysis, the results are
as shown in Table 5.

A comparison of the procedure proposed in
this paper indicates that the model can be
updated at the subsystem level with sufficient
accuracy to give good system dynamic
characteristics. The accuracy of the solution
will improve as the number of iterations to
update the subsystem model is increased.

CONCLUSION

The sample problem shows that the proposed
procedure can be used to systematically test
verify the subsystem models to the accuracy
required to provide confidence in the final
system mode) without a system test. At this
time, the procedure doesn’t appear to be
limited in its application.

Additional work is in progress to establish
the validity of the arbitrarily selected strain
energy criteria for the identification of the
significant elements and possible procedures to



TABLE §

Comparison of Frequencies, Correct Structure vs Estimated Structure

! Mod: No. Correct Structure Estimated Structure
i (Hz) {Hz)

[}

| 1 4.044 4,041

| 2 15.209 15.015

, 3 27.054 26.814

| 4 30.077 30.097

i 5 35.832 36.222

i A21,22,23 = .00129m§ A21,22,23 = .00137m§
: A9, 10 =  .00258m; A9, 10 =  .00202m,
‘ A25 = .00645m5  A25 = .00530m;
l A27 = .00194m A27 = .00195m

minimize the change in the "accurately modeled
members® as the errors in the other members are
_ identified.
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Discussion

* Mr., Pinson (NASA Langley Research Center): I
endorse what you are saying, Ben, because I
think a systematic approach to multiple
component testing is something that is badly
needed. I think the question of directly
addressing the interface problem is really at
the heart of the matter. O(me of the things that
18 not addressed, and maybe it should not be
addressed in this particular environment even
though I think it is pertinent, is the question
of when these tests are run. Typically, you
don’t get access to full scale hardware until
way after CDR, and the spacecraft is about to
fly. Unless you uncover a major "show-stopper"
at that time, you will not really influence much
other than to say, "Well, I have to go back and
read just my math model." I think you would like
to establish that confidence early in the
program. One way to do that is through the
judicious use of models, which I noticed you
didn’t mention in your talk. I was wondering if
you would comment on getting that confidence
early in the program, and how you go about doing
that,

Mr. Wada: I think there are certain pitfalls
with the method that I used because you have to
use the overall system dynamic models to
determine which elements are important before
anything is ever built, T think this is vhere
perturbation methods, etc. really have to be
incorporated - where you have to look at the
overall system models and begin to perturb
certain members. You have to say, "Look, this
member may not be as stiff as it might finally
be in the final situation," and run through
fifty different conditions to really get an idea
as to what the different possibilities are. So,
you can’t run just one system model, and say,
"Yes, these are the important members," because
the final design may not be the design due to
changes during the program itself. However, I
think if you run enough cases, you can begin to
identify those members that might be

important. That is the only way I know, lLarry,
of trying to handle some of the problems that
you have.

Mr, Pinson: Whst about the dynamic
characteristics of the joints, or the influence
of joint slop ou the dynamic characteristics of
the joints or their adjacent members?

Mr. Wada: But the problem is you only know that
after you have thte model that you will fly, and
if you can get at the model you will fly. I
think some people feel you can predetermine the
dynamic characteristics of joints or the
influence of joint slop on the dynamic
characteristics., Some people might feel, "Well,
that will be very difficult to do," and the only
way you will really know 1s once the entire
structure has been built., However, I think this
procedure requires getting at the flight
structure. You might possibly attach another
subsystem to the flight structure once it is
flowm; you may have to redesign the subsystem

that you intend to attach to it to accommodate
the differences in the final model versus what
you thought the model would be. So, I think
this approach will be very interactive.




THE ALGORITHM AND APPLICATION OF A NEW MULT1-INPUT-MULT1-OUTPUT
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This paper presents a new multi-input/multi-output
modal parameter identification method that makes direct and
simultaneous use of multiple frequency response function
data with respect to multiple reference locations to

estimate a global set of modal frequencies, damping ratios,
mode shapes and modal participation factors. By employing
the singular-value decomposition technique, the rank of the
frequency response function matrix, i.e. the approximate
number of effective modes 1in the frequency range of
interests, is determined. A minimum-order system matrix is
calculated by principal component decomposition and
generalized inverse techniques. Modal parameters are then
extracted by solving a standard eigenvalue problem.

INTRODUCT 10N methods in the time domain have been
developed to take full advantage of
Experimental modal analysis has redundancy amd consistency with respect
been widely involved in dynamic design to multiple input or reference
engineering. The accuracy and locations, such as the Polyreferense
consistency of modal data bases derived Complex Exponetial method (2], the
J from parameter identification are Eigensystem Realization Algorithm (3]
' becoming increasingly important for the and the Direct Parameter Estimation
B purpose of finite element model technique (4!. The multi-input/multi-
validation, structural modification and output methods not only improve the
experimental/analytical modeling. quality of the parameter estimation,
but also have the ability to handle
; With respect to modal testing, the closely spaced modes, repeated roots
trend in recent years is to apply and high damping cases, The user
multiple input excitation {11 and to interaction and judgement is also

measure multiple response functions, reduced.

The frequency response functions

estimated from the multi-input/multi-~ Several shortcomings, however,
output technique are generally more still exist in the time domain multi-
accurate and consistent because of input/multi-outjut modal parameter
uniform distribution of the excitation identification methods. One of the
energy and hence more uniform response major problems is in the determination
level. Another attractive benefit of of the number of effective modes for a
multiple input excitation is that the measured data set. The second problem
total test time can be reduced. is how to d.stinguish between
computation modes and actual modes of
In the area of moda! parameter the structure tc be identified.
identification, great progress has been Computation modes for the time domain
achieved in the past few years. Multi- estimation algorithms are necessary for

input/multi-output parameter estimation unwanted effects, such as noise.

11
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leakage and nonlinearity. Most time
domain methods employ impulse response
function data calculated from measured
frequency response function and hence
introduce another source of error --
so-called "time domain leakage" (5]).

This paper presents a new
frequency domain multi-input/multi-
output modal parameter identification
method. The new method (called the
Frequency Domain Poly-Reference method,
FDPR) makes direct and simmultaneous use
of a measured frequency response data
set relative to all reference locations
to 1identify a global set of modal
parameters. By employing the singular-
value decomposition technique 1in the
frequency domain, the rank of the
frequency response function matrix,
i.e. the number of effective modes in
the frequency range of interest, can be
determined eacsily. Therefore, the
short:oomings of the time domain
polyreference methods mentioned above
can be avoided. As a result, user
interaction and judgement will be
further reduced. The principle
component response analysis technique
is then used to calculate a minimum
order system matrix. Modal parameters
-- modal frequencies, damping ratios
and mode shapes -- can be determined by
solving an eigenvalue problem. Modal
participation factors is calculated by
a least square approach. Analytical
frequency response function can then be
synthesized from the identified modal
data base.

After discussion of the theory and
algorithm of the frequency domain
polyreference method, three application
examples are given to demonstrate the
features of the method, such as the
ability of extracting accurate and
consistent modal parameters with noise-
contaminated mea sured f requency
response data, and the capability to
nandle very closely spaced modes and
repeated-root cases. The first example
uses noise-contaminated simulated data
from an assumed system. The second
application example processes the data
from 1impulse testing of a circular
plate. Experimental results for a more
complex structure -- an aircraft are
shown as the third example.

THEORY AND ALGORI1THM

Basic Equations

For a linear, viscously damped
multi-input/multi-output mechanical

structure, one can derive the
relationship between 1inpulse response
functions and modal parameters as
follows (6],

H(t) = T (1)
where

H(t) (mxl) impulse response
function matrix, m and 1 are
the number of measurement
coordinates and reference
locations, respectively

- (mx2n) mode shape matrix, n
is the number of modes,

A (2nx2n) diagonal ‘eigenvalue
matrix,

r {2nx1) modal participation
factor matrix.

In the Laplace domain, one obtains,
-1
H(s) = ®[s1-A] T (2)
where

H(s) = L[ H(t)], transfer function
matrix,

Eigenvalue problem

In the frequency domain,
"displacement” and "velocity" frequency
response function (FRF) matrices with
dimension of mxl can be expressed,
according to the above basic equations,
as

H(jw) -@[.I-A]"n Ry (3)
[] -1 []
H(jw) = ®A[s1-A] T + R, (4)

where A is nxn diagonal matrix, whose
elements are the ceigenvalues with
positive imaginary part, @ is
corresponding mxn eigenvector matrix,
and T is nx]1 modal participation factor
matrix (for simplicity, the same
notations are use:g. The influences of
complex conjugate modes are expresged

by residual terms Rz and 2
respectively. The following matrix
equation can be derived,

H(jw) ®

. = Qljw) (5)

H(jw) DA

wvhere, for the purpose of simplicity,
residual terms are omitted and

Q(jw) = [s1-A]7'T

For the most practical
applications, the number of measurement
coordinates is larger than the number
of modes 1in the frequency range of
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interest, i.e,,
m>n
(]
Therefore, the matrix |dA has
at least m more rows than columns.

There must exist an mxm nontrivial
matrix A such that

a1l - 3
[A.1][°q;] 0 (6

The Equation (6) can be placed in

the form of a standard eigenvalue
problem,
AD=dA (7

The matrix A is referred to the
system matrix (in physical coordinates)
and contains information characterizing
the complete set of modal parameters of
the structural system, Due to the
possibility of repeated roots, the

eigensolvers from the EISPAC library
(7) were chosen for this
implementation, The desired modal

frequencieslw)and damping ratiosl{) are
determined from the eigenvalues()\] of the
system matrix A,

wr = o/ Re(rr)?+ Im(A ) (8)
(r=1,2,...n)
£ = Re(ry)/ w, (9)

Calculation of System Matrix,
Singular Value Decomposition

According to Equation (5), one can
obtain another matrix equation as
below,

A H(juw) = fi(jw) (10)
For discrete frequencies w; , vhere

i=1,2,...,p, Equation (10) can Dbe
arranged as,

A H(Awy):H( wp):....tH(jwp) =
(Jwg):R(jwade. ., :A(Jwp)  (11)

or simply,

AD=YV (12)
vhere D and V are mxlp displacement and
velocity frequency matrices,
respectively. It is noticed that

matrix D wusually 1is singular, thus
Equation (12) cannot be solved by the
normal equation least square approach.

A singular-value decomposition
technique (8] is then employed,

D=-pPz Q¥ (13)
vhere P, Q are mxm and 1lpxlp wunitary

matrices, Z is an mxlp singular - value

13

matrix,

1

da, 0 :O

Z=19 'Mdn ' (14)
- o - -'——--

o 0
The system matrix A can then be
calculated by the generalized inverse

technique (8),

A=vD (15)

"wen

whers the superscript n stands for
complex conjugate and transpose, and
the superscript "+" for generalized

inverse. Asgsume that the system has a
rank of n,
p* = Q,z}p (16)

Matrix E: is an nxn diagonal
matrix whose elements are equal to 1/d,
(r=1,2...n) and P, , Q, are mxn and lpxn

matrices, which are constructed from
the first n columms of P and Q
respectively.

In the FDPR algorithm, the only

data needed is FRF matrix D
(displacement, velocity or
acceleration). There is a simple
relation Dbetween "velocity" and
"displacement” FRF's,

A(jw) = juH(jw) - X (17)
vhere X i{s the initial <condition,

Therefore, one has the following
equation,

V = DQ - XE (18)
where

N oo

Q= ju; i E = [LL..1)
AN

The system matrix A can then
calculated by following augmentated
matrix equation.

[A:x][z] = [p:0] (19)

Principal Component Response Analysis

It can be observed that the system
matrix has the dimension of mxm. One
has to solve an mxm eigenvalue problem
to obtain n eigenvalues and
eigenvectors. . In order to reduce the
size of the eigenvalue probiem,
principal component response technique

T T
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is used to derive a minimum-order

realization system system.

Let D, represent the frequencey
response matrix at n response
coordinate (principal coordinate) and
related to matrix D by a linear
trensformation.

Dp =TD (20)
1t can be proved that
T = P (21)

Matrix Py, is the singular vector
matrix, which minimizes simultaneously
all singular value of ¢, where

¢ =D-D = [1-PPFf]D s
where
= pD = PPYD

1f matrix D has rank n, the norm of the
error

ip D"-DP"2=F o (23)
innet

will be equal zero. When the measured
frequency response function matrix D is
contaminated with noise and/or there is
some nonlinearity in system, the

singular values might be trancated
after n values, the remainding
singular values being neglectiblely

small, In many cases, n is equal to
the number of effective modes in the
frequency range of interest. But, in
case that the effect o the residual
modes (modes outside the frequency
range of interest) is large, the rank
of D can be greater than the number of
effective modes. And in case that some
modes are not independent from other
modes, the rank of D can be less than
the number of effective modes. In this
case, higher order deviation must be
considered to get good results.

Calculation of Modal  Participation
factors and Synthesis of Analytical FRF

After identifying eigenvalues
(modal frequencies and demping} and
eigenvectors (mode shapefg. modal
paticipation factors can be calculated
from equation (3) by a least squave
soiution. The analytical frequency
response function can then be
synthesized from the identified modal
data base and compared with
experimentally measured data sets.

ANALYTICAL EXAMPLE
(NUMERICAL S1MULATION)

In crder to evaluate the accuracy
and ~»ffectiveness of the frequency
domain polyreference method, the
capability of handling closely spaced
modes or repeated roots and the
sensitivity to random errors, a
numerical simulation of a four degrees-
freedom sy~tem with two reference
locations «as conducted.

Frequency response functions were
synthesized. Random uncorrelated
noise, with zero mean value and peak
value equal iv a specified fraction of
the maximum peak value of the FRF was
then added to these measurements.

Tables 1 and 2 show the identified
modal frequencies and damping ratios
with 1,2 and 5% noise-contaminated
"measured" data. The results indicate
that the algorithm is quite robust in
the presence of random noise. The
identified modal parameters, including
modal frequencies, damping ratios, mode
shapes and modal participation factors,
can be utilized to synthesize
analytical FRF's. Figure 1 shows the
synthesized FRF compared to the
"measured" one with 5% random noise.

Table 1. ldentified modal frequency for
various noise levels

Noise(%} Modal frequencies (Hz)
1 2 3 4
0.0* 5.000 | 10.000 {10.500 |15.000
1.0 5.005|10.003 | 10.505 [ 15.001
2.0 5.011 | 10.003 |10.502 [ 14.996
5.0 5.053110.003 |10.503 |14.934

*Theoretical data.

Table 2. ldentified modal damping (%)
for various noise levels

Noise(%) Modal damping (%)
1 2 3 4
o.o* 3.000 3.000 3.000 3.000
1.0 3.005 3.000 2.994 3.017
2,0 3.007 | 2.995 | 2.997 | 3.009
5.0 2.938 | 2.989 | 2.992 | 3.048

*Theoretical data.

As a check of the estimated modal
vectors, Table 3 gives modal assurance
criterion (MAC) values between the
*heoretical modal vectors and the
estimated ones from the simulated FRF
data with 5% random noise. The resnlt
is almost perfect.

14
)
!
\ e " A" @ ) s "y " " s p B p W B a m A o . s ® e & - L T I ) - .
\ T -’-.,--.-'-',':._ 8 -'_.-_..-_..'.‘ R R AV R "-‘,’x’-"""x*x""‘""'."\.\.‘-‘-\' . LS .-_-\-"_- ‘_I\I‘-{‘ " .

= P e P T T T O W W T e



Table 3. MAC values between theoretical
and identified mode  shapes
(with 5% noise data)

Table 4. ldentified modal frequency and
damping in the repeated roots
case., (with 5% noise data)

1 2 3 4

0.99989
0.00001 | 0.99980
0.00003 | 0.00002 | 0.99996

S~

0.00000 | 0.00000 | 0.00002 0.99991

180 =]
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——— ANALYTICAL DATA WITH 5% NOISE
-100 —-— SYNTHESIZED

0.0 FREQUENCY (HZ)

20.0

Fig.l Frequency Response Function with
5% Noise and Synthesized Result
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Fig.2 Synthesized Result for Broad
Band Case

15

1 2 3 4

Freq. | 5.080|10.002}10.005|14.976
Damp. | 2.968 | 2.913| 2.996 2.973

To illustrate the capability of
handling repeated roots, the third
modal frequency is changed from 10.5 Hz
to 10.0 Hx, equal to that of second
one, Table 4 shows the results in the
case of 5% noise added to the FRF data.
ln order to demonstrate the capability
of processing broad-band FRF data, the
third model with modal frequencies of
0.5, 10, 10 and 20, Hz was generated.
Figure 2 shows the result of curve
fitting.

CIRCULAR PLATE APPLICATION EXAMPLE

A circular plate structure was
utilized as a test article to
demonstrate the capabilities of the
frequency domain polyreference modal
identification method. Ilmpact test was
used to acquire FRF data. There are 36
measurement points and 6 reference
locations. All of the 216 FRF's were
employed simultaneocusly for modal
identification.

1223.877 HEATZ

Fig.3 Typical Repeated Roots Mode Shape
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Table 5. ldentified modal frequencies
and damping ratios, compared
to FDPR method

Mode FDPR method PRCE method
No. Freq. | Damp. Freq. | Damp.
(Hz) (% (Hz) (%)

362.6 | 0.884 362.4 | 0.880
363.9 | 0.921 363.7 | 0.960
557.1 | 0.535 557.0 | 0.512
761.1 | 0.707 761.2 | 0.664
764.2 | 0.338 764.2 | 0.345
1222.9 | 0.347 | 1223.1 | 0.336
1223.7 | 0.319 | 1224.0 | 0.320
1328.7 | 0.463 | 1328.0 | 0.491
1329.3 | 0.438 | 1328.8 | 0.420

WO -

Table 5 shows estimated modal
frequencies and damping ratios,
compared with the results obtained by
the Puly-Reference Complex Exponential
method. Nine modes, including four
pairs of nearly repeated modes, were
identified in the frequency range.
Figure 3 shows a pair o mode shapes
with nearly repeated modal frequencies.

The two methods give approximately
the same results. But the frequency
domain polyreference method has no
<omputational mode while the time
domain counterpart found 7
computational modes.

Synthesized FRF's were generated
from the identified modal data base.
Figures 4 and 5 show the two sets of
synthesized FRF's compared with the
experimentally measured ones.

-180 | j

—— MEASURED
....... SYNTHESIZED

250 1530
FREQUENCY (HZ)

Fig.4 Comparison of Measured and
Synthesizred FRF (1Y-1Y)

AIRCRAFT APPLICATION

The third application example is a
large complex structure -- an aircraft.
Usually, an aircraft structure will
have a number of very closely coupled
symmetric and anti-symmetric modes,
that may be difficult to detect with
standard experimental modal analysis
methods. The aircraft was tested using
random uncorrelated dual inputs for
various symmetric configuration of the
two input locations and all response
data were processed to FRF's. The data
sets contain FRF's at 78 measurement
coordinates for two random inputs,
symmetrically located at the wingtips.
The FRF's were processed for the zoom
range from 4.25 Hz to 16.75 Hz with a
frequency resolution of 0.0244 Hz.
Table 6 shows the identified modal
frequencies and damping ratios of 7
modes in the frequency range from 7.5
to 13.7 Hz. One can observe that the
results compare very well with the
results of the PRCE method, which are
also given in Table 6. Again, the time
domain method needed much more
computational modes.

Figures 6 and 7 show a pair of
mode shapes with closely spaced modal
frequencies around 8,9 Hz. It is
observed that the mode of 8.896 Hz and
9.039 Hz are very similar: the first
one is an antisymmetric mode (the
wings move out of phase) and the second
one is a symmetric mode (the wings move
in phase)., Figure 8, 9 show the
synthesized FRF's (driving point and
cross point) in comparison with
measured FRF data sets.
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Table 6. ldentified modal parameters
using FDPR, compared to PRCE

No. of | Frequency(Hz) Damp. Ratio(%)
Modes
FDPR PRCE FDPR PRCE

1 8.896 8.883 0.606 0.631
2 9.046 | 9.039 0.671 | ©.669
3 10.069 | 10.065 0.907 1.069
4 10.115 {10.078 1.169 | 1.167
5 12.782 | 12,785 0.814 | 0,820
6 13.204 | 13.228 0.825 | 0.740
7 13.245 | 13.254 0.808 | 0.711
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Fig.6 Mode Shape of Airplane at 8,896Hz

Fig.7 Mode Shape of Airplane at 9.046H:z
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CONCLUD ING REMARKS

A frequency domain polyreference
modal parameter identification method
has been developed and implemented in a
mimi-computer environment. Based on
the above discussion of the theoretical
fornulations, algorithm and application
examples, this new method shows some

A
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Fig.8 Comparison of Measured and
Synthesized FRF (1Z-1Z)
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Fig.9 Comparison of Measured and
Synthesized FRF (12-34Z)
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inherent advantages. Common to other
multi-input/multi-output methods, some
of the advantages are:

(1) The ability to extract an accurate
and consistent modal data base by
simultaneouly processing multi-
input/multi-output FRF data sets;

{(2) The elimination of parameter
combination schemes for building
a composite modal model with
respect to different reference
locations;

(3) The ability to determine very
closely spaced and repeated modes.

Compared to time domain methods,
this frequency domain technique has
some importaat features:

(1) Further reduce user interaction
and judgement, because there is
less need to distinguish between
computational and actual modes;

{2) Further increase the accuracy of
the estimation by direct using
FRF data, eliminating the "time
domain 1leakage" error source
introduced by the inverse Fast
Fourier Transform;

(3) Have the flexibility of choosing
measured FRF data, such as band
selection, frequency domain
weighting function, and FRF data
with unequal frequency steps.
The frequency domain polyreference
method shows promise for use with
future multi-input digital swept
sine excitation techniques, which
may become attractive since all
channels ¢'n be sampled
simultaneously and processed in
parallel, and the time required
for FRF measurements can be
reduced drastically [9]).

ACKNOWLEDGEMENT

The vesearch project of frequency
domain polyreference modal parametar
identification was accomplished in the
Structural Dynamics Research Lab (SDRL)
at University of Cincinnati. The
authors wish to express their thanks to
Dr. David. Brown, Director, and Dr.
Randy Allemang of UC-SDRL,

18

REFERENCES

i1

(2]

131

141

(5]

(6

(71

18]

191

Allemang, R., Rost, R., Brown, D.
"Multiple Input Estimation of
Frequency Responce Fanctions ¢
Excitation Considerations”, ASME
Paper No. 83-DET-73, 1983

Vold, H., Rocklin, T.

"The Numerical lmplementation of a
Multi-Input, Modal Estimation
Method for Mini-Computers", Proc.
of lst International Modal Analysis
Conference, pp.542-548, 1982

Juang, ]J.-N., Pappa, R.

"An Eigensystem Realization
Algorithm for Modal Parameter
ldentification and Model

Reduction”, Journal of Guidance,
Control, and Dynamics, Vol .8, NO.S,
Sept .Oct. pp.620-627, 1985

Leuridan, ]J. and Vold, H.

"A Time Domain Linear Model

Estimation Technique for Grobal

Model Parameter ldentification",

Proc. of 2nd International Modal

?n;iysts Conference, pp.443-451,
9

Brown, D. et al.

"Parameter Estimation Techniques
for Modal Analysis", SAE Paper No.
790221, 1979

Zhang, L.-M., Kanda, H., Brown, D.,
Allemang, R.

"A Polyreference Frequency Domain
Method tor Modal Parameter
Identification", ASME Paper 85-DET-
106, 1985

Smith, B.T., Boyle, J.M. et al.,
Matrix Eigensystem Routines -
EISPACK Guide, SpringerVerlag,
New York, 1976

Garbow, B.S., Boyle, J.M. et al.,
Matrix Eigensystem Routines -
E1SPACK Guide Extension, pp.69-76
Springer Verlag, New York, 1977

Hamma, G., Smith, Stroud, R.

"An eraluation of Excitation and
Analysis Methods for Modal
T;:étng". SAT Paper No. 760872,
197




doadidd RS, % B Sty T - S S NI S AR

|
g

Discussion

Mr, Eving (Imperial College of Science and
'l'echnolggy_): How many excitation points or how
many columns of the response matrix were
measured for the circular plate?

Mr. Kanda: Six reference points were tried, but

the data were actually corrected using the
hammering technique.

Mr. Bwins: So, you used six times 36 frequency

responses?

Mr., Kanda: VYes.




MODAL PARAMETER IDENTIFICATION USING

ADAPTIVE DIGITAL FILTERS

B.H. Wendler
Engineering & Test Division
TRW Space & Technology Group

Redondo Beach, CA 90278

Recent advances in the use of adaptive digital filters has
shown promise in their application as stochastic models of
dynamic structures. Certain classes of digital filters allow
modeling the structure as a set of Z-transform filters. The
filter model can be analyzed using Z-transform methods for
frequency, damping, and modal residues to define mode shapes.
The Auto Regressive Moving Average (ARMA) filter formulation as
selected for study. A closed solution for computing the ARMA

residues is demonstrated.

INTRODUCTION

Many dynamic structures require
some kind of experimental characteriza-
tion to validate a dynamic model or
design capability of the system, In
general, normx! modes of the system are
desired where each mode is orthogonal to
each other with respect to the inertia
cf the system. This implies that the
modes form a linear independent set for
describing the structure. Various
techniques have been introduced over the
years to accomplish this. Techniques
have focused on using a Fast Fourier
Transform (FFT) processor to describe
transfer functions of the structure or
sine dwell techniques which can adjust
the force patterns on the structure to
mechanically isolate a mode at reso-
nanca, Various papers in the literature
discuss random normal mode testing [1-3]
or sine dwell testing [4-5], each of
which have merit and varying complexity
in their application. Results from
using various types of techniques have
shown some nonduplication of results for
the gama structure [6].

The need for accurate estimates for
model parameters is also being driven by
new processes being introduced to update
analytical lumped parameter models by
various techniques. The following
equation demonstrates that if the
residue (R) and the damped frequency Wy
are known, then the stiffness for a
one-degroe-of-freedom system is simply:

k = =3 (ug/2R)

21

where
i =1

For accurate multi-degree-of-freedom
estimates, accurate estimates of the
structures residues are required [7].
Residues are usually normalized against
some value and presented as modal
coefficients in almost all the com-
mercially available modal tes:ing
systems.

These issues keep advancing the
modal parameter identification state of
the art. Recent applications with
digital adaptive filters for identifying
structural characteristics have been
successful in determining system
stability and divergence properties
[8=10]. The filters were considered
adaptive in that as the poles of the
system moved, the filter coefficients
changed to reflect the current system.
Figure 1 is an overlay of power spectral
density plots using the FFT approach and
a lattice filter adaptive model. The
filter model was analyzed for its poles
(frequency and damping) and accurately
identified a high frequency aileron mode
suspect of being a flutter mechanism.
Actual test results have successfully
shown that pole information can be
determined from the time difference
equation modeling approach., Complete
characterization of a dynamic structure
requires pole and residue information,
An investigation was initiated to
determine a scheme to solve residues
using the difference equation modeling
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approach. A closed form solution for
residues was derived from this

; investigation, Y, = & bx . - I Y (1)

22 n-y
This paper summarizes the theo- e re

retical approach and some preliminary

results from the approach. Frequency,

damping, and residue data then form a

systew characterization of a dynamic

structure in a nomenclature familiar to

M = order of zeroes
N = order of poles
bkaL- linear coefficients

ANALYTICAL APPROACH

\

*

A i

. a structural dynamicist.
3]

\

5.

)

The formulation for the direct
computation of modal residues from
rational function transfer functions
follows. Many deterministic discrete
time-processes in practice can be well
approximated by a rational transfer
function model [l1]. One of the most
general linear modals is the auto-
regressive moving average (ARM:) model.
Here the driving input sequence {x } and

output sequence {Y can be modeled by
the linear differefce equation:

W A Y QM T < e GG N S S ','_'.'..
A S 0 5 S AN A

The difference equation r 1 be written
as a system function via 2 2~transform
technique, The ARMA function is
rational fraction series as:

H -
I b,z
k=0 3
N -
1+ a z
2=l

k

H(z) = (2)

L

For lightly damped structures, the
order of zeroes equals the pole order




where M=N. Then the transfer function
in the Laplace domain can be written as
a summation,

*

M Rk Rk

k=1 k
where
5, = Laplace root = e, 4+ jud
Rk = residue
v, = natural frequency

wg = damped frequency
indicate conjugate

-
[}

viscous damping
The denominator of Eq. (2) multiplied by
z ', can be written as a complex

polynomial equal to the product sum of
its roots:

M
zM o [1 + I

where

M

akz-k] = El (z-z,) (4)

z, = roots of the series

Also the Laplace descriptor in the
2-transform rational fraction expansion
is:

s =11,

1n(z) (5)

where

T = sampling period

Therefore substituting Eq. (5) into (3)
and setting the left hand (LH) rgsu tant
equal to Eq. (2) multiplied by z /z,
then substituting the LH side
denominator by Eq. (4), the resulting
equation is:

K
M-k ®
L bz K R R
k=o ©~ .7 3 3 +
M Inz<lnz Inz-lnz*
k=1 Kk Kk
n (z-zk)
k=l (6)
or
M
% L bkzM 3 =
k=0

+ (%)

M Rk (z-zl)....(z-zk)....(Z-ZM)]
1nz-1lnz

- - Y
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Setting the variable z to zi to solve
for a particular residue, it can be
observed that all residues, other than
R, at k=i, drop out of the formulation
(Ehey are multiplied by (zk-z¥) in the

numerator). This leaves Eq. (7) with:
M
1 M-r
T : brzk (7)

r=0o

= R

k(zk'zl)‘ limit

z-z
k
<;nz-1n%)""(zk Zy)
z+z)
To solve the fraction in Eq.
approaches Zy note:

(7) as z
limit z-2, limit d(z-zk)/dz
d(lnz-lnzk)/dz
(9)

Wt r—— R
z+2, lnz-lnzk z+z)

lehu

k
Therefore the residue R at i=k equals:

M
I M-r
r=0 br Zy

R (ERCTT PR ) e EREE )

1
== (10)

k

Eq. (10) shows how the residues can
be solved directly by knowing the moving
average filter weights and the pole
roots. Further the residues do not have
any influence from other residues giving
theoretically an uncontaminated
estimate.

The autoregressive formulation (AR)
is similar where it can be shown that:

2 M
g z
Ry = [0 FE P e Eerm) (11)

where

oz = Mth order predictor error

A variety of numerical schemes
exists for solving the model order and
the linear coefficients [11]., A simple
least squares approach was utilized for
this paper. An adaptive formulation

could have been used where nonstationary
phenomina are expected.

EXPERIMENTAL INVESTIGATION

Use of a digital filter stochastic
model has several advantages. Properly
used, they are a noise separation
process where harmonics are identified

r .
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out of signal with random noise. Unlike
FFT or other time averaging processes
which try to minimize noise, the AR and
ARMA processes can run the risk of not
modeling certain weaker harmonics or
introduce noise roots into the model.
System order then can be important. A
popular way to determine the system
order is to observe the AR predictor
error for convergence, Since the model
does not improve after all the harmonics
are identified, then the order can be
observed,

For this paper, the number of roots
were limited due to computer size,
therefore, a simple visual check of the
fit of the ARMA or AR PSD to an FFT PSD
was utilized. It is important to note
that the FFT process does not always
produce a true PSD, thus its application
was not for a standard, just a data
point.

The experimental data base con-
sisted of vibration response data from a
FLTSATCOM spacecraft modal test. Figure
2 shows the spacecraft mounted to a
large inertia mass. Modal testing
called for both random and some dwell
test using multiple shakers for input.
Modes were checked for orthogonality
with respect to the inertia matrix.
Results of the test are documented in
Ref. [3]. 1In general, all the modes
below 40 Hz had excellent orthogonality
(less than 10% off diagonal terms). The
residue and pole data form a reliable
data base.

Fig.

2 - Spacecraft installation at
the test site
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A separate mini-run was made with
an initial four shaker setup using one
shaker for random excitation and mea-
suring 8 key reference locations. Data
were digitized at a 256 samples-per-
second rate. Over 30,000 samples per
channel were collected along with the
force input.

Digitized data were reduced via an
experimental program designed to solve

for the rational function linear
coefficients using least squares where:

MX(o)- X(-1) - Y(-1)
Xx(1l) X(o) - Y(o0)-
(vl = - : R P (12)
X(P-1) R
Fb -
o .
bh yo
el ={.a p vk -
: yP-1
-a
m
L )

P = number of data samples used

The least squares is any
simulataneous solution for {c}:

{z}

The pole series was then investi-
gated for its root by writing the
coefficients into an M order upper
Hessenberg matrix and using the QR
algorithm [12], Poles are solved in the
Z plane and transformed into the Laplace
domain with a direct solution. The
closed formed solution for residues in
Eq. (10) was used once the poles were
known. A standard FFT butterfly
algorithm was used to form frequency
response functions.

it i e} = " (13)

Figure 3 is a magnitude plot of the
transfer function for response 16 over
the random source. Response 16 has some
of the largest responses out of the
eight accelerometers monitored. The
figure overlays the FFT periodogram with
the ARMA PSD estimate. Some peaks match
well, other have discrepancies in
describing the peaks. Eleven averages
were used to form the periodogram. The
same amount of data were utilized with
the ARMA model., ARMA modeling focused
on the 32 Hz and below area (1/2 fpax
from the decimated sampling rate). The
roots are listed in Table 1 showiag the
two closely spaced modes at 16.9 and
17.2 Hz.
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TABLE 1
Residue Listings for 8 References Transducers
Mode Frequency Damp Modal Residues
No. (Hz) $C/CR #9 #10 #11 #12 #13 #14 #15 16
1 16.91 0.75 -.025 .001 -,193 -,099 -.333 -.019 .048 1,000
2 17,26 1.38 . 265 .001 .131 .365 -.001 .445 .031 1,00
3 21.18 0.53 .0 .0 .177 .073 .065 =-.115 .305 1,000
4 24,18 0.28 -.262 .205 .308 .140 1.0 -.933 .270 .785
5 25,01 0.47 -.128 =-,030 .242 -.099 .036 . 355 .330 1.000
6 25.49 0.81 -.113 .078 -,147 .464 .023 .122 .132 1.000
7 26,24 0.68 -.145 .001 -,037 -.104 -.047 -.064 .078 1,000
8 27,21 0.81 -.451 -,726 .252 -,687 -1.0 -.565 «256 .200
N
N 9 28.24 0.87 .517 .039 .569 =-,427 -.017 .118 1.000 712
J
10 28,90 0.73 .158 .003 -.125 -.076 .040 .043 -.402 1.000
11 30.83 0,27 .064 .,002 -,054 1,000 -,073 =-.152 .001 -.004
1
4
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Fig. 3 - Magnitude transfer function plot for response 1§
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Also listed in Table 1 are the
residue results for 11 modes identified
by test between 15 and 31 Hz. Modal
results are listed for the polyreference
[13] approach using burst random. Poly-
reference results were spot checked by
sinedwell test and found to be accurate.
Table 2 lists the results using the QR
algorithm to solve for the roots and Eq.
(10) for the residues. Frequency and
damping estimates compare favorably with
those in Table 1. For weakly excited
modes, a convergence on a root did not
occur, thus no residues were solved for.
Mode 3 was a relatively well excited
isolated mode and the modal coefficients
compare favorable for that condition.

Another run at calculating the
residues was made by forcing the poles
in Eq. (10) to equal those solved for in
Table 2. The numerator weights in Eq.
(10) were reestimated with tne asso-
ciated poles. Residues for each root
were then tabulated for Table 3,

Results again were inconclusive for the
higher modes, however, the lower modes
compare favorably. It was noted that
the resulting autoregressive filter
weights were all positive when the roots
were set to the 11 values in Table 2,
whereas the original coefficients for
the responses include several negative
weights.,

CONCLUSION AND RECOMMENDATIONS

Modeling via a difference equa-
tion/adaptive digital filters is under-
going extensive research by linear
systems researchers. Several algorithms
exist even for the ARMA model used in
this paper. The poor consistancy of
residue estimates for the higher fre-
quency modes shows the modeling order
needs to be larger than 17 conjugate
pairs for 11 actual mode pairs and that
an algorithm with strong LH plane (poles
with frequencies greater than fpax
divided by 2) estimation capability
would have been desirable in this case.

Results prove tnat a closed form
solution for residues from a rational
function exist. Transfer functions can
be matched using a rational function,
and accurate estimates of frequency and
damping can be made even for closely
spaced modes which require multishaker
applications to currently identify.

The issues suggesting use of a
digital filter stochastic model are
vastly different than those using the
complex exponential via an FFT process.
Little in the use of a digital filter
has been published by mechanical system
users. This paper attempts to show the
feasibility of the concept and although
the concept was not validated, the

TABLE 2
ARMA Data with 34 DOF Model 64 Samples/Second

Mode Frequency Damp

Modal Residues

No. (Hz) $C/CR #9 $#10 $#11 $#12 #13 #14 $#15 $16
1 16.96 .85 = = -.220 .309 -.242 -.010 .,016 1.0
2 17.23 1.75 . 246 .002 .050 «526 = +379 = 1.0
3 21.20 0.56 .037 0.0 .182 074 065 =-.199 332 1.0
4 24,20 0.73 -.209 0.0 1.0 105 -.136 .689 = 142
5 25.06 0.76 -.504 - 1.0 = = .198 .394 =
6 25.55 0.97 = .169 = 1.0 = = = =
7 26.33 0.98 -.169 - = = .004 -.113 < 1.0
8 27.16 4.26 = -.033 = -.695 -,167 - 1.0 -
9 28.05 1.42 = = 1.0 = = = = =
10 28,83 0.53 -.558 = = .426 .075 070 -.472 1.0

11 30.78 0.95

-.274 1.0 -.087 =-.149 .102
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TABLE 3
ARMA Model with Fixed 17 Conjugate Root Pairs

Mode Frequency Damp Modeal Residues

No. (Hz) $C/CR #9 #10 #11 $#12 #13 #14 #15 #16
1 16.9 0.85 -.004 .001 -.,162 -.070 -.305 =-.010 051 1.0
2 17.2 1.7 .226 -.002 +109 .296 =-.033 .366 027 1.0
3 21.2 .56 -.OéO .008 «190 .038 .030 -.176 .484 1.0
4 24,2 .74 .118 -.043 194 +125 .160 =-.021 =-,189 1.0
5 25.1 .73 170 -.010 .158 .208 .190 .084 -.,202 1.0
6 25.5 .98 .213 .032 .091 .278 .225 .185 -.184 1.0
7 26.4 1.0 .163 -.023 .191 .181 .174 .049 -.216 1.0
8 27.2 4.2 «215 =-.014 + 205 «239 .187 112 -.286 1.0
9 28.1 1.4 .125 =-.024 .168 .167 .181 .015 -.171 1.0
10 28.8 .56 .036 =-.187 .446 .139 +155 =-.243 ~.480 1.0
11 30.8 .95 .173 =-.053 . 287 174 .170 .018 =-.298 1.0

feasibility was demonstrated. Further
research into the mcdeling accuracies
using a complete data base of a properly
instrumented structure needs to be made.
Then orthogonality can be estimated to
check the line' r independence of the
modal estimates of each mode, Work is
progressing on using other formulations
of the rational function where the poles
are initially estimated, then the moving
average coefficients adjusted. This
enables a residue to be estimated on
every root and transfer function of the
system.
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SAFE/DAE: MODAL TEST IN SPACE

T. E. Nesman and D. K. Reed
Marshall Space Flight Center
Huntsville, Alabama

INTRODUCTION

In September of 1984, NASA performed a
series of experiments on orbit with a iarge solar
wing attached to the Space Shuttle orbiter.
These experiments, the Solar Array Flight
Experiment (SAFE), mark the first tests of a
large space structure in space. Extension,
retraction, and dynamic tests had to be per-
formed in space due to the fragility of the solar
array. Due to the extendable and retractable
design of the solar array, accelerometers and
associated wires could not be used; therefore,
remote sensing, the Dynamics Augmentation
Experiment (DAE), was added to the SAFE pro-
gram. The DAE uses a remote sensor based on
star tracker technology to measure the dynamic
response of the solar array. The DAE sensor
tracked 18 targets on the solar array during
free-decay response to a transient excitation.
This paper is an overview of the SAFE/DAE,
highlighting analysis results from the remotely
sensed data, Modal parameter estimates from the
remotely sensed data were computed using the
complex exponential and polyreference tech-
niques.

BLANKET =

EMITTER
REMOTE SENSING
RECEIVER

TEST ARTICLE DESCRIPTION

The primary objectives of SAFE were to
demonstrate extension/retraction of the solar
array and to verify electrical, thermal, and
dynamic characteristics. The solar array main
components are a blanket and mast. The mast
and blanket are joined together only at the top
and bottom of the mast as shown in Figure 1.
The mast is made of three fiberglass longerons
which’ are held together with battens and cross-
ing tension wires. The niast can be extended
and retracted by coiling it into and out of a
cylindrical canister, Figure 2. The blanket is
constructed of thin plastic (Kapton) hinged
panels. The solar array blanket can extend to
105 feet in length or can fold "accordion-like"
into a box 7 inches high. For this mission,
only a few top panels held active solar cells;
the rest of the blanket held aluminum sheets
decigned to simulate the mass and thickness of
solar cells. The array could be extended to
70 percent or 100 percent of its full length,
i.e., 71 feet or 105 feet, respectively.

RETROREFLECTOR TARGETS

DATA PROCESSING
& RECORDING
INSTRUMENTATION

Figure 1. SAFE dynamics augmentation experiment.
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MAST DIAMETER 36.6 CM (144 1N)

Figure 2. Solar array extension mast.

The DAE primary objectives were to deter-
mine the solar array's dynamic characteristics
using remote sensing. A remote sensing system
was developed by Ball Aerospace for NASA. The
DAE consisted of 18 "pop-up" targets on the
mast and blanket, infrared lasers to illuminate
the targets, a sensor that "looked" at the tar-
gets, and the supporting electronics to track
18 targets and digitally record their displace-
ments on magnetic tape, Figure 3. The target
positions before the first dynamic experiment,
DAE 1, are shown in Figure 4, Target motion
was recorded in two directions parallel and
laterally perpendicular to the longitudinal axis
of the orbiter. Sensor operation was limited to
the dark side of an orbit because of the sun-
light, earthlight, and associsted reflections.

PROCEDURES AND RESULTS

Testing

In January of 1984, performance tests of
the senscr were run at Marshall Space Flight
Center. These tests verified the target "zones
of operation,” target tracking accuracy, and
the sensor's dynamic range. After these tests,
the acquired data had to be converted into a
format compatible with our software. The solar
array was flown on STS-41D, which lifted off
in the morning of August 30, 1984. The solar
array went through a rigorous schedule during
missicn 41-D. The solar array extension and

30

retraction history pertaining to the DAE is shown
in Table 1. Six DAE tests were conducted over
three days: one out-of-plane, two in-plane, and
three multi-modal. These tests are named for
the type of motion the excitation is to produce:
out-of-plane, motion out of the plane of the
blanket; in-plane, motion in the plane of the
blanket and; multi-modal, this test was designed
to excite as many modes as possible. All DAE
tests were performed on the dark side of an
orbit with the solar airay at 70 percent deploy-
ment (orbiter safety required 70 percent deploy-
ment for dark side dynamic testing). Each test
consisted of a quiescent period; then commands
to start the sensor and recorder; next, excita-
tion using the orbiter vernier reaction control
system (VRCS); and last, the free-decay
response of the array. The thrust time his-
tories are superimposed on target responses for
three of the six DAE's in Figure 5. Short
duration pulses of the VRCS were intended to
excite the array and to leave the orbiter in a
favorable attitude and stable orbit. Overall
operation of SAFE was very successful. The
only structural variation noted was a slight
twist of the array upon deployment, and the
blanket curved slightly about the mast during
the dark side of the orbit. After the flight,
the tape recorders were returned to MSFC for
data processing and format conversion. Post
flight analysis revealed the sensor package
worked better than expected. The twist in the
array moved a few targets out of their zone of
operation, but this deviation did not prevent
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Figure 3. Dynamics augmentation experiment.

the sensor frem tracking all targets successfully.
Modal parameters were estimated from the target
displacement data.

Measurements

Modal analysis is typically performed using
acceleration responses. This is particularly
useful when modes encompassing a relatively
wide frequency range are sought. The accelera-
tion amplitude of higher order modes will be
maintained while the displacement amplitude is
severely attenuated. Because of the remote
e, R Ny [ sensing requirement, displacements were mea-
P AT ] sured for the DAE modal analysis. Three x and
y displacements of target 19 are shown in Figure
5, where x is out-of-plane, y is in-plane, and
the units are centimeters. The thrust time
histories in Figure 5 are reconstructed from
telemetry data, however, the pulse amplitudes
are not shown to scale and the duration and
occurrence of each pulse is approximate. These

Figure 4. Target numbers (1-5 represent
base of array).

TABLE 1
Solar Array Extension/Retraction History

Event Date Excitation excitations were executed manually by the astro-
Extend nauts. Due to the manual excitations, pre-test
ey underestimation of array damping, and thruster
g:tliatl:t Sept. 1, 1984 Rutaut e constraints to minimize orbiter rotation, the
Extend optimum levels were not obtained. This is par-
. ticularly obvious from the in-plane or y-direction
g:g 2 g:p:. g' }gg: Ilwnu_l;ilal:‘l‘:dal where the free-decay response levels are close
DAE 4 Segt. 2. 1984 Multi-Modal to the quantization level of the DAE sensor.
g::::? The sensor was placed at the base of the
q array to minimize ranging errors, therefore,
g:g : g:p:- g‘ }gg: IlVlnu_llt’;al:'llgdnl target displacements were obtained in only two
Retract pt. directions. The modal analysis is therefore

performed under the assumption of negligible
longitudinal motion. An additional constraint
N was that the input force would not be measured.
~ All measurements on the structure, therefore,
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must be obtained simultaneously to preserve
both the amplitude and phase with respect to

each measurement.

Complex Exponential Technique

The complex exponential parameter estima-
tion technique providea frequency and damping
values for one excitation. Thia technique "fits"
the complex exponential form of the impulse res-
ponse function uaing the method of leaat squares.

The software used for the analyais of the
solar array data was developed by University of
Cincinnati {1] for use on the HP5451C Fourier
Analyzer. The input typically requires a fre-
quency response function (FRF) at each response
point. The inverse Fourier transform of each
FRF ia curve fit using the complex exponential
algorithm to provide eatimatea of frequency and
damping. The reaiduea are determined in a con-
ventional manner, i.e., from the leaat squares
curve fit of the FRF.

AP o bl &

"’.' -'K

O Ay
?

<.




Since the excitation is not known, the
solar array data was analyzed by substituting
the Fourier transform of the free decay response
of each measurement for the FRF. In this case,
the impulse response function is replaced by
the free decay response of the solar array. The
residue estimates are obtained from the Fourier
coefficients of each response.

Using the complex exponential technique,
four out of the first five mode shapes were
obtained. Figures 6 through 9 show the first

out-of-plane bending, first torsion, second S T e
out-of-plans bending, and second torsion of the Pl g e e =
cantilevered solar array. The in-plane bending . MRS T

modes were not detected in the response data. Figure 9. Second torsion. :

Palyreference Technique

The polyreference technique is an advanced
algorithm developed by Vold et al. [2] and is
similar to one that is used by Ibrahim [3]. It
has been shown [4] that both the complex expo-
nential and the Ibrahim technique are special
cases of the polyreference technique. ihe
details of these algorithms are explained in the
literature; however, some important points are
included in the following.

MCEZCE Similar to the complex exponential tech- E
lrstmecy 900 e {reme s ret ot .y nique, this algorithm makes use of the unit
impulse response or free-decay response time
Figure 6. First out-of-plane bending. history. In this case, however, responses from

several locations on the str-cture and from
multiple excitations are used simultanecualy to
extract modal parameters. For modal synthesis,
modes relative to any exciter location are com-
plete and equally accurate. Each mode is scaled
to 8 unit impulse st the corresponding excitation
point. In the case of the solar array on-orbit
displacement data, the scaling is superfluous.
Since the excitstion tor each DAE is not mea-
sured, the free-decsy responses are combined
to form modes whose amplitude depends on the
response only. .

T TR T TR

The polyreference technique is useful

81 e g

Jraeourncr  omn me | et e i when closely spaced modes or repeated roots
are encountered. Also, when analyzing linear
Figure 7. First toraion. systems, this technique will help overcome noise

when free-decsy response data is used. The
polyreference algorithm could not be applied to
any combinatin of DAE'a, because the frequen-
ciea and damping varied significantly from test
to test.

Nonlinear Analysis

SR TV W T AEEERT T T A

Detailed analysis wss required to determine
the nonlinear behsvior of the solar array. The
free-decay response time history of each mea-
surement could not be analyzed as a complete
record because variatiuns in frequency and
damping were noticed from beginning to end.

-

rmaaice 1o om f o rom e Piece-wise linear analyses were performed by
~SSHeRE PSICLRCIENE S b assuming frequency and damping do not change
Figure 8. Second out-of-plane bending. significantly over a short time. Several differ-

ent analyses of this type were performed to
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describe the nonlinearity throughout the free-
decay response time history.

One way to illustrate the nonlinearity is
using frequency spectra, By weighting a por-
tion of a time record and then Fourier trans-
forming, the frequency wvariation is shown as
the weighting window is moved across the
response time record. Superimposing these
spectra, we see the frequency shift increase as
amplitude decreases (Figure 10).

NORMAL 1280 AMPLITUDE | OAL! BUT-OF-PLANE *
1.0 v T T r T v v r T T Jrmtoursey 980 Wg | IOV Tie. FRSY V105 PME BENRING
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.. <
$ 1
4l
s / ;E\
' / R N
o v 3 !
l /' I /A‘ ./ .'h o .
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(-] .&z““.u o8 08 0 .12 [ | S R ..} ’::z:_a -w:‘ - LW
Figure 10. DAE 1 target 6X spectra. (b)
Consider now curve fitting in the time Figure 11, First out-of-plane bending.

domain, By teking a short portion of a time
record, a least squares complex exponential
curve fitting technique will provide estimates
of {requency and damping, and by fitting all
of the measurements together, a global estimate
is obtained. This can be repeated across
selected time periods of the records to map
changes in frequency and damping. A modified
version of the polyreference software was
developed by the University of Cincinnati to
restrict analysis to a selectable portion of the
response time record. This technique was
applied to portions of individual DAE response
time records to obtain frequency and damping

estimates. There is a trade-off between {re- A U TpTTTre :
quency bandwidth and time resolution for this Ba = =S
type of analysis., A review of the mode shape (a)

variation with frequency variation shows only
slight changes in shape that can most probably

‘ be attributed to noise. Two modes are {llus-
r. trated in Figures 11 and 12 where the frequency
A has changed, but the shape is essentially the

same, Modal analysis of the DAE data prnduced
the parameter estimates in Table 2. The
algorithms used in the analysis sometimes over-
estimate damping with noisy data, howevar, the
values in Table 2 were consistent with "logarith-
mic decrement”" and "hslf power point" damping
estimates. Damping decreased and frequency
increased as the response amplitude decreased.

This is not unusual for structurea ¢f this type PRSI Mo ermremor——
where the impact of joints cause increased —
a damping and preload causes a frequency shift. (b)

Figure 12. Second out-of-plane bending.
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TABLE 2
DAE Parameter Estimates

Mode Frequency Hz Damping Description
1 0.059 - 0.071 12 - 1.5% Out-of-Plane First Bending
2 o = In-Plane First Bending
3 0.089 - 0.098 6- 1% First Torsion
4 0.120 - 0.140 4-1% Out-of-Plane Second Bending
5 0.172 - 0.210 2.4- 1% Second Torsion
CONCLUSIONS The nonlinear bchavior of the solar array is

Remote Sensmng

One of the objectives of the DAE is to
determine if remote sensing can be adapted to
on-orbit dynamic testing of large space struc-
tures (i.e., space station, space platforms,
large antennae). Advantages of this type of
measurement system are: (1) very little mass is
added to the structure being tested (low
frequency/small amplitude accelerometers gen-
erally have large mass; (2) no contact between
structure and sensor (i.e., no accelerometer
wires) - this was a key issue for the SAFE;
(3) the sensor was quite accurate (1 mm reso-
lution). Limitations of the DAE sensor are:

(1) sunlight, earthlight, moonlight and asse-
ciated reflections would confuse the sensor;
(2) only measures deflection in two directions;
(3) this particular remote sensor required pre-
flight target locations with respect to the sensor,
whereas these target locations were stored in
firmware, not easily changed. Considering the
limitations of the DAE remote sensor and the
relatively small deflections of the solar array,
the data are quite good. The data have very
few dropouts and no known nontarget reflec-
tions.

Solar Arraz

The SAFE solar array is an interesting
structure for modal analysis. Four modes were
successfully extracted from the remotely sensed
data. Distinctive features of the solar array
are:

1. Large and flexible.
2. Very low natural frequencies.
3. Nonlinear dynamic characteristics.
4, Thermal sensitivity.
5. Retractable and deployable.
This structure is typicai of future large space
structures in some ways. Remote sensing and

modal analysis in space may be required to
verify analysis for many of these structures.

probably typical of future large space struc-
tures. Thermal sensitivity of the array serves
as a reminder of the harsh environment in
space that can significantly affect structural
dynamics.
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Discussion

Voice: Did both the frequency and the damping
shift with time?

Mr. Nesman: Yes.

Voice: How do you explain the changes in
damping?

Mr. Nesman: The damping was related to the
amplitude of the excitation. Each test did not
excite the same amount of response, However, if
you line up the amplitude and the damping from
test to test, there is a correlation. For
example, on the first test the amplitude was
almost 20 centimeters peak-to-peak, initially.
On the third test it was only about five
centimeters peak-to-peak. Well, if you went on
the first test to where the amplitude was about
five centimeters peak-to-peak, and computed the
damping around there, you would get the same
answer as you did on the third test, or close to
it.

Voice: Could you tell us a little more about
the wobbling of the array?

Mr. Nesman: All of these tests were on the dark
gide of an orbit. Photographs of the light
side, when it was in the sun, showed the array
was flat. When it was on the dark side, it
curved.

Voice: No one knows why?

Mr. Nesman: I don’t know why. Nobody has
satisfactorily explained it yet.

Voice: Was it thermal curvature?

Mr. Nesman: It {s thermal. However, that
should have been anticipated, in my mind, but it
wasn’t. It still hasn’t been explained
adequately.
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TESTING TECHNIQUES

RANDOM VARIATION OF MODAL FREQUENCIES -~
EXPERIMENTS AND ANALYSIS

Thomas I..

Paez

Linda J. Branstetter
Danny L. Gregory

Sandia National Laboratories
Albuquerque, NM

When a mechanical
environment it

to know

characters. The modal
basic system properties
analysis. Frequently,
is random,

randomly. This

of experiments

system is subjected to a dynamic
executes dynamic
character of the response depends on the features of the
excitation and the structural system parameters.
to predict the structural system response, it is necessary
both the excitation and

frequencies are

and are often used in dynanic
one or more structural parameters
and this causes the modal frequencies to vary
investigation shows how random variation
ii. modal frequencies can be estimated using a combination
and analysis.
nunerical examples are presented.

response, and the
In order

structural system
among the most

One experimental and three

Introduction

The purpose of dynamic structural
analysis is the prediction of system
response. Before a structural analysis
can be performed the parameters
describing the characteristics of a
system and the loading on the system
must be known. 1In many situations, the
analytically or experimentally deter-
mined modal charac-eristics of a
structure are used .o perform a dynamic
analysis. Regardless of the type of
analysis performed, correct prediction
of response depends on accurate deter-
mination of the system parameters. 1In
the case of modal analysis the para-
meters of interest are the modal
frequencies., Response is particularly
sensitive to these frequencies when the
excitation signal content varies rapidly
with frequency. 1In other applications,
frequency shifts are often used as a
diagnostic tool in evaluating structural
damage. In these cases measured change
in modal frequencies must be attributed
to either inherent structural randomness
or actual damage, In view of this, it
is important to understand and
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accurately account for factors that
affect variation in modal parameters.

Experiments have shown that the
modal frequencies of structures vary
randomly. Specifically, experiments
with nominally identical structures and
experiments with a single structure
tested at different times show random
variation in modal fregquencies., Some
sources that cause this random variation
are variation in material properties,
variation in the character of internal
joints, randomness in structural
dimensions, and variation in boundary
conditions. These random variations may
be incorporated in a dynamic analysis as
randomly varying structural parameters.
It is desirable to statistically
characterize these parameters,

The purpose of this investigation is
to establish an analytic technique for
the estimation of the second order
statistical moments (mean, variance,
covariance) of modal frequencies when
one or more underlying structural
parameters are random variables. (The
moments of the underlying random
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variables are assumed to be known from
experiments.) The results of a simple
laboratory experiment are summarized to
show that the analytic technique yields
accurate results in a particular case.
The analytical investigation summarized
here shows that the moments of modal
frequencies can be defined in terms of
some simpler measure of structural
characteristics. For example, in the
experiment, the mean and variance of the
fundamental fregquency are defined in
terms of the mean and variance of a
structural stiffness parameter. The
advantage in having this capability is
that in many situations, it is relativ-
ely easy to find the moments of a simple
structural parameter experimentally
(possibly through static experiments).
These moments can be used analytically
to establish the moments of the modal
frequencies. In many situations it is
difficult to establish the mean and
variance of modal frequencies without
using such an analytic technique, and
it is always more difficult and time
consuming to find modal frequency
moments from experiments alone.

Other investigators have studied
parts of this same general problem. 1In
particular, several applied mathematics
studies have considered the random
eigenvalue problem. These studies have
sought to establish the probability
distribution and/or moments of linear
systems. Reference 1 pursues the type
of investigation in a general mathe-
matical framework; references 2 and 3
pursue the problem in a structural
engineering framework. It appears that
no experimental investigations have
considered the random variation of modal
frequencies.

The following section shows how the
second order moments of a structural
system can be evaluated approximately.
Then some examples are presented. The
first example shows the results of a
sequence of experiments in which the
fundamental frequency of a cantilever
beam is evaluated repeatedly. The
fundamental frequency varies randomly,
and its mean and variance are estimated
from measured data. In the same
example, the mean and variance 2f an
underlying random variable (kase
stiffness of the cantilever beam) are
estimated from data, and it is shown
that these moments can b2 used in the
analytic framework developed here to
estimate the mean and variance of the
fundamental frequency. Good agreement
exists between the experimental and
analytical results. Two other numerical
examples are presented to show how
random variation occurs in higher modal
frequencies and how random variation
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occurs when more than one underlying
variable is random. Finally, a
discussion and conclusions are
presented.

Analysis of Random Variation in Modal
Frequencies

A complete characterization of the
potential for random variation in modal
frequencies is important because it
establishes a description of possible
levels of structural response. For
example, consider the case where one
mode of a structure is excited, and
assume that the excitation is a
stationary random process. If the
structural modal frequency has an
average value of wy and a range of
likely values spanning the frequency
interval from wgo - Aw to wy + Aw,
then the mean square response of the
structure can vary greatly from one
trial (in which a structure is excited
and its response is measured) to
another. The situation becomes more
complicated when more modes of response
are excited, but an understanding of the
random variation in modal frequencies is
still important.

4 method for estimating the
statistics of the modal frequencies of a
structure is developed in the follow-~
ing. First, consider the deterministic
modal analysis problem. Every struc-
tural system is an assembly of con-
tinuous structural elements. The motion
of each structural system is governed by
a set of coupled, partial differential
equations involving the mass and
stiffness characteristics of the
structure. The unforced form of these
equations can be scived to establish a
sequence of frequencies where the system
will execute harmonic response. These
frequencies are the system wodal
frequencies, and the configurations that
the structure assumes while executing
motion at the modal frequencies are the
mode shapes. Alternately, the structure
can be spatially discretized, or the
partial differential equations governing
motion can be discretized to obtain a
sequence of ordinary differential
equations governing structural motion.
The unforced form of these equations can
be solved to establish the modal
frequencies and mode shapes of the
structure. Whichever approach is
chosen, the modal frequencies are
established (in most cases) by numerical
solution of a transcendental equation or
a pclynomial. The modal frequencies can
be denoted

ri = gi(al»aln---). 1'1,2,3,...(1)
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where g; is a function that cannot
usually be written explicity, even for
simple structures, and the aj, j = 1,
2,..s are the structural mass and
stiffness parameters upon which the
modal frequencies depend. Because the
functions gj in Equation 1 cannot be
written explicitly, the equation must
simply be interpreted as an expression
of the fact that the modal frequencies
can be computed when the structure
parameters are given.

When the mass and stiffness
characteristics of a structure are
random, then the parameters aj, ygeq

in Equation 1, are random variables.

Consider this case and denote the mass
and stiffness random variables Ay, j =
1, 2,..,N. The modal frequencie3 can be
expressed

Fy = g,(A1,A2,...), 1=1,2,3,...(2)

where the frequency variable has been
capitalized to indicate that it is
random. The Fj, i =1, 2, ..., are
random variables because of their
functional dependence on random
variables A3, j =1, 2,...,N. Tha
objective og thxs analysis is to find
the second order statistics of the
Fi. This can be done, approximately,
by writing the gj using Taylor series
expansions about the means of the random
variables Aj. Then Fj can be
expressed

Fi = gi(uI:HZ)"')uN)

N 23g
(AJ-uJ)

(A,-u,)(A - )
- J ") k "k
k a,u,

B Vk
toieey 1=1,2,3,...(3)
where uj is the mean value of the
random variable Aj. When the series
in Equation 3 is truncated following a
finite number of terms, the resulting
expressions can be used to approximate
the moments of the modal frequencies.
For example, when the series are
truncated following the quadratic terms,
and the random variables
j =1,...,N are assumed to be normaliy
distributed, the mean of Fj is
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where 0-2, j=1,...,N, is the
variance of the random variable Ay,
and p jx is the correlation coefficient
between the random variables AJ and
Ax. (Note that pjy = 1.)

The variance of Fj can be
obtained by subtracting the mean from
Equation 3, squaring the result, and
taking the expected value. When
Equation 3 is truncated follow’ing the
quadratic terms, the result is

ak-uk)

N N fog %
V(F,) = (3_1 )(_.i
E j§§£§i da, ay=u, %2y
J Z1KS 12[am_ 33333k a,=u,

°Jk % %
¥k

g
i
(Tqba—m -~ ) 939k P jkP tm

=
am um

+ pJkam + mepkL)) i=1,2,3,...
(5)

where it has again been assumed that the
random variables A3, j = 1,...,N, are
normally distributed, for ease in
computation of the fourth order
moments. The technique developed here
does not depend on the normal distri-
bution assumption: any joint distri-
bution of the A4 can be incorporated

in the moment equations for the Fy.
Finally, the covariances between pairs
of modal frequencies can be obtained by
subtracting the mean values from
Equation 3 and taking the expected
values of products like

(frj, - E[F;, ) (3, - E[Fi, D).

The covariance between the modal
frequencies Fj, and Fj, jg
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1=1,2,3,..
(6)

Some numerical examples presented later
in this paper show how moments likz the
mean, variance and covariance of modal
frequencies given in Equation 4, 5 and 6
can be computed in specific cases.

+ pjepkm + ijok(_):

The moments of the modal fre-
quencies based on Equation 3 can be
evaluated when two types of information
are available, First, it is required
that a method for evaluating the
functions gj and their derivatives be
available. Second, it is required that
the moments of the underlying random
variables, A4, be available. Consider
first the functions gj and cheir
partial derivatives. It is generally
true that the gj functions cannot be
written explicitly. However, when
parameter values, aj, j = 1l,...,N are
specified, Equation™l can be solved
numerically to obtain a modal
frequency. Because of this, it is
possible to numerically approximate the
derivatives of the gj using, for
example, finite difference formulas.
The central difference formulas for the
first and second derivatives of gj
with respect to aj and the second
partial derivative of gj with respect
to ay and ay are,

98y 1
53; |u = Ezg{gi(al,...,aj+ed,...)

-gi(a,,...,aj-ej,...)}
(7a)
g
i 1
53} lu - Ei{gi(a,,.,.,ad+eJ,...)
-2g1(a,,...,ad,...)
+gi(a,,...,ad-ed,...z;b\
/
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EE;E;{gi(a"""aj+€j""’ak+€k"")
J

-gi(a,,...,ad-ed,...,ak+ek,...)

—gi(a,,...,ad+ej,...,ak-ek,...)

+gi(a,,...,ad-ed,...,ak-ek,...)}
(7e)

where €4 and ey are small, positive
increments in the values of A; and

Ak, respectively. FEvaluation of the
derivatives in Equations 7a, 7b and 7c,
requires, respectively, two, three and
four evaluations of gj. The deriva-
tives can be approximated because, as
mentioned above, gj can be numerically
evaluated. Recall that it is necessary
to obtain the derivatives through a
differencing procedure because the
functions gj are not known in closed
form.

The moments of the random
variables, A;, are also required as
input to the calculation of the moments
of the Fj. It is assumed that at
least the first and second order moments
of the A4 are available, and usually,
these would be obtained through exper-
iment. However, higher order moments
are required when terms beyond the
linear ones in Equation 3 are retained.
For example, Equations 4, 5 and 6 were
developed by including quadratic terms
in the expression for Fj, and the
fourth order moments of the Aj were
required in obtaining the results in
Equations 4, 5 and 6. 1In general, when
terms up to degree n are retained in
Equation 3, the moments of the Ay up
to order 2n ar2 required in the
analysis. Higher order moments of A
can te obtained in one of two ways.
First, they can be obtained directly
from the data:; however, higher order
moment. estimates tend to have limited
confidence when they are based on
limited data. Second, when the
probability distribution of the data is
available, the highar moments can be
obtained from the definition and the
statistical parameters of the distrib-
ution. (The parameters can be obtained
from the first and second order
moments.) A typical approach would be
to assume that the data come from a
normally distributed source. This was
the assumption used in obtaining
Equations 4, 5 and 6, and it is an

approach that usually yields reasonable
results,
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One matter not yet considered is
the number of terms retained in the
series for Fj, Equation 3. Several
factors affect the number of terms
retained, but most important, enough
terms must be retained to render the
series, Equation 3, an accurate
approximation of gj. The accuracy
of the approximation is especially
important cver the range of the most
probable values of the random variables
As. Further, the number of terms
retained determines the order of partial
derivatives of the function gj that
must be approximated and the order of
the moments of the Aj that must be
estimated. Estimating higher order
moments of the Aj may not be a
problem, but approximating high order
derivatives of the g; may be a problem
especially if the numerical evaluation
of gj is a time-consuming process.

For this reason, the series of Equat.ion
3 will usually be truncated following
the linear or, at most, the quadratic
terms. The examples presented later in
this paper show that this yields good
accuracy.

Examples

The examples described in this
section summarize two types of results:
experimental and analytical., The
experimental results first demonstrate
that randomness occurs in relationships
betwveen quantities that measure struc-
tural parameters, structural loads and
structural responses. Second, the
experimental results provide a standard
to which the results of an analysis can
be compared. The results of the
numerical analyses demonstrate the
applicability (in a specific case) of
the analytical technique developed in
this study, when compared to the
experimental results, The numerical
studies also show some applications of
the analytical technique,

Example One ~ Experiment

The physical system studied in the
experimental investigation is a simple,
base-supported, cantilever beam, shown
in Pigure 1. An aluminum mass is
attached near the free end of the beam:
the mass is a pair of aluminum bars.
The beam is attached to a fixture by
placing one washer above and one below
the base of the beam, passing an

0.794::10“2 m (5/16 in) screw

through the washers and beam and into
the fixture, and then applying a torque
to the screw. The torque in the screw
establishes a preload, and this causes
the base of the beam to be connected to
the fixture with varying stiffness.

NIRRT RN S0 30 50 S R SR LSRR STyt

The fixture is attached to a Ling 330
vibration exciter through which the
input is applied. The beam and vashers
are made from 6061-T6 aluminum, and the
screw is steel.

The characteristics of the beam,

its end mass and the washers at its base
are given in Figure 1.

1.905x10 2 p

(353§§9im (0.750 in)
, . n) j
WASHERS MASS
\yn#—SCREW
\ = : =

77TTITIR N BEAM o
FIXTUREj 1.270x1072 m
(0.500 in)

Beam
thickness = 0.635x10° 2 m (0.250 in)
width = 5.062x107%2 m (1.993 in)
material density = 0.2674x10"° kg/m®
(0.09662 1b/in®)
End mass = 0.0892 kg (0.1967 1b)
Washers at support
thickness = 0.635x10°% m (0.250 in)
outside diameter = 2.540x1072 m
(1.000 in)
inside diameter = 0.864x107% m
(0.3%0 1in)

Figure 1. Cantilever beam of Example
One.

The random excitation is controlled
on the fixture, near the base of the
beam, using a closed loop control
procedure;, and using an Endevco 2222B
accelerometer to measure the envi-
ronment. The response is measured
near the end of the beam using an

Endevco 22228 accelerometer attached to
the mass. The accelerometer mass is
small compared to the mass attached to
the beam. The response is continuously
monitored vhile the input is

applied.

A general experimental procedure
was established and repeated several
times to generate the data for this
atudy. The procedure includes the
following steps. (1) Sandwich the base
of the beam between washers, and pass
the screw through the washers and beam
into the fixture. Apply a torque to the
screvw using a calibrated torque wrench,
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and increase the torgue until a
pre-established level is reached.

(2) Attach a Kaman KD-2300-6C
non-contacting, eddy current displace-
ment transducer to the vibration fixture
as shown in Figure 2. Apply an 0,2522
kg weight near the end of the beam, as
shown in Figure 2. Note and record the
voltage change (related to displacement)
that occurs during application of the
load. Remove the 0.2522 kg weight and
the displacement tranaducer. (3) Apply
a band-limited white noise excitation to
the system. Define the excitation so
that it has lower and upper cutoff
frequencies of 10 Hz and 120 Hz,
respectively, and a_one-sided spectral
density of 0.0091 g/Hz. During the
excitation continuously monitor both the
input and response. Use these to
estimate the input spectral density

and the input/response cross spectral
density: then use the spectral densities
to estimate the frequency response
function of the structure. Use the
computer program SMS MODAL4 (Reference
4) to estimate the first modal
frequency, f;, of the structure. This
completes the experiment.

Following the experiment, another
structural parameter is estimated.
This is the base stiffness of the beam
structure. Figure 3 shows a schematic
model of the beam tested. It is assumed
that the stiffness of the beam (ex-
cluding the base spring) is known, and
that the base spring stiffness, s, is
unknown. The value of s is important to
the overall stiffness of the structure,
and the presence of the spring at the
base of the beam arises from the fact
that the preload in the screw retaining
the base of the beam is finite. The
value of 8 can be inferred from static
analysis and the overall stiffness of
the structure. The overall stiffness
can be obtained from the information
gathered in step (2), above, simply by
computing the ratio of the applied
static load to the displacement. Denote
the load of step (2) as P and the
displacement as D; then s can be
computed using the formula

s = Pzx
Px2 (x-3z)/6EI-D (8)

Pigure 2 defines x and z as load
application and measurement points. BEI
is the beam stiffness.

Nineteen experiments were run
following the procedure described
above. Torque was controlled, and the
information leading to prelocad and
static displacement under static load
Were measured. Then the parameters s
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and f were estimated. The results are
listed in Table 1.

The ultimate objective of this
example is to show that some simple
experimental results can be used along
with analytical procedures to predict
random variation in the fundamental
frequency. Several statistical analyses
are possible using the data generated in
the experiments described above, but
only one analysis, useful in the
following investigation, is pursued.
Specifically, the mean and variance of
the base stiffness corresponding to one
torque value (1.808 N-m or 16 in-1lb) and
the natural frequency corresponding to
the same torgque value are estimated.

The other data generated in the
experiments are used later.

Standard formulas can be used to
estimate the mean and variance of a
random variable, given that measured
realizations of the random variable are
available. 1In the present application,
the mean and variance of the base
stiffness random variable, S, and the
fundamental frequency random variable,
F, corresponding to the 1.808 N-m (16
in-1b) torque are sought. These are
estimated using the data in Table 1; the
results are

% = 4755 N-m/rad (42088 in-1b/rad)

(
Bé = 1.970x10% (N-m/rad)? %)

(1.543x107 (in-1b/rad)?) (9b)

F = 32.02 Hz (9¢c)
a; = 0,0642 Hz? (94d)
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where a bar over the variable refers to
a mean estimate, and the square of § is
a variance estimate. The corresponding
standard deviations are

es = 444 N-m/rad (3929 in-1b/rad)

(9e)
8 = 0.2535 Hz (9r)

The mean and variance of the base
stiffness random variable, S, estimated
here correspond to the moments of the
random variable A, in Equation 3. These
are used as input to the analysis of
this experiment presented in the next
section. The mean and variance of the
fundamental frequency random variable,
F, are the moments that can be estimated
using the analysis method developed
here. The analytical estimates are
obtained in the following paragraphs.

Table 1. Experimental Results

Base
Rotat.
Torque Stiffness Fundam.
Test N-m N-m/rad  Frequency
No. (in-1b) (in-¥b/r) Hertz
1 1.13 2928 30.57
2§13 $30'®
0 0 30.92
(12) (28767)
3 1.58 4033 31.78
(14) (35699)
4 1.81 4304 31.65
(16) (38095)
s 2.03 5544 32.66
(18) (49073)
6 2.26 6370 32.79
(20) (56386)
7 2.49 7635 33.09
(22) (67575)
8 2.1 6267 32.17
(24) (55468)
9 2.94 13089 33.51
(26) {115849)
10 3.16 7950 33.00
(28) (70367)
1R 1.81 5036 32.19
(16) (44577)
12 1.81 4304 31.87
(16) (38095)
13 1.8 4908 32.19
(16) (43440) ’
14 1.8} 4614 31.73
(16) (40835)
15  1.81 5795 32.53
(16) (51291)
16 1.81 4785 32.00
(16) (42359)
17 1.81 4846 32.09
(16) (42893)
18 1.81 4506 31.92
(16) (39879)
19 1.81 4453 32.00
(16) (39417)

Example One - Analysis

In this analysis the formulas of
BEquations 4 and 5 are used to estimate
the mean and variance of the fundamental
frequency of the beam used in the
experiments described above. This
implies an assumption that the variation
of modal frequency can be accurately
approximated by including three terms in
the series expansion, Equation 3. The
torsional stiffness, S, is taken to be
the underlying random variable, A. (In
the present application there is only
one underlying random variable, Aj,
and this is denoted A.) The moments of
torsional stiffness are given in
Fquations %a, 9b and 9e.

The fundamental frequency of the
beam is evaluated using a simple finite
element program. The beam parameters
and a spacial discretization are first
specified, and the program is then run
to obtain the fundamental frequency. 1In
this application the 32.39 cm beam was
divided into 192 elements with two
degrees of freedom (translation and
rotation) at each node. Figure 4 shows
a curve of fundamental frequency versus
base stiffness for the results obtained
experimentally and using the finite
element program. The curve defines the
function g; (A). Good agreement is
evident, and this is required in order
for the analysis to yield statistical
results comparable to the experiment,
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In this example the mean and
variance of the fundamental frequency
are estimated when the torque value on
the base support bolt is 1.808 N-m (16
in-1b). In that case the mean and
variance of the random vaglable A arg
4755 N-m/rad and 1.970x10° (N-m/rad)®.
The function g) (A) and its approximate
derivatives are obtained using the
finite element program. They are

g(n) = 31.92 Hz
agga)
a

a!

(10a)

= 5,047x107% Hz/N-m/rad (10b)
(5.703x10"° Hz/in-1b/rad)

a=y

a=u
-1.892x1077 Hz/(N-m/rad)? (10c)
(-2.415x10"* Hz/(in-1b/rad)?)

a)l

where € = o4. These results are used
in Equations 4 and 5 to show that the
mean and variance of the fundamental
frequency are

E[(F] = 31.90 Hz (11a)

V(F] = 0.0512 Hz? (11b)
The standard deviation of the
fundemental frequency is

op = 0.2264 Hz (11l¢)

These results are the analytical analog
of the experimental results given in
Equations 9¢, 94 and 9f.

The results of this example show
that elthough it is possible to evaluate
the msan end varience of a modal fre-
quency rendom variable experimentally,
an eaeier method is aveileble. This
cadier method combines the use of
experimentel resulte with analysis.

Some aimple, static experiments are uased
to characterise random veriation in an
underlying variable, base stiffneas.
Then that information is used with
analyeie to cherecterize random
variation in e modal frequency. The
reaulte of the enalysis compare well
with the experimentel resulte.
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Example Two

The numerical analysis summarized
in this section considers a structure
similar to the one in Example One. It
is a uniform cantilever beam whose
rotation is finitely constrained at the
base, Figure 5 shows a schematic of the
beam. The beam length is taken to be
0.305 m(lg }n), its area is
3.226x10" " m“(0.50 in“) and its

EI copstant is 68.88 N-m’ (24000
1b-in®.) The ?eam material density is
0.2768x10* kg/m® (0.10 1b/ind).

The stiffness of the base aspring is
taken to be a normally distributed
random variable with mean value 4519
N-m/rad 440000 1n-1?/rad) and variance,
2.042x19 (N-m/rad)

(1.6x10" (in-1b/rad)?).

S. TORSIONAL BASE S*RING
v
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Cantilever beam of Example

Figure 5.
Tvo.
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The characteristics of the firast
five beam modal frequencies are
considered in this example. They are
deterministically evaluated through an
analysis of the partial differential
equation of the continuous beam. The
values of the first five modal
frequencies and the first and second
derivatives of these modal frequencies
with respect to base stiffneass are
listed in Table 2. The values and
partial derivatives are all taken at the
mean value of base spring stiffness.
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The quantities given in Table 2 and
the structural parameters specifiad
above can be used to approximately
evaluate the means, variances and
covariances of the modal frequencies
through application of Equations 4, S
and 6. The means and variances of the
modal frequencies are li=zted in Table
3. The covariances between modal
frequencies are not listed because the
mode frequencies are nearly perfectly
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correlated with one another. That is
= Y
Cov(Fy,Fy) = (V(F)V(F,)) (12)
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Table 2

First Partial
Modal Derivative
Mode Frequency hz/N-m/rad

Modal frequencies and their approximate partial
derivatives for the beam of Example Two,.

Second Partial
Derivative 2

hz/(N-m/rad) 2

No. hz (hz/in-1b/rad) (hz/(in-1b/rad) “)
1 48.27  g.982x1074, 2.873x1078
! (1.015x103%)  (3.667x10710
\ 2 306.41  4.205x10 2, 3.680x10
(4.751x103%) (4.697x10.)
3 865.93  9.186x10 2, 1.203x10
(1.038x10:%)  (1.536x102®)
4 1710.1 1.419x10 2, 2.388x10
(1.603x105%)  (3.04ex10:")
5 2844.8 1.885x10 2, 3.748x10 0
: (2.130x10™ ) {4.784x107 ")
A
Table 3 I
‘ i —_— .10 &
Means and variances of modal frequencies Cal ' o §
for cantilever beam of Example Two T ° o
T Q
N Mean of Variance of - ° E
Mode Frequency Frgquency B l.or ¢
No. hz hz 1.0} . ) ”
ﬁ . Iy
1 48.28 0.17 2 0 ‘e °
° 3 Gt
s Gt
2 306.45 3.62 8
g ) . 0013
3 866.05 1727 0015 102 10° 10"
4 1710.3 41.3 e RGO T
Figure 6. Standard deviation and
5 2845.2 73.0 coefficient of variation of

The reason is that the high order terms
in the representation of fi are

small: therefore the modal frequencies
are linear functions of one random
variable, and this makes their co-
variance high,

Figure 6 shows a plot (on a log-1log
scale) of modal frequency standard
deviation versus mean modal frequency.
The points shown here nearly fall along
a straight line; this implies a power
law relation between modal frequency
standard deviation and mean modal
frequency. The standard deviation of
modal frequency clearly increases with
mean modal frequency implying an
inczease in absolute random variation of
higher frequency modes, However, the
coefficients of variation of the modal
frequencies can be computed, and these
decrease from nearly one percent to
about three-tenths of one percent,

This shows a decreasing tendency in
normalized random variation with
increasing frequency. The coefficient
of variation for modal frequencies is
shown in Fiqure 6.
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modal frequency versus mean
modal- frequency.

Another scale by which modal
frequency variation must be measured
considers the diffarences between modal
frequencies. When the standard devi-
ation of modal frequencies becomes large
compared to the difference between modal
frequencies, then it may become diffi-
cult to distinguish modal frequencies.

A measure of the magnitude of modal
frequency variation relative to modal
frequency spacing may be defined as

VIF,)
r, = » I=1,2,...
SRR AL P

This quantity is plotted in Fiqure 7 for
the data in Table 3. Note that

E[Py) = 0 is the zeroth, or rigid

body, frequency. 1In this example Li
the ratio of the magnitude of modal
frequency standard deviation to mean
modal frequency spacing, tends to
increase with frequency, but it is much
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lower than one at the first four modal
frequencies. Therefore, there is no
problem with confusing modes here. The
circumstances under which rj will tend
to increase with frequency and under
which ri will tend to be large can be
determined as follows.

.01 ' u

' vfﬂr,,ﬂrf””'p

.001 *

10 1n? 10° 10*
Frequency, Hz

Figure 7. Modal frequency standard

deviation - modal fre-

quency spacing ratio, r

versus frequency.

Data (open circles)

Equation 17 (line)

1’

Note that the modal frequencies of
a beam increase as a quadratic function
of the mode number. (See Reference 5,
for example.) In the case of a
cantilever beam, for example, the modal
frequencies are, approximately,

f, = q (21-1)%, 1=1,2,.., (1b)

where q is a constant that depends on E,
I, m and 1. Note also that the standard
deviation of modal frequency is
approximately a power law function of
frequency, therefore,

/TTF)) = c,£C2, 1=1,2,... (15)

Using Equations 14 and 15 in Equation 13
yields the result

2C
r, = El qu-l Efi:il 2 i=1,2
1 (1-%) " 16)

For higher modes this can be accurately
approximated as

ry = Q 12Ca=1 4y 5 (17)

This expression establishes the relation
between the modal standard deviation -
modal spacing ratio rj, and the mode
number, i. It is correct, in general,
for beams because the beam modal
frequency is always a quadratic in mode
number. The quantity tends to increase
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with mode number (and frequency) when
2C,~1 is positive, and this occurs when
the slope of the standard deviation of
modal frequency versus frequency curve
has a value greater than 0.5 (on a
log-log graph). The rj tends to be
large when Q is large, and when this
occurs depends on the values of C), C;
and q (Equation 16).

Equation 17 was fit to the data in
Figure 7 by (1) noting that C; = 0.73,
from Figure 6, (2) noting that the mode
number is approximately proportional to
the square root of f, and (3) solving
for Q at the fourth mode. The ent%re
curve is plotted in Figure 7, and it
accurately represents the observed
variation past the first mode.

Example Three

This example considers a system
identical, in every respect but two, to
the structure used in the previous
example. In the present example, in
addition to admitting randomness in the
support spring, randomness is also
admitted in the area moment of inertia,
I, and the area, A. The area moment of
asertia is taken to be a normally
distribtuted pandom variable with mean
9.990x10-" "m__ (0.0024 in )aandavariance
of 6.387x10~2!m° (3.686x10~° in°). The
area is taken to be a normally
distributed
random varigble with mean value
3.226x10'“9 (0.50 in?) and variance
1.665x10~!% n* (0.0004 in*). The
modulus of elasticity of the P am
material is taken as 6.895x10 Pa (107
psi). This yields a mean EI constant
identical to the one used in the
previous example. Five levels of
correlation between the area moment of
inertia and beam area are considered in
the example. These are correlation
coefficients of 0.0, 0.25, 0,50, 0.75
and 1.00. The analysis used in this
example includes only terms up to the
first derivative in Equation 3: there-
fore, Equations 4, 5 and 6 are modified
by elimination of their final term.

This means that variation of the modal
frequencies is modeled as a linear
function of base support stiffness, area
moment of inertia and croass sectional
area, in the vicinity of the mean values
of these variables. The analysis is
executed for the first two modes of the
beam.

Table 4 lists the modal
frequencies, first partial derivatives
of modal frequencies with reapect to
base atiffness, first partial deriva-
tives of modal frequencies with respect
to area moment of inertia, and first
partial derivatives of mcdal frequencies
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Table 4

Modgl f{equencies and their approximate first partial
derivatives with respect to base stiffness, s, area
moment Of inertia, I, and cross sectional area, A, for
the beam of Example Three.

df./3s df. /81 . /3R
Mode f£. hz}N—m/rad hz}nﬂ 4 hz}m2 2
No. h (hz/in-1b/rad) (hz/in’) (hz/in®)
1 48.27 8.892x10"°, 2.416x10'%  -7.481x20%)
c. (1.015x10,") (1.006x1Q,) (-4.827x107)
2 306.41 4.205x10 _, 1.534x107,"  -4.749x10°,

(4.751x10™ ) (6.384x10°) (-3.064x10°)

Table 5

Means, variances and covariances for modal ftequengies
of the beam of Example Three. (P A is the correlation

coefficient between the area mpmént of inertia, I, and
cross sectional area, A.)

2
Mean Variance of Frequency hz
Mode Frequency for
No. hz Duao HIA-O.S DIA-I.O
1 48.27 4.83 2.96 1.10
2 306.41 191.40 116.29 41.18

L g e ay g

Covariance between fl and t2 hz2

for
%A-o QIA-O.S %A-I.o
y 30. 36 18.53 6.69

"TPTE Y

with respect to cross sectional area.
All these are evaluated at the mean of
base atiffness, area moment of inertia
and cross sectional area. The quan-
tities in Table 4 can be used in the
abbreviated forms of Equations 4, 5 and
6 to obtain the means, variances and
covariances of the modal freguencies.
This was done and the results are given
in Table 5.

The random variation that occurs
here is substantially greater than what
occurs in the previous example. This
indicates that randomness in area moment
of inertia and cross sectional area can
influence overall randomness to a
greatar degree than base stiffness when
the moments of these random variables
are those given above. In fact, the

area moment of inertia has the greater
influence of the two because its
variance is the greater in value., When
beam dimensions vary randomly, the area
moment of inertia will normally display
greater random variation than cross
sectional area because moment of inertia
is a function of dimension to the fourth
pover, whereas area is a function of
dimension squared. Because the
randomness in area moment of inertia
dominates the result, the coefficient of
correlation between beam modal frequen-
cies is near one. This result occurs
because 211 modal frequencies are
approximately linear functions of one
random variable,
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niscussion, Conclusions and
Recommendations

This investigation shows through
simple experiment and analysis that
random variation occurs in the modal
frequencies of a structure, and that
this randomness can be accurately
described using a combination of
experimental information and numerical
analysis, Clearly, practical physical
systems are more complicated than the
system tested in this investigation.
However, the fact that randomness occurs
in this system shows that randomness can
occur in other, more complicated
systems, and how it can occur. Most
important, this investigation shows that
the degree of randomness in modal
frequencies can be quantified, and this
study demonstrates a technique that can
be used to quantify random variation in
modal frequancies.

The numerical examples presented in
this paper show what may be trends in
the random behavior of simple struc-
tures. First, while the abaolute random
variation in modal frequencies increases
with the mean modal frequency, the
coefficient of variation decreases
slowly aa frequency increases. Second,
the magnitude of random variation in
modal frequency can lbecome greater than
the spacing between modal frequencies as
fraquency increaases. Third, the random
variation in modal frequencies ia very
sensitive to random variation in dimen-
aionr, especially as they relate to area
momeat of inertia in a beam. Third,
when one source of random variation
dominates the others, the modal
frequenciea are atrongly correlated to
one another.

Further investigation into random
variation in modal characteristica
should be pursued. Specifically,
variation arising from randomness in
material properties, and the character
of internal joints, from nonlinear
structural reaponae behavior, and in
more complicated atructures must be
studied.
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Discussion

Mr. Tustin (Tustin Institute of Technology): I
am not surprised at your results. Many years
ago when people were starting to do random
vibration testing with peak-notch networks, they
found this all the time. They could not take
the item off the shaker, put it back, and get
the same equalization that they had done

before, We have forgotten about this though
with our automatic equalizers; that has covered
up thege changes.

Mr. Paez: That 18 one of the reasons we are
starting to pursue this Investigation; (there
are a lot of other reasons, too) because it is
important in analysis and understanding how this
variation can occur. We have seen it many
times, too, because we do a lot of testing. In
the past we have not paid much attention to it
because we thought it would be very difficult to
analyze, So, we thought we would try to pursue
an analysis and see if we can understand the
sources of this variation.

Mr. Shin (Naval Postgraduate School): As you
did a very, very good study for the random
variation of the frequencies, as a by-product,
you can also get damping. T think with damping
the randomness concerned 1s more severe than
anything else. Did you study that?

Mr. Paer: We pursued some preliminary studies
on that, and they are not included in the

paper. As a matter of fact, we alsu looked at
random variation in mode shapes because that is
another thing that is important to us. One of
the underlying motivations for doing this was
under certain circumstances we might have
trouble testing with single point control
because it may be difficult to control a system
at a single point. We thought this might
provide a motivation for using average control
on structural testing. If there is random
variation in mode shapes ~ certainly that might
be one reason why it is difficult to control a
system at one point. That might give us a

mot ivation for doing average contrcl on
structural testing. However, there certainly is
a random variation in the modes. In my opinion,
that i{s probably more difficult to tie down
analytically than the random variation in modal
frequencies. There is also random variation in
mode shapes, and that is something that needs to
be pursued later.
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STRUCTURAL DEGRADATION OF IMPACTED GRAPHITE/EPOXY LAMINATES

Dahsin Liu
Metallurgy, Mechanics, and Materials Science Department
Michigan State University
East Lansing, MI 48824-1226

and

Ce Te Sun and L. B, Malvern
Englineering Sciences Department
University of Florida
Gainesville, FL 32611

Graphite/epoxy laminates fabricated from Hercules' AS4/3501-6 prepreg tapa
were studied. The investigations included three different symmetric laminations
of cross-ply plates: 3-layer, 5-layer, and l5-layer. Each square specimen was
clamped around four edges and impacted at the center by a blunted steel impactor,
9.5 mm in diameter and 25.4 mm in length.
impact were measured by ultrasonic C-scan and x-ray radiography. The fundamental
vibration frequency and damping coefficient of each cantilever plata before and
after impact were measured by an FFT analyzer, After these nondestructive tests,
every impacted specimen was subjected to a three-point bend test for the
measurements of residual stiffness and residual strength, Results show the
possibility of using the changes in damping coefficiant and vibration frequency
as nondestructive evaluations for damaged composite plates.

The delamination areas caused by

INTRODUCTION

Because of their high stiffness and high
strength to weight vatios, fiber reinforced
composite materials have been used in
structures where weight reductions are highly
desired. However, the stiffness and strength
of a fiber-reinforced composite material is
dependent on the fiber orieantation. If two
adjacent layers in a composite plate have
different fiber orientations, the material
properties will be mismatched in the in-vlane
direction as well as in the through-the-
thickness direction. These material property
mismatches and the low strength of the matrix
will increase composite materials senaitivity
to delamination. In addition to the material
property mismatch, some types of losding such
as nonuniform banding and impact which generate
high interlaminar shear stresses will
accelarate the formation of delamination.

Most composite materials are very
sensitive to iapact loads. The failure modes
of impacted composite platas can be classifiad
into fiber breakage, matrix cracking, and
delamination., In high-velocity impact, ths
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penatration~induced fibar breakage is ona of
the major damage modes. However, delamination
has been found to be the major failura mode in
a composite plate subjected to subperforation
inpact [1l]. For some other research on
low-velocity impact, sea [2-7]. It is baliaved
that in low-velocity impact most of the
impacting energy added to a composite plata
transforms into fractura surface anergy and
damage in the material adjacent to tha
delanmination. Although the degree of the
material property mismatch between two adjacent
layers is constant in & laminate, the
interlaninar stresses decrease as the impacting
energy propagates from the impacting zone to
the edge of the laminate. Therefore, tha area
of the dalanination is determined by the
loading condition, as well as by the degree of
the raterial proparty mismatch.

Since delanination is the major failure
mode in this study, it is useful to develop a
relationship between the dalamination area and
tha impacting energy [8]. However, the
accuracy in measuring the delsmination area by
nondestructive tests such as ultrasonic C-scan
and x-ray radiography is dependent upon the
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sengitivity of each method. 1In addition, the
effects of fiber breakage and matrix cracking
are not considered in the relationship between
the delamination area and the impacting energy.
Therefore, a method which can meagure the total
damage will be very useful for the evaluation
of an impacted composite plate., The changes in
stiffuness [9), vibration frequency [10), and
damping coefficient [11] have been used as
nondestructive evaluations for damaged
composite materials. These measuyrements were
extended to the investigations for damaged
composite plates in this study.

EXPERIMENTAL TECHNIQUES

1. Impacting Test

In this study, three kinds of symmetric
cross-ply plates were fabricated from
graphite/epoxy prepreg tape AS4/3501-6
manufactured by Hercules [12]). They were:
[010/9010/010), [06/906/06/90¢6/0¢g), and
[02/902/03/903...130. These will be called
3-layer, S5-layer, and 15-layer respectively.
Each specimen dimension was 152 mm by 152 am
and thickness of 3.8 mm. The specimen was
clamped around four edges by two aluminua
holders. The specimen-holder was then fixed on
a steel frame in front of an air gun and was
subjected to an impacting load. The impactor
was a circular steel cylinder which wag 9.5 am
in diameter and 25.4 mm in length. The
impactor mass was 14 gm, and it had a blunt
end. Depending npon the alr pressure used in
the test, the impacting velocity ranged from 20
u/e to 100 m/s. This range of impacting
velocity did not cause any perforation of the
specimen. Also, the delamination caused by
this kind of impact did not propagate to the
specimen's boundary and interact with the
specimen holder. Both the impacting velocity
and the velocity of the impactor rebound from
the specimen were measured by two photocells
mounted on a frame close to the specimen. The
kinetic energy applied to a specimen was
defined to be the difference of the kinetic
energy of the impactor before and after impact
and was used as a measure of the impact. The
experimental set-up for the impacting test is
ghown in Figure 1.

2, Vibration and Damping Measurements

In measuring the vibration frequency and
damping coefficient, each specimen was clamped
along one edge by a steel holder having seven
bolts on it. A torque wrench was used to apply
27.1 N-m (20 1b-ft) torque to every bolt in
order to keep each specimen similarly clamped
before and after impact. A small impulsive
load was then introduced on the centerline
perpendicular to the clamped edge with an
ingstrumented hammer. For a better measurement,
this load should be applied to the specimen as
close to the clamped edge as possible. The
hammer had a force transducer on it for
recording the load, and the displacement
history of the free edge opposite to the
clamped side was measured by a second
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transducer. This non-contacting eddy-current
displacement transducer was mounted on an
independent support and was about 2 mm from the
specimen surface on which an aluminum foil was
attached for a better signal recording. Figure
2 ghows the overall arrangement of the
vibration and damping measurement. The
histories of the applied force and the
displacement of the plate were recorded and
processed by a Fast Fourier Transform analyzer
and thus different modes of vibration
frequencies and damping coefficients could be
obtained.

3. Delamination Measurements

Both ultrasonic C-scan and x-ray
radiography were used in the measurement of the
delamination area. A small hele with diameter
of 1.4 mm was drilled at the center of the
impact area. As a penetrant fothalamate sodium
was applied to the delamination area through
this small hole by a syringe. For better
penetration several shots of penetrant were
required while one side of the hole was blocked
by a piece of tape. A long period of time was
necessary for the penetrant to dry before the
specimen was photographed by x-ray. In
addition to x-ray radiography, ultrasonic
C-gcan was also used for the delamination
detection. Because of good resolution, x-ray
was able to show the delamination area on every
single interface for 3-layer and 5-layer
specimens, However, the ultrasonic C-scan only
gave information of projected delaminaticn
area, and did not resolve overlapping
delaminations.

4., Stiffnegs and Strength Determinations

After an impacted specimen had been
investigated by the FFT analvzer for vibration
frequency and damping coefficient and by
ultrasonic C-gscan and x-ray radiography for
delamination area, the specimen was tested for
residual stiffness and residual strength. A
three-point bend test was conducted. Since the
residual strength in compression is more
sengitive to delamination than when in tension,
the hend tests were arranged so that the front
half, which includes the impacted surface, was
in tengion while the bottom half, which has
relatively larger delamination area than the
front half, was in compression. Residual
stiffness and residual strength were determined
from the load-displacement curve.

EXPERIMENTAL RESULTS

l. Vibration Frequency and Damping
Coefficient

Before each specimen was impacted, the
fudamental vibration frequeacy and the
corresponding damping coefficient were
measured. Since the specimens used in this
study were rectangular cross-ply plates, the
material properties were symmetric with respect
to the centerlines of the specimens. The
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specimens were stiffer in the direction
parallel to the surface fiber direction,
O~degree direction, than perpendicular to the
surface fiber direction, 90-degree direction,
The vibration frequency and damping coefficient
were measured for both 0-degree and 90-degree
directions. Results shown in Figure 3 are
plots of vibration frequency and damping
coefficient versus the flexural stiffness Dj}
in the O-degree direction, where the higher the
flexural stiffness, the higher is the vibration
frequency. However, the damping coefficient
does not have a monotonic relation with the
flexural stiffness.

It is also interestlng to investigate the
relationship between the vibration frequency
and the damping coefficient. Both measurements
before and after impact are shown in Figure &.
The open symbols represent the information
before impact while the solid symbols represent
the measurements after impact. The data points
in the upper part of the figure are more
scattered than those in the lower part. It is
believed that the measurements for the higher
vibration frequencies are more sensitive to the
condition of the clamp than those of the lower
vibration frequancy. However, it is not clear
why the data points in the lower part of Figure
4 are grouped into three curved bands.

2. Projected Delamination Area and Total
Delamination Area

Figure 5 shows the projected delamination
area versus impacting kinetic energy. Raw data
obtained from C-scan is presented with the
least-squares from both C-scan and x-ray.
Linear relationships have been found between
the kinetic energy and the delamination areas
obtained from both C-scan and x-ray. The
result from C-scan show a higher sensitivity in
detecting the delamination area than that from
x-ray. Under the same kinetic energy, a
3-layer specimen suffers a larger delamination
area than a 5-layer specimen, and the 5-layer a
larger area than a 15-layer. The kinetic
energies which are required to initiate
delaminatiorns in all three kinds of cross-ply
plates are less than 3 joules. This shows that
the graphite/epoxy used in this study is very
gensitive to impact.

The total delamination areas, which are
defined to be the summations of the
delamination area at every interface in a
laminate, obtained from x-ray radiography for
both 3-layer and 5-layer specimens are shown in
Figure 6. In order to keep the delamination
from reaching the boundary of the specimen
holder, lower impacting velocity was used for
3-layer plates than for 5-layer plates. Thus
the plot extends to much smaller total
delamination areas for the 3-layer plates than
for 5-layer plates. There is no sufficient
data for the 3-layer plates to determine if a
single curve can represent the relation between
the total delamination area and the kinetic
energy. Larger size specimens would be
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necessary for the determination of such a
relation.

3. Relations between Kinetic Energy and
Vibration Frequency and Damping

The vibration frequencies measured before
and after impact on a specimen are not the
same. The relationship between the percentage
of change in vibration frequency and the
kinetic energy applied to a specimen is shown
in Figure 7. All three kinds of plates
(3~layer, 5-layer, and 15-layer) are shown in
the same figure. The open symbols are for
0-degree measurements while the solid symbols
are for 90-degree measurements, The data
points obtained from 3-layer specimens are
concentrated on the left hand side of Figure 7
and form a very steep band. For a 3-layer
specimen, a small increment in kinetic energy
will result in a very high percentage change in
the vibration frequency. The data points of
the 15-layer ones are located in the lower part
of the figure and form a horizontal band. The
vibration frequency does not change
gignificantly in a 15-layer specimen even
though the kinetic energy is increased
remarkably. Generally speaking, the data
points of 5~layer specimens are located between
the 3-layer and 15-layer ones.

The change in damping coefficient before
and after impact is shown in Figure 8., In many
cases, the damping coefficients increase after
impact, however, in some other cases it
decreases, We believe that the increase in
damping coefficient after impact is caused by
the energy loss due to the friction between the
newly generated surfaces in a delaminated
specimen., However, it is not clear why in some
cases of low kinetic energy the damping
coefficients decrease after impact. Despite
the changes in sign, Figures 7 and 8 have a
similar tread. Compared with the measurement
of vibration frequency, the measurements of
damping coefficient are very scattered. This
may result from the difficulty in measuring the
damping coefficient which is very sensitive to
the boundary condition and the contact time of
the applied load.

4, Relations between Delamination Area and
Vibration Frequency and Damping

The change in vibration frequency is also
plotted versus projected delamination area
evaluated by ultrasonic C-scan. The
least-gquares fits for all three laminations
are shown in Figure 9. However, raw data is
presented only for the 15-layer specimens. The
3-layer one hss a steeper slope than the other
two laminations. This indicates thac the
sensitivity of the vibration frequency, as a
nondestructive evaluation for delamination, is
dependent on the lamination of a specimen. For
plates with a constant thickness, the fewer the
layers, the bigger the change is in vibration
frequency. In addition, for sll three cases
the vibration frequencies change about 1% or 2%
even when there is no delamination. This
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decrease in vibration frequency is believed to
be caused by the matrix cracks resulting from
impact.

In Figure 10, good correlations are found
between the change in damping coefficient and
total delamination area for both 3-layer and
5-layer specimens. The change in the damping
coefficient of a 3-layer specimen i{s more
gsensitive to delamination than that of a
5-layer specimen. The results point out the
possibility of evaluating the damage by
measuring the change in damping coefficient in
an impacted composite plate, even though the
decrease 18 not completely understood.

5. Residual Stiffness and Residual Strength

After hsving been investigated by the
nondestructive tests such as the measurements
of the vibration frequency and damping
coefficient and the measurements of the
delanination areas by ultrasonic C-scan and
x-ray radiography, each specimen was
destructively tested for the evaluations of
residual stiffness and residual strength.

Every specimen was loaded to failure by a
three-point bend test. A non-impacted specimen
of each lamination group was used as a control
specimen. The ratios of the residual stiffness
and residusl strength of impacted specimens and
the control specimens are plotted versus the
applied kinetic energy and rssults are showan in
Fig. 11 and Fig. 12, 1In both figures, the
3-layer one has the highest reduction rate
while the 15-layer one has the lowest.

Compared with the reduction in strength, the
reduction in stiffness has a lower rate in all
three kinds of laminations.

CONCLUSIONS AND DISCUSSIONS

l. 1In s composite laminate subjected to
subperforatfon impact, the thicker the adjacent
layers, the larger is the projected
delamivation area on the interfaces. This 1is
believed to be caused by the fact that the
material property mismatch between two sdjacent
layers is much higher in thick-layer plates
than in thin-layer plates. Thus, the increase
of the thickness in each layer will result in
the increase of delamination ares and the
decrease of strength. Accordingly, for
specimens with a constant thickness, the higher
the number of the layers, the smaller {s the
delanination area., However, the thicker the
specimen, the larger is the projected
delamination area.

2. In a subperforation impact, the
projected delsmination area has an
approximately linear relation with the kinetic
energy. Since delamination {s the major
failure in this study, the projected
delanination can be used as an indicator of the
impact damage. However, the relationship
between the projected delamination area and the
kinetic energy is dependent on the stacking
sequence of the specimen. It would be useful
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to find a parameter which i{s independent of the
stacking sequence of the specimen. The total
delamination area may be a potential one.

3. The vibration frequency always
decreases after impact. Such decrease is
approximately linear with the kinetic energy
added to a specimen and to the delamination
area caused by this kinetic energy. The
relationghip between the change in vibration
frequency and the kinetic energy and
delamination area indicate the feasibility of
using the change in vibration frequency as a
nondestructive evaluation for damaged composite
plates., However, the change in damping
coefficient may either increase or decrease
after impact. The damping coefficient
increases when the total delamination area is
large enough, while it decreases when the total
area is small. The scattered results are
caused by the difficulty in the measurement of
the damping coefficients. As mentioned
previously, damping coefficient 18 very
gengitive to the boundary condition. PFor the
larger total delamination areas, the change in
damping cocfficient has similar trends with the
kinetic energy and delamination area as those
shown in the study of vibration frequency.
Because the percentage change in damping is
larger, the relationship between the change in
damping coefficient and total delaminatfon area
could be used as a nondestructive evaluation
for the damage of a composite plate.

4, Compared with the plots of
delanination area versus kinetic energy, (see
Pigs. 5 and 6) the data points in the figures
of the vibration frequency and damping
coefficient versus kinetic energy (Figs. 7 and
8) are very scattered. The changes of
vibration frequency and damping coefficient are
affected by all kinds of failure modes such as
delamination, matrix cracking, and fiber
breakage in a laminate. Each kind of failure
mode makes a contribution to the structural
degradation, The interaction among these three
failure modes also affects the measurements of
vibration frequency and dsmping coefficient of
a damaged composite plate. In this study, only
the linear relationship between the projected
delamination area and the kinetic energy has
been obtained. The effects of matrix cracking,
fiber breakage, and the interactions among the
thres failure modes on the damping coefficient
may be responsible for the decrease in the
damping coefficient after impact.
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UPDATING RAIL IMPACT TEST METHODS

Robert A. McKinnon
U.S. Army Combat Systems Teet Activity
Aberdeen Proving Ground, Maryland

for rail impaot tests.

Rail impact teste are conducted to verify that materiel
will not be degraded by the shock and vibration
enviromment associated with rail transport. Presently,
there are several reil impact test procedures and each
producee different test results. The objective of this
etudy was to determine the most appropriate test method,
instrumentation and data analysis techniques to be used

DEVELOPMENT OF A METHOD FOR CONDUCTING RAIL
IMPACT TESTS

The primary objective of this atudy wes
to develop a realietic and repeatable method
for conduoting rail impact tests. This ves
due to the existence of several different
methods plus the need for repeetable results.

Existing Rail Impack Testing Procedures

The existing rail impaot teet procedures
were found to have been developed to test for
three distinot objectives. These objecotives
are:

a. To be reesonably swe the test item
will be operable after rail ehipment.

b. To test the tiadown (restraint)
system.

c. To insure the test item will remain
on the railcar during rail shipment.

Table 1 gives a brief summary of the nine
rail impact test procedures reseerched during
this investigation. There is no way to be
certain that these are the only existing
procedures; however, eny procedures not
included in this table probably would only be
slight varietions of the procedures listed.
Each of the test proceduree listed have their
oWn objectives. Some of the procedures were
developed for certein iteme, while others are
more general in nature. The number of impacte
required variee from fouwr to twelve. The
largeet veriable ie the number and weight of
the buffer cars or hammer ocars. None of the
test procedures lieted requires both a hammer
car end buffer car, es does the procedure
developed in thie report.
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Develomment of A New Rail Impact Teat
Proceduce

This new procedure wes developed by
examining existing rail impact tesat
procedures, anelyzing their purposes, and
reviewing actual reilroad procedures., All of
the variebles were taken into acoount
individuelly end oolleoctively end were
examined es follows:

a. Buffer car or hammer car.

The decision to uee buffer ocars and a
hammer cer is based on the real world rail
impact enviromment. Actual rail impacting
ocours during the process of making up traine.
This procees tekes place in either a flet yard
or a hump yard. A flat yard is one in which
car movements are accomplished by a locomotive
without material aid from gravity. A huap
yard utilizee gravity to expedite switching of
ocars. The train of ocars ie pushed up an
incline to e hump, at which point one or more
oars are successively unooupled while moving
end allowed to roll down the incline from the
hump into the oclessification yard. The hump
must be of eufficient height to impart enough
velooity to overoome the rolling resistance of
each car and parmit it to reach the furthest
point in the yard. Thus, if the distance froa
the hunp to the farthest point is 1000 m (3280
ft) and the rolling resietance of the
slowest-rolling car under adverse weather
conditions is 5 gm per kg (10 1b per ton),
which equatee to a 0.5% slope ae shown in
Figure 1, then a aminimum hump height of 5
metere (16 .4 ft) would be required. Another
requirement is that the decline from the hump
must be steep enough and long enough to
separate the care a sufficient distance to
permit operation of switches and to clear the
switchee ahead of the following car.

. -, - - WAL O
Se { -
iR

PN St i) LELIET IR e




Usually the hump height is from 5 to 6 meters
(16 to 20 ft). Two or three sets of car
retarders are provided for oontrolling the
speeds of the cars onto the classification
tracks. The retarders are set so that each
car will roll the desired distance and couple
to a standing car without what the railroads
consider to be an overspeed impact, which is
any speed greater than 6.4 lm/hr (4 mph).

Rolling Resistance = 5 gm/kg
~-
5 gm

l' ) 0.5% slope
k————— 1600 gm -

+
I i
I 75 0.5% slope i‘

Figure 1, Hump yard diagram.

The use of a two-car buffer string is
based on experimental evidence that, according
to Appendix B, Reference 1, for all
arrangements tested, any additional cars would
have negligible effeot on the forces
tranmitted to the test item. This was
deternined through studying the
force-versus-time records (from the
instrumented coupler and tiedowns) made during
impact and reported in the reference.

The total weight of the two buffer cars
was selected to be 4,112,000 N (250,000 1b).
This weight is the load specified by the
Association of American Railroads (AAR) and
must be used in tests witnessed by the AAR to
approve a tiedown procedure for a partioular
item Dbefore aotive rail shipment camn ocour,
The weight on the buffer ocars should be
equally distributed betwaen the two cars even
though having the railcar weights differ
should not affect the test results, providing
each car and {ts load is configured as a
single mass. However, since the question of
equal-weight oars is often raised, equal
distribution of the weight would avoid any
conoerns.

As mantioned above, the weights added to
tha buffer cars should be rigidly secured to
eaon railoar. A factor that affects the
repeatability of rail impact testing is an
unsecured huffer car load. Under actual
tasting, an unsecured buffer load of several
atael plates has been observed to alide on the
railoar almost 1 meter, accompanied by a trail

of smoke resulting from the heat of friction
betweer the plates and wooden floor. This
sliding was observed on high-speed films of
rail impact tests. In analyzing this undesired
test oconfiguration, shown in Figure 2, these
sliding plates are found to have a pronounced
effect on the test results.

W,

L
J‘Ejm
O000O0O0 O O
Buffer Load Direction of Movement

Figure 2, Test conditions.

Addressing the moving car first, the following
parameters are assigned:

wc

weight of car = 222,410 N (50,000 1b)
W

L weight of load = 142,342 N (32,000 1b)
Speed at the instant of impact = 12.87
lkm/hr (8 mph) or 3.57 mw/sec (12 ft/sec).

First, assuming there is no relative motion
between the load and the car before, during,
or after impaot, the kinetio energy (KE) at
the instant of impact is given as:

2
KEO- 1/2xH°V -1LZ_;_(_H.E¢_HL)_:V

= 12 x (222,110 s 182,303 1x(3.57 waeo)2
9.81 m/sec

2

£ 2.370 x 10°J (1.75 x 10° ft-1b)

If, however, at impact the load alidas
relative to the ocar, this results in a
friotional force developing between the load
and car (Figure 3).

Direction of Load Movement

D
oo 00
—

Direction of Car Movement

Figure 3. Frictional force.

The friction is calculated from tha fres
body diagras of Figure & for the load.
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Figure 4, Free body diagram.

Pr = uN wvhere u 18 the ooefficient of
sliding friction, which in
this case is assumed tc be
0.5 (cast iron on oak)

Pr = 0.5 W, = 05X 142,342 N

Fp = 7.1 x 10" N (16,000 1b).

Tha work of friotion of this plate sliding is
wqual to

We = Pp x distance traveled.

Assume the plate slices 0.60% meters (2
ft) (which has been observed in actual i{mpact
teata):

Ve = 7.11x 10° N X 0.60% m s

433 x 10“ J (32,000 ft-1b)

Acoording to the conservation-of-anergy
theoren, tha total energy present if the load
slides has to equal the total energy prasent
if it did not alide, or:

KE, = KE + V¢
vhere

KB, = actual kinetic energy of the
yates

KE = actual kinetic energy of tha ocar
We = vork (kinstic anergy) of frioticn
KB = KBy - Vp
«2.370X10° J - 5.33 x 10° J
= 1.98 x 10° J (1.43 x 10° ft-1b)
Thie value of KE reprasents cnly 82% of
IRy; thus, at impect, tha anergy of tha system
under tha aliding load oondition is 18 laes
than if the load did not =slide. This ia en

appraciadla differanca whioch will certainly
cause diaparity in data fram similar tests.

63

This analysis can be extended to the
buffer oars of Figure 2. With a total buffer
weight of 118,843 kg (262,000 1b), the weight
of the load on the third car shown is:

1,165,000 N
= ﬁz.mn_n (3 ocars at 222,400 N each)
498,000 N (112,000 1b)

Caloulating the fricticnal force during
sliding:

Fp = = 0.5 (498,000 N) =
249, 00 N (56,000 1b) .

The corresponding work, based on this
plate moving 76 mm (3 in.) at impact, 1is:

Ve = Fp xd = 249,000 N X 0.076 »
= 18,920 J (14,000 ft-1b).

For oonvenience, it 1is essumed the
oompresssed couplers do not absorb any of the
energy Of the impsct. This certainly is not
true, but the amount they do absorb should be
close tc being constant; thus, for this
illustration, this will be assumed to be zero.

With no sliding of the load, KBy = 2.37 X
1053 (151,354 ft-1b) as ocalouleted ebove.

With a sliding load:

KE = KEg-Wp = 1.94 x 10° J - 18,920 J

KE = 1.75 x 10° J (1.29 x 10° ft-1b)

This figure reprasents a 10§ loas in tha
energy oontent of tha impsot due to frioction.
Combdiring these two numbers, e total of 28 of
the total anergy is expended in friction.

The above-desoribed conditions thersfora
became a contributing fector in the large
spragd of dats taken fras rail hump tests
conducted under the same conditions of impact
speed and buffer load oonfiguraticn. This
oconditicn of plete aliding will oertainly not
be tha samma aach tima. The plat~ &eu b
restrained by a high board on the floor, or
some other type of restriction, 8o that it
will not slide con impsct and not cause eny
difference in the anargy of impact between
tasts.

Tha ooupler shenks betwaan the twc buffer
cars should be ocompletely ocompressed. Thie
will aliminate enother friction-related
prcblem (aimilar to ithe ons diecusased above)
which will caus results to Dbeoome
nonrepeatadble. Tha ooupisr shenks shall not
be held in the ocompressed steta by tha
railocars brekes.

e R

e,

o

S

k¢

N8 T PRl AL Err | [ A e

W rd

e
U4



The hammer car weight should be T73%, 000 N
(165,000 1b), which is based on the
requirements of MIL-S-5528 and MIL-S-5205%B.
The weight should be rigidly mounted on the
car for the same reason discussed for the
buffer cars. The hammer car, like the buffer

cars, should be equipped with standard draft
gear, which will provide the worst case
enviromment . The hammer and buffer cars

should be reinforced, especially in highly
stressed areas, to insure that damage does not
occur to these cars during testing, since
damage to these cars will affect test
repeatability.

b. Test speeds and number of impacts.

The rail impaot test speeds selected were
9.6, 11.3 and 12.9 km/hr (6, 7, and 8 mph).
These speeds are based on actual rail impact
speeds measured in three independent studies.
The studies cover a total of 16,216 impacts
and are summarized in Table 2. The data for
this table were found in Reference 1 of
Appendix B.

TABLE 2. RAIL IMPACT SPEEDS

Speed Range Percent
-of Impacts
Below 9.7 (6) 65.9
9.7 to 11.3 (6 to 7) 18.1
1.3 to 12.9 (7 to 8) 8.1
129 to 14.5 {8 to 9) 4.2
14.5 to 16.1 (9 to 10) 2.4
>16.1 (>10) 1.3

This indicates that 92.1% of the rail
impacts were below 12.9 km/hr (8 mph). For
this reason (and others contained in the
following discussion), the maximum speed of
12.9 km/hr was selected. Rail impact speeds
greater than 12.9 km/hr may be wused to
evaluate the safety factor in either the
tiedown design or the design of the test item.

As more rail hump yards are modernized
and computerized, the rail impact speeds will
probably decline. In a fully automated or
so-called pushbutton hump yard, the operator
pushes a button corresponding to the track
onto which a car is to go. When the car is
unooupled, it rolls down the hump and is
weighed, if desired, on an electronic,
unooupled-in-motion, track scale. Also, the
car's rolling resistance is determined from
the change in speed over a given length of

64

track. This information is entered into the
control computer.

The approximate wheel load is measured by
a track device. This reading is also entered
into the computer in order to limit the amount
of retardation so that the wheels will not be
forced out of the car retarder during the
retardation process. The car speed is measured
as it approaches each retarder, and this
information also goes into the computer. When
the operator initially pushes the button for
the desired track, the computer is given the
total rolling resistance to the farthest point
on that track. The rolling resistance is
based on the slope of the downgrade. A wheel
trip on each track corrects this value for the
distance taken up by the number of cars that
have already been placed on that track. From
all these data, the control computer
determines the speed the car should have as it
leaves the last retarder in order to roll to
the desired point; and it then controls the
retarder to slow the car to that speed.

Another reason for the 12.9-km/hr (8-mph)
maximum sSpeed is that the AAR-approved
tiedowns are only designed for 12.9 km/hr.
Therefore, at speeds greater than 12.9 km/hr
there is a greater chance of a tiedown
failure.

A comparison of the energy of the system
was made with the two types of impacts: (1)
test item into buffer cars; and (2) hammer car
into test item and buffer cars. The amount of
energy input to the system with a 734,000 N
(165, 000-1b) hammer car at a speed of 12.9
km/hr (8 mph) was calculated from:

KE = 1/2 mve.

Since 12.9 km/hr =
resulting KE is:

3.57 m/sec, the

KE = 1/2 X (3.57 m/sec)2

9.81 m/sec
= 477,000 J (352,000 ft-1b).

Using the same formula, the amount of
energy input to the system with a 133,400 N
(30,000-1b) test item secured to a 222,400 N
(50,000-1b) railcar and impacting into two
buffer cars at a speed of 12.9-km/hr is
230,500 J (170,050 ft-1b).

This shows that unless the mass of the
test item plus the mass of the test railcar is
greater than the total mass of the hammer car,
the hammer car impact will be more severe.
Therefore, in most cases the two impacts will
be conducted in order of increasing severity;
yet the primary reason for the 2-impact
sequence is that it best simulates actual rail
impacting.
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The rail impact test should be conducted
in both directions in order to eliminate the
possibility that if the test item is more
fragile in one direction than the other, this
fragility will not go unnoticed. An example
of this would be equipment mounted to a
surface of (such as a shelter wall) facing one
end of the railcar. During impacts in one
direction, bolts and similar components will
be in tension. These same components will be
in compression in the opposite direction. By
testing in both directions, deficiencies due
to both tension and compression will be
discovered.

The rail impact test speeds should be
within +5% of the nominal speed as compared to
some procedures where either a minimum speed
must be obtained or the impact must be
repeated., The +5% tolerance should reduce
overspeed impacts and the total number of
impacts performed: nominal speeds are
specified so that the railroad crew can either
exceed or fall short of the desired speeds by
the allowable 5%; otherwise, by specifying
only a minimum speed, only exact and overspeed
impacts would be allowed. Any underspeed
impacts would have to be repeated.

It is the author's experience that an
experienced railroad crew can accomplish
speeds within +3%. An inexperienced railroad
crew or ramp operator should practice
attaining the correct impact speed on a
different section of track without impacting
any railcars.

The three sets of impacts in each
direction will give the tester/ evaluator an
adequate sample of data. The rail impact test
procedure simulates the events in a total of
six rail hump yards. Trains pass through rail
switching yards each time the railcar is
switched from one railroad to another, and six
impacts are not considered unrealistic for a
cross-country trip. (An exact number of
impacts occurring in a cross-country trip
cannot be stated since it is dependent on the
routing of the shipment.)

The new procedure specifies that all
buffer car air and handbrakes be set. Figure
5 shows the effect of the brakes set and not
set on the impact coupler force. The slope of
the curve with the brakes set is steeper than
the curve with the brakes released, indicating
that the coupler force increased faster as the
speed increased with the brakes set. The
brakes being set represents or approximates
the worst real-world case in which the brakes
are set on raillcars and/or the railcars are up
against a stop.

Variations in rail impact data can also
be caused by different degrees of brake wear
on the railcars. Variations in the brake wear
on different cars will have an effect on the
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friction forces which restrain the buffer
cars. In order to control the repeatability
of the tests, periodic checks should be made
of both Mrake systems (air and hand) for

deterioration. If any deterioration is found,
corrections should be made prior to further
testing.

Data Required from Rall Impact Tests
Impact speed.

The rail impact speed should be recorded
for each impact. The speed can be measured by

any one of several techniques, such as
electronic timers or radar., It is the
author’s  experience that, of those two
methods, the electronic timers are more
accurate. The speed should be measured
accurately to 0.15 km/hr (0.1 mph), as close

to the point of impact as possible. An
accurate speed measurement is required so that
data from different impacts can yield valid
comparisons.

Coupler force.

The coupler force should also be recorded
for each impact. This gives the
tester/evaluator a known input to the test
rajlear. With this value, along with

information about the railcar (including its
transfer function), the tester/evaluator can
calculate the forces in the tiedowns which
restrain the test item. From these forces,
other information, such as stress on the test
item, can be calculated.

The rajilcar loaded with the test item

should be equipped at both ends with
instrumented couplers capable of measuring
coupler force. With  impacts occurring

successively at alternate ends of the railcar,
having two instrumented couplers will greatly
decrease total test time. The instrumented
couplers are commercially available and
consist of strain gages installed on the
shank. A calibration is performed to develop
a force-versus-strain curve. From this curve,
coupler force can be obtained from strain
data.

Initial tiedown loadings.

Tha amount of tension in the tiedowns
should be specified in the tiedown design.
Prior to rail impact testing, each tiedown
should be tightened to that specified tension.
The tiedown configuration used should be the
AAR-approved procedure, if it exists, since
this 1is the only configuration in which the
item can be shipped.

In the event that the cable tension is
specified, the tension should be measured
and recorded following tiedown so that the
same conditions can be repeated in any
additional rail impact tests which the item

not
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may encounter. In addition to cable tensions,
the entire blocking and bracing
design/configuration and procedure should be
documented.

The AAR tiedowns are designed to restrain
the test item at impact speeds up to and
including 12.9 lm/hr. In the event of a
tiedown failure, a decision must be made as to
whether the test should be continued without
repairing the failure or repairing the failure
and restarting the test.

Mdimml_dna.

In addition to the above-mentioned data,
additional data such as acceleration may be
recorded if more information about the test
iter 1is needed. The locations for these
neasurements should be selected after
carefully considering why the data are needed
and how the data will be wused. In order to
get a better description of what happens when
the test item is rail impacted, shock-response
spectrum analysis can be used. Shock-response
spectrum analysis is defined as a plot of the
peak responses of an infinite number of
single-degree-of-freedom systems to an input
transient. 1In the classical definition, the
systems are undamped. Sometimes the systems
are also termed "massless®™ to indicate that
they do not load the input., In assuming no
damping, the intent 1is to obtain a
conservative estimate of the damage potential
of the transient; it is, in fact, on the high
side of reality because all systems have some
degree of damping.

It 1is general practice when designing
equipment to withstand a shock enviromment to
assume that failure will occur in a particular
component because the maximum allowable stress
level 1is exceeded in that ocomponent. The
shock-response spectrum provides the dssigner
with some readily usable information atout the
input transient. It describes the effect of
the transient rather than the transient
itself. Some individuals feel this is wrong
from the standpoint that several different
configurations of transients can produce the
same shock-response spectrum., While this is
true, the designer needs to know the effect
regardless of the input configuration. If the
effect 1s known, it can be related directly to

the system to determine if it will pass or
fail.

The forces in the test item tiedowns can
be measured by installing a load cell in each
tiedown. These load cells are commercially
available and can easily be installed in the
tiedown system. During past rail impact
tests, the author has used eyebolts with
strain gages internally installed. Similar to
the calibration technique used for the
instrumented couplers, a strain-versus-load
curve was developed. From this curve, the

load can be extracted from the strain
readings.

DISCUSSION OF DATA COLLECTION TECHNIQUES
Collection of Impact Speed Data

The rail impact speed can be measured by
several methods. These methods include
electronic timers or radar. Whichever method
is used, the speed should be accurately
neasured to 0.15 km/hr.

Collection of Coupler Force Data

The coupler force can be measured by
strain gaging a ooupler shank and calibrating
the coupl er by devel oping a
strain-versus-force curve. In order to
expedite testing, the test item car should be
equipped with an instrumented coupler at both
ends. A 1-channel on-site recorder should be
acquired or developed to record this coupler
force data.

Collection of Additiopal Data

Accel erometer data should be recorded on
magnetic tape so that a permanent record can
be maintained. The data can be transferred
from the railcar to its permanent storage
medim using any of a variety of techniques,
These techniques include a direct cable 1ink,
FM-FM Telemetry or pulse code modulation (PCM)
telemetry. When using these techniques, the
data should be low-pass filtered above the
highest frequency of interest. Rail impact
testing generally excites frequencies in the 0
to 100 Hz range. If test item components are
sensitive to higher frequencies, the filtering
levels should be increased to include these
frequencies.

Additionsally, ifr a digital data
acquisition system is used the data should be
sampled at a rate of at least four times the

filtered frequency to eliminate aliasing of
the data.

Generally, aliasing occurs from the
presence of signals which are only slightly

above the Nyquist frequency (1/2 the sampling
frequency).
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If the data are to be used in Fourier
transform applications (power spectral density
(PSD) analysis; shock-response spectrum
analysis), the resolution characteristics of
the Fast Fourier transform (FFT) nust be
considered. The frequency resolution of the
FFT is:

= fa/2N
where

fs = sampling rate is samples/sec
N = FFT size.

This relationship indicates that the
resolution degrades with increasing sampling
rate. For these types of applications, a
sampling rate on the order of 3.5 to 4 is
appropriate, Larger transform sizes on the
other hand, will enhance resolution.

SUMMARY

The resulting rail impact test procedure,
while not exactly like any of the researched
test procedures, is essentially a compromise
between all of the different techniques. The
reason for this approach is that the proposed
procedure tries to duplicate actual railyard
impacting. The facilities and equipment
necessary for conducting the test includes:

a. A straight level section of track
(minimum of 60 meters).

b. A device for setting the railcars in
motion: either an inclined ramp or a
locomotive.

ec. Two 56,700-kg (125,000-1b) rigidly
loaded, standard draft gear buffer cars.

d. One 74,800-kg (165,000-1b) rigidly
loaded, standard draft gear hammer car.

e, One standard draft gear railoar on
which the test item is securely fastened.

f. A speed measuring device.

g- Two railcar couplers instrumented to
measure coupler force.

The rail impact test procedure is as
follows. The first impact consists of
impacting the railcar on which the test item
is securely 1loaded into the two stationary
buffer cars (with the air and handbrakes set
and the ooupler shanks compressed) at a speed
of 9.6 km/hr (6 mph) 215%. At the conclusion
of this first impact, the three cars are

A SN
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repositioned; the coupler shanks connecting
all three cars are compressed; and the air and
handbrakes on all three cars are set. The
second impact consists of the hammer car
impacting the test item car (which is coupled
to the two buffer cars) at a speed of 9.6
km/hr (6 mph) 5%. This two-impact procedure
is then repeated at 11.3 km/hr (7 mph) +5% and
at 12.9 kn/hr (8 mph) 25%. At the conclusion
of the sixth impact the test car is turned
around and the six-impact sequence is
repeated., Rail impact test speeds greatet
than 12.9 kn/hr may be used to evaluate the
safety factor in either the tiedown design or
the design of the test item.

During each of the impacts, the impaot
speed and coupler force should be recorded.
To reduce test time, each end of the test item
car should be equipped with an instrumented
coupler designed to measure the coupler force.
The tiedown system should not be adjusted
(cables tightened or loosened) once the test
begins. 1In the event of a tiedown failure, a
decision should be made by the project
director as to whether the test should be
continued without repairing the failure, or
repairing the failure and restarting the test.
Prior to testing, the tension in the tiedown
system should be measured and set to the
tension specified in the tiedown procedure.

Speed and coupler force data are required
on all tests as previously discussed. Any
additional data requirements shoculd be
carefully thought-out ahead of time, and only
the necessary data should be collected. This
will reduce the test setup, data analysis and
report time frames.
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APPENDIX A - ABBREVIATIONS APPENDIX B - REFERENCES

AAR = Association of American Railroads

FFT = Fast Fouwrier Transform 1. Guins, S.G. and Tack, C.E., Anthology of
ft-l1b = foot-pounds Rail Vehicle Dynamics, Freight Car Impaot,
l"r = friction force Volume I, New York, The American Society of
£ = acoelerat&os due to gravity Mechanical Engineers, 1971.

m = gfaloec 2. Merritt, FPrederick S., Standard Handbook
J = joules for Civil Engineers, New Yorlk, McGraw-Hill,
KE = kinetic energy 1976 .

N = Newton

1b = pounds-mass 3. Military Standard 810C, Envirommental
PSB = power spectral density : Test Methods, 10 March 1975.

PO = pulse code modulation

4, Military Standard 705A, Generator Sets,
Engine Driven, Methods of Tests and
Instruction, 5 March 1%3.

5. Military Standard 705B, Generator Sets,
Engine Driven, Methods of Tests and {
Instructions, 26 June 1972.

6. Military Specification MIL-S-5528 (EL),
Shelter, Electrical Ejuipment S-280 ( )/G, 10
September 1%6%4.

7. Military Specification MIL-G-5228 (MO),
Generator.

8. Military Specification MIL-S-52059 B
(EL), Shelter, Electrical Eguipment S-250 (
)/G.

9. Department of the Army Technical
Bulletin, TB 55-100, Transpartability Criteria
Shock and Vibration, Washington, DC, 17 April
1964,

10, Military Standard 81D, Envirommental
Test Methods, 19 July 1983.
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MACHINERY DYNAMICS

PREDICTION OF NATURAL FREQUENCIES OF FLEXIBLE SHAFT-DISC SYSTEM

P. Brémand, G. Ferraris, M. Lalanne
I.N.S.A.
Laboratoire de Mécanique des Structures
U.A. C.N.R.S. 862
20, avenue Albert Einstein
6962] Villeurbanne - France

Today the dynamic behavior of rotors must be predicted with the
greatest care. This work deals with the influence of disc flexi-
bility on the natural frequencies of rotors.

The rotors considered here are made of a shaft, symmetric bearings
and flexible disc. The kinetic and strain energies of the element
are calculated, the finite element method is used and the Lagramge's

equations applied.

The solution of the equations is performed through a modal method.
The application is an industrial gas turbine. Its natural frequen-
cies as a function of the speed of rotation are obtained, which

gives critical speeds.

INTRODUCTION

In industrial applications related to ro-
tordynamics discs are taken as rigid. When they
are thin this hypothesis can introduce an error
as the interaction disc-shaft can then be mis-
represented.

It is thus interresting when calculating
the behavior of rotors to be able to consider
the disc as flexible or at least to have an
idea of the influence of its flexibility.

Dopkin and Shoup |!| have presented results
on a gsymmetric rotor in steady state motion
using transfer matrices. Hagiwara et al |2|
have also used the transfer matrix method and
have dealt with the unbalance response of an
impeller-shaft system. In those two papers the
effect due to the initial stresses has not been
introduced.

Chivens and Nelson |3| have performed a
parametric study of the dynamic behavior of a
simply supported rotor. Their equations include
the centrifugal effect and are solved by the
Laplace method. They have shown that the influ-
ence of the flexibility is more significant on
the backward whirl than on the forward whirl.

Wilgen and Schalck |4|, using a Rayleigh-
Ritz technique have also made a parametric stu-
dy of the critical speeds and instabilities,
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Klompas |5| has calculated the behavior of
a rotor on disymmetric bearings. He has shown
that excitation forces created in the disc give
new critical speeds and instabilities. He has
extended his work to multirotors with linear |6]
or nonlinear |7| hydrodynamic bearings.

Sakata et al |8| have calculated, using a
Runge - Kutta - Gill method, the tramsient vibra-
tions of a rotor subjected to a sudden unbalance.

Palladino and Rossetos |9] have used the
finite element method, built a specific beam
element taking into account analytical solutions
of the disc and studied several examples.

Loewy and Khader |10| used also finite ele-
ments for the rotor containing disc~blades assem-
blies which are modelled through a substructuring
method. The displacements of the shaft and the
lowest modes are the generalized coordinates used
for Lagrange's equations. The application to an
industrial example shows the influence of the
gyroscopic (Coriolis) and flexibility effects of
the disc.

In what follows a method of analysis of ro-
tors having a flexible disc is presented. The
shaft is modelled as a beam including, torsional
and longitudinal motions. The disc is an axisym-
metric thin plane structure having rigid body
and axisymmetric motions. Strains include second
order terms to take into account the stiffening
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due to the initial stresses. The finite element
method is used for obtaining the expression of
the strain and kinetic energies of the element,
the Lagrange's equation (appendix 1), are then
applied. The bearings are symmetric and have
stiffness and viscous damping characteristics.
The order of the systems to be solved is grea-
tly reduced through a modal method. The results
show the coupling between the bending of the
shaft and the axisymmetric motion with one no-
dal diameter (n = 1) of the disc. They show
also two couplings, which to our knowledge have
not yet been shown, one between the longitudinal
motion of the shaft and the bending of the disc
(n = 0) and another one between the torsional
motions of the shaft and of the disc (n = Q).
The industrial gas turbine presented has alrea-
Ty Teen studied with the disc considered rigid
1.

Z
2y
Q4
Y
X Q
X
Fig.l : Reference frames

Kinetic energy

The expression for shaft elements of length
L is given by the addition of three terms :

L
gy = fo p(S(u°2 + v°2 + w°2)

(n
02 o2 ©2
+I1,6%C 1 Yol Iy B°4)dy,
mass kinetic energy.
'L
TSZ =Q J oS (u°w - wu)dy 2)
0
gyroscopic (Coriolis) kinetic energy.
L
2t , = 0 I o(su? + u?)
0
(3)

2 2
-1.68° -1 ¢y ,
supplementary kinetic energy.
with u, v, w components in Rl of the neutral
axis displacements.

p, mass per unit volume.
8§, cross-sectional area.
Ix'Iz' diametral area moments of inertia of the
shaft cross section,
I , polar moment of inertia of the shaft cross
section.

The kinetic energy of the disc (fig.3) is
given by the addition of three groups of terms.
The first group corresponds to the rigid body
motion.
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EQUATIONS OF THE SYSTEM

The development of the equations is detail-
led in [12].

The axes X Y Z (Ro) are an inertial frame

while the axes x; Y z) are fixed to the rotor

in undeformed position and rotate at constant
angular velocity (Q). The axes x y z (R2) are
fixed to the cross section of the deformed rotor
(fig.1). The R2 system is related to the Rl sys-
tem through a set of three angles 8, {, ©
(fig.2). All the equations are written in RI,

X2 4X4 Y 22
ﬁ 4
3 v 9
Y4 X y
B _ v o\ e
24 X2 Ya
Fig.2 : Angles of rotation

r4

~»
2, N4
0 =
Y
X4
Fig.3 : Disc coordinates
. 02 . o2 . o2 o 2
) mD(“ p *Vp *v) ) + Iox 6 0
(4)
o 2 -] 2
tIg Vy tIhy By
mass kinetic energy.
- (-] - (-] oo
Tprz = Yoy (wpuy = w'hup) + Iny 6% ¥y )
- °
*py = I ViR oy,
Coriolis kinetic energy.
.2 2, 2 2 2
gy = & (mpCup™ + W™y + Iy ¥y *+ Iy B
(6)

2 2
- Iy Gy + 0™ ’

supﬁlementary kinetic energy.
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with :

), mass of the divc
IDX’IDY’IDZ’ mass moment of inertia of the
disc with respect to X Y Z.

The second group of terms correspounds to
the axisymmetric motion :

o 2 o 2 o 2
2TDAl = I(v) plu L tu 6 +u o )y dv , )]

mass kinetic energy.

- ° - O
Tpa2 = @ I p(u oY% ~ U r“¢) av (8)
W)
Coriolis kinetic energy.
2 2 2

2Ty = 9 I plu,” + uy ) av s 9)
)

supplementary kinetic energy.

T, " 92I pru, dv A (10)
V)

centrifugal forces kinetic energy.

The third group comes from the coupling bet-
ween rigid body and axisymmetric motionms.

T = I p(u® (u®_ sin ¢ + u®, cos ¢)
prl W) D' x ¢

]

+w D(u r 08 $-u 6 sin ¢) + v p Y Y an
+r u’y(qfD sin ¢ - B°D cos ¢)
+r B’D u°¢) dv
mass kinetic energy.
TDCZ o8 J(V) p(u°D(ur cos ¢ - Uy sin ¢)
- w°D(ur sin ¢ + ug cos $) a2

= uD(u°r cos ¢ - u°¢ sin ¢)

+ wD(u’r sin ¢ + u°¢ cos ¢) + 2r B°D u)dv ,
Coriolis kinetic energy.
Tpes ™ 92 J(v) p(un(ur sin ¢ + u, cos 9)

+ wD(ur cos ¢ - u¢ sin ¢) (13)

:
|
:;if
5
g
F
g

+r uy(eD cos ¢ - Yp sin ¢)) dv ,

supplementary kinetic energy.

The axisymmetric displacements are then ex-
pressed by developments in Fourier's series and
written as :

u =u o+ nfl (urn cos nd + ﬁ:; sin n¢)
o0
uy = Uy nf] (u¢n cos nd + ﬁ;; sin n¢) (14)

u =u_+ I (u

y " E cos nd + E;; sin no)

It is also convenient to define :

1651% = 1a,% a % ¢, 9" +ov a,F T
D g o ‘1 1 "°" "n “n
where .
lagl™ = lup vy wy 6 ¥ Byl (15)
t t .
i, = |urn Usn uynl if n30
-t - — = X
anl - |urh Uyn Yyn if n>1

The expressions (14), (15) can be used in
the several terms of the disc kinetic energy (4),
(13). An integration for the polar coordinate ¢
in the interval 0,2 T give, when Lagrange's equa-
tions are applied, the mass, Coriolis, supplemen-
tary stiffness matrices and the vector of centri-
fugal forces. In appendix 2 the mass matrix
of the disc is presented. The Coriolis and sup-
plementary stiffness matrices, not presented here,
lead to important conclusions, which are the same
as those shown by the Hg matrix. A coupling appears
between the rigid body motion degrees of freedom
and the Fourier coefficient terms when n = 0.
This shows a coupling between the longitudinal
motion of the shaft vy and the bending u__ of the
disc and another coup?ing between the tofgion of
the shaft BD and the disc u¢°.

A coupling appears between the rigid body
motion degrees of freedom and the Fourier coef-
ficient terms when n = 1, This shows a coupling
between the shaft bendi d th
disc displacement y %& uD; wn’ﬁgn’ gn 8%7' 'e

rl® “rl® T¢l1’ 41 Tyl’ Tyl

There is no coupling between the shaft and
the disc for n > 1.

The centrifugal force vector only has com-
ponents for n = 0,

Strain energy

The strain energy of the shaft includes two
terms. The first one is the classical strain
energy, the second one is the strain energy due
to a constant axial force F.

Their expressions are :
L v 2 L a2u 2
ZUSl - [o ES (-a—y-) dy + Io E(Iz (-8——2—)
y (16)
2 2 L 2
+1x<3—§>)dy+f &1 & oy
dy 0 y

with :
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G, shear modulus

E, Young's modulus

J, area moment of inertia about the longitudinal
axis.

= e@ . @) (17)
527}, "oy W )Y

The strain energy of the disc is caused by
the axisymmetric motion and includes two terms.
The first one is the classical strain energy,
the second one is the strain energy due to the
initial stresses o __, 0 .., 0 _,. Their expres-
sions are [13] : °F OHUE ok

du du, 2
E T 1 2 1
20 I — {¢ +—=u "+ (L)
Dl W =02 or 2T r"z‘ r)
du du_ du du
2 ¢ vy _r_ ¢ v r
":2""ra° ’zrrw’zrurr
du, 2 du_ 2
1-v ¢ 1-v 2  l=v r
+ ) +— + — 537
2 ‘or 2r2 ] 2r2 9
du du, du du
i ) ¢, 1- [ B A r
r “¢ 7 | x or 3¢ ri u¢ T
2
2u_ 2 3u_ 2 u_ 2 (18)
1
D L GD 5D
or 2 r 2 r2
du_ 9%y - 3%u 3%u Ju
2 1 1
* — + 2V ( + - )
S or fz or :2' %5 T or
9%u du_ 2
1=-v 1-v y
t25 (Br¢ 1T G

1=y %Yy
“‘Ta¢ T‘f!)} S

with v, Poisson's ratio.
2

]

du du
1 1 r
20p, = I ) G Oorr * S0 G T " B - D)

orr (Tl) *t3 2 ow (Fl) (19)

du_ du

or¢ Tl Tl) a7 o

The relationship between initial stresses (o
OW’ 9, ) and displacement is :

Orr u r/ ar+v(du 0/ awur) /r

E
00| -l—-v—z (au°/a¢+ur)/rw3ur/ar (20)
°or¢ (1-v) (rau¢/ar-u¢oaur/a¢) /2/x

It is convenient to define :

2 m—
du Zf)uq,l du_, aiyl — = = v 5u|l du 1
ar or or arz 1 7¢1 "yl 3r 3r Or
2 2
2 l u_u, u Bum ¢n Buwauyn
s . TR $oyn 9r or or ar?
3 2 .
_— . Bu Bugm Buyn 9 uyn :
Yrn u¢n uyn or 9r Or arz l @y

and using (14), (15) with equations (18), (19),
(20) the new expressions of strain energies are
obtained and show no coupling between Fourier's
geries 0, 1, 2, ...

Finite element

The shaft element is a beam element with
two nodes, with six degrees of freedom by node,
Classical shape function have been used, cubic
in y for bendings linear in y for both longitu-
dinal and torsional motions, (fig.4). In addi-
tion :

o) V:D"« ‘3& ’"97_

Fig.4 : Beam finite element

ow du
6 = 3y LA =4 (22)

The thin disc element has two nodes with
also six degrees of freedom by node. Classical
lhlp. functions are used, _cubic in r for u

linear in r for u
rn’ “ ¢n ¢n

In a compact form the degrees of freedom
are :

nl

t t t t t t =—t
18l™ = lag a7 d)" ;" oo d T " ...
with
lagi© = lup vy wy 6 v B (23)
s D D
41 = ol o2, o2, - 2L |
n rl yl r2 ¢2 y2 ‘BL
(n30)
u
t "l'l =“n =n l‘n -n
|4y ® = lu, Usl %y1 ” ury Ugg U ‘5L|
: D

It has been shown, appendix 2, that the cou-
plings exist for n = 0 and n = 1. The application
of Lagrange's equations is much easier if the use
of myltipliers can be avoided, therefore the axi-
symmetric degrees of freedom are written in RI,
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For n = 0 the ax1symmetr1c degrees of
freedom u°_, u° - 3u®_/3r are expressed
(fig.5) as a functxox of the’ following degrees
of freedom.

24
M
r
o =
Y
s
Fig.5 : n = 0, shaft disc connection
0-9 0-0
u u 6 + r.BD v u = + p
(24)
3u°z_
° o 1,0 % o s
w u’y a e

For n = ], the axxsymmetrxc degrees of
freedom u_l, ..., du_l/3r are expressed (fig.6)
as a funcf1on of the’following degrees of free-
dom :

Z,

X
Fig.6 : n = 1, shaft disc connection
1 1 1

u =uptu v uy - :en

ou_1

1 1 1

w vy tu, o = GD - 5y
T vied e
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(25)

Equations

The expression of the kinetic and strain
energies of the shaft and disc elements are,
using (24), (25), a function of generalized in-
dependent coordinates. Through the Lagrange's
equations one gets the general equations for the
system ¢

00 °
Mndn + Cn Gn + (Ken + Kgn - Msn)én = Fcn (26)

where matrices are functions of n.

For n = 0, (26) gives the coupling between
longitudinal or torsional motion of the shaft and
the symmetric motions of the disc with no nodal
diameter.

For n = 1, (26) gives the coupling between
the bending of the shaft and the axisymmetric
motion of the disc with one modal diameter.

For n 3 2, (26) gives the axisymmetric mo-
tion of the disc with n nodal diameters and no
coupling with the shaft,

The solution of (26) requires two steps.
First of all for n = 0, it is necessary to solve

Ms‘) Gos = 1='co

This solution gives the initial displacements §
and stresses. Then, it is possible to solve the
eigenvalue-eigenvector problem :

(Koo * K (27)

o8

Mn6;° + CnG; + Regp + K+ Msn)dn = 0 (28)

gn

The number of the degrees of freedom is
highly reduced through a modal method based on
the behavior of the rotor at rest. Then, the QR
algorithm is used. It is thus possible to have
the evolution of the natural frequencies, then
the critical speeds, as a function of the speed
of rotation Q.

APPLICATION |12|

The equation and the corresponding computer
program have been at first tested with simple
applications and examples from (1), (3), the re-
sults obtained were satisfactory.

The rotor of an industrial gas turbine, in
the case of symmetric undamped bearings, has been
calculated. In figure 7 the shaft finite element
modelisation is shown, four finite elements are
used for the disc considered as flexible. The re-
sults shown in what follows are compared with
results already ottained for this rotor, the disc
being supposed rigid, (11).
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Cas n = 0 (figure 8)

The natural frequencies with the rigid disc

bearing 1 Bearing 2

PP n it b
I - rf-l'—rv

Fig.7 : Rotor of the gas turbine

Frequency 1 2 3 4 5

are independent of the speed of rotation and are Shaft T L L T T
represented by 1, 3, 5. The natural frequencies
with flexible disc are represented by 1, 2, 4. Disc R-F F R F R
The type of motion observed is in table 1. -—
Table 1
with T,L, respectively torsional or longitudinal
motion
R,F, respectively rigid or flesible disc.
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Fig.8 : Case n = 0, natural frequencies versus speed of rotation
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It can be observed that the lowest torsio-
nal frequency is not influenced by the flexibi-
lity of the disc and that the conclusion is
nearly the same for the second torsional fre-
quency 4, 5. The first frequency corresponding
to the longitudinal motion is reasonably affec-
ted by the disc flexibility.

Case n = 1 (figure 9)

This is the most practical because of exci-
tations and particularly the unbalance exitation
give a force component in bending, The frequen-

4
1500 L

F(H2z)

cies corresponding to .ne rigid disc are presen-
ted in 2, 4, 6, 8, those corresponding to the
flexible disc are presented in 1, 3, 5, 7.

Due to the operating speed the practical
interest is in the evolution of the lowest fre-
quency 1, 2. The flexibility of the disc decrea-
ses the corresponding critical speed of 3,5 7.

Fig.9 : Case n = |, natural frequencies versus speed of rotation

CONCLUSION

The equations of rotors compuzsed of a shaft
and a flexible disc have been presented through
kinetic and strain energies expressions and use
of Lagrange's equations and have been solved
using a modal method, The shaft and disc cou-
pling, which exists only for n = 0 and n = 1,
have been studied.

An industrial gas turbine has been presen-
ted and the evolution of the natural frequencies
calculated. It has been shown that in the case
considered, the critical speed due to unbalance

-
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is slightly decreased.

In the future, it will be probably necessa-
ry to consider the discs as flexible. Unfortuna-
tely, it is difficult to include flexibility in-
fluence in a computer program dealing with rotor-
dynamics.

At this time, it is suggested to perfoim
the calculations at rest with a classizal finite
element computer program. The disc is supposed
to be rigid or flexible and then the flexibility
influence, if it exists, can be roughly estimated.
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Discussion

Mr. Eshleman (Vibration Institute): It looked
like the flexibility effect was small compared
to the gyroscopic effect in that case. Did you
try it with a smaller diameter disc that did not
have a gyroscopic effect?

Mr. Lalanne: No.

Mr. Eshleman: Do you think the rotor you
analyzed 18 a typical industrial rotor? If it
is, it seems there is probably no reason to
worry about its flexibility. However, I have
heard of other people worrying about the
flexibiliity of the disc,
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IMPLEMENTATION OF ACTIVE FORCE CONTROL FOR ROBOTS

SUBJECT TO DYNAMIC LOADING

R. Hollowell, R. Guile, P. FitzPatrick, S. Foley
United Technologies Research Center
East Hartford, CT 06108

digital sampled impulse response data.

A force control servo for robotic machining was designed and studied
based on structural and servo dynamic tests. Results of the studies
indicate the feasibility of robotic chamfering usinz force control and
the need for considering robot structural modes in stable force control
design. An autoregressive moving average identification technique was
used to develop a procedure for model parameter identification from

A gain scheduling technique is
described for achieving stable force control during light metal cutting,
while compensating for varying robot structural modes.

INTRODUCTION

Automation of light machining processes
such as chamfering and deburring is desirable
because these processes are repetitive, error
prone, and in some cases hazardous.
Anthropomorphic robots are attractive candidates
for achieving this automation because their
dexterity and large work volume make them
especially versatile machine tools. However, an
articulated structure results in a robot having
high structural compliance and poor positioning
accuracy relative to traditional machine tools,
characteristics that complicate the problem of
programming a robot to perform light machining
tasks. 1ln particular, part misorientation
relative to a taught robot path will result in
either too little material removal or excessive
interference between the tool and the part,
possibly resulting in part damage. A number of
researchers have described approaches to using
compliantly mounted tools to accommodate part
misorientation (Ref. 1,2,3,4). Experience has
shown that with light cutting forces, the tool
compliance can couple with robot compliance
resulting in tool chatter and unsatisfactory
metal removal.

Development of active tool force control is
expected to overcome some of the problems of
passive compliant mounts. Previous work on
active force control is summarized by Whitney in
Ref 5. For active control, instrumentation
measures the force between the tool and part,
providing feedback to a controller that
regulates the cutting torce at a desired level.
To implement such a strategy for precision
chamfering, an articulated machine tool was
developed which provides an additional degree of
freedom (DOF) that can be controlled to regulate
force. The requirement imposed on the robot
controller is that the robot degrees of freedom
be controlled to maintain proper alignment of
this force control motion normsl with the local
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part surface. Important features of such a tool
include the ability to compensate for:

1. TInaccuracies of the robot and workpiece
positioning,

2. Configuration dependent dynamic
characteristics of the robot arm.

The tool and control algorithm must maintain
material removal rate tolerances and control
stability sufficient for the manufacture of
precision aerospace parts.

This paper discusses the role of dynamic
analysis in the design and implementation of an
electro-mechanical feedback control system for
robotic machining. First, servo system and arm
structural models are described, and the dynamic
testing and analysis used to validate and
identify those models is reported. Then the
implementation of active force control using the
modelled tooling is discussed, closed loop
cutting performance is assessed, and
requirements for a second generation tool are
identified. Finally, a strategy for designing
and implementing a stable force controller that
compensates for changing robot dynamics is
discussed.

DYNAMIC SYSTEM MODELLING

The research was conducted using an ASEA
IRb-6 five axis articulated robot with an Sl
controller as shown in Figure 1. The tooling
consists of a six axis force and torque sensor,
a dc servo mechanism, a 30,000 rpm, 3mm collet
pneumatic deburring spindle, and associated
support structure. The spindle has a single
degree of rotation relative to the support
structure, and is driven by the servo motor
through an elastic belt and a high ratio worm
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gearset. A resolver and tachometer attached to
the motor shaft provide feedback to ASEA joint
axis electronics, making the servo mechanism
essentially a sixth robot axis. The support
tooling assembly is attached to the force sensor
which is attached to the robot tool mounting
flange.

Figure 1. ASEA IRb-6 Robot, Six Axis Force
Sensor and Sixth Axis Spindle Drive System

A linearized model of the sixth axis servo,
given in Pigure 2, was developed to understand
the transfer function based force feedback
control strategy implemented in the machining
studies. The joint position commanded by the
robot computer is compared to the resolver
feedback, and the difference is converted to an
analog velocity reference. This reference is
input to a conventional velocity servo to
produce motor velocity, while the motor position
is geared to produce tool position. The loaded
servo mechanism is not sdequately modelled with
linear elements because of the non-linear
friction, backlssh, snd lack of back-
driveability in the worm gearset. Figure 3 is a
block diagram of the loaded mechanism showing
the implemented force control algorithm, with
the worm gear represented as a single block.

The tool position is referenced with respect to
the position of the workpiece surface, and the
resulting workpiece-tool interference acts
through the effective spring rate of the tool
support and robot arm to yield the normal force
acting betweeu the workpiece and the cutter.
This normal cutting force is calculsted from the
force sensor measurements and & known kinematic
relationship, although the measurements are
bsndwidth limited duc to the complisnt structure
separating the force sensor and the cutting
forces.

VELOCITY VELOCITY SERVO GEARING
REFERENCE l'—l 1
1
£ GAIN 'O, 3 5 I
COMMANDED + + S2+2pw S+ TOOL POSITION
JOINT = -
POSITION
TACHOMETER FEEOBACK
RESOLVER FEEDBACK

Figure 2. Linearized Block Diagram of Sixth Axis Servomechanism

FORCE SENSOR
~ PID 1 Kes
L CONTROL LAW _r Fpy — NORMAL CUTTING FORCE
EFFECTVE STIFFNESS
WG Kg
CONTROL
SIGNAL
INTERFERENCE
COMMANDED
JOINT *

2
w
POSITION

n
GAIN %)____
+ + 8242t wS+wp?

- WORKPIECE
SURFACE

TOOL POSITION

Figure 3. Block Diagram of 6th Axis

Cutting Force Control Algorithm
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A lumped mass model containing identifiable
physical parameters was developed to aid in the
assessment of closed loop cutting performance
and to serve as a basis for a complete model of
the second generation tool, that will be
designed to achieve control stability. Figure 4
shows a single axis two DOF lumped mass model
and corresponding bond graph representation
characterizing the dominant dynamic response of
the robot arm (M1,K1,C1) and tool (M2,K2,C2),
subject to a force input. The bond graph (see
[6]) method of modelling and analysis lends
itself to building state variable models of
systems incorporating electrical, mechanical and
hydraulic components. In a mechanical system
bond graph model, energy is stored as kinetic
energy in the masses (across element) and
potential energy in the springs (through

1) BLICK DIAGRAM

axz X,
e ety
Ky Ky
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fe—l M My
02 Cy
b) BOND GRAPH
My My
2 I
0O 1l
Fob—m=0—{1 } 0 {1} Vs

.

|
NN

Kz G Ky
Figure 4. Block Diagram and Bond Graph
of Two Mass Dynamic System

element). The model state variables are the
velocitiea (potential) of the masses and the
forces (flow) in the springs, and sre selected
based on system causality constraints. In this
model, energy enters the system in the form of
tool cutting forces Fs, is dissipated by system
damping and exits the system to ground. The
first order matrix differential equation
resulting from a systematic analysis of the bond
graph is:

S o = ) - o B
v, - -1/M ™M 1] ¥ 1M
: M imy ey ( - 2
r X 0 -x 0 ¥ 0
X, 2 2 X,
ol |2 legred e e o |
Prall Y LI liaie IR , (D
M
1
q ] F o]
r“xJ o ) K K
L L Ju 1 L

This matrix equation is reduced to yield a
transfer function relating the acceleration A?
of mass M2, to the fecrce input Fs.

s (4 c e K 4K X, c.c (2)
&
[s 4(—‘3 + :I 2) :3 ¢(:1 d 4-—"20——1qu '2
8 1 1 ? 12

DYNAMIC SYSTEM ANALYSIS

This program of dynamic analysis was
conducted to assess the phenomena observed
during preliminary closed loop machining
studies, so to develop mechanical and control
design specifications for the second gemeration
tool. Analog frequency response testing
supported open loop transfer function analysis
of the joint servo model. Computer based
impulse response testing and data analysis was
used for assessing cutting performance during
active force control deburring tests. The
computer based data acquisition and analysis
tools that have been developed will be used for
bond graph parameter identification, and
implementation of a microprocessor based
adaptive state controller fur the second
generation tool.

The open loop frequency response of the
motor velocity servo was measured using a wave
generator to excite the servo and a phase gain
wmeter to compare the input signal to the
responses from the tachometer and resolver. The
Bode plots in Figure 5 and 6 compare the
experimental data to the frequency response
predicted by the block disgram model in Figure
2. The Bode plot of the tachometer response
shows poorly damped poles at 8 Hz, and a lack of
phase and gain correlation below 5 Hz. This low
frequency deviation is attributed to nonlinear
hysterisis in the worm gearset, which vas not
included in the analytic model. The resolver
response also reveals the 8 Hz poles, and the
high frequency attenuation is attributed to the
lowpass filter in the resolver electronics.
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Figure 5. Bode Plot of Tachometer
Response Referenced to Input
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Figure 6. Bode Plot of Resolver
Response Referenced to Input

The acceleration response of the spindle
housing subject to impulse loading was measured
using a strain gage accelerometer and a
piezoelectric impulse hammer. Impulse response
tests were performed with the robot and tool in
the configuration shown in Figure 7, which was
the configuration nominally assumed in the
closed loop cutting experiments, to characterize
the structural model in directions normal and
tangent to the surface being cut. The analog
data was conditioned with a 50 Hz fourth order
low-pass filter, and was sampled and stored at
200 Hz using a Digital Equipment PDP 11/73
minicomputer. The digital data was transferred
to a Vax 11/780 computer and analysed using the
CTRL-C [7] signal processing and control system
design software. A high order discrete transfer
function autoregressive moving average (ARMA)
model [8) was identified from the input force
data, the output acceleration data, and the time
history. The discrete model was converted to a
continuous transfer function model, which was
reduced to the form of Equation 2 by selectively
removing poles and zeros. The bond graph
parameters (M1,K1,C1,M2,K2,C2) were explicitly
determined by equating the coefficients in
Equation 2 to the coefficients of the reduced
transfer function. The identified parameters
were substituted into matrix Equation 1, and the
output predicted by the state model wss compared
to the experimental data.

Figures 8 and 9 show good correlation
beiween the experimental and simulated response
for the tangential and normal cutting
directions. The tangential axis response is
clearly dominated by an 8 Hz mode, and a second
order model adequately describes the system.
This mode represents the lumped response of the
tool structure and the robot fourth joint servo.
The normal axis response shows coupling between
an 8 Hz mode and an 18 Hz mode, and a fourth
order model is required to adequately predict
system behavior. The higher order effects seen
in the data are attributed to the bandwidth
characteristics of the accelcrometer. The
estimated bond graph parameters for the second
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and fourth order models agree with engineering
estimates, and are liated in Table 1. Figures 10
and 11 compare data from a single impulse test
to the response simulated using the previously
developed model. The close correlatiou is
additional proof that the bond graph model is a
good representation of the dynamic system.
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Figure 7. Robot Arm and Tool System
Being Characterized thru Forced
Response Testing
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Table 1. Bond CGraph Parameters

o @ SPRING RATE DAMPING
SuttiNg Ko Nimm NeSim

R — T . z
DIRECTIN L My K2 Ky C2 S

TANGENTIAL | 120 | — | 40 — 20 | =
NORMAL 120 | 225 | 93 12 51 3

TMPLEMENTATION OF ACTIVE FORCE CONTROL

A physical protoiype system for actively
controlling the cutting force normal to the edge
being machined was implemented using the tooling
previously modelled and analyzed. The objective
of these preliminary closed loop tests was to
show the feasibility of maintaining a comsistent
chamfer when the workpiece is displaced and
misaligned relative to the programmed path of
the robot. The control strategy, represented by
the block diagram in Figure 4, uses the position
of the cutting surface as input, and the normal
cutting force as output «nd the controlled
variable. The force sensor output is sampled
every 6 ms by the PDP 11/73 minicomputer and
compared to the desired normal force to generate
a discrete force error. This force error is
processed by a discrete PID controller whose
output is transmitted via a digital to analog
converter to the sixth axis velocity servo.

The discrete PID controller is part of a
versstile, user-oriented computer program that
samples the force sensor, calculates the servo
control signal, and communicates with the robdot
computer. The menu driven program first prompts
the user to select the controller gains and
saturation limits desired for the deburring test
run. The software then initiates the
pre~progranmed robot deburring sequence, which
begins wi*h the pneumatic spindle being
ectivated and the robot moving the spindle
slowly toward the workpiece. Contact with the
workpiece is detected by sensing when the foree
signal exceedes a presat force level. At this
point, an adaptive feature of the robot is
caused to be executed, transforming the
programmed cutting path of the robot to raflect
the shifted contact point. This adaptive path
transformstion feature compensates for gross
displacement of the workpiece relative to the
progranmed path of the robot. After contact, tha
sof twara controller continuously generates servo
control signals while the robot executes the
spindle motion, adjusting the spindle position
to corract for misalignment of the vorkpiece
relative to the transformed cutting path. If
the normal cutting force exceeds a preset
maximum force level, tha controller commands the
robot to stop its program execution and move
avay from the workpiece, thereby preventing
parmanent damage.
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Active daburring simulations were conducted
to selact PID controller geins and to assess tha
capabilitias and limitations of the existing
tooling. Tha test plate was carefully aligned
relative to the straight robot path, and the
derivativa end intagral gains were set to zero.
The proportional gein was incraesed until
cutting performance, as indicated by the normal
forca history, began to deganerate. The
derivative gain was then increasad to achiave
tha best damping, again determined by visual
inspection of the normel force history. Fimally
the vorkpiace was misaligned relative to the
robot path, and the integrel gain and saturation
limit wara increasad until the dasired normal
forca was maintained over the entira programmed
path, with a miiimum of forca fluctuations.

Tha normal force arror from controllad and
uncontrolled cutting tests ara shown in Figura
12. The dc trand of tha uncontrolled force
history is evidenca of misalignment of tha
workpiaca from the path of the robot. The
controllad force history axhibits damped force
fluctuations ralative to those presant in tha
uncontrollad forca history, and the dc trand hes
bean succassfully removed. Visusl inspection of
the tool whila cutting, revealed that structural
tool vibretion in the direction of travel
(tangential cutting direction) is axcited whan a
burr is encountared, and is coupled with
structurel vibretion in the normal diraction.
The observetion that coupling between tool
structural characteristics in tha normal and
tangantial directions is detrimental to cutting
performanca is supportad by testing and analysis
reportad by Asada [9]. Tha observad motion of
the servo actuator to control inputs was
characterisad by rapid oscillatory response
followed by periods of no motion, indicating
that non-linear friction (stick-slip) was a
major scurce of the fluctuatinns seen in the
closad loop tests. Some closed loop tests
resultad in unstable 8 Hz force oscillations,
indicating that tha poorly damped servo aoda was
axciting the tool structurel modes.

2

Il

1

= e CLOSED LOO"
ke e

Preliminary specifications for the design
of the second generation tool were developed
based on the servo and structural model
analysis, and the assessment of closed loop
cutting performance. The first design
requiremant is that the structural stiffness of
the spindle support in the normal cutting
direction should be an order of magnituda less
than in the tangential cutting direction, as
suggested by Asada. This would prevent the
dynamic coupling exhibited by the present
tooling. The second desired feature of the tool
is thet the sarvo mechanism should be simpla and
capabla of being modellad with linear elemants,
so that a bond graph of the entire system may be
developed. This design charectaristic would
climinate the stability problems ceused by the
nonlinear alemants in tha axisting sarvo
mechanism. The third and most important
raquirement of the second generation tool is
that the controller be designed to avoid
axciting the robot arm or tool dynamic modas.
The controller pust satisfy this specificetion
to gaurantae stability, which is raquired for
the machining of aerospace parts.

FORCE CONTROL STRATEGY WITHR COMPENSATION FOR
CHANGING ROBOT DYNAMICS

‘The rasults of tha preliminary closad loop
deburring studies suggast an altarnative
controllar implementation to achieva relieble
and stable forca control using a closad loop
spindle menipulator mechenism. The observetion
was made that intaractions between robot arm
dynamics and tool dynamics yialds unsetisfactory
performance. Moraovar, the dynamic response of
the tool mounting pleta to force inpute varies
with changing erm configuration, wrist
orientation, and the direction of the applied
forcas. A stretagy for designing e stable
control ler that compensates for charging robot
arm dynamics in real time is desccibed. Tha
stretegy is based on bond greph modelling of tha
wmanipuletor mechenisa and arm dynamics,
exparimental identificetion of arm model
parameters for severel discrete regions of
operation, and state veriable control theory.

A complate stete variable model
spindla manipulator mechenism should
dynanics of the support (robot erm),

of tha
includa tha
actustor

T and associeted alactronics, spindle, end the
process. Ideelly, the stete control lawv is
N based on knowledge of enough states to insura
1 controllebility, hence stable forca contrsl.
\ Since it is impracticel to maasure all of the
i | states that would be required for control-
Yo, lebility, a state mocel observer will be
constructad so that the unmeesured states are
ARVR 1 estimated from knowledge nf the actuator
Y- position and the cutting forces. This stete
estimator and controller will be implementad
7] re with e microprocessor to achieve stable force
TME - § control for e specific erm configuration end
Figure 12, Normal Force Error Comparison cutting force di":‘iti?‘;' ?’;9 ‘d‘?ti"eh'tfet°:7
is to experimente identify, using the impulse
é" l_lncontrolled end Controlled Tesponse analysis pZ'eviously described, the
utting Tests
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robot arm dynamic parameters for several
discrete regions of input force direction and
arm configuration. The observer and controller
values will be updated as the process changes
from one region to the next. This gain
scheduler will be implemented with a second
processor that retrieves the experimentally
determined parameters from memory and
commmicates with the robot computer, the

of f-line program, and the microprocessor acting
as the observer and controller. This strategy
for stable force control will be implemented
with a second generation machining tool
currently under development.

CONCLUSIONS

A robot mounted one degree of freedom
spindle manipulator was used in machining
studies to demonstrate the feasibility of closed
loop control of the nmormal cutting force. A
model of the manipulator servo was developed and
experimentally verified as an aid for designing
the closed loop force feedback control
algorithm, and for assessing closed loop cutting
performance. A two degree of freedom lumped
mass model of the manipulator support structure
and robot arm was developed to serve as a basis
for the design of a stable force controller.
The supporting analysis showed that the model
parameters are explicitly determined using an
autoregressive moving average model estimation
technique. The analysis characterized the
dynamic tool and robot modes in directions
normal and tangent to the cutting surface,
information used in the assessment of tool
behavior during closed loop tests.

Machining tests conducted using the spindle
manipulator showed that closed loop force
control substantially improves cutting
performance relative to passive compliance, when
the workpiece is misuligned relative to the
programmed cutting path. Analysis of closed
loop test results led to the development of
several prelimivary specifications for the
design of the second generation machining tool.
A force control strategy that compensates for
changing robot arm dynamics is described, and
will be implemented in the next tool to achieve
control stability.
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Discussion

Mr. Hanagud (Georgia Institute of Technol~gy):

Whenever you "ave a feedback system for
vibration con:rol, depending on the type of
feedback, ther> may be instabilities associated
with that. Did you filter or selectively filter
the signal befure you fed it back?

Mr. Hollowell: We had a PID control law; the

way we designed it, because we did not have a
complete model, and the PID control had several
limits, was to begin by setting all of the gains
to zero and increasing the proportional gain
until the system began to go unstable. Then, we
put in the derivative term to damp it.
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FORCE MAGNITUDE AND ANGULAR VELOCITY FLUCTUATION REDUCTION
IN A SPRING-RESTRAINED, FLEXIBLY-SUPPORTED FOQUR-BAR MECHANICAL LINKAGE
by

ROBERT A. MCLAUCHLAN, Ph.D., P.E.
Associate Professor, Mechanical Engineering
Texas A&I University
Kingsville, Texas 78363

and

SEUNG HO HONG, M.S. in M.E.
Masters in Mechanical Engineering, May 1985
Texas Tech University
Lubbock, Texas 79409

SUMMARY

Linear restraining spring potential energy storage
elements and flexible vibration isolator support systems have
been investigated as passive devices to control the highly-
nonlinear motion of a planar four-bar mechanical linkage.
Specific design/performance indices considered for the spring-
restrained, flexibly-supported linkage were:

(1) shaft angular speed variation over time
(2) Internal reaction force magnitudes
N (3) Forces transmitted to the base of the linkage
e mechanism.
The design study was based upon the numerical solution
in the time domain of the state vector equation for the four-
5 bar mechanical linkage system. The state-vector equation was
developed using Lagrange's form of D'Alembert's principle.
Three different linkage systems were considered as follows:
(1) Four-bar linkage, rigidly mounted without

i restraining spring (Model 1)

R (2) Four-bar linkage, rigidly supported with

}{ restraining spring (and damper) (Model 2)
i (3) Four-bar linkage, flexibly-supported with
A restraining sgring {(and damper) (Model 3)
N

Frequency responses of the shaft angular velocities, etc. were
also obtained using the Fast Fourier Transform of the time
domain resuits. All computer program simulations were written
in FORTRAN 77 and performed on an IBM 3033. They were also
checked out against one another (Model versus Model) and
against previously published experimental results.

For the four-bar linkage systems considered, the results
indicate the following:

(1) Tension restraining spring elements produce
angular speed fluctuation results (with a well
defined minimum) which are superior to those
for compression and tension-compression springs.

(2) Adding a damper in parallel with a restraining
spring element:

(a) Degrades tension spring element, angular
speed fluctuation performance.

(b) Can improve comnpression spring element,
angular speed fluctuation performance, which
at best is, for realizable damper values,
less than that with the tension spring.

(c) Has little effect on tension~-compression
spring element, angular speed fluctuation
per formance behavior.
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(3) The use of flexible vibration isclator support
systems along with restraining spring elements
can considerably reduce the internal reaction
forces on the pin connection bearings and the
forces transmitted to the base of the mechanism.
As for example, the peak forces transmitted to
the base of the mechanism can be reduced by
factors of 12.4 and 64.0 respectively (Model 3
versus Model 2 - 12.4, and Model 3 versus

Model 1 - 64.0)

(4) The force magnitude reductions in (3) can be
obtained with little increase in the minimal
fluctuation of input crank shaft speed, which
is obtained for the restraining-spring,
rigidly-supported four-bar linkage system.

INTRODUCTION

Reduction of the variation in input
shaft speed and in bearing and founda-
tion interaction force magnitudes are
important goals in the design of advanced
mechanical linkages. Such reductions
can lead to longer useful bearing and
linkage member lifetimes, reduced ma-
chinery noise levels, as well as to
high speed/high precision advanced manu-
facturing applications.

Past methods of balancing high-
speed cyclic (four-bar, etc.) linkage
systems have dealt with either balancing
the shaking force and the shaking moment,
or minimizing the input torque fluctua-
tion. The work relevant these cyclic
linkage balancing methods can be summa-
rized as follows:

* Balancing of the shaking force
and the shaking moment: This
method empluys redistribution of
the masses of the moving links or
counterweighting the linkage so
that the centroid of the system
remains stationary (Berkof 1-3,
Lower and Tepper 2-3). This
technique is limited by the fact
that perfect balancing of the
shaking moment obtains only when
the shaking force is completely
balanced. Furthermore, techni-
ques which completely force and
moment-balance linkages do not
eliminate variations in the input
torque. These input torque vari-
ations can result in (a) the cost
of a larger motor to supply the
increased peak input torgue
required, and (b) shorter system
life due to greater bearing force.

* Minimization of the input torque
variation: This torque minimiza-
tion is obtained by the internal
redistribution of the masses in
the mechanism. Here after assum-
ing constant speed of the driving
link, the designer synthesizes
(i.e., finds) the mass, mass mo-
ment of inertia, and the locations

A TR I M ThUalh A PHRI. L 24 IS IN LIS M I S L WAL IR S

of the center of mass of the links
to reduce the peak input torque.
See Ogawa and Funabashi (4),
Hocky (5), and Berkof (6) for the
development and initial investi-
gations of this method. Elliot
and Teser (7) and Lee and Chang
(8) have considered the trade-off
among the shaking force, shaking
moment, and the input torque to
obtain the optimum dynamic link-
age response.

Reduction of the driving shaft
speed fluctuation about the steady-
state rotation speed: The attain-
ment of this reduction in driving
shaft speed fluctuation has been
considered in several different
ways as, e.g., (a) Tuning the
flywheel as per the optimum
choice of flywheel inertia and
connecting shaft stiffness (Mahig
9). Costs associated with this
method are a larger (more massive,
stiffer) linkage and the extra
masses for the counterweight or
flywheel. (b) Using an optimally
chosen spring mechanism instead
of the flywheel mass in (a). The
spring mechanism is attached to

a moving link and the mechanism
frame. See the initial work done
Genova (10) regarding this con-
cept. Benedict and Tesar (ll) em-
ployed this technique to optimize
a soap stamp and indexing machine
using the concept of influence
coefficients. (¢) Using more gen-
eral force device systems (such

as defined by-spring constants,
damping coefficients and force
device attachment points) to
drive a mechanism to have a de-
sired motion-time resppnse. Hal-
ter (12,13) and Carson\(13,14)
designed such force device systems
using a nonlinear programming
technique to minimize an objec-
tive function consisting of the
least-square error of the gener-
alized force plus penalty func-
tions to constrain the range of
the force device design parameter
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values. Carson (15) found that
springs attached between non-
adjacent links produced superior
results as compared to those be-
tween adjacent links. He also
pointed out that absorbers
(spring plus damper force device
systems) always dissipate or
waste energy and other alterna-
tives should be considered. It
should be noted that considerable
reduction in weight and more
practical sizing of the complete
linkage as well as a more nearly
constant drive shaft speed can be
obtained by applying synthesized
(i.e., optimally chosen) force
elements. The minimization of
the fluctuation in input shaft
speed is important to the proper
design of any high-speed mecha-
nism. This is because the bal-
ancing procedures are based upon
the assumption of constant input
shaft rotational speed.

* Flexible support of mechanical
linkage: Allen (17 has applied
the bond graph approach to a four-
bar linkage with a flywheel and
elastic drive shaft with a sim-
ple spring-damper/vertical vibra-
tion isolation system. He assum-
ed a constant angular velocity of
the drive shaft relative to the
frame link and demonstrated that
the input torque variation for
the mechaniczl linkage can be re-
duced with respect to observations
made in an accelerating reference
frame.

Related experimental work has been
done by Tacheny, Hagen, and Erdman (16).
Here they presented an experimental tech-
nique relevant how to gather the time
response data for the position, velocity,
and torque of a four-bar linkage in de-
tail. They also experimentally showed
the effect of adding a spring to a coup-
ler link on a four-bar mechanism.

Other references in the literature
have shown that force devices can be
employed in improving the function of
specific mechanisms. Van Sickle and
Goodman (18) used a compression spring
force to increase the speed of the me-
chanical linkage in a circuit breaker.
Bishop and Wilson (19) presented a meth-
od to control the velocity and accelera-
tion of a spring-driven rotary paper-
cutting mechanism by the use of a pneu-
matic cylinder to obtain an acceptable
paper-cut quality as well as a reduction
in the impact force, noise, and vibra-
tion.

Most design synthesis techniques
for linkage mechanisms are based upon

\ .\'\‘ L
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the usual assumption that the members of
the linkage are mounted on a rigid frame.
This rigid frame mounting can become a
troublesome problem when inertial-shak-
ing forces and moments transmitted to
the base of a mechanism cause unneces-
sary vibration. Such vibration may
result in motion innacuracy over time,
shorter life of the linkage members and
revolute-pair bearings, as well as the
generation of excessive noise levels.
The most effective method to eliminate
such machine-produced vibration is to
mount the machine-mechanical linkage
system in this case, on a flexible sup-
port or vibration isolation system. A
flexibly supported mechanical linkage or
machine system is also useful when the
machine is mounted on vibrating founda-
tions and must be isolated from external
disturbances.

A current design trend is to con-
struct a machine or mechanical linkage
system with rinimal weight to satisfy
requirements for high speed operation
and/or to minimize input power consump-
tion. Using extra balancing masses or
more massive linkage members can result
in larger machine size, increased mater-
ial costs, and greater bearing forces.
These considerations motivate the design
synthesis or selection of force devices
such as spring and/or damper systems.
Their use can be much more desirable in
mechanism design than adding a massive
counterweight or flywheel.

This paper reports an investigation
of (1) linear restraining spring poten-
tial energy storage elements and (2)
flexible vibration isolator support sys-
tems--as passive devices to control the
highly-nonlinear motion of a planar four-
bar linkage. The remainder of the report
is organized as follows. First, a brief
discussion is given of the devel‘ >ment
and solution of the state vecto- jua-
tion for the four-bar mechanical : nkage
system. Next, numerical solution results
are presented and discussed for a design
study of three different linkage systems.
These simulation study results compare
the design performance for the spring-
restrained, flexibly-supported four-bar
linkage with those for the rigidly-sup-
ported linkage with and without spring-
restraint elements. A conclusions sec-
tion summarizes the force magnitude and
velocity fluctuation reductions possible
in a spring-restrained, four-bar linkage.
The paper ends with recommendations for
future work.

DEFINING THE MECHANICAL LINKAGE SYSTEM

Figure 1 depicts the flexibly-sup-
ported, spring-restrained four-bar me-
chanical linkage mechanism which is con-
sidered ‘n this japer. Here the links
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FIGURE 1 -

A flexibly supported and synthesized-spring-restrained

four-bar mechanical linkage(Model 3)

of the mechanism are rigid with in-line
distributed mass. The crank is assumed
to be driven by the constant input torque
Gravity loading acts downward on
tﬁ. mechanism and damping is always pres-
ent during its motion. In this study,
the damping torques of the revolute pair
bearings ( P,Q,R, and S) and the damping
forces of the support system (C, , C) v
Cax+ C2y,) are assumed to be li&éarly
proport!onal to their appropriate rela-
tive-angular and translational veloci-
ties. The forces in the support system
springs (Kjx, i yr K2x, K2y) and the
restraining-spring (Kg) are also consid-
ered to be linearly proportional to the
appropriate ralative displacements across
esch spring. A, B, C, and D in Fig. 1
vepresent the horizontal and vertical
clearance distances batween the base and
the bearings P and Q at their initial
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static equilibrium state. Lg is the
free length of the restraining spring of
stiffness Kg.

FORMULATING THE EQUATIONS OF MOTION

Unlike rotating machinery, machines
with floating links are characterized by
generalized inertia coefficients which
vary continually as the system undergoes
changes of configuration. This results
in a high-nonlinearity of the governing
differential equations of motion for
such inertia-variant machines. There
are a number of ways to formulate equa-
tions of motion for the dynamics of
nechanisms, namely:

1. vector methods (Newton's Law)

2. D'Alembert's principle

3. Lagrange's equations with and

without multipliers
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4. Hamilton's equations

5. virtual work

6. energy methods.
Paul (20) summarized the numerous meth-
ods and approaches to solve the general
dynamics of mechanisms problem in an ex-
cellent review., In this study, the
methcd of Lagrange's rform of D'Alembert's
principle (20, 21, 22) is used to set up
the equations of motion.

KINEMATIC CONSIDEPATIONS

Thirteen Lagrangian coordinates “i
(variable lengths, variable angles in
Fig. 1) can be used to define the con-
figuration of the spring-restrained,
flexibly-supported four-bar mechanical
linkage. These are:

(}'1;}&2.5’-74.{& IVslp%ly 1%'1
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83 840 85 ) (1)
Eight explicit sceleronomic constraint
equations can be expressed in terms of
the Lagrangian coordinates 5"1. These
iength and anglie geometry constraints
follow from the configuration depicted

in Fig. 1. A detailed surmary of these
constraints can be found in Hong (26).

Since the flexibly supported mech-
anism is a five degree of freedom system,
five of the Lagrangian variables can be
selected as primary variable (or gener-
alized coordinates) q; as per:

(qliq21q3vq4vq5) = ( %1 ysv st %vyg)

Lo (alblcldlez) (2)
The remaining Lagrangian coordinates are
considered as the secondary variables
#;. That is,

(¢1'¢2'¢3'¢4'¢5'¢6'¢7'¢8') =

VAR AR ARAT AR AT

10’ 12’
)

= (111111151911 921 931 941 95 ) (1)
Successive differentiation of the eight
constraint equations allows the first
and second derivatives of the g; second-
ary variables to be expressed in terms
of the appropriate first and second de-
rivatives of the primary variables gs.
Similarly, the translational velocitles
and accelerations of the center of mass
of each link as well as the link angular
velocities and accelerations can also be
defined in terms of the appropriate
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first and second derivatives of the pri-
rary variables. Hong (26) gives detail-
ed derivations of these equations.

DIFFERENTIAL EQUATIONS OF MOTION

The principle of virtual work states
that the net work of the active forces
and the inertia forces must vanish dur-
ing any small incremental admissible mo-
tion of the system defined by virtual
displacements which are consistent with
the constraints on the system. Applying
this principle to a link i which is act-
ed upon by:

L4 o
* j i e -M.X., and M,y.
inertia forces, MR = 1yl,
and an inertia torque, -Jei .
* active forces X., Yi' and an ac-
tive torque Ti

and which undergoes virtual displacements
( fxi, Jy., 89.), yields the Lagrange
form*of D*Alembert's Principle:

é (xi-Mi;fi) in + (3!1-»'1i'y'i)fy-1 +
L4
(r,-3,8) 88, = 0 (4)

Substituting
Xxi tJ £i;tv fyi = §i;t' &i = 6;%5)

and using the relations between the first

and second derivatives of X 0¥y ei and
!

q., 1%s%5 into equation 4 gives for
afbitrary virtual displacements of the
variables, éqg = qg §t, a set of 5 sec-
ond order differential equations of
motion of the form:

[ - . jk o

i=] j=1 k=1
in which
4
ljr - Zi‘ [Mi(uijuir + vij vir) +
Jiﬂvij0914

L5 ij ij
Cr é["i(uk uir + vk vir) +
j
I “ﬁ;]
Q, '%- [xi“iz R AT Ti"’ir_] -

Detailed derivations of the terms in
Eq (6) can be found in Hong (26).




Pour-bar sechanleal 1lnkags meunted on & righd
ody witheut Maving any syntheslasd ferce deviss
{Neds) 1)

Fig. 3(a)

Figure 2 - Internal Reaction Forces.

at Bearing P

" anl

s,

Syatheslesd-apring-resirained Jour-bor wechanisal A 1132101y oupperied snd eynthesieed-apring-restirainee
1inkage sevated on & Fight dedy (iedel 1) four-var asshanicsl 1imingeiiinde) ))
Pig. 3 (c)
Fig. 3 (b)

Figure 3 - Three Four-Bar Linkage Models With, Without-Restraining Element
And Flexible Support System



Intreducing the state vector
(;j), 1< j % 18 in accordance with the
definition:

(qll qzl q3l q4l q5)=(wll wzl w4l ws)
(qll qu 431 441 q5)=(W6’ w-ll wsl w9’ wlo)
(¢1’ ¢2! ¢3l ¢4l ¢5! ¢6’ ¢7l ¢8) -

(Wyyr Wigr Wyge Wogr Wige Wygr Wigr Wig)

(7

allows the state vector system of dif-
ferential equations to be written in
explicit form as:

W, *® W, .

3 T Vs+3 ook

We,: =G (w,.....,wlo) -

5+3 P
.5 Fox
[Irj] 1[°: 1 =% w5+j"5+k]
(§=1,°°""",5)
= g kijw5+j (i -1’00000'8)
(8)
Equations (8) constitute: a standard form

of a state variable system of differen-
tial equations of order 18 as per:

Yo + 1

dwi

T vy oW t)

(i -1’ [3 [3 L] 18) (9)
Given the initial values

L (0) = w io (10)

then the initial value problem defined
by Eqs (9, 10) can be solved numerically
using the digital computer.

EVALUATION OF INTERNAL REACTION FORCES
AT BEARINGS

The method of virtual work can be
applied to find the internal reaction
force at each bearing. Here the linkage
system in Flg. 1 can be considered as an
assemblage of members in “"static equilib-
rium” under the influence of the known
effective forces:

* [ 24
xi = Xi - mixi
* [ d
!i . Yi - lﬂiyi (i - 2' 3’ ‘)

-, - 30
i I (11)
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which are applied at the center of mass
of each linkage member. Figure 2 shows
these forces (Eq. 1l), the two rectangu-
components xp, Yp of the internal force

acting at the revolute bearing P and the
consistent, necessary virtual displace-
ments e 9

xpl YP:
Applying the principle of virtual

work to this - hinge pin P', bearing P,
and two degree of freedom (92,93) with

respect to ( XOY ) system gives:
—_ = = - | ¥ L ¥
W= (xgxp-w-p;yph xe2+y;y2 +
£ — 2 *
T¥92+x;fx3+Y;ry3+T3 Je3 =0

2’ 73

(12)

Substituting the virtual displacement
relations

fxt- atzfoz + at3;93

{yt- btzJe + bt:3"°3 (13)
in which,
t=p, 2, 3
into Eq. (12) yields for arbitrary

( 92, 93), equations of the form

* N * N 's
TTy Xy Y P27 X837 ks,

X +b .¥
p2¥p*Pp2¥p”

S § * N *
N - - -
p3¥p" ~Ta %2237,

N N
by3-X33337¥3b3,

(14)

X_+
p3%p

which can be gasily solved for the inter-

nal reaction X _, Yp.

This procedure can be repeated to
find_the rectangular force components
X , Y _at bearings t=Q,R,S. Detailed de-
rivau ons and computer implementations of
these results are given in Refs (26,27),
respectively.

MODEL VALIDATION WORK

Figures 3 a-c depict the thvee dif-
ferent mechanical linkage systems consid-
ered in conjunction with the flexibly-
supported, spring-restrained four-bar
linkage design studies reported herein.
These three linkage systems can be de-
scribed as follows

(1) Pour-bhar linkage, riqidly
mounted without restraining
spring (Model 1)

(2) Pour-bar linkage, rigidly sup-
ported with restraining spring
(and damper) (Model 2)

(3) Pour-bar linkage, flexibly sup-
ported with restraining spring
(and damper) (Model 3).
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TABLE I. THE KINEMATIC AND DYNAMIC PARAMETERS OF MODELS

1, 2, AND 3
Node) 1 Nodel 2 Nodel )
L 0.280 0.280 0.300
Length L, 0.087 0.087 0.087
(m) L, 0.308 0.308 0.308
Ly, 0.183 0.18) 0.183
!.’(1') 0,300 0.300
!.’(‘I'-C) 0.400 0.h00
L(C) ' 0.500 0,500
Yaos L " 0.550 G.560 0,580
(xg) IJ 1,15% 1.150 1,15
y, 1,040 1.040 1,040
Maee moment Jz 0.0027 0.0027 0.0027
ef inertia JJ 0.017 0,017 0,017
(Xgn?) J 0.018 0.018 0.015
entsr of “t%; 0.0%) 0.00% 0. 089 |
gravity co, 0.154 0.15 0.154
(w) €O, 0.099 0.099 0.099
Viscous demping c’ 0.100 0.100 0.100
cosfficiont ef cq 0,100 0.100 0,100
rsvelute bseringe cr 0.100 0.100 0.100
(Nsee/m) c. 0,100 0.100 0.100
) 5.010 |
| 0.010
Design ] 0.010
s | ||
(e, # r 0.200 0.200
i , 0 0.48) 0.49)
n .‘:nomlon T-Citensicn-cenprsssion Cjicempressicn
) with reapect te ths gentsr of mass sf eacf dink

Desired motion 1 constant shaft angular speed of
11 rad/sec

Input torque ; 2,64 Nm

Initial conditions
‘.b.c.d s 0m H ‘.6.6.& s 0 m/lec
02 = 90 degree ; 82 =Prad/sec

¥YAyB,C,D ® x,y direction support clearances

#E = Restraining spring attachment point distance

along connect ng link from point R (input crank,
connecting link),

PG = x,y location of restraining spring fixed point P
(support, input crank).

z
E

1
X
»
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The measured data results from the
experimental work of Tacheny, Erdman,
and Hagen (16) were used to validate the
spring-restrained four-bar linkage
models (a) With rigid support (Model 2
above) and (b) With flexible support
(Model 3 above). Here the initial con-
ditions for the four-bar linkage systems
were "identified or backed-out” from the
experimental conditions described in
this reference (16). Then the state
vector system of equations was solved in
the time domain using single and double
precision software implementations (IMSL
and the authors' Runge-Kutta-Fehlberg
4=5th order (TRKF45)) of numerical inte-
gration prcedures. The authors' TRKF45
numerical integration software gave
superior results and because of the
greater flexibility it afforded was used
for the design studies work. Frequency
responses of the shaft angular veloci-
ties, etc. were also obtained using the
Fast Fourier Transform (authors' FFT32
goftware package) of the time domain
results. All computer program simula-
tions (Models 1-3, etc.) were written
in FORTRAN 77 and performed on an IBM
3033, Hong and McLauchlan (27) give
complete listings and documentation for
these software packages.

The solution results for MODEL 2
were found to be in excellent agreement
with the dynamics response results given
in Tacheny et al (16) and also in refer-
ences (13,23), The spring-restrained,
flexibly-supportad four-bar mechanical
linkage (Model 3) results were also
compared with the results of the other
two. Indeed, a consistency check was
run using restraining spring of stiff-
ness approaching zero and flexible
support stiffness approaching infinity.
Here the shaft speed and internal
reaction force, etc. results were found
to approach the corresponding results
for the rigidly-supported, four-bar
linkage with-and without- the restrain-
ing spring element.

RESTRAINING-ELEMENT, SUPPORT-SYSTEM
DESIGN STUDIES

Table I summarizes the kinematic
and dynamic parameters used for Modsls
1,2 and 3 of Figure 3. These parameters
defins the four-bar linkage plus the
restraining force element and flexible
support system-cases considered in the
design study work discussed in this
section of the paper. These cases
examine the impact of the

(a) Restraining force-passive

element spring (with, without
damper) attached to the con-
necting link

(b) Flexible support, vibration

isolation system upon the

(1) shaft angular speed variation
over time

(2) Internal pin-connection reac-
tion force magnitudes

(3) Forces transmitted to the base
of the linkage mechanism,

Figure 4 shows typical input shaft,
angular speed results for Models 1,2,
and 3. Here a maintenance torque of
2.64 Nm (see Table I) was found which
is sufficient to overcome the linear
viscous damping torgques at bearings
P,Q,R,S and. drive the input crank at a
nominal angular speed #=11Rad/sec.

These results show the significant
improvement in reducing the input shaft
angular speed over time, which is
possible with the synthesized, i.e.,
optimally-selected, restraining spring
element. Detailed comparison of the
angular speed results for Models 2 and

3 indicate that the behavior over time
may be altered only slightly. The peak-
to-valley fluctuations also show minimal
if any increase with the change from
rigid support (Model 2) to the flexible
support system (Model 3).

Figure 5 presents results for the
input shaft, angular speed fluctuation
performance indice number (NE=(SE/WAVE)
as a function the restraining-tpring
stiffness number (NK=K.L,L./T.'. Here
the type or regime of §pgi§g ?crce
behavior (a) tension only, (b) tension-
compression, or (c) compression only is
parameter. These results indicate that
the tension restraining spring elements
produce angular speed fluctuation
results which

* Have a well defined .:inimum

* Are clearly superior to those

for compression only and tension-
compression springs.

The impact of passive linear
damping in parallel with the linear
restraining spring force element (sez
Figure 1) is shown in Fijures 6 a-c.
Here the normalized angular speed
fluctuation performance indice NE is
plotted as a fynotion of the damping
number (NC= ciiahva/xs for a range of
(a) tension ofily, (b) tension-compres-
sion, or (c) compression only restrain-
ing spring stiffness values. The re-
sults plotted in Figures 6 a-c indicate
that adding a demper in parallel with
a restraining spring:

(a) Degrades tension spring ele-
ment, angular speed fluctua-
tion performance. That is,
the performance indice number
NE can be greatly increased
with increasing damping at
equal to or greater than the
optimum stiffnesz number values
(Pig. 6a). Very little im-
provement obtains with increas-
ing damping at somewhat less
than the optimum tension-only
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Figure 7 - Comparison of the frequency responses of input shaft angular
velocity of Models 1,2 and 3

TABLE 2 SUMMARY OF MAXIMUM FORCE MAGNITUDE (N) AT EACH
PIN CONNECTION BEARING AS WELL AS THE PORCE

TRANSMITTED TO THE BASE OF THE MECHANISM

MODEL 1 MODEL 2 MODEL 3

RIGID SUPPORT RIGID SUPPORT FLEXIBLE SUPPORT
NO RESTRAINING WITH OPTIMAL WITH OPTIMAL

SPRING RESTRAINING RESTRAINING
SPRING SPRING

BEARING P
(SUPPORT,
INPUT CRANK) 11192.3 2139.4 14,1
BEZARING Q
(SUPPORT,
OUTPUT CRANK) 38.2 49.8 39.1
BEARING R
(INPUT CRANK,
CONNECTING LINK) 83.1 82,5 67.2
BEARING S
( OQUTPUT CRANK,
CONNECTIMG LINK) 11120,7 2112,9 148.2
TRANSKITTED
PORCE
MEASURE 11202.8 2173,5 175.1
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stiffness number values.

Can improve compression spring
element, angular speed fluctua-
tion performance. Examination
of Figures 5, 6¢c indicates how-
ever, that the values of NE are,
at best, for realizable damper
values, somewhat greter than the
best obtainable with the ten-
sion-only spring.

Has little effect on tension-
compression spring element,
angular speed fluctuation behav-
ior. Figure 6b shows that the
performance indice NE is reduced
only slightly with increasing
damping.

Figure 7 shows the Fast Fourier
Transforins (FFT's) of the angular speed
fluctuation results shown in Figure 4
for Models 1,2,3. These results show
that the nominal angular speed value
(11 Rad/sec) is the peak "bias" or
fundamental value as a function of fre-
quency. The time~-domain fluctuations
shown in Figure 4 -are the higher fre-
quency amplitude componente in Figure 7.
These higher frequency components define
the magnitude of the angular speed fluc-
tuation (SE)% considered in the defini-
tion of the dimensionless performance
indice number NE. Comparing Figure 7a
with Figures 7b,7c shows the reductions
possible in the higher frequency - angu-
lar speed fluctuation components possi-
ble with the optimal tension-only re-
straining spring system.

Typical pin connection reaction
{i.e., bearing force magnitudes are
shown in Figures 8,9 for three systems
(Models 1-3) depicted in Figure 3.

These time domain results are for hear-
ings P,S at which the maximum peak
reaction forces occur. Figure 10 gives
a corresponding set of results comparing
the forces transmitted to the base of
the mechanism with Models 1-3 as func-
tions of time.

The tinne points labelled (1,5,9,13)
in these figures at which the largest
or primary peak magnitudes occur for
Model 1 (rigid support with no restrain-
ing spring) correapond to the linkage
positions (1,5,9,13) depicted in Figure
1l1. The secondary or lesser maximum
time points (3,7,11) for Modal 1 are
also indicated in Figure 1ll. Similarly
the relative minima over time points
(2,6,10) and (4,8,12) in Figures (8-10)
are shown in Figure 1l1.

Examination of the force magnitude
plots in Figures 8-10 in conjunction
with .he linkage configurations depicted
in Pigurs 1l indicates that

(1) Primary maximum force magnitude

values occur when the input
crank and connecting link are
in-line and their angular
velocities have the game sign

(b)

(c)
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(CCW) . Here the output crank
position is at its maximum CCW
or positive value.

Secondary maximum force magni-
tude values occur when the
input cranl: and connecting link
are in-line (or nearly so) but
their angular velocities have
differing signs {input crank
CCW, connecting link CW). iHere
the output crank position is at
its minimum CW or negative
value.

Significant reductions are
possible in the internal reac-
tion forces on the pin connec-
tion bearings and the forces
transmitted to the base of the
mechanism-with the use of flex-
ible vibration isolation sup~
port systems along with re-
straining spring elements.

(2)

(3)

Table 2 summarizes the maximum force
magnitude at each pin bearing as well as
the force transmitted to the base of the
mechanism. Examination of Table 2 indi-
cates that

(a) Peak bearing forces at worst-
case bearings P,S can be re~
duced by nominal factors of
14.3 and 75.0, reapectively
(Model 3 versus Model 2 - 14.3
and Model 3 versus Model 1 -
75.0) .

Peak forces transmitted to the
base of the mechanism can be
reduced by factors of 12.4 and
64.0, respactively (Model 3
versus Model 2 - 12.4, and
Model 3 versus Model 1 ~ 64.0).

(b)

Overall consideration of the angular ‘re-
locity fluctuation results (Figure 4)
with the force magnitude results

(Figures 8-10 and Table 2) irdicates
that the force magnitude reduction dis-
cussed above can be obtained with little
increase in the minimal fluctuation of
input crank shaft speed. This minimal
input crank shaft speed fluctuation is
that obtained with the restraining-
spring, rigidly-supported four-bar link-
age system.

CONCLUSIONS

Linear restraining spring potential
energy storage elements and flexible
vibration isolator support systems have
been investigated as passive devices to
control the highly-nonlinear motion of a
planar four-bar mechanical linkage. This
investigation was based upon the nursri-
cal solution in the time domain of the
state vector equation for the four-bar
mechanical linkage system. The state-
vector equation was developed usin
Lagrange's form of D'Alembert's prgnci-
ple.
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Three different linkage systems
were considered as follows

{1) Four-bar linkage, rigidly
mounted without restraining
spring (Model 1)

Four-bar linkage, rigidly sup-
ported with restraining spring
{and damper) (Model 2)

Four-bar linkage, flexibly-
supported with restraining
spring (and damper) (Model 3).
Frequency responses of the shaft angular
velocities, etc. were also obtained
1sing the Fast Fourier Transformof the
time domain results. All computer pro-
gram simulations were written in FORTRAN
77 and performed on an IBM 3033, They
were also checked out against previously
published experimental results.

Specific design/performance indices
considered for the spring-restrained,
flexibly-supported linkage were

(1) shaft angular speed variation

over time

(2) Internal reaction force magni-

(3)

(2)

(3)

tudes
Forces transmitted to the base
of the linkags mechanism.

For the three four~bar linkage
systems considered, the design study re-
sults indicate the following:

{1) Tension restraining spring
elements produce angular speed
fluctuation results (with a
well defined minimum) which are
superior to those for compres-
sion springs.

Adding a damper in parallel
with a restraining spring ele-
ment:

{a) Degrades tension spring
element, angular speed
fluctuation performance.
Can improve compression
spring element, angular
speed fluctuation perior-
mance, which at best is,
for realizable damper val-
ues, less than that with
the tension spring.

Has little effect on ten-
sion-compression spring
element, angular speed
fluctuation performance
behavior.

The use of flexible vibration
isolator support systems alon
with restraining spring ele-
ments can considerably reduce
the internal reaction forces
on the pin connection bearings
and the forces transmitted to
the base of the mechanism. As
for example, the peak forces
transmitted to the base of the
mechanism can be reduced by
factors of 12.4 and 64.0, res-
pectively (Model 3 versus Model
2;12.4, and Model 3 vesus Model 1

(2)

(b)

(c)

(3)
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(4) The force magnitude reductions
in (3) can be obtained with
little increase in the minimal
fluctuation of input crank
shaft speed, which is obtained
for the restraining-spriag,
rigidly-supported four-bar
linkage system.

RECOMMENDATIONS
Recommendations for further work
based upon the results reported in this
paper are as follows:
(1) Force magnitude and angular

speed fluctuation behavior
for more diverse linkage con-
gurations should be investiga-~
ted by altering the link
lengths, masses, mass moments
of inertia, etc. Here the
application to an overall me-
chanical linlrage as, e.g.,
slider crank rechanism or six-
bar mechanical linkage aspects
for cutting, shearing or punch-
ing operations, can be investi-
gated. This work can include
the effect of system excitation
via the support frame.
Optimization technigues, such
as the steepest descent or the
Box-Jenkins random search
methods, should be applied to
search the design space for the
optimal robust design parame-
ters, i.e., the hest spring
constants and/or damper coef-
ficients as well as their best
placements. Such optimal de-
sign work should also concen-
trate on different design or
performance indices and con-
straint-problem structures.
Examples here could be minimum
speed fluctuation subject to
constraints on pin and founda-
tion interaction force magni-
tudes.
Flexible link member character-
istics should be included for
high speed and low mass/volume
mechanical linkages. This is
because mechaniasms designed
using the assumption of rigid
link members may not operate
properly at higher speeds
because of elastic deformations
of the links, resonances in the
linkage, etc. The problem of
elastic effects on the dynamic
response behavior of link mem-
bers may be solved by utilizing
extended finite-element or
firite~difference techniques.
{4) Active force control should be

considexed to define optimal

time domain, etc. shock reduc-

tion and vibration performance

for the mechanical linkage

(2)

(3)



(1)

(2)

(3)

o

(4)

e o

(5)

(6)

: (7)

(8)

e e o o o

(9)

(10)

systems. Best realizations of
the optimal control in terms of
actual passive or perhaps semi-
active elements can then be
obtained.

The feedback control of input
shaft torque, etc. should be
investigated to track the de-
sired motion of output shaft
angular velocity, etc. That
is, to see if this can be done
while ndinimizing or constrain-
ing peak input shaft torque.

(5)
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APPENDIX

Comment regarding Eq.(l) in the
text: Note that although 8} is _inclu-
ded in the Lagrange variablés("i,ls
i£13) given in Eq. (1), it is redun-
dant since 8, = 8, - 8 (see Figure
1). 8} was, howeaer, %aken as a
primar§ variable (or generalized
coordinate) (q,,1%is5) for conve-
nience. 8, 8,- also in the set of
Lagrange varifbles- were both taken
as secondary variables (fi,15i%8)
and carried through in the analysis.
This was done both for design usage
convenience and insight, as well as
for a consistency check on the
analytical/computer model results.
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Discussion

Mr, Eshleman (Vibration Institute): 1Is the
software available, or is it in the thesis?

Mr. McLauchlan: It is in the thesis, but it is
stored on tape. There is a user’s manual that
goes with it. Right now, the tapes are on
Wilbur~formatted tape, an IBM computer:
arrangement, so I need to translate them to the
ASCII format., But once that is done, the
software will be available. Incomplete listings
of the program are also available,

Mr., Eshleman: It seems it would have many
applications. Did you rule out zones of
instability? If you lined the springs up right,
could you get an instability?

My, McLauchlan: That has to do with the

stiffness and with the A, B, C, D, X, and Y

clearance parameters. Yes, that has to be

done. So, that is also an important design 5
aspect, That is something the dynamic portion

and the initial condition portion, which I did

not really talk about, can do for you in temms

of actual design. That is an important acpect.

Mr. Eshleman: 1 could see where you would want
to have an inertia and maybe an elastic
connection on your driving torque. Have you
thought about including that in the future? -

Mr. McLauchlan: Yes,
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BLADE DAMPING MEASUREMENTS IN A SPIN RIG
WITH NOZZLE PASSING XCITATION SIMULATED BY ELECTROMAGNETS
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and
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This paper is concerned with experimental determination
of overall damping in a rotating turbine disc-blade
system. A test smin riy has been designed and fabri-
cated. Nozzle Passing Excitation is simulated by
electromagnets. Transient excitation of rotating blades
is caused by suddenly shutting off the excitation to the
rotating blades. Frequency analysis of the transient
blade response gives the necesary information about

the modal damping in several modes. The variation of

amplitude is obtained.

modal damping with the speed of rotation and strain

INTRODUCTION

Blade damping is an important para-
meter in the fatigue design of blades.
The main damping mechanisms are the in-
terfacial damping at the root, material
damping and the gas dynamic damping. The
possible contributions from these me-
chanisms are infinitely variable and
therefore difficult to predict and test.
Some of the early investigations in the
estimation of blade damping are by
Shannon [1]. Hansen et al. [2] descri-
bed a rotating test rig for estimating
turbine and compressor blade damping
properties. They used half power method
for determining the overall damping.
Material and aerodynamic damping were
determined both by theoretical and ex-
perimental means. Root damping was obt-
ained both by theoretical and experi-
mental means. Root damping was obtained
by subtracting the aerodynamic and mater-
ial damping effects from the overall
damping. Goodman and Klumpp [3] investi-
gated certain slip damping properties of
rivetted sandwich beams. Grady [4,5]
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tested several dummy IP blades in disc
attachments using a pull-test machine

and used a dynamic shaker to excite the
blades to specific force levels. Wagner
[6] conducted a program of damping tests
on rotating steam turbine blade groups

in a test-turbine using axially directed
water jets for impulse excitation.Jones
and Muszynska [7-10] made a series of
theoretical and experimental investi-
gations on damping. They developed a
simple two mass analytical model to repre-
sent the vibrational behaviour of a jet-
engine compressor blade in its fundamen-
tal mode allowing for slip at the blade
attachment interface. Some more recent
investigations are given in references
(11-13). sState-of-art papers by Rao [14],
Rieger [15] and Srinivasan [16] can be
referred for a detailed review.

The investigations [3-13] have bro-
adly shown that the blade damping co-
efficient decreases with increase in
centrifugal load and increases almost
linearly with the blade tip displacement.
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In the present work the modal damping
values in first four modes of a rotating
turbine blade with a T root are deter-
mined experimentally and their varia-
tion with speed of rotation and strain
amplitude is established.

THE TEST RIG

The rig shown in Fig.l and P.l ess-
entially consists of a disc with two
blades, mounted on an overhung rotor
supported on two journal bearings and run
by a 30 KW thyristor controlled motor.
The disc is run in vacuum to reduce the
motor torque and remove the effects of
air resistance and thus the aerodynamic
damping. The disc material is 28CrMoNi
V49V steel. The rotorshaft made out of
AISI 4340 steel (40NiCrMol) carries a
shrunk weight to balance the overhung
disc. Multi-surface, non-circular jour-
nal bearings (Sartorious, Germany) are
used. 0il is supplied to the bearings
by a 0.5 HP pump through paper filters.

The blades made of 40Ni3 steel are
tapered, twisted, having an asymmetric
aerofoil cross-section, with a T-root.
The disc carries corresponding slots in
which the blades are assembled with two
spacers on each side and two segments.
Figs. 2 to 4 and P2 show the relevant
features of the blade assembly on the
disc. The two blades are fixed di-
agonally opposite to each other for
reasons of balancing. Fig. 5 depicts
the blade cross-sections at different
points along the blade length.

Nozzle passing excitation of the
blade is simulated by providing electro-
magnets around the periphery of the
outer plate of the vacuum chamber.Twelve
electromagnets oriented and placed at
equiangular locations,{See P.2 and P.3)
are connected in parallel and energised
by a 12 v D.C. source, the overall curr-
ent being monitored through a rheostat
and an ammeter. During the rotation of
the disc, the electromagnets cause exci-
tation forces on the blade periodic with
nozzle passing frequency, which in this
case is equal to number of magnets times
the angular frequency of the rotating
disc. The electromagnets give a dis-
tributed excitation along the length
of the blade.

INSTRUMENTATION

The instrumentation, see Fig. 6
and P.4 , employed for the measurement
of damping values, includes a tri-axial
set of gemi-conductor strain gauges
(at 120° angles) fixed at a point on
the blade near its root. The lead wires
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from the strain gauges are taken to

the slip-ring through a hollow shaft
which holds the disc on one end and su-
pports the slip ring on the other. The
slip-ring unit (from IDM, England) ,with
twelve channels has electrodeposited
silver rings and two brushes per ring
made of silver graphite and is designed
to pass small signals with minimum noise
and error. Using dummy strain gauges,
half-bridges are formed with each of the
gauges in the tri-axial set. The sig-
nals are taken through a four channel
amplifying bridge (Vishay Model 2300)
and recorded on a tape recorder (Racal-7).
The rotational speed was measured by

a photosensitive pick-up.

DAMPING MEASUREMENT

For the measurement of modal damping,
the rotor is run at a constant speed
with the electromagnetic excitation on.
kt an instant of time, the electro-
magnetic excitation' is suddenly switched
off, so that the transients are set up
in the blade. The entire process of the
initiation and decay of transient res-
ponse of the blade caused due to shutt-
ing-off tlie magnetic excitation, is rec-
orded through one of the strain gauges
(Gl) of the tri-axial set. The recording
is repeated for several rotor speeds.
From the decaying part of the recorded
overall signal (P.5), the response for
a particular blade natural mode is
filtered through a tunable filter (with
minimum available band width of 6.5%)
and played on a dual trace oscilloscope,
Fig. 7. The instant of the initiation
and decay of the transient is caught
and frozen on the screen. P.5 shows a
typical overall signal on a highly com-
pressed time-base. P.6 to P.9 show the
filtered signals obtained for the first
four blade natural modes. P.10 shows
a typical decaying signal on an enalrged
time base.

The transient vibratory response sig-
nals were obtained for the first four
blade natural modes for rotor speeds
upto 1000 rpm. The equivalent viscous
damping values are determined for diff-
erent amplitude valuex, cycle by cycle,
for decaying part of each signal, using
the formula

X
PR .1 S W §
X2
1-g
where x, and x., are successive strain

amplitu&es on 3 decaying signal (see
P.6 to P.10). Modal damping ratios ¢
thus obtained as functions of strain
amplitude (x,) at different rotor speeds
are plotted }or the first four modes

in Figs. 8 to 11. Fig. 12 shows the
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SIGNAL TUNABLE CRO

RECORDER FILTER
CRO A
Fig.7 FREQUENCY ANALYSIS OF STRAIN SIGN
FOR MODAL DAMPING
SIGNAL
RE COR-}
DER

P.1 THE RIG P.2 [EXPOSED VIEW OF THE ELECTRO -
-1 THE MAGNETS AND THE INSTRUMENTED BLADE

P.3 SIDE VIEW OF THE RIG: ELECTRO- P-4  INSTRUMENTATION
MAGNET HOLDERS MOUNTED ON THE DC - DC Battery;CRO-Dual Trace
CASING, SLIP-RING oscilloscope; TrR-Tape Recorder;
’ SGB-Strain Gauge Bridge Amplifier

4-channel Vishay Model 2300;
PH-Photosensitive pick-up for

speed measurement; GA-General
purpose amplifier; EH-Electromagnet
holders ; CS-Casing which encloses
disc and blades
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P.5 TYPICAL OVERALL SIGNAL ON A HIGHLY COMPRESSED
TIME BASE
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P.6 DECAYING TRANSIENT SIGNAL, I MODE, P.7 II MODE, 700 RPM, 20 mv/cm
700 RPM, 20 mv/cm '

P.8 1IIT MODE, 700 RPM, 5 mv/cm

P.9 IV MODE, 700 RPM, 5 mv/cm

P.10 DECALYING SIGNAL ON ENLARGED TIME BASE

113

E‘i‘)‘ﬂh’.ﬂﬂ)’rﬂn}-\."ﬁ.ﬂ." S L STR TR LS LN CR OO ST LS Ol TN R (R A S Y VRS O, 8 0 o R (RS



0.044

0.040

0.036
% 0032
-~ 0.028
»
2 0024
g 00201
2 0.016
0.012
0.008
0.006 -
O.M | 1 1 J
0.0 03 06 09 1.2

Strain amplitudeiMicro-straing j=

Fig-80DAMPING RATIO VS STRAIN AMP-
LITUDE- MODE I

RPM =0

004k RPM =0
0.040
0.036

° r
0

rafio (§) —
o © o @
P S o
SSNU
S & @™ W
7T 7 7

] L 1 I

03 06 09 12

Strain amplitude(Micro-strairs) e

Fig- 10 DAMPING RATIO VS STRAIN AMPLI-
TUDE-MODE 11l

0.06

0.05

> 0.04)
o

¥ o003
o

A {

RA
o
o
~

AVERAGE DAMPING
o
o

&

004k RPM =0

o 2
o ©
g &

) —=
S o
(=3 i
~ @
@ N

L) L

o o
2 3
o o
L] ]

_— 1 J
02 ‘2 b 09 12
Stre  uplitudelMicro-strains )=
Fig.9 DAMPING RATIO VS STRAIN AMPL:
TUDE-MODE I

o052 BEM=0
004k}

' 0.040F 400

~ 0.036F

= 00

S 0o2f

' 0.028}

o0 420

€ 0020} S

8 N
0.016}
0.02f

008 1 — ]

00 03 06 09 12

Strain amplitude { Micro-straing e

Fig-11 DAMPING RATIO VS STRAIN AMPLY-
TUDE -MODE IV

1
200 400
ROTOR SPEED (RPM)
Fig- 12 DAMPING RATIOS Vs ROTOR SPEED

A
2000 000



average damping ratios g for the
first four modes as a fun&fion of
rotor speed only, obtained by using the
following formula for the entire decay
of the signal

§ = jELEEX-= & in fg
av

where x and x_ are the initial and
final sfrain plitude values over n
cycles of decay in the damping signal.

RESULTS AND DISCUSSION

From Figs. 8 to 11, it can be ob-
served that the modal damping values in
all the four modes show similar trends
of variation with the strain amplitude
and speed of rotation. As is well est-
ablished in literature, the re-
sults show that the damping values pro-
gressively decrease with the speed of
rotation. However an interesting feature
revealed by the results is the exis-
tence of a threshold speed, at which the
model damping values start decreasing
rather rapidly. For the case under
study, the threshold speed is about
400 rpm, see Fig. 12. It can be obser-
ved that below this rpm, the variation in
modal damping with the strain ampli-
tude, particularly in 1 mode, is neg-
ligible, indicating a predominantly rcot
damping effect. For rotational speeds
700 rpm and above, the root damping
effect appears to be negligible and the
modal damping values increase with the
strain amplitudes. The strain ampli-
tudes are quite small, since the gauges
were located very close to the root.
From Fig. 12, it is observed that for
all rotationul speeds, the modal dam-
ping values, are slightly higher in
higher modes. Below the threshold speed
of 400 rpm, the mcdal damping values
range from 3 to 5 per cent.
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Discussion

Mr. McLauchlan (Texas A&l University): Did they
do anything to characterige the aerodynamic
danping?

Mr. Hanagud: No, because I don’t think there is
ary indication from what I have here that they
did that. BHowever, that is the significant
part., Gasdynamic effects change the blade
frequencies quite significantly. Then later,
the bulk of the instabilities we get in the
problem depend on the blade frequencies. So, I
think that is a bigger contribution, but in one
way it is significant that they have some other
parts isolated. However, I frankly thinmk I
night be prejudiced, but you need a system
identification technique to get the serodynamic
effects into that. Do the tests, pick up the
signals, and then use either the time domain or
the frequency domain system identification. You
should be able to get that,



» e L S R B AFNPAPNESF IR B A S R TR

e

- o
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practical applicaticn.

A new modelling procedure for use in analyses of torsional
vibration of gear-branched propulsion systems is nresented.
The method has evolved from considerations on the use of
constrained finite element equilibrium equations. It is
shown that the process of modelling gearboxes can be
carried out through a simple modification of the mass,
stiffness and damping matrices of the elamants situated
immeciately after every branca. Starting with a develop-
ment valid for straight-geared systems, the procedure is
then extended to account for gear-branched systems and
idler gears. An example is included in order to show a

INTRODUCTION

The traditional method used in analy-
ses of torsional vibrations of gear-
branched systems consists of:

- Establishing a model of inertias and
stiffness2s for the system;

- Substituting this model by that of an
*equivalent system®" which has no gears.
This is done by selecting one of the
branches as the basis and suitably
modifying the inertias and stiffnesses
of the other branches;

- Calculating the dynamic behavior of
the equivalent system; and

- Obtaining the actual displacements in
branches other than the primary one,
through a modification of the calculated
results.

A new procedure has been Jdevised for
application in analyses done by finite
element techiques. This method has been
daveloped ficw cansicarations on the
application of coastraint equations to
describe gear meshes.

In the next sections the effect of cons-

117

traint aquations on the shape of the
finite element eguilibrium equations is
first reviewed. The method proposed is
then introduced for modelling straight-
geared systems, With minor modificatiors
t is extended in order to cope with
ygear-branched systems and finally the
consideration of idler gears is shown to
present no difficulties. An example is
included at the end, in order to show a
practical application of the method.

CONSTRAINED FINTTE ELEMENT EQUILIBRIUM
EQUATIONS

The displacement-based finite element
equilibrium equations that govarn the
behavior of a structure or continuum can
L e shown to be

(MI{X} « [C){x} « [K]{x} = {R} (N

when some nodal point displacements are
subjected to constraints, i.e., when
they can be expressed in terms of the
independent nodal point displacements, a
new vector {x} containing only these
independent displacements can be related
with the original vector {x} via a

aAa~aravearar~
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rectangular transformation matrix [1]:
{x} = [T){x} (2)
Using (2) in (1) and pre-multiplying

the result by the transpose of [T) one
obtains

(AR} + [E)(K) + (R} = (R) (3)
where

A = [12TeaCmy, (4.1
té1 = tm'reany, (4.2)
(k) = [T)7(KI[T) and (4.3)
R} = [T17¢R). (4.4)

In practice the global mass matrix
(M] is assembled as

(M) = f [“]1 (5)

where [M], is the mass matrix of the ith
element e&pressed in global coordinates,
and the summation goes over all elements
in the assemblage. In the same manner
the structure demping and stiffness ma-
trices and the loed vector are cbtained.
The transformation (4) can therefore be
carried out on the element level prior
to adding the element matrices to obtain
the globel matri.es and load vector.
Problem (3) is then solved in order to
obtain {x} and thus {x}.

ANALYSIS OF STRAIGHT-GEARED SYSTEMS

A general straight-geared system is
shown in fig.1. In this case the
inertias i and j+1 correspond to a wheel
and 8 pinion having a speed ratio q, 1.
e., their angular displacements are
related by

Xj4q ® -q.xJ (6)
One can then write
{x}pyy = [T]nx(n-1)'{i}(n-1)x1 7
where
)
Nedee ! 2 . 4
1 1
Besmns {0} di1) L0

[

{x}T= {x1 Xgeoe xjixj+1i‘j+2""n}; (8)

S S Lo L
(=1l day iffflrie:l:lz ..... .

[Ol(nlj-1)xj i[I](n-j-1)xh-j-1)
[T21] = {00 ... 0-q}; and (10)
(R} = {x) xpeeoxy dxgp cxgd D)

As it can be noticed,the displacement
xj‘1 does not appear in (11), but it can

calculated by (§).
The following considerations are

applicable indistinctly to the mass,

damping and stiffness matrices. In order
to simplify the presentation, they will

be simply denoted [A) when unconstrained
and [A) when transformed according to (4).

The contribution of the 1th e.ement,
when 1 ¢ j-1, can be expressed in global
coordinates as

Pading 8%
O CT (T

:Egglﬁﬁﬁzlzll ......
0 gen) “12)
100 negenyxineg-ny]
vhere i
+
[0...0 0 0 0...0
0...0 0 0 0...0
[A11] = 0...0 a b 0..,00-1 (13)
0...0 ¢ d 0...0
0...0 0 0 O0...0
R
n-l A Nodee
jol2 .o

m (n-2) Elamonts

Fig.1 - General Straight-Geared System
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and "a", "b", "c" and "d" are the only
nonzero values of the contribution. They
ore placed in the rows and columns that
correspond to the element degrees of
freedom. As shown in Appendix 1, the
mass, damping and stiffness matrices of
the elements used in torsional ~ibration
analyses are of order 2x2. Consicering,
for example, the element stiffness
matrix [K]_ , one has a = GJ/%, b=-G3/%,
c= -GJ/¢ afid d= GJ/%.

By carrying out transformation (4), one
obtains by simple partitioned matrix
manipulation:

00 gxngany L ()
:[Ol(n-j-1)x(n-j-1)
(n-1)x(n-1)
It can be seen that the nonzero

components remain unchanged after the
transformation.

The same occurs when the ith element

is such that i > j+1. In this case
0 0 4
(O xg 0 ]
Ay = |00y . 00 . %
l[ol(n j-nxg 10 ¢acgetyxt

:EQIIESD:J:IZ ________ (1)
:[ABB](n-j-1)x(n-j-1) nxn
where
J+2 i n
K + ‘.
0...0 0 0 O0...C0|« j+2
0...0 0 0 O0...0
(Ag3] = (0...0 a b 0...0(«1 (16)
0...0 ¢ d 0...0
0...0 0 0 0...0
0...0 0 0 0...0]«n

and therevore
L]
L]

NN . S
Fol(n-j-1)xj¥

A Lo -'l‘ oy
AN NN,
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100 5x (- g-1)

17)

T P -1)]
b330 3-Dx(n=3=11 oy na1)

An important modification occurs in
the element number i when 1 = j. For
this element one has

T 00 :
(A= 100y . 22l i
(03 nog1yxg 1PP32)(nog-1)xt

{023 ax(ngo1) (8
053] (as g nxtn-g-0)
where
[A22] = [a]; (19)
T .
[A32] = {c 0...0}; (20)
[A23] = {b 0...0}; and (21)
d 0...0
0 0...0
0 0...0
and therefore
l J 412 f-1
[0...0 0 0 0...0]«1
0...0 0 0 0...0
2
[A]i = 0...0 ag® -bg 0...0]|+«} (23)
0...0-cq d 0...0]«j+2
0...0 O 0 0...0
0...0 0 0 0...0j+n-1
’ Tn-1)x(n-=1)

As regards the global load vector,
one has

T R,
{R} ={R1R2'"Rj:Rj+1:Rj+2°°‘Rn}nx1 (24)
and therefore
T :
{R} ={R1R2’°’RJ-1 Rj'q‘Rj+1:
(25)

Rj+2"‘Rn} (n-1)x1

These results allow one to assemble
all matrices and the load vector needed
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Fig.2 - Substitute Model for the Straight-Geared System

to solve the problem (3).

It is easy to see that the same data
would have been generated by considering,
from the beginning, that the system of
fig.2 replaces the one of fig.1,provided
that the element matrices in iocal ccor-
dinates are given by

a b
[A]i = (26)
c d
when i # j and by
fag? -bq :
-cq d !

when i = j, and that the load vector is
given by (25).

Those who are familiar with the use
of computer codes having finite element
libraries will notice that it is very
easy to append into the code a new
element subroutine according to these
specifications. This is the essence of
the method proposed.

Original Model

ANALYSIS OF GEAR-BRANCHED SYSTEMS

The procedure outlined in the last
section can be extended in a quite
straightforward manner in order to
account for gear-branched systems.

Starting from one extremity of the
original system, the degree of freedom
corresponding to the first (master) gear
encountered is kept as an independent
variable. All other gears meshing with
it will have their angular displacements
eliminated from the vector {x}, since
these are not independent variables. The
first node after the slave gears will
then be connected to the master gear via
elements type 2, i.e., elements having
matrices given by eqg. (27). The speed
ratios to be used in (27) are the
quotient between the speed of the slave
gear and the speed of the master gear.
The procedure is repeated in case further
branches are encountered, as illustrated
in fig.3.

Starting
—_—
Direction

Modified Madel

Fig.3 - Example of Application of the Method in Case of a Gear-Branched System
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CONSIDERATION OF IOLER GEARS

Idler gears are often employed to
change the sense of rotation of the
driven shaft. They are used, for example,
in some recent twin screw C0O00G light
frigates and corvettes fitted with a
single gas turbine, in order to have the
propulsion shafts turning in opposite
directions.

The method described in the last
sections can still be used for modelling
gearboxes fitted with idler gears,
provided that the inertia of these idler
gears is added to the inertia of the
master gear after being corrected by the
square of the speed ratio, as usually
done in the traditional method.

For example, supposing that m idler gears
are fitted between one master and one
slave gear, their characteristics being
as shown on table 1, one can consider
that an equivalent master gear with a
polar moment of inertia

m Zrn 2
LI ——
Iy = Iy + 14 { Vi ) B |
93

(28)

is in direct mesh with the slave gear and
then use the method proposed in the last
sections with the following modifications:

(a) Element type 2 matrices become

aq (-1)™ Toq
(29)

(b) The load vector becomes

{R}= {R1R2...RJ_1RJ+(-1)'"”.Q.RJ+1

(30)

Node |inertio of Gears

10
30
]
10
18

eI I X IE X&) Py P

EXAMPLE

In order to show a practical applica-
tion of the method proposed, one can
consider the system of fig.4, taken from
ref. [1]. It is desired to find natural
frequencies and modes of vibration of the
system,

TABLE 1
Characteristics of the gears
N2 of |Polar Moment
Lo Jeeth lof Inertia |
Master Zm Jm
9, Zo, JIg
In Zgm Jgm
Slave "z, a,

The element mass and stiffness
matrices in local coordinates, before
applying the transformation (4), are
calculated according to the Appendix 1 to
give:

PRI (31)
0 15
40,000  -40,000
(K], (32)
40,000 40,000
15 0
[M]z: (33)
o 5
El t L
smen l
I 40, 000
2 50, 000
3 200, 000
4 300, 000

The numericol vaiues shown are given
in consistent waits.

Fig.4 - Example of a Gear-Branched System
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[ 50,000 -50,000
[K]2= (34)
|-50,000 50,000
M] [ 10 Ol (35)
> 1o 15
[ 200,000 -200,000
| -200,000 200,000
[ 5 0
|0 15
[ 300,000 -300,000 2
(K] ,= (38)
| -300,000 300,000

Considering only the independent
degrees of freedom, vector {X}is given by
=T
{x}" = {x; x; x5 xg x4} (39)

and therefore the contribution of each
element in global coordinates is calcu-
lated according to (26) and (27) to give

10 0 0 0 O
015 0 0 O
[n]1= 0 00 0 O (40)
0 00 0 O
0 0 0 0 0!
450 -40 000
-40 40 000
(R], = 10° 0 0 000 (a1)
0 0 000
0 0 000
0 0o 0 o 0]
015 0 0 Ol
(Ml, =10 0 5 00 (42)
0 00 0 O
0 0 0 0 O]
o 0 000
- jo 50-5000
k], = 10° 0 -505000 (43)
0 0 00 ol
0 0 000
fo o o oo
- 040 0 0 O
[M]3 =0 0 0 0 O (44)
0 0 015 0O
i0 6 0 0 Of
[o 00 0 n]
- 0 800 0 400 O
(Kl5 = 10° 0 00 00 (45)
0 400 0 200 Ol
0 00 0 o)
0 0 0O o]
045 0 9 O
(Rl, =10 0 0 0 O (46)
0 00 0 O
0 0 0 015

P -"f'{.- NP AT
P SO AN AN BRSNS

0 0 0 0 0

- 0 2,700 0 0 900

[K]A = 10° |0 0 0 0O 0 (47)
0 0 0 0 0
0 900 0 0 300

1ne global mass and stiffness matrices
are obtained by adding these contributions
10 00
0 O
0 0 (48)
15 0
0 15

(M) =

0000
oOoOoOwo
oOoOWwWoo

40 - 40 0 0 0]

- -40 3,590 -50 400 900
[K]l=10° © -50 50 O 0 (49)

0 400 0 200 0

L o 900 0 0 300]

The natural frequencies and modes of
vibration can be found by solving the
eigenvalue problem

(K] {x} = w® [M] {X} (50)

However, as the system considered is
semi-definite,one must 'eitheir employspecil
algorithms or the traditional methods in
combination with the shifting technique
described in ref. [2] to solve this
problem,

The results thus obtained are in close
agreement with those reported in ref.[1],
as shown in tables 2 and 3 below. The
mode shapes are plotted in fig. 5.

TABLE 2
Comparison of Eigenvalues
w!
Mode no.
Calculated Ref. [1]
1 0 0
2 4,105.3 4,105
3 10,080 10,080
4 14,654 14,650
5 49,711 49,700
CONCLUSIONS

A new technique for modelling gear-
branched systems has been developed
through the use of finite elements and
constraint equations. It has been shown
that a simple modification of the
matrices of the first element after every
pair wheel-pinion leads to the same
results obtained through the traditional
procedure, in which the original system
is transformed in a system with no speed
reductions.




TABLE 3
Comparison of Eigenvectors

RS T g g

PN S S R

A NS0

Amplitudes
Modes
(1) (2) (3) (4) (5) (6) (7
; | Calculated 1,00 1.00] 1.00 |-2.00 }-2.00 {-3.00 }-3.00
Ref. [1] 1.00 1.00f 1.00 |-2.00 }-2.00 }{-3.00 }-3.00
, | Calculated }1.00 [-0.026%-0.04460.0526 0.0760}0.0789{0.0993
Ref.[1] 1.00 }0.026%4-0.04490.0524}0.0760(0.0786}0.0990
3 Calculated |1.00 |-1.52 ] 190 3.04 }12.5 4,56 1 9.19
Ref.[1] 1.00 [-1.52 | 190 3.04 §12.4 4.%6 ] 9.20
; | Calculated |1.00 |-2.66 [5.72 5.33 §-53.8 | 7.99 |29.9
Ref.[1] 1.00 |-2.66 }5.73 5.32 §-53.2 | 7.98 |30.0
¢ | Calculated 1.00 }-11.4 j2.88 {22.9 [-8.38 | 34.3 |-23.1
Ref.[1] 1.00 |-11.4 |2.88 (22.8 ]-8.26 | 34.2 }|-23.1
|
—+|!-'- mode
vI'*O
]
Nede
P
628 mode
'wl 14,083
Fig.5 (continued) - Mode
| Shapes of the Example
T Nedeo
&
-+elﬂzua
wj «10,080
Fig.5 - Mode Shapes ¢f the Example
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The main advantages afforded by the
use of this nmew method are:

(a) The nodal displacements are directly
calculated, thus allowing time savings
in stress calculations; and

(b) Its adoption in finite element
computes codes having element libraries
is easy and straightforward, requiring
only the appendage of one subroutine
into the master program.
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APPENDIX 1 - FINITE ELEMENT FOR TORSIONAL
SYSTEMS

A finite element that can be used in
torsional vibration analyses is shown in
fig. 6.

[

i

s

Fig.6 - Finite Element for a
Shaft in Torsion

Its mass matrix Is given in general by

r DJOE DJ e }
J
= |12 c (51)
pJOE pJ L
— Iy
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and this corresponds to a consistent
matrix scheme. In case of a massless
shaft representation one takes p = O.

The element stiffpess matrix is given
by

1 -
(K], = 5L [ ] (52)

C 0
{c) =[ 1 (53)

In case of structural damping conside-
ration one can add to {C] the structural
damping matrix

(013 = -2 (K], (54)

when the excitation is harmonic with
frequency Q. According to ref. [3], cne
can use B = 0.05 for solid steel shafts.

As one can notice, all these matrices
are of order 2x2.

APPENDIX 2 - NOTATION

This superscript indicates that the
matrix or vector is expressed in the
constrained coordinate system
{A] Mass, damping or stiffness matrix
{C) Damping matrix
[I) Unit matrix
[K] Stiffness matrix
{M] Mass matrix
{0] Null matrix
{R} Load vector
{x} Vector of nodal displacements
C1,C2 Viscous damping coefficient
G  Modulus of Rigidity

J_ Shaft polar moment of inertia

0
31,32 Polar mass moment of inertia

% Element iength

\\
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q Ratio between the speed of a slave
gear and the speed of the master gear

Z Number of teeth of a gear

B Structural damping coefficient
® Angular displacement

p Mass density

w Natural frequency of vibration

Q@ Harmonic forcing frequency
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ISOLATION AND DAMPING
A GRAPHICAL METHOD
OF DETERMINING THE RESPONSE

OF THE CASCADED TWO DEGREE OF FREEDOM SYSTEM
George M, Hieber

Hieber Bngineering
Watchung, NJ

There are many occasions when a designer has to install a load onto an
existing base structure. If the dynamic characteristics of the load
and of the basa structure are known individually, the question is:
what will happen to the dynamic response of the load when it is
connected to the base to form a new system? Assuming the new system
results in a configuration that can ba modeled as a two degree of
freedom system, thera are graphical methods available to determine tha
rasulting system fraquancias but no quick way to astimate the response
amplitude of the Ioas without satting up and solving the appropriate
equations,

A method is presented hera where the maximum reponse of the load can
be obtained graphically. The graphical approach has three advantages:

(1) Results ara obtained quickly.
(2) Trends are apparent.
(3) Provides insight into systam operation,

Tha graphics are valid for Qs from 4 to 400. (Por both load and base
subsystenms.) The ratio of load weight to basa weight can range from
less than 0.001 to 10. The racio of natural fraquencies of load to
bgse (before installation of load) can ranga from 0.1 to greater than
10.

The results of this inve stigation show that two widely held points of
view regarding two degree of freedom response should ba moderatad
somewhat.

Pirst, when two single degree of freedom systems with similar resonant
frequenciea are connected in series (cascaded), it is often assumed
for conservatism that the response of the upper system (the load) will
be Q; X Q4, whare Qy and Q, are the maximum transmissibilities of each
single dedree of friedom dyatam befora connecting them together.

As shown in this report, the above assu:;:lon is usuallly excessively
conservative. Second, it ia shown that use of the Octava Rule can
also be unduly restrictive; that is, the rule of thumb that requires
deaigning tha uppar system (load) to have a resonant frequency an
octave higher than that of the resonant frequency of the lower system
(base) in order to pravent axcassive response of the load. As a
mattar of fact, in some caaaa, dasigning the 10ad to have a reaonant
fraquency below that of the base may be a mora attractive option.

INTRODUCTION

When designing equipment to
withstand shock and vibration, the
enginear frequently ancountara a
situation where a load muat be
inatallad on a base, raaulting in a
*piggyback" or caacadad aasambly. The
problem is: if both tha load and tha
base are conaidered to ba aingle
degree of fraadom dynamic ayatenms,
each with a pradictable responaa, what
will ba the reaponaa of the load vhen
the assemblad syatam is aubjacted to
vibration?

Tha purpoae of thia monograph is
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to present a graphical method by which
tha maximum reaponae of such a
cascaded load cen be simply astimated
(to within 1l0W8). Bstimzting the
vibration responsa to a raaaonabla
dagrea of accuracy during the dasign
phase will go a long way towarda
improving ruggadness and raliability
of the product. A simpla computar
program wvaa uaad to aolva for the
responae of the caacaded two dagraa of
freedom system with various ratioa of
waight, reaonanca, frequency and
daxping. Tha t1aaults of thasa
computations hava baen usad to develop
tha graph is shown on thesa pages.
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BACKGROUND

Throughout this monograph,
tarm 2DOF (two degree of freedon
system) will be restricted to that
type of two degree of freedom systen
which is composed of two single degrae
of freedom systems connected in
serias, or cascaded together. This
type of 2DOF system is shown in Figure
1.

the

Representative Examples

System 1 System 2

Engine Starter Motor
Printed Ckt, B4. Relay

Chassis Power Supply Module
Antenna Feed Horn

RR Flat Car
Vehicle Suspension
Instrument Panel

Piggy-Back Trailar
Seated Driver
Instrument Package

NOMENCLATURE

BSubsystems as jsolated entities

11'3.13 k4.,
v 1

Q) base subsysten maximum transmissi-
bility T1%y)/Yo max

£, = 3.13,/’?‘ 2
Y2

Q2, load subsystem maximum transmissi-
bility Tz'Yz/Y; mnax

base subsystem resonant
frequency, Hz*

load subsystem resonant
frequency, HZ

k » stiffness, 1b/in

w » weight, 1b.

¢ » damping, lb-sec
in

Ce ® critical damping lb-sec/in

§ = c/c.-fraction of critical damping
(non-dimensional)
Q = 1/2¢ (non-dimensional)

Assembled 2DQOF Systenm

fL » Lower rasonant frequency of
systanm, Hx

¢ Strictly sptaking, these formulas
solva for tha undampad natural
frequencias. The frequency at which
tha greatast motion occurs (maximunm
transeissibility) is callad the
resonant fraquancy, which is slightly
lower than tha natural frequency. For
damping ratios of 0.1 or less,
howavar, the diffarence becomes
insignificant and the terms can be
used interchangeably.

128

fy = Higher resonant frequency of
gsystem, Hz

QZL = Maximum transmissibility (15) of
load at fy

Q,5 = Maximum transmissibility (Ty)
of load at f

Ratio of isolated
frequencies, f2/£1
Ry = Ratio of weignts, v:/vl

Rf = rasonant

T) = 2DOFP Transmissibility of w;
(base)
Ty = 2DOF Transmissibility of w
2 2
(load)

Some misunderstandings exist
regarding the effect of cascading
systems togethar. For instance, sonme
designers believe that a good
conservative approach is to assume
that if two systems having the sanme
isolated resonant frequency (f, = £,)
ara stacked togethar, and subjectad to
an input wvibration at ¢tha
aforementioned resonant fraquency, the
load weight would vibrate at an
anplitude equal to the product of the
maximum responses of the isolated
systems, Although this condition can
be approached if the load beconmnas
infinitesimally small, in general it
leads to excessively conservative
design and erroneous interpretation of
the system dynamics. The reason that
the above interpretation is erroneous
is that when two single degrae of
freedom systems are cascaded, a two
degree of freedom rasults. This two
degree of freedom system has two
natural fregquencies (resonancas),
neither of which is equal to tha
resonant frequencies of the isolatad
subsystems. This phenomenon is shown
graphically in Figure 2.

Figure 2a represents the
transmissibility plot of a single
dagree of freedom systam with a
maximum transmissibility of Q¢+, of
10. Assume that two systams, vibrated
one at a time, generate this same
transmissibility plot, and that aach

** 0 is a term which is used to
identify the transmissibility at
resonance, and is used interchangeably
with the ternm maximum
transmissibility. Damping causas Q to
be slightly different (less) than the
maximum transmisosibility at the
resonant frequency, but for the low
damping usually encountered in
structures, the differanca bacomes
inconsequential.
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has a resonant frequency of 100Hz. 1If
Rg = 1.0, R, = 0.1, and the systems
are cascaded, the resulcing
transmissibility plot of wjy, T% looks
like Figure 2b, Note that there are
two resonant frequencies, one at
86.2Hz and the other at 115.4Hz.
There is no resonance at 100Hz. In
addition, the maximum an = 25.1, not
100, so Q2y does not equal Q1%xQ2.
Although it is not wise to cascade
subsystems with identical resonant
frequencies if w is very small
compared to w;, the situation is not
the "bugaboo" some designers
anticipate.

The theory behind this has been
used in the design of dynamic
vibration absorbers for many years.
If in the above example, subsystem 2
was to be used as a vibration absorber
for subsystem 1 and some disturbance
is ocurring at 100Hz, the motion of w
at 100Hz would be greatly subdued from
what it was before the addition of w
whereas the motion of w, at 100HZ
would be at a transmisaibility of
T4=9.3, as shown on Figure 2b.

However, this investigation is
not concerned with the design of
vibration absorbers (when ¢the
excitation is confined to £1), but
rather it 1is8 concerned with
determining the worst case motion of
Wy as an element in a 2DOF system,
which occurs when the excitation is at
f!‘.

The response of a 2DOF system
involves two tranamiaaibilities: that

Although the system designer may
find it relatively straightforward to
gset up the equations and solve for the
Qg ©Oof the 2DOF systenm, it is
preferable to have a solution
available in a form where trends are
obvious, so that iterative
computations are not necessary.
Figure 3 provides such a solution, It
is a set of curves which can not only
be used to easily obtain Q5 but it
is also quite apparent how ckanges in
the weight ratio R, and in the
frequency ratio R¢ can affect the
result.

The curves are drawn for R, = 10
to Ry, * 0. 001, and for Rg = 10 to Re =
0.1l. Actually, results can be
obtained for R,< 0.001, because the
curves for the smaller ratios become
colinear with that for 0.001. Also,
values for Rg> 10 are colinear with
those of Rg = 10, s0 valid results can
be obtained for Ry > 10. If the
damping for both subsystems is
similar, (Q;~Qj;) extensive computer
results show that Q3y response can be
matched within 5\ for values of Q
within from 4 to 400,

In order to determine Q, and f
it is necessary to first determine t&e
dynamic characteristics of each
subsystem by itself. If the
subeystems are availahle, the resonant
frequencies and Qs can be measured by
testing one subsystem at a time. 1If
“he subsystems are not available,
these characteristics must be
estimated.

EXAMPLE:

of w; and that of The
transmissibility of w, 500: not
interest us here, as the maximum A.
transmissibilities of Wi, Qg and Qg
will never exceed the Q; of w; as an
isolated subsystem. 1In other words,
if the response of the subsystem 1 wes
acceptable as an isolated subeystem,

GIVEN:

2 il

R

.

wl = 0,68 lb. fl = 140HZ Ql = 30

wy = 0.15 1b. £, = 200Rz Q; = 30

then the addition of subsystem 2 will, FIND: Qyp & £y,

if anything reduce the w; responee.

This is due to the vibration absorber Ry=W,20.15=0.22 Re=f,= 3__ = 1.43
effect as mentioned above. Wy 0.68 £, 140

Turning to the transmissibility
of wy, we concentrate on the peak,
Qzp, at the lower resonant frequency,
fy. The reason is that s0 long as the
damping of both subsystems is
approximately the same (Q1~Qay) -2L When using the grcaphe, the
will always be a higher peak ti Q2g cherecteristics of the baee eubsyetenm
as shown in the computer cnalyais. £ and Q;, ere alweys used ee¢ e

reference,

Referring to Figure 3, R, = 0.22
& Re = 1.43

KA = 1,7 and Kg = 0.87

AS a matter of interest, fﬂ cen

be obtained once £, ie picked from Thue, fL = Kef,
Figure 3 by uaing the simple
expreseion fp = £, (£, ), Q2 = KAy
fy
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FIQURE 3 - K, = a, AND Kg = 1’ VERSUS VARIOUS R; AND Ry
In order to. nse this method, the o
following steps are taken: S. Compute maximum transaissibility
of Uz at f l sz - ‘AQ].’ 1t Ql - Qz.
1. Calculate or measure the rescnant Qgp is the cottoct answer, and no more
frequencies and maximum trans- steps need to be taken.
missibilities of the isolated sub-
systems, £, £, Q;, and Q,. 6. I1f Q; ¥ Q5, either Figure 4 or
rigure S must then be used, as
2, Compute frequency ratio Ry = explained in the text, to obtain a
£,/f; and weight ratio Ry, = wy/w;. correction factor, Cp or Cyg. The
corrected Q,p is: Qgp = (C MLIVITE
3. Bnter Figure 3 and determine 5
where R, und Ry intersect. TYrom this 7. 1f in doubt, Pigure S can be used
point o! intersection read Ka and Ky, to see if there is any 1liklihood that
Qyp could be greater than Q, This
4. Compute system lower resonant is unlikely, but should be guuded
frequency f, = K,f,. against.
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8o, £y, = Kefqy = 0.87 x 140 = 122Hz

and Qjp = KpQ) = 1.7 x 30 = 51

B, GIVEN:
¥, = 71b, £, = 878z, Q, = 18
wy; = 25 1lb, £, = 35HZ, Q, = 18
FIND: Qo & £y,

R, = 25 = 3.57 R = 35 = 0.4
7 87

Referring tc Pigure 3, R, = 3.57 & R¢
= 0,4 intersect at "B", where

Ky = 1.8 and K¢ = 0.315
so, f£p = 0.315 x 87 = 27.4H2
and Qyp, = 1.8 x 18 = 32.4.
HANDLING DIFPERENCES IN DAMPING
Figure 3 is the main result of
this investigation, but, as mentioned
before, is valid only if the damping

retio of the load subsystem is the
same as thet for the base subsysten;

& in other words, if Q) = Q,. If Q) is
¥ substantially dlttoroni from @Q,,
P either by circumstances or by design,

Pigures 4 end 5 can be used to obtein

e correction fector for Q,;. end can
. also be used to observe trends.
" Pigure 4 is to be used if Ry >1, and
Q Pigure 5 if RgC1l. Rither Pigure may
J] be used if Rg = 1. The Rg = 1 curve
&

is deshed et velues of R, smaller than
0.1, es those combinetions ere not
recommended by design because very
lerge Qap cen result. The Ry curves
ere drewn to show the correction
fectors, Cy and Cp, for systems where
Qy, and Q, differ by 128:1. This is
t%o result of changing the difference
in damping retios between the
subsystems by factors of 2, 4, 8, 16,
32, 64 & 128. The smaller fectors cen
be obteined by interpoletion using
divisions proportional to those shown
on the grephs.

Assume that in previous
examples A, Q, is increesad 5:1
compered to Q,, thet is, {f Qz
increeses from 3& to 150, whet will be
the affect on Q71,7 8ince Re = 1,43
{Rg >1.0), Pigure 4 is used. A
vertical line is drewn at R, = 0.22,
As estimetion is mede for where Reg =
1,43 would lie; this latter line would
intersect R, = 0.22 et a Cg = 1l.14,
which is the correction fector for the
Qap, response if Wy, = 128 Q;. But Q2
is only 5§ Q;, so it is necessary to
. interpolata. A nearby Q,/Q, scale is
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chosen and the interpolation is
accomplished by the line construction
shown on the Figure. 1In this case, Cy
is found to be 1.1, so:

BXAMPLE A'

Q3 = CyxKax@; = 1.1 x 1.7 x 30 = 56.1

If the same Q,/Q) = 5.0 ratio
is obtained by lowering Q; from 30 to
6, rather than by raising Q; from 30
to 150, as was done above, a different
answer appears. Although the factors
K, and Cy remain the same, the
reference value of Q; has been changed
from 30 to 6:

Qpp, = 1.1 x 1.7 x 6 = 11.2.

If the relationship between
subsystem damping is changed such that
Q2/Q; = 1/5, the lover part of Pigure
4 is used. The intersection of R, =
0.22 end Re = 0.4 i8 at a value of Ce
for 02/0 = 1/128, but as Q3/Q; =
1/5, grephical interpolation is used
es shown to obtain Cp = 0.71.

EXAMPLE A"

If Q,/Q = 1/5 by reducing Q, from 30
to 6,

Qyp, = 0.71 x 1.7 x 30 = 36.2.

If Q2/Q) = 1/5 by increesing Q, from
30 to 150,

Qzp, = 0.71 x 1.7 x 150 = 181

EXAMPLES B' AND B"

Assume that in Exemple B, the
damping retio of the 10ad is chenged
80 thet 02/01 = 4, To find the
resulting Q,;, Pigura S is used,
because Ry = 0.4 (Rgeg 1.0). A
verticel line is drawn at R, = 3.57,
end en estimete mede of the locetion
of the curve Rg = 0.4. The
intersection of the curve Reg = 0.4
with the lina R, = 3.57 is et a point
on the C; scale vhich would be the
correction fector for Q21 if Q,/Qy) =
128. But since 02/01 = 4,
interpolstion is used es shown to
obtein Cp = 2.2.

EXAMPLE B'

I£ Q /91 = 4 by increesing Q; from 18
to 73

Qop = CpxKpxQy = 2.2 x 1.8 x 18 = 71.3

If 02/01 = 4 by decreesing Q) from 18
to 4.5,
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Q2L = 2,2 x 1.8 x 4.5 = 17.8

If, on the other hand, the
relationship between subsysem damping
is changed to 0,/0; = 1/4, the lower
part of Figure 5 is used. An estimate
is made of the location of Rgf = 0.4,
The intersection of the Ry = 0.4 curve
with the R, = 3.57 line is at a point
on the vertical scale which would be
Cp 1f Q04/W,; = 1/128. Since Qz/Q =
1/4, interpolation is used to obtain
Cp = 0.31.

EXAMPLE B"

If 92/91 = 1/4 by decreasing Q, from
18 to 4.5,

Qyr, = 0,31 x 1.8 x 18 = 10

Of 05,/7; = 1/4 by increasing Q, from
18 to 72,

Qpy, = 0.31 x 1.8 x 72 = 40.2

SYSTEM RESONANCES VS.
SUBSYSEM RESONANCES

As indicated earlier, the 2DOF
resonant frequencies are always unigque
-- they are not the same asgs the
isolated resonances of the subsystems.
(As a matter of interest, however, if
f) and £, differ from one another, the
lower system freguency f is always
lower than the lower of fl and fg;
conversely, the higher s8ystenm
freguency fy is always higher than the
higher of f, and f,. In any event,
knowing the positions of £ with
relation to £, & £, can be l:ﬁelp’tz‘ul if
it is necessary to reduce the
magnitude of Qop, If £, = £,, then
Qoy, can be reduced by 1ncreasing the
damping (and thereby reducing the Q)
of either subsystem. But if £, ¢ £,
then whichever subsystem resonant
frequency is closer to f; should be
altered, as it is that subsystem which
has the greater effect upon Q2p°

In Example A' & A", a change in Q
by a factor of 5:1 has the following
effect on QZL*

Increase 92 Increase Q]
Qg5 51-+56.1 Qg 51-+181
(+105%) (+255%)
Decrease Qz Decrease Q]
(-29%) L (-78%)

In this example, £, = 140Ez, f, =
200Hz, and f; = 122Hz, 80 altering the
damping of subsystem 1 has a more
dramatic affect on Q,, than does
altering the damping of subsyste- 2.
The reason is that f; is closer to f,
than is f,.

In exampie B' & B", a change in Q
by a factor of 4:1 has the following
affect on Qop

Increase Q, Increase QI
Qop 32.4-+71.3 Qop, 32,4-+40.2
(+120%) (+249%)

Decrease Q4 Decrease 0,

Qgp, 32.4+10 Qpp 32.4-17
(-69%) (-47%)

In this example, fl = 878z, fq =
35Hz, f; = 27.4 Hz, so altering the
damping of subsystem 2 has a greater
effect on Qy; than does changing the
damping of subsystem 1, because £2 is
closer to fy than is f;.

ASSURING THAT Qoy IS NOT GREATER

The assumption herein is that the
lower resonant freguency, fy, i8 the
critical freguency, because the motion
of Wy, is always greater at this
frequency than at the higher mode
resonance fp. Bowever, if the
subsystem resonances are not egual (!1
¥ £5), and the subsystem with the
higher freguency has much less damping
than the other subsystem; that is, if
fl? fz: and Q]_?? Qz

or, if f,>f,, and 0;>> 0,

It is possible to have a motion at fﬂ
greater than that at f If this
happened, and the likelfhood is not
realized during the design phase, then
of course a failure could occur during
vibration because the real critical
situation was ignored.

To guard against this, Figura2 6
can be used, The lower half is used
for systems where Rf<1.0.

(Acceptable 0,/0; ratios are to
the upper right.,)

The upper half is used for sysatems
where Rg >1.0.

(Acceptable Qz/Q ratios are
to the lower right)

For instance, assume Re = 2.0,
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If Ry, = 0.01, find the place on the
graph where R, = 0.01 intersects R¢ =

- 2.0, This point is at Q2/Q1=4 2,

which means that if Q,y is to be kept
less than Q, Q4 must never be
greater than 4. g Q;. As an example if
Q, = 12, Q4 mut be less than 4.3 x 12
= 50.4. 1f so, Q25 will be lower
than QZL 1€ Ry, = 0.25, Figure 5
shows that Q /Ql must not be greater
than 70, i =5, & Q, remains
less than 350, the resonant peak at f

will always be less than that at fL.
Note that for larger wa; i.e.,R w>
0.3, regardless of Rg, the second mode
peak will not exceed the first mode
peak, Q’L' even if the Q of the higher
freguency sybsystem is 100 times that
of the lower frequency subsystem, It
can also be seen that for small Wai
i.e., R, < 0.1, as R¢ departs from 1.0,
either to a higher or lower ratio, the
system becomes more tolerant of large
differences between Q, & Q;, without
allowing Qayq to exceed Qa1

Note that for Examples A & B, the
results are well within acceptable
limits (B is off the graph) so that
Qap is definitely the critical
response for both examples.

RECOMMENDED RELATIONSHIPS BETWEEN
ISOLATED RESONANCES, f; AND f2

Because of the concern described
earlier that Qj; could possibly equal
Q; and Q,, a quideline called the
Octave Rule has been established.
This rule states that in order to
prevent cascaded systems from
responding with extraordinarily high
Qs, the isolated resonance frequency
of system 2 should be twic~ as high as
the isolated resonance of aystem 1 =--
in other words, the resonant frequency

should te an octave above f,. The
idea behind the Octave Rule 1is the
unrealistic but conservative
assumption ¢f no loading; that is, the
addition of a 1load to a base will not
result in two new natural frequencies,
but that the 1isolated natural
frequencies will remain unchanged upon
connection of the two subsystems.
Under such a situation the worst case
would be if £, = f,, whereupon the
response at the load when excited at
the natural freguency would be Q¢ x
Q2 obviously an undesirable tesuﬁt.
To prevent this problem, the Octave
Rule requires that fz = 2f,, whereupon
the response of the load will be T; x
Q; at the natural frequency of the
load. This would be 1.33 x Q5.

Although the use of this Octave
Rule can be helpful in leading to
rugged design, it should not be
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applied indiscriminately. There
are occasions when it could result in
unnecessary cost and weight penalties.
As a matter of fact, it may well be
that going in the opposite direction,
that is, designing system 2 (the load)
to have an isolated resonant frequency
lower than that of system 1 (the base)
could prove to be easier and cheaper,
and yet, still result 1in a
sufficiently rugged design.

For example, Figure 7a shows the
response of W2 when Rg = 2.0, and
Figure 78 when R¢ = 0.5.

In both cases, the weight ratio
is the same; Ry, = 0.1, and Q; = Q; =
10. A comparison of Figures 7a & 7b
shows that when R¢ = 2.0, Qpp = 13.5
at £, = 94.5Hz and when R¢ = 0.5, Qqy
= 1? 77 efy = 49.5Hz. When the
systems of R =2.0 and 0.5 are excited
by sinusoidal vibration, therefore,
there is practically no difference in
the maximum response. The tradeoff is
allowable displacement versus the
stiffness requirement: the
displacement per G of the system at
49.5Hz resonance is four times that of
the 94.5Hz resonance, but the
stiffnens requirement for subsystem 2
for Re = 0.5 need only be 1/16 as
stiff as that for R¢ = 2.0. This may
be a wompelling reason in itself to
choore the lower resonant system for
design. At least designers should be
cognizant of this additional option.

Another consideration of the
cascaded two degree of freedom system
is its response to random vibration.
With random excitation, motion exists
at all frequencies throughout the
spectrum simultaneously, so total RMS
response must be measured, which is
the sum of the motion at all
frequencies.

In equation form, the response of
a system to random excitation is:

Grms =y JT6) WEP) dF

This total RMS response 1is
obtained by squaraing the
transmissibility plot, multiplying it
by the input spectral density plot
point by point along the frequency
axis, summing the results, and taking
the square root.

If we assume that the spectiral
density, LA is uniform throughout
the applicabie frequency r .nge, the
computation is eased, as the equation
becomes:

Gn~s==v/W'T¥d§?
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To compute relative responses CONCLUSION
among different systems, it is then

merely necessary to determine the area A method is presented herein

under the appropriate transmissibility where the maximum response of a
squared plot, and compare the square cascaded 2DOF system can be determined
roots of the results. to reasonable accuracy, using

graphical methods. The advantage of

the use of graphs is that trends can
be easily observed.

The above process can be used to
compare the responses of the R¢ = 1.0,
Rg = 0.5 and Rg = 2,0 systems to

random vibration. It is noted that good design

e practice does not necessarily require
Fligure 8 shows linear plots of T that the load (subsystem 2) be

vs8., frequency of the three systems. designed to have a higher resonant
The use of linear plots rather than frequency than the base (subsystem 1),
log plots makes it easler to compute Rather, as it is shown, a satisfactory

and to visualize the response of design may properly be one where £, is
gystems to random vibration. The lower than f;.

results show that the random response
of the Rg = 2.0 system is 0.55 that of
the Reg = 1.0 system, and the response BIBLIOGRAPHY
of the Rg = 0.5 system is 0.45 that of
the R¢g = 1.0 system., These results
show that a system design of f2 lower
than that of £, can provide a good
alternate solution to the cascade
design problem for both random as well b.
as for sinusoidal excitation, even if

w, is significantly less than Wi

a. Harris and Crede, '"The Shock and
Vibration Handbook,''second edit-
ion, MeGraw - Hill, N.Y., 1976

Crede, "Shock and Vibration Con-

cepts in Engineering Design,"
Prentice - Hall, 1965
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Linear T, 2

Ry=1.0: Grms.= 1.0
Ry=2.0: Grms.=0.56
Ry=0.5: Grms.= 045

Linear f

FIGURE 8 - RESPONSE OF 2DOF SYSTEMS TO RANDOM VIBRATION
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APPENDIX: DERIVATION OF TRANSMISSIBILITY EQUATIONS

MASS 10 m, Y, «ca(¥,-Y,) + ka (Y- V) + €, (Y-Y,) + K,(Y,-¥) = 0
Rearranging, m ¥+ (cee)V+K ek )Y~ Yo kY, = €Y, ¢k, Yo (D
MASS Z:  m,Y, +Ca(Ye-Y) * Ku(%-Y) = O
Rearranging, -C,Y -k,Y, + m,V, +ce¥, + KeY, =0 @®
IF NPUT IS Y= Y, €%t SOLUTIONS CAN BE
Y,z Y eiwtid) . yeiuteid, o Feiut here Y= Y ei*

Y,= Y, elwtsd) . Y,e“"te“** = ?ze"“", wheve ¥.= Y, ei®:
SUBSTITUTING IN @ AND @,

[-mwt+ jwe,s6) « K +k,] Y- we vk ]V, = [we, +k] Y,
'ch"-"' kz]? & ['mzw +wer k'-] Yt. =0

O omwtskrky s jwleot) = (¥ +Iwey) {7. ={k.*Jw€.Va}
- (K, + Jwey) - 2 = 0

“M WK, + Jwe Y,
SOLVING FOR Y, AND Y,

Y = [(-m,lc. + G )W + K Ky + J (K Cd ke, - My w"-c..)] Y, - [a.ojblYo
D A D

Y a eqwts KKy ¢ Jw(K,C, + k.C)] Yo _ ]at‘jb:. I Y'
T D - D
where

D= mm, w*—[k,m,-o(m,om,,)k; +C, G ]wb ek K, e-jw{k.cloklc.-[(m,on,)c._m\‘c,]w‘}
= 8q4iby

FINALLY, THE TRANSMISSIBILITIES ARE:

’a +b"
34&

T =

s<|=<i
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of complex modulus data.

For the temperature shift function for a particular damping
material to be obtained, it must be implicitly defined by a set
Historical procedures have been marginal
because frequency ranges have not been adequate.
for such data is propused based on the slope of the temperature
shift function, on a fractional model of complex modulus and on
apparent activation energy considerations.

A new procedure

INTRODUCTION

For many viscoelastic damping
materials, or at least as a first
approximation, the dynamic mechanical
properties are thermorheologically sim-
ple. In particular, the complex modulus

* = g%
G G (fR) El

is a function of the reduced frequency
£, = fa E2

which is a product of the actual fre-

quency and the well-known temperature

shift function. It is often desirable
to divide by a reference reduced fre-

quency and use logarithmic scales

1og(fR/fRo) = log f + log O

- log fRo E3

Expressions for the partial derivatives
3 log G*/aT
= (4 log G*/d log fR)(B log fR/aT)

= (d log G*/d log fR)(d log aT/dT) E4

LI A
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and
9 log G*/3 log £
=(d log G*/d log fR)(a log fR/a log f)
=3 log G*/d log £ ES5
will be needed.

In the typical explanation of fre-
quency-temperature equivalence [1], a
temperature shift curve or function is
constructed for each particular set of
complex modulus data. The real part
(R), the imaginary part (I), and the
material loss factor (n) of the complex
modulus data are plotted as a function
of the reduced frequency. For conven-
ience, the expression for the tempera-
ture shift function is usually taken to
be unity at the reference temperature.
With reference to E1 and E3, the effect
of a constant in the temperature shift
function, ap, is to shift the experi-
mental data horizontally, whereas the
effect of a reference reduced frequency
is to shift any analytical representa-
tion horizontally. Historically, the
ap for a particular damping material
has been defined empirically by the
experimental complex modulus data. The
value of ap at each experimental temper-
ature is selected such that it simul-
taneously shifts horizontally the three
complex modulus data points (R,I,n) to
define curves and minimize scatter.
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With usage of computers it is conven-
ient to fit the empirical o, curve with
a suitable analytical function.

By contrast to the historical
focus on aqp, the present focus is on
its slope. Consider complex modulus
data taken at the three temperatures,
Ty, (T} + Ala)’ and (Tl - Ajp) . For
both the data taken at (T} + A;,) to be
shifted to that at Ty,

shift (Ala) = log aT(Tl) - log cx,r('r1
+ Ala)

and the data taken at (T + A ) to be

shifted

shift (Alb) = log ag (T, + Alb)

- log aT(Tl)

and from calculus approximations to
derivatives, it follows that

log a,r('r1 + A, ) - log aT(Tl)

la
A1a

log aT(Tl) - log cx,r('r1 - A

Alb

1b)

d log Op
daT

1

T = '1‘1

The satisfactory horizontal shift of
complex modulus curve segments is
clearly dependent on the slope or
derivative of ap rather than the value
of ap, and that the slope is also a
function of T.

WLF EQUATION

A commonly used representation for
the temperature shift function is the
WLF equation

where

Spz = Cl/C2 E7
Taking the derivative of E6b yields
2
- d(log aT)/dT SAZ/(l + DT/Cz)
" EB8

The slope given by E8 is normalized and
plotted in Fl for representative values
of the parameter.

EXPONENTIAL EQUATION
Another expression is the exponen-

tial

log Op = - N log(l + DT/Ce);

T > T, -C

7 A E9

which may be written

log o = =-2.3 CeSaz log(l + Dp/Cg)
El0
where
SAz = N log e/Ce Ell

The slope corresponding to the exponen-
tial is

- d{log aT)/dT = SAZ/(l + DT/Ce)
El2

and is plotted in F2.

AFRHENIUS EQUATION

The Arrhenius egquation is written
in the form

log o = a5 Rq E13
T 2

log Og = = chT/(C2 + DT);

where
T > Tz - C2; DT a T - Tz Eé6a
which ™. be written B 0 Sbd = dihdjigs B 2 0 B
- and using
log ap = Saz T/(1 + D /C ) E6b
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Integrating the above representa-
tion leads to

S

2
Az 1000 aZ/TZ E1S

WS 190 QoS log oy = a(l/T-1/T,) + 2.303(2a/T,

o 2
2 -b)log T/T, + (b/T,-a/T
(SAZTZ/10°0)RT Elé6 Z z 4

log Qq
—SAZ)(T-TZ) E22
from which
where the constant of integration has

_ _ 2 been chosen for convenience to make agp
d(log ap)/dT = Az/(l + DT/T ) unity (or log zero) at the reference
E17 temperature. The coefficients may be
: evaluated by fitting the slope through
and this is plotted in Fl. Alterna- the three points
tively E17 may be written
: Slope Temp
- dllog ap)/dr = s,,T2/1%  E18
S T E23a
AZ Z
APPARENT ACTIVATION ENERGY SAL TL E23b
For some purposes, it is of inter- San TH E23c

est to display the apparent activation
energy [2, p. 289, (44)]
The form of the eguation E21 inherently
2 sat .sfies E23a. Substituting E23b and
dH, = =2,303 RT" d log aT/dT Cc :esults in

A
E19

2
where the gas constant is a(l/T;-1/T,) " + b(1/T)-1/T;)

+ SAZ = SAL E24a
R = 0.00828 Newton-kilometers/

gram-mole - °K - 2 . _
a(l/TH 1/Tz) + b(l/’I‘H 1/Tz)

In general, the apparent activation is *Saz = San E24b
a function of T. When E18, the slope
for the Arrhenius equation, is substi- Lettin
tuted into E19, we obtain 9
2
B 2 c, = (l/T, - 1/T,) E25a
AHA = 2,303 R SAZ Tz E20 A L 2z
CB = (l/TL - l/Tz) E25b
which is independent of temperature, the c - s '_ S E25c
standard result for the Arrhenius form. C AL A2
2
SLOPE QUADRATIC IN 1/T Dp = (I/Ty = 1/Ty) E262
This paper proposes the represen- Dy = (1/Ty - 1/Ty) E26b
tation for the derivative or slope De = SAH - SAZ E26¢C
2
- d(log an)/dT = a(l/7-1/T,) - _
G z Dp DRCp = €D, E27
+ b(l/T-l/Tz) + SAz E21
it follows that the coefficients are
as the most workable for many damping evaluated
materials.
a = (DBCc - CBDC)/DE E28a
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b = (C,D

aPe - D E28b

Cc) /P
If it happens that

i b = 2 SAZ T, E29

then this representation reduces to the
Arrhenius case. This is a major
attraction.

The apparent activation energy for
‘this case is found by substituting E21
into E19

AR =

.
A + bT(1

0.001907 [a(l - z-)?

2
T 2
- T_) + SAZT 1 E30

Z
SPECIFIC CURVES [3]

Two specific curves used for vibra-
tion damping materials were developed
empirically and the convenient exponen-
tial equation (E9) was adapted. One
curve was develcped for use with poly-
mers and is Jdesignated "ADN" with the
parameters

N = 11

may be seen that the slopes as a func-
tion of temperature, T, (rather than of
Dp) can be caused to approximate each
other more closely by an appropriate
choice of Ty. These two curves are
defined by the exponential representa-
tion. The curves were determined
empirically, and the exponential equa-
tion and the parameter values are also
empirical. The quadratic in 1/T is an
adequate approximation over some range
of Dp (probably sufficient for engineer-
ing interest) because the curves are
themselves approximations as noted
above.

DETERMINATION OF THE TEMPERATURE SHIFT
FUNCTION

The temperature shift function is
implicitly defined by the set of com-
plex modulus data. Historically, the
function has been found by shifting
data horizontally until curves were
defined and scatter minimized; where
there is a marginal experimental fre-
quency range, this is not completely
satisfactory. It happens that there
are theoretical relationships that may
be used to determine the slope of ap
from experimental data. The basis of
this procedure is the hypothesis that
the complex modulus as a function of
reduced frequency is adequately approx-
imated in the range of interest by

C, = 175.6064,1.8 = 97.5591 = 100,
S,. = 0.0489676 = 0.05 e = 16, + 6 (30 P/ + 0 by
e E3la 9

The WLF equation approximates this
curve when

E33

L =

ta/fro

which contains fractional powers {4].
Note that as shown by F4, the slope of

Cl/c2 = 9/175 = 0.0514 = 0.05 the magnitude, real and imaginary, in
the trangition region is a constant.
c, = 315/1.8 = 175. Because the slope of the imaginary is
E31b also constant below the transition, it
is more convenient and is used. The
The "DIGJ" curve was developed for the imaginary component of E33 is
larger temperature ranges required by
enamels and is given by GI - sinSOB(G -G )rB/(l
J o o + 2cos908 r + rzB)
Ce = 278/1.8 = 154.44 = 155,
_ which in the range of interest is pro-
Spz = D@y & Uoll] portional to
Cl/C2 = 12/221.7 = 0.04114 = 0.04
8
a q
€, = 525/1.8 = 291.7 = 290. B S 85 8 ¢ U
E32

The exponential slope E12 is com-
pared ‘n F3 for the two sets of parame-
ter values given by E31 and E32. It
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log Gy 2 B log fR;

d log GI/d log fR = B E34

This result may be substituted into the
imaginary part of E4 to give

(3 log GI/BT) = B{(d log aT/dT) E35

The desired slope is evaluated once the
two quantities 9 log GI/BT and 8 are
determined.

The complex modulus (i.e., the
real modulus, the imaginary modulus,
and their ratio or loss factor) depends
on both temperature and frequency.
Temperature is dominant; and the pres-
ent context is that experimental fre-
quency is marginal (at least to deter-
mine ar). It is necessary to adjust
experimental data for the effect of
frequency

GI(fexp'Texp) + GIA(fA’Texp) E36a
GR(fexp'Texp) + GRA(fA'Texp) E36b
n(fA,Texp) = GIA/GRA E36c

where f, is a frequency representative
of a particular data set, e.g., a geo-~
metric average of experimental frequen-
cies. 1In order to make these adjust-
ments, E34 is substituted into ES

3 log GR/a log £ = B;

3 log GI/B log £ = B
E37

or approximately

log GRA—log GRexp = B{log fA-log fexp)

or

Gpa = GRexp(fA/!exp)B E38a
and gimilarly

G 8 E3eb

) § W GIexp(fA/fexp

and therefore in the middle of the
transition region

This last equation indicates the valid-
ity of fitting a polynomial in tempera-
ture

E39

and determining np,, and Ty and its
temperature. Accurate representation
of properties in the transition is of
interest because of possible engineex-
ing applications in this region; conse-
quently, the temperature of n_ . is
chosen as the reference.

The next step is to determine 8.
The expression for Mnax M2y be devel-
oped from E33

(1 - 1/a) tanBm/2
l+1/a + 2/A1/27cosﬁw/2

Tnax ©

A = Gg/Ge E40

Numerically this equation may be solved
iteratively, and the parameter A may be
approximated from experimental data.

With B known the imaginary modulus
may be adjusted using E38b and fitted
to a polynomial

N k
log GIA = z CAk T E41l
k=0 ;

and the slope

9 log GI/aT = d log GIA/dT
N-1
= I kC, pk-1,
k=1
T 2 Tz E42

evaluated as a function of T or at spe-
cific points such as T, and at a higher
temperature, TH‘

It follows that

s = )/8 E43
Az Ter,

(d log GIA/dT

and
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S = (4 log GIA/dT

- .)/8B E44

H

At this juncture, two points
(Tz,Saz) and (Ty,Say) have been defined,
3 a third relatlonshlp is required.

It is supplied by hypothesizing that at
Ty, a temperature in the glassy region,
the apparent activation energy, is a
constant, or the derivative

dAHA/dT © 2a(T/TZ—1)/TZ + b(1—2T/TZ)

+ 2TSAZ E45
is set equal to zero at TL
2
a(2T /TZ - 2/Tz) + b{l - 2TL/TZ)
+ ZTLSAz = 0 E46

This may bz used as one of two equations

Cp = 2(TL/TZ - 1)/Tz Ed47a
Cg = l-27 /Tz E47b
Cc = - ZTLSAZ Ed7c¢

in lieu of E25. F5 characterizes a
temperature ghift function obtained by
this procedure.

NON-MONOTONIC SLOPE

It is possible to choose values for
the WLF parameters Spz, C, and Ty in
E8 to give specified values of slope at
three temperatures only if the slope is
monotonic as in Fl. The same conclu-
sion applies to the exponential param-
eters in E12 and F2. Some materials
possess temperature shift curves with a
slope which has an upright "U" shape or
an inverted "U" shape. These functions
cannot be represented by conventional

expressions, hut can be easily described

by the guadratic in 1/T.

DISCUSSION

Very limited usage with experimen-
tal complex modulus data together with
engineering judgment suggests that the
guadratic in 1/T as determined by the
slopes is accurate and efficient. The
greatest advantage is that the various
temperature regions of data may be con-
sidered independently or in uncoupled
fashion. That is, the parameter

determining slope in only the glassy
region, or the transition, or the rub-
bery, may be determined while not
affecting the others.

Another very obvious advantage is
representation of a much more general
type of slope curve than has been pos-
sible in the past. Only experience
with viscoelastic materials of interest
will determine general adequacy.

It is worthy of note that the ref-
erence temperature has no physical sig-
nificance here; it should be considered
to be an empirical parameter which hap-
pens to have units of temperature.
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Discussion

Mr. Zak (University of Illinois): Using those
fractional derivatives for visco-elastic
characterization is opposed to something like
the convolution integral or the differential
form that has been uaed over the years. Can you
apply thia to real time problems or is it used
in the frequency domain only? When you
calculate the beta, can you have the real time
in visco-elastic equations with this fractional
derivative formulation, or does it strictly have
to be in the frequency domain?

Mr. Rogers: To answer your question as directly
as I can, there 18 a textbook on fractional
calculus, but it is not really well known at
this particular point, nor are the Laplace
transform pairs, and the Fourier transform pairs
well known. For the equation I showed, you can
take the Fourier transform, or the Laplace
transform, and get an explicit, closed form
solution for the relaxation modulus and the
creep compliance. If you are willing to forego
very short time effects, then there are
approximate closed form equations that let you
get back and forth between the frequency domain
and the time domain for relaxation and for
creep.

Mr. Zak: Can’t you do the whole thing by
characterizing your shift function through the
other methods that have often been used in the
solid propellent rocket business, through the
convolution and the Prony series and things of
this nature? Or does this give you something
you can not do the other way?

Mr. Rogers: The attraction of the fractional
calculus, for me, is the great economy of

terms. With the Prony series, and a couple
other series, you need at least 20 terms, and
two constants per term, so you are talking about
something like 40 parameters to be evaluated for
a particular visco-elastic material to cover a
wide frequency range. With fractional calculus,
you can do it with something like six terms.

You can view the fractional calculus as being
empirical, or you can say that because of the
sconomy of terms, there may be some relationship
to the very small scale polymer dynamics

theory, However, you are right. The
convolution integrals, the series types are all
satisfactory and workable. I feel there is an
econumy of computer time and storage to be had
by using a fractional calculus.

Mr. Rath (Naval Research Laboratory): You
indicated that the activation energy of the
Arthenfus equation can be predicted as a
constant. Activation energy, which is
temperature dependent, is usually state related
to that method. Did you say you extended it to
tha glass transition temperature when the state
of the matter ig changing? 1If so, I have
difficulty realizing the activation energy will
remain at the same value,
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Mr. Rogers: The chapters, or the material, that
1 have read state that Arrhenius temperature
shift function, 1/T, zives a constant activation
energy, and in fact, it ia appropriate in the
glaasy region of visco-elastic materials. The
attractive thing about the quadratic, and 1/T
for the slope, is that term is included in the
alpha T that results. The other attractive
thing is it is not mandatory that you have a
monotonic function in alpha T, and there have
been some actual materials that do not have

it. However, other than that, 1 am not really
prepared to remark about apparent activation
energy.
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EFFECTIVENESS OF ON-OFF DAMPER IN ISOLATING DYNAMICAL SYSTEMS
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Concept of vibration isolation through an on-off damper is investigated.
A number of on-off damper control schemes are proposed and anaiyzed for

their isolation performance.

The viibation isolation characteristics of

the proposed on-off dampers are evaluated through computer simulations and
Effectiveness of the on-off damper
is investigated for single degree-of-freedom system with rigid as well as

compared to that of a passive damper.

elastically coupled damper.

Isolation characteristics of Ruzicka relax-

ation isolator and Snowdon's two inertia vibration isolation system with
on-off damping are evaluated and compared to the optimal passive

isoiators.

Isolation performance of on-off damper is also investigated

for multi-degrees-of-freedom dynamical systems.

INTRODUCTION

shock and vibration {solation
undoubtedly the most simple,
and reliable means to protect
dynamical systems from shock and vibration
inputs. Design of an effective isolator
involves the selection of suitable spring and
damper such that the acceleration transmitted
to the payload is wminimized. Pass- ive
isolators employing optimal 1linear o: non-
linear springs and dampers have been exten-
sively investigated by various researchers.
However, the {nherent per- formance limit-
ations of passive isolators, specifically due
to fixed damping, are well known. It has
been well established that the {solation
performance of an isolator with variable para-
meters is far superior to that of an isolator
with fixed parameters [1].

Passive
systems are
inexpensive,

Active vibration isolation systems with
parameters that change automatically with
response and excitation varfables, provide
superior 1{solation performance. However,
active systems in-general, are more costly,
more complex and therefore less reliable.
Thus the implementation of active shock an
vibration isolation systems has been limited
to cases, where the performance benefits out-
weigh the disadvantages of {increased costs,
complexity and weight [2,3]. Recognizing as
both the performance benefits well as limit-
ations of active systems, the concept of semi-
active vibration isolation system has been
developed [4]. Semiactive isolators require
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only low level electrical power for the neces-
sary signal processing and provide extremely
superior isolation performance than the pass-
ive {isolators. Semiactive force generators
based on inertial (skyhook) dezmping has been
proposed and analyzed by Karnopp et.
and Margolis [5]. Concept of externally
controlled active damper has been analyzed by
Crosby and Karnopp (6 ).

Semiactive isolation systems in general,
are similar to the passive isolators in that
all suspension elements generate their res-
pective forces passively. However, it {s
assumed that the damping force generated by
the damper can be varied instantaneously. The
semiactive dampers proposed in the literature
(4,5] generate damper force passively while
the sign of the generated force being altered
by the semiactive controller. Skyhook semi-
active control can provide isolation perform-
ance very similar to that of an active system,
Although the hardware implementation of such
semfactive force generator is significantly
simpler and less costly than a complex active
vibration control system, The cost and
complexity of the skyhook control may still be
prohibitive for general applications.

In an attempt to simolify the hardware
implementation and to reduce the cost of such
semfactive force generators, to a point where
general use is feasible, a simplified on-off
damper scheme utilizing the absolute and rela.
tive velocities of the mass has been proposed

COICRACR L D A P A A ".:-., CLot .
T A S R T A

ENREAOTANE WY

al. ¥4]



proposed and analyzed [7,8,9]. However, the
measurement of absolute velocity, specifically
for low frequency applications, may pose cert-
ain complexities ;10]. In this investigation,
a number of on-off damper schemes are analyzed
to establish their effectiveness for single as
well as multi degrees-of-freedom dynamical
systems.

ON-OFF DAMPER CONCEPT

Consider a conventional SDOF spring-mass
damper system shown in Figure 1. The acceler-
ation response of the suspended mass due to
base excitation can be expressed as;

x=-L(F o +F (1)

where Fy and F4 are spring and damper forces,
respectively. Assuming linear coefficients,
the suspension forces are expressed as;

Fk = K(X = XO)
= C(X - Xo) (2)

where K and C are constant spring rate and
damping coefficient, respectively. From the
steady state trace of inertia force and
suspensfon forces (Figure 2), it can be
established that the amplitude of mass
acceleration is

- tctct, + /8
IR for| R )
t gt v/2<t<t #31/4

tote/lct<t #1/2

(el Fil-le gl m forl "

t#3/l<tat ghe

where 1 is the period of oscillation. It is
evident from equation (3) that the damper
force tends to increase the amplitude of mass
acceleration during a part of the vibration
cycle. The damper force tends to reduce the
magnitude of mass acceleration during the
remaining part of vibration cycle as demonstr-
ated by equation(4). Poor vibration isolation
performance of heavily damped passive systems
is attributed to this phenomenon. Deteriorat-
ed {isolation performance of heavily damped
passive {solators becomes more obvious at
higher excitation frequencies, when the magni-
tude of damping force dominates over the
spring force. An analogus phenomenon also
exists in the passive shock isolation systems.
Various dual phase damping mechanisms have
been proposed and analyzed to improve the
shock 1isolation characteristics of passive
shock {isolators [11,12].

An on-off damping mechanism may be real-
ized, which operates as a conventional passive
damper with high coefficient of damping during
the part of vibration cycle when it acts to
reduce the amplitude of mass acceleration.
The damping mechanism may be switched off
during the portion of the cycle when a passive

damper would normally increase the amplitude
of mass acceleration. Shock {solation
characteristics of such an on-off damper have
been fnvestigated in previous studies [13].
Such an on-off mechanism may be accomplished
by introducing a two position valve operated
by a solenoid relay, to a conventional
hydraulic damper. The on-off valve offers
certain orifice restriction to the hydraulic
flows (high damping) during the on-cycle
operation of the damper. The orifice size is
modulated to its maximum opening during the
off-cycle operation resulting from
restrictions offered by the orifice modulated
to its largest opening. Moreover, the damping
force generated by the on-off damper is of
velocity square nature due to orifice flows,
while neglecting leakage flows and seal
friction [14]. However, passive damping
either viscous or velocity squared, exhihit
identical behaviour as presented in equations
{3) and (4).

ON-OFF CONTROL STRATEGY

Karnopp [4] established that the damping
force tends to increase the magnitude of mass
acceleration when the sign of absolute
velocity of mass opposes the sign of relative
velocity. Damper force reduces the magnitude
of mass acceleration when absolute velocity of
the mass bears the same sign as the relative
velocity of mass. Thus a semiactive inertial
damper is formulated such that the damper
force 1is reduced to zero when the absolute
velocity of mass opposes the relative
velocity. The force generated by the
semiactive inertial damper is thus expressed
as:

¢ for AL -2 > 0.
Fd B (5)
0 for AN -R)<o0.

Two cases may arise when X(X - X,) s exactly
zero. The damper force must be zero when % =
0. The damper experiences a lock up when (X
- X,) = 0. Such a skyhook semiactive damper
can be realized in practice but only at the
expense of considerable sophistication.
Alternatively, a number of simplified on-off
damper schemes are proposed in the following
sections.

On-0ff Damper I

Krasnicki [8] analyzed a simplified
on-off damper based on the above control
scheme. The damper force in the case of
on-off damper is generated entirely passively
and is expressed as:

Cd - ") For X(X - xXg)>0.
0. For X - A )<0,

Such an on-off damping force generator may be
realized by introducing a two position on-off
valve to a conventional passive damper. The
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damper. The damper force generated is neqlig-
ible when thc valve is moduiated to its maxi-
mum opening. Realistically, the damping force
generated follows the velocity square law due
to orifice flows. Moreover, the damper gener-
ates a small amount of force during its off-
cycle, when the orifice is modulated to its
maximum opening. Thus, the on-off damper
force can be expressed in the following
manner:

‘. CoiX - Loltx - Xp) 1F XL - Xg)> 0.
e

V% - KX - Rp), 1F R(X - Ag)<0.
(n

where C, is the coefficient of velocity square
damping and C; is a fraction of C, represent-
ing the coefficient of damping corresponding
to the orifice modulated to its maximum open-
ing. This control scheme is quite simple to
implement with a two position on-off valve,
however the measurement of absolute velocity
may introduce certain complexities.

On-0ff Damper II

Alternatively, a second switching scheme
devised from the concept of on-off damper is
considered. From equations (3) and (4), it
was established that damper force causes an
increase in amplitude of mass acceleration,
whenever forces due to spring and damper bear
the same sign. The mass acceleration decreas-
es when damper force opposes the spring force.
Since the directions of damper and spring
forces are proportonal to the sign of relative
velocity and relative displacement respective-
1y, the on-off scheme can be established in
the following manner:

cvli'x'ol(x.'x.o). 1f (x.‘x.o)(x.‘x.o)<Oo

F = o LI LI LI
d Cylx-xol(x=xg), 1f (x-Xg)(x-xg)>0.

(8)

The on-off damper operating with this
control scheme will act as a conventional
orifice damper with high damping coefficient
(Cy), when the sign of relative velocity
opposes the sign of relative displacement
across the damper. The damper operates with
significant]y lower value of damping coeffi-
cient (Cy), when the sign of relative velocity
across the damper carries the same sign as the
relative displacement. This on-off scheme has
an advantage over the scheme of damper I in
the sense that it utilizes the signal from
directly measurable variables.

On-0ff Damper 1II

The acceleration response characteristics
of on-off damper in-general, exhibit disconti-
nuities at the time of switching Thus, a sign-
ificant magnitude of jerk is experienced by
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the system mass. A third on-off scheme is
devised to minimize the jerk experienced by
the isolator mass. The control scheme is
formulated in the following manner:

CyJ%-Ro}(%-R0), F(&-Xo)(x-x0) > O

Colt-Ro](R-R0), #F(A-Xo)x=x0) < O

(9}

Such an on-off damper operates as a convent-
fonal damper with high value of damping
coefficient (C,), when relative velocity carr-
ies the same san as the relative acceleration
of the mass with respect to base. The damping
coefficient is significantly reduced when the
relative velocity across the damper opposes
the relative acceleration of the mass with
respect to the base.

VIBRATION ISOLATION PERFORMANCE OF ON-OFF
DAMPERS

The equation of motion for the base
excited spring-mass system with orifice damper
can be expressed as:

x + =D R-Ro| (X-Xg)+ud(X-Xg) = 0 (10)
Xmax

2
where wy = K/m, X is the maximum base
excitation, and n {ns the damping parameter
given by the following expression:

C
1=t Xpax (11)

Table 1 1lists the expressions for damping
parameter of a single degree-of-freedom isol-
ator with on-off damping. Equation (10) is
solved to determine the vibration isolation
performance of on-off dampers, using direct
integration techniques. The vibration isolat-
ion characteristics of the on-off dampers,
using direct integration techniques. The
vibration isolation characteristics of the
on-of f dampers is established by its transmis-
sibility ratio due to harmonic acceleration
excitation at the isolator base. The steady
state inertfa, spring, and damper forces of
the SDOF isolator employing on-off damper II
is presented in Figure 3. It is observed that
the damper assumes a low damping value, when-
ever the spring and damper forces bear the
same sign. The acceleration response of the
on-off damper consistently reveals two peaks
during each vibration cycle, irrespective of
excitation frequency. The two peaks are
associated with high and low values of damp-
ing. The off-cycle duration of the on-off
damper I is significantly smaller than that of
dampers II and III, for low excitation freq-
uencies. However, the off-cycle period of
on-off damper I increases and eventually
approaches that of dampers Il and I1I, as the
excitation frequency is increased.
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TABLE 1

Damping Parameter of SDOF System with On-Off-Damping

Damping Parameter On-0ff Damper
n I II 111
2 Yoax 22-20) >0 | (2-Rodlxxo) <0 | (A-Ro)(X-¥o) >0
o 203-Xo) < 0 | (t-2adxxo) > 0 | (X-Ro)(x=Xo) < 0

The displacement and velocity transmissibility
characteristics of on-off dampers are
established as shown in Figures 4 and 5,
respectively. Figure 4 illustrates a compar-
ison of displacement transmissibility ratios
of on-off dampers to that of a passive damper.
The system parameters are selected as w, * 10
rads/s, C,/m= 50 and Ci/m = 0.5 for afl th
damper schemes. It can be established that
on-off dampers provide vibration isolation for
excitation frequencies beyond 90% of undamped
natural frequency. The velocity transmissib-
ility ratio (Figure 5) of the on-off dampers
exhibit similar behaviour as illustrated by
Figure 4. On-off dampers II and III exhibit
slightly larger resonant peak than the passive
damper, however, the isolation performance of
dampers II and III is slightly superior to
that of on-off damper I.

VIBRATION ISOLATION CHARACTERISTICS OF
DYNAMICAL SYSTEMS WITH ON-OFF DAMPING

The vibration isolation characteristics
of a rmumber of dynamical systems employing
on-off damper is investigated to establish the
effectiveness of on-off dampers. Various
dynamical systems considered for this investi-
gation are presented in the following sub-
sections.

Relaxation (Ruzicka) Isolator

Ruzicka [15] discussed the relaxation
isolator shown in Figure 6. The equations of
motion for the 1{solator with elastically
coupled viscous damper are expressed in the
following manner:

X + 2Coo(A-2y) + wilA-Ro) = 0.

2Cwo(,-0) + N wolxyxo) = 0. (12)
where ui = K/m, T is the ratio of damping
coefficient to the critical damping, and N is
the ratio of coupling spring stiffness to the
isolator spring stiffness. The transmissibil-
ity characteristics of Ruzicka isolator with
viscous damping can be expressed as;

-‘J‘ """ e W
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x| - 1.+{27r(N+1)/N) 2
|’3| [(1-r2)2 + (2¢r(N+l-r2)/N)2]

where r is the ratio of excitation frequency w
to wy. An optimum Ruzicka isolator with pass-
ive damping relates damping factor and the
stiffness ratio N to realize a maximum
response at the fixed point [16]:

= N N+2
ot T I+ D) 2

The vibration isolation performance of
the relaxation type isolator is finvestigated
by replacing the passive damper by an on-off
damper. Thus the damping factor for the
relaxation type isolator with on-off damping
can be given by the expressions listed in
Table 2. Although, the damping force gener-
ated by orifice type on-off damper follows the
veloctiy square law, the effectiveness of
on-off damper in the relaxation type of isol-
ator can very well be investigated while
assuming linear damping.

(13)

(14)

The transmissibility characteristics of
the relaxation type isolator with on-off with
on-off damping are established and compared to
that of passively damped Ruzicka 1{solator.
The comparative performance of the passive and
on-off damper configurations is presented

is presented in Figure 7, for stiffness ratio
N =5, and wy = 10 rad/s. The passive isol-
ator exhibits vibration isolation beyond freq-
uency ratio r = 2.3, A1l of the on-off damper
configurations reveal vibration isolation
beyond frequency ratio r = 1.2. The on-off
damper Il indicates slightly poor performance
around isolator's resonant frequency. How-
ever, the isolation performance of on-off
damper II is definitely superior to that of
on-off damper I due to light damping offered
by on-off damper lI.

Two Degrees of Freedom Dynamical System

Snowdon ['17.18] discussed the two inertia
system shown in Figure 8, usually referred to
as Snowdon vibration isolation system. The
equations of motion of the two inertias are
given as follows:
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TABLE 2

Damping Parameter of Relaxation Isolator with On-Off Oamping

Damping Parameter

On-0ff Oamper

I I1 I11
L 820 >0 | (22 xx,) <D | (A4, ) 5x,) >0
mw,
e £ <0 | 2k Mxex) > 0 | (8%, Mx-xq) < O
meo

m ;s + Clig-xy) + Klxg-x,)=D
amx, + B(%Rg) + CRy-Xg) + N Klxy=xp)
(15)

where « is the ratio of primary mass to
secondary mass, A is the ratio of damping in
the primary isolator to the damping in second-
:ary isolator, and N is the ratio of the spring
stiffness of primary and secondary isolators.
Xes X,, and X, represent the displacement of
sgcomfary mass, primary mass, and the base,
respectively. The transmissibility ratio
(ratio of secondary mass displacement to base
displacement) of the passively damped isolator
is given by;

+ K(xp-xs) =0

| %]
%

- p2 + 92]”

e (16)

where

N - & g2r224p
20rZ2N + A)

a rZ% - r272{1, + N + oHZ2A22)4N

w = L ©
L]

<2 r3ZM1. + a+ A) + 27r22(A +N)
(17)

where r is the ratio of excitation frequency w
to the natural frequency A of the fsolator,
given by:

A=1 (K/m (18)
and
2= [1. + N+ a-/(1. + N + a)2 - 4Ng)/2a
(19)

Introducing Z in this form normalizes the
response curves so that the lower resonance
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frequency occurs near r = 1. Snowdon's optim-
fzation determines the ratio of inertias such
that a large isolation range between the two
resonances is accomplished. The optimum mass
ratio was established as follows:

uopt =N-1. ; (20)

The vibration isolatfon characteristics of the
two OOF system fs investigated for two isolat-
or configurations: on-off damping between the
two inertias; and on-off damping between the
two masses m, and m. and also between and
the base. The damping fact of the Snowllon's
isolator with on-off damping is evaluated
using the expressions presented in Table 3.
The vibration fsolation characteristics of the
isolator with on-off damping are evaluated and
compared to that of the passively damped
system.,

The displacement transmissibility char-
acteristics of the two-DOF system employing
one on-off damper between the two inertias is
presented in Figure 9 and Figure 10 shows the
displacement transmissibility (xg/x,) behavior
of the isolator employingtwo on-ofp dampers.
A comparison of isolation performance of the
two DOF system with on-off damping to that of
a passively damped system reveals that all the
on-off damper configurations offer superior
isolation performance. On-off damper II indi-
cates poor performance around the rescnance
when compared to passive, on-off damper I and
IIT (Figures 9 and 10). A comparison of
Figures 9 and 1D reveals that introduction of
two on-off dampers can offer slightly improved
isolation performance (on-off damper 1I).
However, the resonant transmissibility ratio
of on-off damper II increases significantly.

Three DOF Cab Suspension

Dff road vehicles in-general are unsus-
pended vehicles and offer a difficult ride
problem. Ride vibrations of these vehicles is
characterized by 1lightly damped resonance
due to their significantly soft tires. The
ride vibrtion levels at the driver-seat inter-
face are of significantly large amplitude and
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TABLE 3
Oamping Parameter of Two DOF Isolator with On-0ff Damping

Oamping Coefficient On-0ff Oamper

I 1 111
c Xg(RgXy) > 0 [(Rg-R)(xg=xp) < 0} (xg-xp)Ag-Rp) > O
¢ £ (Rg=2y) < 0 [(Rg-25)(Rg-R5) > 0] (xg-x;)(R-%p) < 0
Iy £o(%p-%0) > 0 |12,-25)(xp=xg) < Of (xy=xg)(Zp-R5) 2 0

. % (2 1g) < 0 (-2 (xgmng) > 0] (4y-2g)(Ay=g) < O

dominate in the frequency range 1 - 3 Hz [14].
An effective ride improvement system at the
cab requires heavily damped soft suspensions.
However, a heavily damped vibration isolation
system leads to poor ride response at the
driver seat in the fsolation region. The
isolation performance characteristics along
the bounce, pitch, and roll coordinates can be
improved by employing variable or on-off
damping. Consider the cab configuration of
Figure 11, supported on four corner suspension
units. The equations of motion of the 3 DOF
passive cab suspension can be expressed in the
general form:

M1} + DIGRKIY) = 0610, +[Kellvo)
(21)

where [M], [D], and [K] are [3 x 3] mass,
damping, and stiffness matrices, respective-
ly. [D¢] and [K¢] are forced damping and
stiffness matrices, respectively. {yf and
{yo} are {3 x 1} vectors of response and
excitation coordinates, given by;

fy}={zc 0 o ol = {z, 40 00}

The cab suspension units employing on-off
damping require the vertical response and
excitation coordinates at their respective
mounting locations. The response z. and
excitation coordinates at the four suspens-
fon Tlocations can be evaluated from the
response and excitation variables at the c.q.,
using geometrical transformation matrix [A] in
the following manner:

{z} = {z, 2, 25 2} = [A] {y}

T
{zo} = {zo1 20z 203 Zou} = [A] {y}

(22)
and
1. a, bl
[A ]= 1. a, -b,
1- '32 'bz
1. -3, by

The damping force F; generated by the suspen-
sion units employind on-off damping can be
expressed as listed in Table 4.

TABLE 4

Force Generated by the Suspension Unit Employing On-0ff Damper

Suspension Force

On-0ff Damper

Fi

11 11

Dj(ij-ioj), if ij(ij-iOJ) >0

Djl5-2o5), 1f | 25(d5-255) < 0

(152052525 < Of(25-205)24-204) > O.
(45-205M2g-245) > Of(25-255)(25-205) < 0.
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The isolation performance characteristics
of three DDF cab suspension is assessed in
terms of following response ratios:

Bounce transmissibility ratio =izc/(zc0)max|

Pitch transmissibility ratio =|°/‘°°)max|

Roll transmissibility ratio  =|6/(80)pyy]

(23)

The response transmissibility ratios of the
cab suspension are evaluated by solving equa-
tion (21}, using direct integration routines.
The response transmissibility ratfos of the
cab suspension system employing on-off damping
are compared to that of a passively damped cab
suspension as shown in Figures 12, 13, and 14.

Bounce transmissibility ratio response of
the cab suspension with passive and on-off
damping {s presented in Figure 12. The isol-
ation characteristics of the cab suspension
employing any of the on-off damper configur-
ations is significantly superior to that of
passively damped cab suspension, the response
characteristics of on-off damper II and III
corresponding to resonant frequency is slight-
1y deteriorated when compared to that of a cab
suspension however, the bounce response ratio
of these dampers is slfghtly improved in the
isolation fre=quency region. Pitch and roll
response ratio of the cab suspension employing
on-off dampers (Figures 13 and 14) exhibit
identical behaviour as demonstrated by Figure
12,

CONCLUSTDNS

Three on-of f damper schemes are configur-
ed and investigated for their vibration isol-
atfon performance. On-off damper I 1is based
on the absolute and relative velocities of the
mass. Dn-off damper II {is based on directly
measurable relative velocity and relative
displacement variables. The on-off damper III
is configured to minimize the jerk experienced
by isolator mass, and is based on directly
measurable response and excitation variables.
The vibration isolation performance of the
on-off dampers, is in general superior to that
of a passive isolator. Dn-off damper I offers
resonance transmissibility ratio identical to
that of a passive damper, however, the
response behaviour of on-off dampers II and
I!T around the resonant frequency is slightly
poor than that of a passive damper.

The effectiveness of on-off dampers is
also investigated for two- and three- DODF
dynamical systems. A two DDF Snowdon's isol-
ator {is investigated when employing on-off
dampers. A three- DDF cab suspension employ-
ing on-off damping at four corner mounted
suspensfon units s investigated for f{ts
bounce, roll and pitch response character-
istics. The bounce, roll, and pitch response

o N R
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behaviour of the cab suspensfon employing
on-off damping is also superfor to that of
passively damped system.
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Figure 2: Spring, damper and inertia forces

trace of SDOF passive isolator.
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Figure 3: Steady state spring, damper and
. inertia forces of SDOF isolator.
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STRUCTURAL DYNAMICS

BUCKLING OF RING-STIFFENED CYLINDRICAL SHELLS WITH DYNAMIC LOADS

T. A. Butler
W. E. Baker
Los Alamos National Laboratory

C. D. Babcock
California Institute of Technology

Buckling of a ring-stiffened, thin-walled cylinder from dynamic base
excitation was investigated in a combined experimental/numerical program.
A polycarbonate (Lexan) cylinder was excited with single-frequency harmonic
transients to determine the peak base acceleration levels required to induce
buckling. Buckling was identified using recorded signals from strain gages
and accelerometers, with high-speed video records, and by audibility. Ex-
perimental results are compared with numerical results obtained using a
freezing-in-time technique. The numerical method is based on modal analysis
techniques combined with a statically determined buckling interaction curve.
Results of the study indicate that, for the particular types of transients
studied, this freezing-in-time technique provides a conservative prediction
of when buckling will occur.

I S G R T R o T

I. INTRODUCTION frequencies that linearly increased in ampli-
tude from zero to a predetermined maximum
As one phase of an ongoing program to investi- value. Prior to the dynamic tests the cylin-
gate the buckling of free-standing, nuclear drical shell was buckled under static loads
containments under various loadings, the Los (axial compression and bending) to define the
Alamos National Laboratory is currently study- static buckling criterion using an interaction
ing buckling of thin-walled, cylindrical shells relationship based on previous work [1]. The
from dynamic loads. The goal of this work is same shell was then submitted to dynamic exci-
5\: to assess the current (and past) design and tation with an electrodynamic shake table.
Ei, analysis procedures for predicting buckling of Typical test sequences consisted of subjecting

] steel containment vessels under time-dependent the test cylinder to increasing levels of base
Toadings. In particular, in this phase of the excitation, untdl buckling occurred. Buckling
work the freezing-in-time method is evaluated. w2s detected by using data from strain gages
For this analysis method, time-dependent and accelerometers mounted on the cylinder,

'l stresses are calculated with a structural dy- high-speed video recordings, and audibility.
namic computer code or the stresses are derived A numerical model of the cylinder was devel-
from equivalent static loads and then, in oped, and the freezing- in-time method was used
either case, are assumed to be static (frozen to predict the buckling levels using stresses
in time) during performance of bifurcation predicted by the model and the experimentally

Il buckling analyses. Implicit in this procedure derived buckling interaction curve.
1s the assumption that the stress field that
: causes the buckling changes 1ittle during the Previous research related to the buckling
", time that 1t takes the structure to deform of cylindrical shells has concentrated on the

‘e into the buckled configuration. static problem with 19ttle effort being focused

) on buckling response in environments where

W The freezing-in-time method is evaluated ynertial effects are of importance. Singer [2,3)

W based on a series of erperiments performed has performed extensive studies making use of
with a ring-stiffened, polycarbonate (Lexan) the dynamic characteristics of shells to pre-
cylinder that was dynamically loaded by hari. dict changes in the static buckling behavior
zontal base excitation. The loading transients with changing boundary conditions. His methods
consisted of a sine wave signal at particular have generally been applied to shells with
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closely spaced longitudinal stiffeners where
the influence of boundary conditions, rather
than imperfections predominates. For the shell
considered in this study, which has no longi-
tudinal stiffeners, imperfections became an
important parameter. 1In the following sections
of this paper, the Lexan model is first de-
scribed. The test method and results are then
summarized and results of the numerical study
are presented.

1. TEST SPECIMEN DESCRIPTION

The cylinder used for the experimental
studies was constructed from Lexan and was
supported with aluminum end rings (fig. 1).
The geometry of the cylinder was designed to
provide similarity of essential features with
steel nuclear containment structures. The
size and spacing of the ring stiffeners were
based upon the requirements of ASME Code Case
N-284 (4] for prevention of both ring and
global buckling under typical design loadings
for nuclear containments.

The polycarbonate material used for con-
structing the cylinder and stiffening rings
has two characteristics that make it particu-
larly convenient for dynamic buckling tests;
models may be fabricated using a convenient

solvent bonding technique, and the material
remains elastic throughout a test involving
reasonable post-buckling deformations. There-
fore, the model may be subjected to buckling
deformations many times without substantial
change in the response of either the buckiing
load or the buckled mode shape. Babcock [5]
reviewed several investigations where plastics
of this type have been used for various buck-
1ing studies, both static and dynamic.

The model construction technique results
in a high-quality shell with few geometric
imperfections, and the axial buckling load is
typically from 70 to 95 per cent of the clas-
sical value. The first step in the fabrication
process is to form the shell on a rolled steel
mandrel using a butt joint to connect the edges.
A 20 mm (0.79 in.) wide doubler is used at the
Joint for reinforcement. Solvent bonding is
used at this joint and at all other joints
between Lexan. After being cut to the desired
cross-section, the ring stiffeners are formed
to the radius of the shell and oven annealed.
This process removes residual stresses in the
rings and minimizes accompanying residual
stresses and geometric imperfections in the
shell. After the Lexan stiffening rings are
attached and the Lexan shell is removed from

p———— 724 mm (26.50 in.) DIAM
fo— @73 mm (26.50 In.) DIAM

1 /T ALUMINUM END NG

S|

3mn
{84 in.)

4.06mm (0.161n.) —={—

3.05 mm (Q.12in))

63.5mm (2.50 In,
(8 PLACES)
T

41.4 mm (1.63)n.
(2 PLACES)

ko698 mm (27.30 In.) I.D. x
5 0.76 mm (0.030 in.) Thk
POLYCARBONATE (LEXAN)

CASTING EPOXY (2 PLACES)
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25.4 nml\ (1 in.
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fig. 1.

Petails of ring-stiffened, Lexan cylinder.

. ~ o
R e R R S R T R R AR R RO R AR

I‘I



the mandrel, the ends of the shell are con-
nected to aluminum end rings by setting in a
casting epoxy. During the casting process the
shell is held in a circular shape with an ex-
panding internal ring.

A standard tension test was used to de-
termine the modulus of elasticity for the Lexan
material, which was 2.52 GPa (3.66 x 105 psi).
A vibrating beam was used to determine the
strain rate effects on the modulus of elastic-
ity. The natural frequency of the beam was
determined for several different lengths, and
the modulus of elasticity was calculated.

For a frequency of 20 to 250 Hz the value
of the modulus did not change significantly,
indicating 1ittl: strain rate effect in the
frequency range of interest.

III. STATIC TEST PROCEOURE/RESULTS

Preliminary to the dynamic tests, a series
of static tests were performed on the cylinder
to establish 1ts buckling strength. Both com-
pression and bending tests were conducted.

The results of these tests, along with the
buckling interaction diagram that is discussed
in detadl in Ref. 1, were used to define the
static buckling criterion used with freezing-
in-time analysis.

The static compression tests were con-
ducted with a 200 kN (55 kip) servohydraulic
testing machine. Rubber cushions were placed
between thick end plates, which provided the
load path from the testing machine to the cyl-
inder, and the aluminum end rings of the cyl-
inder to obtain a uniform load distribution
around the cylinder. Axisymmetric loading was
used, and five tests were performed with the
cylinder at different angular positions rela-
tive to the end plates. The peak load prior
to general collapse varied from 3923 N (882
1b) to 4528 N (1018 1b), and the average was
4092 N (920 1b) with a standard deviation of
249 N (56 1b). The average load at general
collapse is approximately 71 percent of the
classical buckling load of an unstiffened cyl-
inder of this geometry. Figure 2 shows the
model in the buckled configuration.

The bending tests were conducted by clamp-
ing the lower end ring to a rigid test fixture
and applying a load along a dlameter at the
top ring. 1In essence, the shell acted as a
short cantilevered beam with a load at the end
giving a constant shear distribution along the
length of the shell. As with the axial tests,
considerable care was takea to ensure minimal
deviation from an ideal stress distribution at
the clamped end. Ouring the tests, as the
load was slowly applied, visible, but stable,
shear buckles formed before general collapse
at the peak load. For a series of nine tests,
the average buckling load was 1770 N (397 1b),
and the range was 1710 N (384 1b) tc 1850 N
(416 1b). Figure 3 shows the cylinder in the
buckled condition for this type of loading.
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IV. MODAL STUDIES
A. Experimental Results

Several shell modes of the cylinder were
determined from low- level vibration tests.
Certain shell modes were excited with a speaker
d-iver and the vibration mode shape of the
shell was measured with a noncontact fiber
optic displacement measuring device. This
procedure was followed for each of the shell
modeés that could be identified and easily
excited.

Because the shell material is nonmagnetic,
1t was convenient to excite the shell with the
speaker driver using acoustic coupling. The
output from the driver was concentrated on a
small area approximately 0.60 cm (0.25 in.) in
diameter. This “focusing" was accomplished by
fitting the driver with a metal adapter that
has a small opening that could be placed close
to the shell surface. Excitation with the
driver working near its rated output resulted
in shell vibrations of sufficient amplitude
for measurement.

Natural frequencies were identified by
slowly increasing the excitation frequency
while monitoring the vibration amplitude at a
particular point on the shell surface. The
natural frequency was identified as the fre-
quency at which the peak-to-peak amplitude was
locally a maximum. The excitation was held
constant at this frequency and the mode shape
was determined by measuring radial displacement
of the shell at selected points with the fiber
optic displacement measuring device.

Experimental results are shown in Fig. 4
along with the results of the numerical study
described below. Note that the experimental
frequencies are quite close to the analytical
predictions. The ms2 modes were not excited
experimentally because the speaker driver was
not moved from the axial midpoint of the cyl-
inder, which is a node (zero displacement) for
these modes. Only the shell modes were excited
during the experimental modal study. The beam
bending/shear mode identified on the figure
was found from shake table tests, discussed
below, to be very close to the analytical value
of 43 Hz.

B. Numerica) Results

A numerical mode)l of the Lexan cylinder
was developed using the BGSOR- IV computer code
[6]). The model is axisymmetric and has 200
nodal points. The elastic modulus for the
Lexan was obtained with uniaxial test specimens
of the parent material that was used for fab-
ricating the cylinder. Poisson’'s ratio was
est‘mated to be 0.4. Standard properties were
used for the aluminum in the upper end ring.
The lower end ring was not modeled and the
bottom of the Lexan cylinder was assumed to be
fixed. Each Lexan stiffener was modeled as a
discrete ring.
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The numertical model was used to predict
the mode shapes and frequencies for the cir-
cumferential harmonics zero through twelve
with the results being shown in Fig. 4. Gen-
eralized force for harmonics other than n=1 is
zero for single axis horizontal input for the
ideal cylinder that is represented numerically
and, therefore, modes with n > 2 were not
included in the transient response calcula-
tions. It should be noted, however, that the
higher harmonics can be excited on the test
cylinder because of small geometric imperfec-
tions. The modes associated with circumferen-

tial harmonic zero are excited only for verti- -

cal input. Their inclusion is necessary to
account for the small amount of vertical motion
that occurs on the shake table during the
tests.

Figure 4 shows that the predicted fre-
quencies and mode shapes for harmonics greater
than two follow the pattern typically expected
for a thin shell with this type of geometry.
The predicted numerical values are also very
close to those measured during the modal survey
tests.

V. VIBRA. oN TEST METHOD

The vibration tests were conducted on a
single-avis, horizontal shake table that was
controlled with a digital control system. The
method of attaching the cylinder to the shake
table presented the problem of changing the
buck1ing response because of the imposed end
condition. Because the table and lower end
ring on the cylinder were not exactly planar,
bolting the ring to the table could introduce
stresses in the Lexan shell that were large
enough to cause buckling with no added loads.
The following mounting procedure was used to
overcome this problem. An intermediate ring
was machined to fit between the table and the
cylinder. It has a groove in the top into
which the shell end ring can fit. After holt-
ing this intermediate ring to the table, the
groove was partially fiiled with a casting
epoxy and the shell end ring was set into the
epoxy and gently clamped while the epoxy cured.
After the epoxy had cured, the clamps were
tightened s1ightly. Figure 5 shows a photo-
graph of the cylinder mounted on the shake
table.

fFig. 2. Buckled configuration of Lexan cylinder under uniform axial compression.
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LOAD $180°
FRAMING NOM
TEST 28

Fig. 3.

During the phase of the research reporte+
in this paper the excitation was sinusoidal in
nature. This type of excitation was chosen
primarily to simplify analysis of the test
results. After the buckling phenomena are
well understood for this type of transient, we
plan to excite similar cylinders with more
complex earthquake- type transients.

The desired acceleration transient for
each test was a sine wave at a given frequency
that increased linearly in amplitude from zero
to a predetermined peak in 40 cycles. The
peak acceleration was held for one additional
cycle followed by ten cycles of linearly de
creasing amplitude to zero acceleration. This
particular transtent was selected to reduce
the chance of fadling the cylinder by restric-
ting the number of cycles of buckling that the
cylinder could experience during any one test.
fFor a given test, frequency and the peak ac-
celeration were selected, and then the peak
acceleration was increased during successive
tests until buckling was detected. The de-
creasing amplitude tail on the transient was
necessary to avoid the introduction of a "shut-
down" transient, which could cause a severe

161

Buckled configuration of Lexan cylinder under bending load.

response at the end of each test. The harmonic
tests were performed at frequencies from 10 Hz
to 80 Hz in increments of 10 Hz.

Included in the data taken during each
test were the three components of input accel-
eration recorded with accelerometers mounted
on the lower ring of the cylinder, three com-
ponents of output acceleration recorded from
accelerometers mounted on the cylinder's upper
ring, and four strain measurements. Two of
the strain gages were oriented vertically at
the “toe” of the cylinder where buckling from
compressive stresses was judged most likely to
occur {see Fig. 5). These gages were centered
between the lower end ring and the first ring
stiffener, one being on the inside and the
other on the outside. The other tws stran
gages were on the side of the cylinder, 9C
degrees from the first set of gages and cen-
tered in the bay just below the center ring
stiffener. As with the first pair, the two
gages were back-to-back, one inside and the
other outside, The orientation of the gages

on the shell was €0 degrees from the axial
direction,
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In addition to recording time histories
of these ten transducers, photographic coverage

€00 T T T T T T T of each test was obtained with two high-speed,
video cameras. An equivalent framing speed of
i\\,m-z O EXPERIMENT | 1000 frames per second was used. These records

O ANALYSIS permitted visual identification of when buck-

1ing occurred in the areas covered on the cyl-
. inder. One of the cameras was oriented toward
the toe of the cylinder just above the bottom
B aluminum ring. The other was oriented to show
shear buckliing on the cylinder at a lJocation
approximately 45 degrees to the direction of
excitation.

FREQUENCY (Hz)

-

- VI. VIBRATION TEST RESULTS

°~3§Eﬁ2rfsnmnglsnsqn R, Several different criteria were used to
: é s 10 12 14 determine when buckling occurred in the cylin-
CIRCUMFERENTIAL WAVE No.{n) der for each of the tests. Some of these were

more effective within certain frequency ranges;
however, by using all the criteria, the point
at which buckling occurred for each frequency
Fig. 4. Moda) frequencies for ring-stiffened considerad was reasonably wel) identified.
cylindrical shell. Only at one frequency, 80 Hz, was the shaker

Fig. 5. Lexan cylinder mounted on shake table.
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capacity too low to buckle the cylinder. A
summary of test results is shown in Fig. 6.

The first, and most consistent, method for
identification of buckling is labeled *top
acceleration" in the figure. For this method
acceleration recorded with the accelerometer
located on the top ring of the cylinder and
oriented in the direction of primary excitation
was used along with the mass of the top ring

to determine buckling with an equivalent static
criterion. When this acceleration first
reached a level that the equivalent static

Toad acting on the ring was equal to the static
buckling load (1770 N (397 1b)) the cylinder
was considered to have buckled. The buckling
acceleration was then identified at the same
point in time from the accelerometer located

at the base of the cylinder and oriented in

the direction of excitation.

A second criterion, based solely on the
vertical acceleration response verified the
first criterion for frequencies above 43 Hz
(the fundamental frequency of the cylinder).
Figure 7 shows the vertical acceleration record
of the top ring for a 60 Hz test and a 70 Hz
test. The response initially increases 1in-
early, as would be expected from the prescribed
input acceleration. Then at approximately 0.6
s for the 60 Hz case and 0.5 s for the 70 Hz
case, a high frequency response component ap-
pears and the response becomes nonlinear, as
indicated by the peak response for each cyle.
Again, the buckling acceleration is identified
from the base input at the appropriate point
in time. Results using this criterion are
within 5 percent of the first criterion and
are, therefore, not shown in Fig. 6. Another,
similar, method for identifying buckling in-
volves comparing the top acceleration in the
horizontal direction with the calculated ac-
celeration. Figure 8 shows both the experi-
mental and analytical acceleration for a 50 Hz
test. The calculated response does not inclide
buck1ing effects, so, by comparing the two
signals and determining when the experimental

28 T A R R ]
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Fig. 6. Required base acceleration to buckle

Lexan cylinder as a function of
frequency.
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Fig. 7. Vertical acceleration of top aluminum
ring on Lexan cylinder for 60 and

70 Hz tests.

response deviates significantly from the anal-
ytical, buckling can be identified. For this
50 Hz test, this criterion for identifying
buck1ing again gives results close to the
equivalent static criterion.

Buck1ing was also identified for all ex-
cept the 20 and 80 Hz tests using the recorded
video signals. For each of the tests, the
video was analyzed frame by frame near the
initiation of buckling and the time at which
buckling occurred was identified. From Fig. 6
it can be seen that, except for the 70 Hz case,
this criterion results in buckling accelera-
tions that are very close to those for the
other criteria already discussed. The final
criterion used for identifying buckling in-
volved audibility. When buckling occurred the
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fig. 8. Horizontal acceleration to top
aluminum ring on texan cylinder

for 50 Hz test.

cylinder responded with an audible popping
sound. While each test was being performed
two of the experimenters were positioned near
the shake table and l1istened for this charac-
teristic sound. Because the tests were short
in duration, the point in time 2t which the
sound occurred could not be identified. 1t
could only be determined that buckling either
did or did not occur for each test. 1n Fig.
6, the lower bar for this criterion indicates
a test for which buckling did not occur (no
buck1ing sound was identified), and the upper
bar indicates a test for which a buckling sound
was identified. 1If more tests had been per-
formed between the two bars, this criterion
may have given more precise results.
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VII. ANALYSIS RESULTS

The BOSOR-1V computer code was modified
to calculate modal stresses and these, along
with the frequencies, generalized masses, and
mode shapes were used in a separate computer
code that integrates the uncoupled equations
of motioen i1n modal coordinates. Modal damping
values of 1 per cent of critical, the measured
damping of the test cylinder, were used for
the calculations. The modal response values
are then used to predict the stress in the
cylinder at each location for each point in
time. These stresses are normalized with the
critical buckling stress determined in the
static tests discussed above. A postprocessor
is then used to plot the maximum normalized
stresses at specified points on the shell and
these are compared with the buckling interac-
tion curve discussed in detail in Ref. 1.

Figure 9 shows results for calculations
of the cylinder response during a given tran-
sient. 1In the figure, the computed point where
there is zero shear stress, Ngg=0.0, 1s at
the toe of the cylinder zero degrees from the
direction of excitation. The points where
there is nearly zero axial stress are at plus
and minus 90 degrees from the direction of
excitation and the other points are at 15
degree increments between 0 and plus and minus
90 degrees. Ffor each location the plotted
point represents the maximum excursion of com
bined axial and shear stress during the total
duration of the transient. When any of the
computed stress values are outside of the in-
teraction curve, buckling can be expected.

The segquence described here is a freezing-in-
time technique and was used to analyze all of
the tests.

The numerical model was used to analyze
response of the cylinder to the harmonic exch-
tation at each frequency considered in the
test series and, in addition, at the fundamen
tal frequency of the cylinder (43 Hz). Results
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of these calculations are shown in Fig. 6,
along with the experimental results. The com-
puted buckling acceleration levels are consis-
tently below the experimental data. The pri-
mary explanation for this difference is the
fact that the computational buckling criterion,
when compared with the particular static buck-
1ing interaction curve used here, should prob-
ably use an integrated stress level over a
characteristic area rather than point values.
The characteristic area has not yet been de-
termined but should probably be related somehow
to the buckling wave length for the cylinder.

Discussion of one particular point on the
interaction curve can help clarify this ex-
planation. Consider the peint on the curve
where the shear stress is zero (Ngg=0.0) and
the normalized axial stress is one {(Ng=1.0).
When the interaction curve was developed, this
point was determined with the complete cylinder
in a uniform state of axial stress and Ngg was
zero everywhere. 0On the other hand, for the
Toad cases considered here, the N¢g stress
component is generally zero for only one loca-
tion on the cylinder; at 0 degrees and 180
degrees to the direction of excitation (that
is, at the toe of the cylinder). The axial
stress is not constant at this point but varies
in both the circumferential and axial direc-
tions.

VII1. CONCLUSIONS

A series of harmonic tests were performed
to determine whether an analytical freezing-in.
time buckling method is appropriate for pre-
dicting buckling of a ring-stiffercd cylinder.
Results of the experimental portion of the
research showed that buckling could be identi-
fied by three techniques: an equivalent static
load method using horizontal response acceler-
ation, vertical response acceleration, and
from video coverage. The first two technigues
gave results that were in agreement to within
5%. Use of audible emissions has potential
application hut needs further development.

The computational method for predicting
buckling used a model that accurately repre-
sented the test shell as evidenced by the ex-
cellent agreement between the caiculated and
predicted shell mode freguencies. However,
the buckling lead predicted using the freezing.
in-time method described in this paper was
significantly conservative. Since the excita-
tion freguencies used in this work were below
the lowest shell modes, this conclusion is
restricted. When excitation freguencies are
near those of shell modes, these modes could
be excited because of shell imperfections and

lower the buckling lcads. One reason for the
conservatism is thought to be associated with
the differences in the stress field in the
cylinder during the harmonic tests and the
stress field present when the static buckling
interaction curve was developed. Further re-
search needs to be performed to determine how
the dynamic stress field developed during gen-
eral transient excitation can be treated to
make appropriate use of statically determined
buck1ing interaction curves.
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FORCED VIBRATIONS OF STRINGER STIFFENED DAMPED SANDWICH PANEL

N. Kavi and N.T. Asnani
Mechanical Engineering Department,
I.I.T. Delhi-110016, INDIA

Transfer matrix method to determine response
of a stiffened sandwich panel consisting of
elastic face layers sandwiching viscoelastic
core, to a deterministic harmonic loading has
been developed. A rectangular sandwich panel
with arbitary number of stringers placed at
equal or unequal spacings has been considered
with the edges perpendicular to stringers
simply supported and the edges parallel to
stringes with arbitrary boundary conditions.
The principle of correspondence of linear vis-
coelasticity has been applied to take account
of the viscoelastic damping. Vibration res-
ponse of a sandwich panel with two equally
spaced stringers to a sinusoidal excitation has
been determined and values of the resonant
frequencies and associated modal loss factors
have been reported.

NOTATIONS vy Geometric parameter
2
r: a stringer pitch for stiffened sand- = 1+ (h1+h32h2) ElhIEBhB
! wich panel 4Dt(1-v2) E1h1+E3h3
b width of panel
28] Ai coefficients defining transverse 0. Mess density of 'i'th layer
rj displacement 1 nny
; Al cross—sectional area of stringer 5 b
&, a (h.+h.) /2+h v Poisson's ratio
1\- o] 1 3 i 2 .
2, - w circular frequency
¢l do/2§ 3 2 E Elasticity modulus of stringer
+ 2(1-v :
Dt (Elhl E3h3)/1‘(1 V) Cwo Warping constant about shear
Ei Yong's modulus of stringer, centre '0'
h. Thickness of the layer 'i' 1 M.I.of stringer about centroidal
1 n lel X' di :
M Bending moment axis parallel to 'X lrection
X I M.I. of stringer about centroi-
pi+jqi Roots of characteristic equations £ dal axis parallel to 'Y'-dir-
S,Sx Transverse shear force and non- ection
dimensional transverse shear . .
TS I!‘“r Product moment of inertia
U,vV,W Displacements in X,Y and 2- b Mass density of stringer
directions
X Nondimensional ordinate in 'X' Cy distance shown in Fig. 2
cilagetien = l,r Subscripts used for left and
q Shear parameter 2 2 right side of line of attachment
= G(1/E h)+1/E3h )a” (1-v%) /h, of stringer
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2 frequency parameter
_ 2 4
= loghytephyteshy) Wat/b

1. INTRODUCTION

The sandwich panel- consisting of a pair
of stiff elastic faces separated by and
bonded to a soft central viscoelastic
core layer have found extensive appli-
cation as structural components of air-
crafts, spacecrafts, missiles and in
many other branches of contemporary
structural engineering. Generally
these panels are further stiffened by
orthogonally placed stringers. Vibra-
tion and damping analysis of these st-
ructures are of considerable importance
and have heen investigated in [1,2,3]}.

In these studies energy methods have been

used for deriving equations of motion
and solutions have been found for simply
supported boundary conditions. In [4]
the authors have reported transfer ma-
trix analysis for free vibration of
elastic sandwich plates. In the present
work the method of transfer matrix has
been developed for forced response of
stiffened sandwich panel with a deter-
ministic harmonic loading. Rectangular
sandwich panel with any number of strin-
gers at eqgual or unequal intervals and
with edges perpendicular to stringers
simply supported and edges parallel to
stringers with arbitrary boundary con-
ditions have been considered. Vari-
ations of all guantities along perpendi-
cular to simply supported edges have
been taken sinusoidal satisfying the
boundary conditions. This transforms
the two dimensional problem into eff-
ective one dimensional problem.

The principle of correspondence of
linear viscoelasticity has been applied
to take into account the viscoelastic
damping of the core i.e., the shear
modulus of the core is considered com-
plex for forced response. Transverse
displacement, slope, bending moment,
shear force, longitudinal force and
longitudinal displacement have been
taken as elements of state vector defin-
ing state at a point. The field tra-
nsfer matrix relating state vectors at
any two points of a sandwich bay of the
panel has been developed from the go-
verning equations of motion of the bay.
The elements of the state vector and the
field matrix involve complex quantities
due to complex shear modulus of the
core. The point transfer matrix relat-
ing state vectors across the stringer
has been developed from the governing
equations of motion of a stringer which
takes into consideration its inertia,
warping and torsion.

The impressed force has been int-
roduced in a form of a unit transverse

shear force varying sinusidally along a
perpendicular to the simply supported
edges. A state vector having all ele-
ments zero except the shear force has
been used as an excitation. Making use
of the field and the point transfer
matrices a relationship between the state
vectors at extreme edges of the panel

are established. 1Introducing known
boundary conditions at the edges of the
panel, non-zero elements of the state
vector at one of these edges have been
computed from the transfer matrix re-
lationship. Using these computed values,
the response in terms of various elem-
ents of the state vector at any location
of the panel can be evaluated.

2. FIELD TRANSFER MATRIX

Fig. 1 shows a finite stringer
stiffened damped sandwich panel with X-
wise edges, i.e., the edges perpendicular
to the stringers simply supported and
the edges parallel to stringers with
arbitrary boundary conditions. The mod-
ulus of the viscoelastic core is given
by G = G + jB where G = Real part of
the fodulus and g= Material loss
factor. Using G_ in place of G, the
sixth order governing differential equ-
ation of motion of the sandwich bay
is obtained [4] as follows:

vi

W, —(3;2+g§+jeg§)wiv+{(3;4+2c

D =
gy-q)

+ jzeg§2c}wil+{ﬂ- 8- gy 2akan )

+3(8g0- 8gFc ) IW, = 0 (1)

The solution of egqguation (1) is given by
6 (Pi+jqi)x
W =31 e (2)
X :
i=21
The 'n'th derivative of 'W'x w.r.t.
is given by
(p;+ig,)x

n 1 (3)

Wx = I
i=1
Equation (3) may be simplified as

n n
Ai (PJ_‘*qu) e

+3qg.

i %¥i,n 1,n)@xi+]qxi)

= Ai‘pxi,n+]qxi,n) (4

o
|

p q qd

xi
+ g, =lp,+3g )"
i,n i i
i“cos qix,

g = D. =g,
X1i,n 1,n"x1 i,n

p.X
q_.=e ' sin q;% (5)

and
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q,; =q. P_.+p, q_. 4
xi,n 2i,n"xi " Fi,n Cxi s, = (v5+jvis)wz+gv3+jvia)w;11
for i =1,2,...,6. + (V1+jV.1)W; (10)
Hence from equation (4) the vector of .
W_ and its first five derivatives may be
e where
written as 2 22
n, _ : U, = (1-8%) g (1+ 8%
{wed = [P +3P .1{A;} (6) 5 ) 5
where U15= -2/{g (1+87)"}
_ i ii iii iv v, T
Wi a [wx Wy "x Wy Wy wx] U3 = -05(2c2g§—g) +UiSB(2;2gy-g)
Px1,0 Px2,0 Px3,0 Pxa,0 Pxs,0Pxs6,0 U;5= —(uis(zczg§-g)+2a czg?-g}u5
Py1,1 Px2,1 Px3,1 Px4,1 Pxs,1Px6,1 Uy = =(Cy X Ujg = Coyp X Uy
P P P P P P = o
x1,2 ¥x2,2 ¥x3,2 Fx4,2 "x5,2%x6,2 Uil— (C°1 X Ui5 + Coil X U5)
P 1=lp P p P P P = L -
XY x1,3 *x2,3 *x3,3 “x4,3 Fx5,3%x6,3 G4 = U5XU6 UistiG,Gi4—UistG+stUi6
Py1,3 Px2,3 Px3,3 Pxa,3 Pxs,3Px6,3] €2 = Us*Ue7Ui3¥Ui676i5703%0ie* 6™ i3
p . 3 . . % G, = leUG—UiIinG-th,Gio=uilxu6+ul—eghd
x1,4 “x2,4 “x3,4 “x4,4 “x5,4x6,4 _ _ -
My = ¥1§G, /M3 4=Y;1614-M57¥11G5 4L
P P P P P P =
| Px1,5 Px2,5 ©x3,5 x4,5 Fx5,5 x6,?J M, Y11 G,
- . M. = ¥4,6 /M, =y.,G. ,V.=M +U_xU
qx1,0 qx2,0 qx3,0 qx4,0 qx5,0 qx6,0 o 1170 i0 "11740" 75 "4 77775
V..= M, +U_xU,._.,V, =M _+U.xU_,
Ix1,1 %2,1 %3,1 %41 % 1 Ixe,a| 35 7 450 3273
. =M, xU,
q q q q q q i3 712 77713
x1,2 “x2,2 “x3,2 *x4,2 *x5,2 *x6,2 _ ] 2., -
1,3 %%2,3 %3,3 94,3 %5,3 96,3 ¢ = e-ot -g? 187 31 -9’ -1
_ 2= _ 2 = - _ 2
1,4 %2,4 %3,4 %0 %, e, q|  Coin = 9 (yTD)28mgBr (yml),Ugmg (1o
- = 2 - = ¥l
Ex1,5 92,5 9%3,5 x4,5 95,5 qxs,# Ujg = B9, Uy = vy ¢ =v)y yyy = 7=
Wwhere Using the equations (7) to (10) the state
Pyi,o = 1.0 for i=1,2,...,6 vector {sv”}may be written in the fo-

The elements of state vector (SVx}are
thg transverse displacement 'wx',slope
'w;', bending moment 'M ', shear force
'sx', longitudinal force 'Nx' and
longitudinal displacement 'Ux'. Ux’Nx

Mx and Sx are expressed as functions of
'wx' and its derivatives [4] as follows.

_ . v . iii
Ux = (U5+3Uis)wx+(U3+3Ui3)wx
. i
+(U1+3Ui1)wx (7
_ . iv q ii
Nx = (G4+JGi4)Wx +(G2+3Giz)wx
+ (Go+3Gio)wx (8)
_ . iv q ii
Mx = (M4+]Mi4)wx 4(M2+3Mi2)wx

+ (Mo+jMio)wx (9)

.. D ‘ " a

L

llowing mafrix form

R n
(SVx}— [Cr + 3 Ci] (Wx} (11)
where
(sV 1= (W W, M ,s ,N_,u T
x' x'"x!' x'Px"x'"x
1 0 0 0 0 o
° 1 0 0 0 o0
M, 0 M, 0 M, 0
[Cr]= 0 V1 0 J3 0 v5
% 0 G, 0 G o0
lo Uy 0 Uy o U
and -
[0 0 0 0 o 0
0 0 0 0 0o 0
Mo O M @ Bag ©
[ci]= 0 Vi, 0 Viy 0 Vig
Gio O Gipg O Gag
i Ug O Uiz 0 Ui

169

-:‘.- >

S
«

---’o’




P A

Using equation (6) equation (11) may
be written as

{SVX}= [Dxr + iji] {Ai} (12)
where
[Dxr] = [Cr er] - [Ci Pxi]
and
[Dxi] = [Cr Pxi] + [Ci er]
State vector at x = 0 is given by
{sv } = D, * jDoi] (A} (13)
or
_ . -1 _ .
{a;}= lDor+]Doi] {sv_ 1=[0 +jQ sV !

(14)
Using equations (14) and (12) the state
vector {svx} and {svo} are related as

{svx}= [T + 3 T] {svo} (15)
where
[T] = [D,, Q. - [D; Q]
and
[T) = [D,; @ + [D . Q]

[T + jT] is the field transfer matrix
relating the state vector at ordinate
'x' to that at 'o'.

3. POINT TRANSFER MATRIX

The stringer is a thin walled
member of open cross-section and is att-
ached to the panel by bonding (Fig. 2).
The elements of state vector at either
side of line of attachment of stringer
are given by compatibility and equili-
brium considerations, i.e.,

_ ol ir il r _ .1
w§ = wJan = Wy~ and U3 = Uj
a da
EC L
s wo 4 s ”s, 2
Y BY
A C W
sy ¢
% S |
(NJ NJ)sz+AJ MJ

-p A C U

= TPgdcayT R s's"z ¢

SCXS

(16)

Q

+E I |
] £ 3y4 s nt ax
1

. .

= - + =
psAs Uc NJ NJ

Using geometric relations for defor-

mation of stringer and sinusoidal

variation of elements of state vecter

across the simply supported edges.
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We have

r _ .1 ir _ il _ .1
Wes = wxj' Wea = Yy U = Uya

r 1 i,

S + +

MxJ MxJ+mex Krwx 1(uwx

r _ .1 _ i

SxJ = SxJ Kth+wax+Kxe (17)

r N +K W +K w WUy

NxJ xJ W X

With help of equation (16) the state
vector at left and right side of line
of attachment of stringer can be re-
lated as

r 1
SV}, = [ST SV} 18
{ }J [ ]J{ }J (18)
(1 0 o o o o]
0 1 0 0 0 0]
Km Kr 1 0 0 Ku
K K 0 0 1 K
X Yy
0] 0 0 0 1
and
_ 4 2 4 2
Ky = (BT . 8,0 -up A cy)/Dta
_ 4 4.2 2.4 3
Kr = (ESCWSC +Gsta C—szsw a )/Dta
_ A, _ ey 2.4 2
Ku = (Eslé Sz psAs(Cz Sz)w a )/Dta
_ 4 _ 2 4
Kt = (Es Ing pgw As a )/Dta
(20)
L 4 2 4, .2
Ke = (-EgL .8, 0 +pACou” a')/D.a
e 4
K, = ( E Inﬁc )/Dta
_ 4, o 3y, 42
Kw = (ES Ingc ) (y 1)Dta )/(do)

4. TRANSFER MATRIX CONSIDERING IMP-
RESSED FORCE

The panel is subjected to a de-
terministic excitation in form of
transverse shear force that varies
sinusoidally along a line passing
thrcugh the middle of 'j'the bay and
parallel to stringers. The excitation
is given by

Fply,t) = F sin(@¥)et* (21)

Omitting sine function and time depen-

dent functions and using S = unity,
the

SF=100 0 0 1 0 0]" (22)
Designating [T+jf]i and (STi] as the

field and the point transfer matrices
for 'i'th bay and 'i'th stringer res-
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pectively, (TI + jTI). as the field transfermatrix for half of 'j'th sandwich bay
and introducing impregsed force vector, the state vector at right edge of the panel
is related to that at left edge as follows:

fsv 1= [TN+j TN] {sV }+ [TH + j TH){sFg} (23)
where _ _ _
(TN + j TN] = [T + j T] [ST]n—l ceee [T+ 3T

and
[TH + j TH] = [T + J T]n 0000 [ST]j [TI + j TI]J

5. BOUNDARY CONDITIONS

The extreme edges of the panel parallel to stringers may be fixed, free, simply
supported or supported on elastic springs, for which boundary conditions are known.
Using these boundary conditions, the non-zero elements of state vector at one extreme
edge of the panel can be evaluated by use of the transfer matrix relationship. 1In
the analysis described below only fixed and simply supported boundaries have been
considered. For fixed boundary edges, at 'o'th and 'n'th stations.

i
Wx = Wx = Ux =0
and the state vectors at these stations are given

_ T
{sv}o = [0 0 M. sx Nx O]o (24)
and
_ T
{SV}n = [0 0 Mx Sx Nx 0]n (25)
Using equations (24) and (25) in equation (23) and simplifying
0 tnl3 tnl4 tnls tnl3 Enla Ealsl (M tn14) (ER14
0}= (|tn23 tn24 tn25|+j [th23 tn24 tn23|) S t+( th24g+] th24 }
0 tn63 tn64 tn6s tn63 tn64 tnés N, tn64,  [th64
where 't's with subscripts are the elements of the corresponding matrices.
For simply supported boundary edges, at 'o'th and 'nth' stations,
Wx = Mx = Nx =0
Hence the state vectors at thase stations are given by
_ i T
{SV}o = [0 W 0 Sy 0 Ux]o (27)
_ i T
{SV}n = [N Wx 0 Sn 0 Ux]n (28)
Using equations (27) and (28) in equation (23) and sileifying
0 tnl2 tnl4 tnl6 Enl2 €nl4 Enle w; thl4 thl4
0}= ( |tn32 tn34 tn36| +j [€n32 En34 En36|) 5,0+ ({th34} +] th34 )
0 tn52 tn54 tn56 En52 £n54 EnS6 U, th54 £h54
(29)

6. DETERMINATION OF FORCED RESPONSE

The response at any point on the panel can be evaluated by use of the foregoing
analysis. To determine response at mid-point of 'k'th bay with fixed y wise edges
we proceed as follows. From equation (26) we have

M th14 5514\ ltn13 tnl4 tnls tnl3 Enld Enls
St = - ({th2dp +3 €h24 } ) ( [tn23 tn24 tn25]+j [€n23 En24 En25 ) -1 (30)
< th64 thed tn63 tn64 tnés tn63 tn64 tnés
X .

Deroting state vector at mid point of 'k'th bay as %SV h&-and using equation (30)
we have 0
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{sv}kk = [TI + ]TI]k [ST]k_1 o [T+ 3 T]l {sv}o
+ [TI + jTI]k[ST]k_l.. [TI+ jTI]J {SF}J (31)
Above equation can be simplified as
{SV}kk = [TK + jTKj} 8V ot [TT + 3FTJ] {SF}J (32)
where

[TK + jTK] = [TI + jff]k ool [T+ jEJl

and
[TJ + §TI] = [TI + 3 ff]k cee. [TI + jff]J
Further simplification leads to following expression
'wx\ 'tk13 tkl4 tk15] [FK13 €kl4 TR1S) 414 tjla
wi tk23 tk24 tk25 k23 Ex24 €k25| (M tj24 tj24
{ M F(|ek33 k34 tk3s|+i [FR33 Tk3a €R3slyfs {+(Jeidal + 3 [E534 ) (34)
S, tk43 tk44 tk4s k43 tkd44 £K45 N j44 t744
N, tk53 tk54 tk55 tk53 tk54 tkS55 £js54 €554
\Ux) [tk63 tk64 tke5, Eie3 tk64 Tke5) j64 ‘§354

where 't's are elements of the corresponding matrices.

Proceeding as above the response of state vector at mid-point of 'k'th bay for
simply supported end condition at extreme edges is given by

W) [ex12 txia tkig] k12 €14 €14 [ti14 £j14)
wi tk22 tk24 tk26 tk22 tk24 tk26 'wi \tj24 tj24
M, tk32 tk34 tk36 tk32 tk34 €k34f |s }+( k334 5334\)
<sx}=( tk42 tk44 tk46|+3 [tk42 tk4a4 Ek45) U cjd4] + 3 \E3j44 (35) //
N, tk52 tk54 tk56 tk52 £k54 tk56 t354 £354
U,) |tk62 tked4 tkes| [tk62 k64 Ekoe) 364 tj64,
where
Wi thl4 th14\ tnl2 tnl4 tnlé Enl2 tnl4 Tnlé
S, F-((th34f + 3 th3a \ ) (|tn32 tn34 tn36{+j [En32 En34 En36|y~1 (36)
U, h54 §B54S |tn52 tn54 tn56 tn52 tn54 tn56

7. COMPUTATION OF FORCED RESPONSE

A computer program has been made to compute frequency response of a stringer
stiffened sandwich panel subjected to sinusoidally varying line excitation in accor-
dance with foregoing formulations. At an assumed value of frequency, response is
computed. Frequency is then stepped up and response at this value of frequency is
evaluated. The process is repeated till response is determined for a wide range
of frequencies. The displacement response is plotted against frequencies and from
this the resonant frequencies are obtained.
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8. RESULTS AND DISCUSSION

The frequency response of a str-
inger stiffened damped sandwich panel
with three bays has been computed. The
structural data of panel is given in
Table-1. The pane’ is simply supported
at X and Y wise edges and is excited
by a distributed line loading, the
intensity of which varies sinusoidally
along Y directior. The maximum ampli-
tude of the loxding is unity. The
frequency respounse is computed at mid-
point of third bay. Frequency res-
ponse curves showing transverse dis-
placement against frequency is given in
Fig. 3.. Resonant frequencies and loss
factors determined from the response
curves on the basis of maximum res-
ponse and half power bandwidth are
given in 2nd and 3rd columns of the
Table-1. The frequency response curves
of the panel with X-wise edges simply
supported and Y-wise edges fixed has
also been determined and shown in
Fig.4, for sinusoidally varying line
loading. Corresponding resonant fre-
quencies and loss factors are also
given in 2nd and 3rd columns of
Table-1.

Resonant frequencies and loss
factors of the panel based on damped
forced normal modes calculated from
[5] has been reported in 4th and
5th columns of the Table-l. 1In
the method reported by D.J. Mead [5],
the fictitious harmonic loading on
the panel has been used i.e. exter-
nal distributed harmonic loading hastn
pe in phase with local velocity and
proportlonal to local inertia loading,
while in the present analysis the
excitation is discrete. As such the
differences in the results for resonent
frequencies and loss factors found by
the above mentioned two methods are not
ruled out.

By observing the results in Table-1,

it may be seen that the resonant freque- -

ncies by the present developed method
and by Mead's [5] method are reasonably
in agreement and associated loss factor
for the 1lst mode also tally with each
other. However the values of the loss
factor for the third mode obtained by
the present method are lower than that
predicted by [5]. This may be attri-
buted to the difference in the two
methods of analysis and to the un-
avoidable computational errors. In the
present 1inalysis the line loading coin-
cided with the nodal line of the second
mode. As such the resonant frequency
and loss factor in the second mode
could not be ascertained.

TABLE - 1l: RESONANT FREQUENCIES AND
LOSS FACTOR OF STRINGER
STIFFENED DAMPED SANDWICH

PANEL

Structural data of panel : a = Distance
between two consecutive stringers

=17.2 cm, b=31.1 cm, h, = h, = 0.071cm,
1 36

h2 = 0.1 cm, El = E3 = .7x10 kg/cmz,
G varies between 102 kg/cm2 at 100cps
to 1400 kg/cm2 at 104 cps, B varies

between 0.6 to 1.0 over 100 to 104 cps
with maximum value = 1.0 at 390 cps.

For stringer Kr = 1.8164, Kt = 13072,

No. of stringers = 2, No. of bays = 3

End Conditicns Resonant Frequencies

in cps and associated loss factor

obtained by transfer matrix for

line excitation

Calculated from reported
results [5]

Resonant frequency Loss factor Resonant fre- Loss
Juency factor

X and Y wise 198 210 .21
edges simply = 225 .23
supported 303 285 .31
Y wise edges 212 225 .23
fixed and X wise = 285 .31
edges simply 315 316 .34
supporterd
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; NON DIMENSIONAL RESPONSE lw,l
! 6 AT POINT 'P' 1S SHOWN
o
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150 200 230 300

FREQUENCY IN CYCLES/SEC. —~

FIG.3 FREQUENCY RESPONSE OF STIFFENED DAMPED SANDWICH

PANEL SIMPLY SUPPORTED AT Y- WISE EDGES SUBJECTED
TO SINUSOIDALLY VARYING LINE EXCITATION.

(AMPLITUDE OF EXCITATION FORCE = IKg.)
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STRUCTURAL DYNAMIC REANALYSIS USING RITZ VECTORS

L.. Kitis
Department of Mechanical Engineering and Aerospace Sciences
University of Central Florida
Orlando, Florida 32816

W. D. Pilkey
Department of Mechanical and Aerospace Engineering
University of Virginia
Charlottesville, Virginia 22901

eigenvalue problem of reduced order.
solution of these problems is described.

The objective of this papcr is to indicate how structural dynamic reanalysis can be
done when Ritz vectors [l] are used in mode superposition.
methodology gives system response as a function of design parameters without a
complete analysis for each parameter change. The generation of Ritz vectors for
use in reanalysis requites the solution of linear algebraic equations and an
An efficient method of formulation and

Reanalysis

INTRODUCTION

An alternative to the use of exact system
eigenvectors as a basis for reducing the size
of a finite element model to perform mode
superposition analysis is the use of Ritg
vectors. This approach, developed in Ref. [1],
reduces computer time, provides error estimates
for the dynamic analysis, and automatically
includes the advantages of static condensation,
Guyan reduction, and static correction due to
higher mode truncation. The examples studied
in [1] indicate that the superposition of Ritg
vectors yields more accurate results, with
fewer vectors, than when exact eigenvectors are
used.

The purpose of this note is to indicate
how structural dynamic reanalysis can be
carried out whsn Ritr vectors are used instead
of exact system eigenvectors. The basic
objsctive of rsanalysis methods is to cowputs
system response as a function of dssign
parameters without a complete structural
analysis for sach parameter change. Thsss
methods are frequently incorporated into
optimization algnrithms that require rspetitivs
analysss of large systems [2].

EVALUATION OF RITZ VECTORS

Given mass matrix M, stiffness matrix K,
and load vector f, Ritz vectors ars
generated recursively using the numerical
algorithm given in {1]), Consider a locally
wodified system in which a relatively small
number of entries of the matrices M and X vary
with trial design changes. Let ths initial
watrices be denoted by N_, ‘o and let design
changss be expressed by ghu sparse matricss AN,
AK, Then ths mass and stiffnsss matricss for
the trial design are given by

M= Mo + AM
(1)

K = Ko + aK

The first stsp in the avaluation of Ritz
vectors is to solvs for ths displacement vecto

. o
vector !l

K!l -t (2)

As the stiffness matrix K is changed according
to (1), the solution of (2) requires static
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reanalysis for which there are many algorithms
available {3). One possible approach is “o
derive a reduced order set of linear equations
whose solution gives the modified response

§i assuming the original response Eio has been

computed and stored.
(2) in the form

To this end, rewrite Eq.

*
(Kg + 8K)x) = £ (3)

and multiply Eq. (3) by the inverse of Ko to
get

_l 4 _lf E 4 4
GRCRUXIRERK R IEERX) § (4)

+
(lN K
whexe I' is the NxN identity matrix and N is

the order of the matrices K and M. Recalling

that AK is a sparse matrix, let I, J be integer
sets denoting the nonzero rows and the nonzero

columns, respectively, of &K, Arranging the
entries of I and J in ascending order, write

1 = (11,12,...,iq}

(5)
J = {jlljzl-"ljp}

pefine a condensed stiffness matrix Ai by
taking

for L €m<€q,1€n <€ p, Similarly, define

k-

-1
0 'mn- Kg)

TnIn (6)

-%

!l - (xljlrxljzl e lxljp)

With these definitions, the reduced order
system of linear equations obtained from Eq.
(4) can be written as a pxp matrix equation

LD W
+ X =yt
(1p* Ko &K) 2§ = Xjg (7
where the k-th entry of the vector on the
right hand side is the jk-th entry of the

Qriginal response vector x* . Since ;;o is

known, the solution g; of the set of

p linear equations (7) is enough to determine

the complete modified response vector 5;.

In fact, for k £ J the response component
gik is given by

RV B IR Tt At R T I R I S S e i I S L

180

L™

R . P q 4 = <
xl = x}q - r T Ko aK

x% _ (8)
X k m=ln-l ki PP im

vhich follows from Eq. (4). Thus, Eq. (7) is
an equation of reduced order (p<N) whose
solution yields, with Eq. (8), the solution to
the problem (3). 1In order to apply Eqs. (7)
and (8), however, it is necessary to calculate
the columns i., 1€ n<gq, of the inverse of
the original stiffness matrix X . One
convenient way to do this is to solve

Koyk = e, (9)

k
for w,, 1 € k € q, where _eik is the
vector with all entries zero except the

ik-th entry, which is one. Then, LY is the

it-th column of the inverse of X .
o

The second essential step in the
calculation of Ritz vectors

]
is to find Ei by solving

*
-l Y (10)

for i = 2,3,..,L. The reanalysis prcblem
associated with Eq. (10) is only slightly
different from the one solved above starting
from Eq. (2). Equation (4) becomes

(1 + Kgtak) x,* = Kob (M + aM) x, . (11)

The right hand side varies with mass changes,
but can easily be found by solving the linear
equation

K u = (M+aM) x

o (12)

i-1
Thus, it'is only necessary to replace the
vectoxr 510 with the vector u to apply

the reanalysis formulas given above to problem
(3). In particular, the reduced order problem
(7) becomes

1

==l = o= -
(1, + K© o) x] = u (13)
vhere the k-th entry of u is the
jt-th entry of u. Equation (8),
vhich gives the components of response
that are not included in the reduced
vectorxr g;, becomes
. Prokl xak. xt (14)
X, =u -L K x &K X
X meinel %ki 0 MM ia
«u " _ - £ .5 .« o . W wm_w_ - - D R T N



CONCLUSION

The reanalysis problem for the generation
of Ritz vectors has been seen to be a static
reanalysis problem and a method of solution has
been described. The third essential step in
finding Ritz vectors requires the solution of®
an eigenvalue problem of reduced order (1].
This step may be retained without change, since
the numerical effort involved is small compared
to the effort inv-lved in the computation of
the Ritz vectors.
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FATIGUE AND ACOUSTICS

PREDICTION OF METAL FATIGUE USING MINER'S RULE

H. H. E. Leipholz
Departments of Civil and Mechanical Engineering
Solid Mechanics Division
University of Waterlco
Waterloo, Ontario, Canada

modified Wohler curve.

stochastic one.

In this paper, the concept of a modified Wohler curve is introduced and
used for the prediction of metal fatigue.
by which the modified curve can actually be obtained.
evidence is given uf the high precision of a fatigue life prediction by
means of equation (4) which involves the values N; provided by the

In the last section of the paper, it is indicated
how equation (4) can be modified to yield equation (18).
is applicable for fatigue life prediction in the case that the load is a

First, a method is presented
Then, experimental

This equation

INTRODUCTION

In an earlier paper {1], it has been shown
that Miner's rule is a reliable tool for pre-
dicting the fatigue life of metal specimens,
even in the presence of random loading, provided
the probabilities of classes of equally damaging
load cycles are known. An extension to that
paper was given in [2], where a proper damage
specifying parameter was defined and the calcul-
ation of probabilities of the above mentioned
nature was shown. The so developed theory was
then applied and experimentally verified in {3].
It turned out to be the case that when using
Miner's rule in the form

6.1
N= ] (1
v 1

where 8; are the probabilities, and the Nj ure
expectations of fatigue lifes of the various
equally damaging load cycles, the results for
the fatigue life N of the specimens were poor,
if one used Nj-values obtained from ordinary
Wohler curves. It proved to be necessary to
use, for the quantities Nj, values provided by
so-called modified Wdhler curves,

The aim of this paper is (i) to justify the
use of these modified curves, (ii) to show how
modi fied W8hler curves can be ohtained systein-
atically, and (iii) to demonstrate experiment-
ally the usefulness of the modified curves.

In order to simplify the experimental set-
up, it is assumed this time that one has speci-
mens of stoel 1045-AR which are subjected to
load cycle blocks of varving intensity as shown
in Fig. 1. The sj, i = 1,2,3,... arc load
levels, not necessarily stresslevels, but levels
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corresponding to the respective damage parameter
used; the n; are the numbers of cycles per load-
ing block so that

Bi = ni/N (2)
are the frequencies corresponding to load level
i, which are to be used in (1) in place of
probabilities.

For the following deliberations, strain
levels of load cycles have been used as the
damage parameter. Therefore, sj = ¢; must be
observed throughout.

MODIFIED WOHLER CURVE

A Wshler curve as shown in Fig. 2 is
obtained by subjecting specimens to load cycles
with certain peak values s; which are kept
constant until fatigue failure at Ny cycles
occurs. The two corresponding vulues s and Nj
arc used as coordinates in an s,N-plane yield-
ing points of the Wshler curve. Since euch
point of the curve is determined by using a new
specimen, there is no interaction effect.
Therefore, the curve shall be termed "virgin".
On the other hand, if a load history correspoud-
ing to Fig. 1 is applied to a specimen, there is
an interaction effect: the effect of Larger
cieles on the behaviour of the srecimen when
subjected to smaller oycles will he swh that
these smaller cycles will produce more damage
than they would have produced if the srecimen
would etill have been "virgin". Consequently,
Nj-values from a virgin Wohler curve must be
inadequate in this casc as they do not reflect
the influence which various load blecks will
have on cach other's damage producing power.
One can with good reason assume that owing to
the interaction effect, load blocks with
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Fig., 2 - Wohler curve for steel 1045-AR

$i < Spax» where spgx is the highest load
intens'ty in the loading history, will have,
instes  of Nj-values, Nj-values for which
N. <N, 3
i i (3)
Thus, for damage evaluation of a loading
history of the kind shown in Fig. 1, the Nj-
values of a modified Wdhler curve as shown in
Fig. 3 should be used. llence, fatigue life
does not follow from equation (1)} but from the
new equation
[P b
» "il
M
ii N,
Uty

) )

where necessarily N < N.  This reduction of
fatiguc life (according to (1)) as compared to
the fatigue life predicted by the classical
Miner's rule (1) is iudeed being observed
cxperimentally.
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Fig. 3 - Modified Wohler curve

An explanation for the relevance of the
modified Wohler curve follows from recently
detected phenomena in fracture mechanics in-
volving the so-called "crack ¢losure", Take
for example the report by T. Topper and P. Au
in [4]. According to the authors, repcated
cyeling of a certain intensity leads to de-
creasing damage production as debris produced
by fracture props the crack tip open after a
while so that further cracking, and thus damage
production, is impaired. Only after a load
cvele el v ag T otent T soveegsive peak has
heen applied, damage production by the smaller
cvele is reassumed at a higher degree. The
effect of the compressive load is very long
lasting, up to 200,000 cyeles, and, when ex-
ceeding a certain compressive threshold, also a
very strong one.

The mechanism of damage prowuction and the
effect of compressive load peaks on damage
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Fig. 4 - Effect of compressive load on damage accumulation

production is explained in Fig. 4. A certain
load cycle with intensity s; is assumed to pro-

duce a damage of magnitude dj. After Ni,o
cycles, the total damage
D =N d (5)

CT 1,0i
leading to fatigue failure is reached. The
corresponding fatigue life is Nj o, (see Fig.
4a). However, that is an ideal situation.
Actually, due to d Sris accumulation at the
crack tip, the amount of damage per cycle is
constantly decreased so that the loading in Fig.
4b' reaches the level D.y only after Nj > Ni,o
cvcles, (see Fig. 4b). Now assume that the load
history changes from that in Fig. 4b' to the one
in Fig. 4c' involving repeated compressive peak
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loads. Then, the damage accumulation occurs as
shown in Fig. d4c. Due to the compressive peak
loads, the damage accumulation is repeatedly
accelerated owing to the temporary flattening of
the debris and sharpening of the crack tip by
the compressive load. Therefore, damage level
Der is reached already after Nj cyceles, where

N. <N, <N, it)
i,0 i i
holds.

Realizing that the Nj-values are the )
abscissae of the virgin Whler curve and the Nj-
values that of the modified Wohler curve for one
and the same ordinate sj, it is plausihle that
the trace of the modified W8hler curve must in-



be as shown in Fig. 3.

But, something else can be concluded:
Let be

dl = psi, (7)
assuming that the damage dj of a cycle is pro-
portional to the corresponding damage parameter
value sj, where p is the coefficient of pro-
portionality. Then, with (7) in (5), one ob-
tains

Der = Ni,opsi' (8
Using

k = Dcr/p) (9)

which is a certain constant, one arrives after
rearrangement and with (9) in (8) at

-1
S; = kNi,o’ (10)
which is a hyperbola, the '"Wohler hyperbola",
in the s,N-plane [5]. Since (6) holds, one can
conclude that this hyperbola is a lower bound
for the modified Wohler curve, see Fig. 5.
Hence, one has the practically very important
result that the modified W8hler curve can only
be situated in a restricted domain of the s,N-
plane which is the hatched domain in Fig. 5.

Virgin Wohler curve

Modified Wohler curve

Wohler hyperbolo

Fig. 5 - Location of the modified WBhler curve
ON DETERMINING THE MODIFIED WOHLER CURVE

Assume, n lab tests, each one with n load
blocks, have been carried out. For test number
1, the fatigue life N(J), the load intensity S5
for block i, and frequencies 8(33 of cycles
with intensity sj in test numb&r j have been
reported. Then these quantities are supposed
t?_?e related by formula (4) if one sets
NG = NGS), Consequently, one has to expect

that
(j)‘l'l
- n 8.
() I =—| ,i=12..m, (11)
i=l Ni J

.y In (11), the Ni are not known, while the

Bi.‘,ﬁre given by the load history, and the
£(3) have heen determined experimentally,

Hence, one may solve the set of equations (11)
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for the unknown N;. In this way, one obtains
the abscissae of points on the modified Wohler
curve. The corresponding ordinates s; are
also known by virtue of the load history.

Thus, one can plot n points of the modified
Wohler curve. As a result, one has an approxi-
mation to this curve.

The question arises what the significance
of the approximation following from a single
set of tests would be. The answer is, that it
is very high. The reason for that is that the
interaction effect between load blocks, which
causes the modified Whler curve to emerge, is
fairly invariant with respect to the triggering
compressive load level and its frequency. Take
a certain load history. Consider the loading
block of highest intensity. Since the load is
assumed to be cyclic, this block involves
compressive peaks. 1f the intensity of these
compressive peaks is beyond a certain threshold.
the "crack closing effect'" occurs, and if the
frequency of these compressive peaks is again
beyond a certain threshold, this effect is con-
stantly upheld., Thus, for this loading history,
as for any other satisfying these minimal
requirements, the same modified Wshler curve
applies. As a consequence, it is up to a large
degree immaterial which specific set of tests
one uses to determine points on the modified
Wohler curve, This fact explains the relative-
ly high significance of that single sample of
the modified curve as obtained by means of one
application of (11).

However, the following remarks have to be
made in addition: for a derivation of the modi-
fied W8hler curve through (11), no test data
should be used which involve s; values close to
the endurance limit of the virgin Wohler curve.
Also test data should be chosen that specific-
ally involve such 8{J) values which yield a
coefficient determifiant of (11) suitable to
make the calculation of the Nj values as in-
sensitive as possible to the experimental in-
accuracies involved in the test data. How
this can be donc has been discussed in [6].

Let now an example for determining the
modified Wohler curve be given. Consider the
test data in Tahle 1.

Using the values in Table 1 for the equa-
tions in (11) yields

" T

o] 2
0.02 0:0- . 0:96 - 57,338,
LNy N, N3
0.5 0.1 0.6 ]!
== e e =2 | = 13,507,
L M N2 N3
- " N -1
0.02 o:3 ) 0:68 . 20,789,
LNy N2 N3 |

The solutions of these equations are

Ny = 4,551, N, = 8,467, Ny = 90,361, (i2)



TABLE 1
Test data 1-3

@0 Experimentally
Test Strain Peaks € =5 Frequencies SiJ Observed Life
§ ()
j=1| s;=0.6, s; =0.4, s3=0.2 |8{Y = 0.02, 8§V = 0.62, 8§V = 0.96 [§V - 57,338
5=2| s1=06, s5=0.4, s3=0.2 |82 =0.3, 82 =0.1, 82 =06 [§? = 13,507
j=2| s1=0.6, sp=0.4, s5=0.2 8¢ =0.02, 88 = 0.3, 85 =0.68 |5 - 20,789

Combining these ﬁi values with the correspond-
ing s; = ¢4 values yields the following points
P; = (s;,N;) on the modified Wohler curve:

Py = (0.6;4,551), P, = (0.4;8,467),
Py = (0.2;90,391).

These points are used to draw the modified
curve, in comparison to the virgin curve, in
Fig. 6.

4551 f - —————

8467 ——-———-
15104 """~k

9036l —————

Mbodified Wohler curve

N

Fig. 6 - Comparison of modified Wdhler curve
with virgin Kohler curve

It should be noted that point P} must actu-
ally lie on the virgin Woéhler curve (as it
fairly well does), since the cycle with the
highest intensity, i.e. s; = 0.6, cannot have a
damage increasing effect on itself. 1f point P,
should turn out not to lie on the virgin curve
owing to always present inaccuracies in the
experimental data, one should drop the calcula-
ted point P; and replace it by that point on the
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virgin Wdhler curve which corresponds te
S) €1 = 0.6.

The modified WBhler curve will subsequent-
1y be used to show that for some other tests,
the experimentally obtained fatigue life N can
fairly accurately be predicted as N from
equation (4).

EXPERIMENTAL VERIFICATION OF THE MODIFIED
WOHLER CURVE'S RELEVANCE

Consider Table 2. Since the s; values are
here the same as those in tests nos., 1, 2 and 3,
the Nj values given in (12) can be used for a
calculatiop of N(¥) by means of (4). The also
needed si“ values can be found in Table 2.
Thus, one has

0.636]
90,391

q@) _ [o.182 o0.182
7,551 @ 8,467

and obtains

£ 2 14,359

for fatigue life prediction. This value com-
pares well with the experimentally obtained
value N(¥) = 15,074, The conservative pre-
diction error is only

(15,074-14,599)100
15,074

This result apparently indicates that equation
(4) together with the Ni-values from the modi-
fied W8hler curve works well indeed.

= 3.15%.

To support this assertior, let now a set
of.tests be considered for which not only the
gt} values but also the values 85 have been
varied.

Let the new s. = e. values be

i i
sy = 0.5, s, = 0.3, s3 = 0.2, (13)
The corresponding ﬁi-values are read off the

previcusly determined modified Wshler curve as
shown in Fig. 7 yielding the set of values -

.~
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TABLE 2
Test data 4

Test Strain Peaks s, Ze

(3 Experimental

Frequencies Bi Life

j =4 Sy = 0.6, S2

n

0.4, s3=0.2 |8 =o0.182, 88 = 0.182, 8{*) = 0.63 |R(*) - 15,07

Ny = 6.5 x 103, N, = 2 x 10%,
Ny = 9.04 x 10%, (14)
a3
02 ;05
I f } 4444',‘
|
y k)
| : |
[
il
vt
L1y
3 1]
05x10°}—————= "L
1] i T—— l
4x10-——-—
404x 100~ Virgin W-curve
T —
Modiried W-curve

N'

Fig. 7 - ﬁi-values for tests A, B and C

Now let three tests, A, B, and C, be given
for which the 8;-values and the experimentally
determined N-values are reported in Table 3.

TABLE 3
Data for tests A, B, C

”
Test A B C

B, 0.02 [ 0.3 0.02 |

Ba 0.02 0.1 0.3 |

1

B4 0.96 0.6 0.68

i
N 80,876 17,729 I 41,695 ,
exp. :

Using the data in this table and the Nj-values

in (14), one obtains by virtue of (4) the

fatigue life predictions

~ i -1

N [_0.02 002 0.9 ]
0.65¢10°  2x10%  9.04x10%]

= 68,027,
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» -1
O [ 0.3__, 01 __o0.6 7-'_ 17,349,
0.65x103  2x10*  9.04x10%)

a -1
RO [ 002 . 0.3 ., 0.68 ] 39,062.
6 u

5x103 2x10%  9.04x10
Comparing these predictions with the experiment-

ally obtained values in Table 3, one finds the
following errors

A _ (80,876-68,077)100

e = 80 876 = 15.9%
B _ (17,729-17,349)100 _

e = 17,725 = 2.13%
C _ (41,695-39,062)100 _ o

I a1,695 = 6.5%

These errors indicate that the predictions are
on the safe side and sufficiently accurate.

In order to stress the latter point, let
the fatigue life be predicted for test A using
the classical formula (1). From Fig. 7 one
obtains for

S) = 0.5, Sy = 0.3, S§3 = 0.2,

The N; values
Ny = 6.5 x 103, Np = 4 x 10%,
N3 = 4 x 105,

Thus, equation (1) yields

N

- -1
0.02_ 0,02 0.9 ] - 167, 308.
5

pred. g 5x103  ax10% 4«10

This value is to be compared with Nexp-’ 80,876
yielding the crror

_ (80,876-167,308) 100
€= 80,876

The error indicates that the prediction by means
of (1) is on the unsufe side. Also the error is
rather large, 0.7) times larger than the error
e?, which had been calculated using the data
provided by (4). These findings stress the
relevance of (4) and of the -odified Wohler
curve which is the foundation of (4).

= -106.9%

Finally, let an extreme case he introduced.
It is a test which involves the sj-values

S = 0.4, S = 0.25, S3 = 0.1, (15)
and the Bi-values
By = 0,005, 83 = 0,003, 31 = .99, (16)



The remarkable fact is that s3 = 0.1 is below
the endurance limit of the virgin Wthler curve
and that the frequencies of the higher peak
loads, i.e. s; = 0.4 and s, = 0.25, are minimal,
namely B = 0.005, but still sufficient to
trigger the interaction effect, as will be seen.
Owing to the interaction effect, the damage
producing power of the cycles with s3 = 0.1
will be significantly increased, while,
according to the classical Miner's rule, i.e.
according to (1), these load cycles would not
at all contribute to fatigue damage.

From Fig. 8, the Nj- and the ﬁi-values are
read off as follows:

TABLE 4
Comparison of Wohler- and modified Wohler data

sy = 0.4 | Ny = 1.5 x 1o% | §; = 1.5 x 10%

sy = 0.25] N, = 1 x 10% N, = 4 x 10%

s3=0.1 |[Ny== Ny = 1 x 108
0. 025 04 o€

i
|
|
|
|
|
|
|
|

Ijﬂ&————-%

4
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Virgin W.curve

Modified W-curve

v

|

'
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Fig., 8 - s3 = 0.1 is below the endurance limit
of the virgin curve

Using (16) and the ﬁi-values of Table 4 in
(4) yields

R - =1
R {0.005 , 0.005 0.99 171 | 689,655,

1.5x10%  4x10%  1x106

The experimentally determined fatigue life for
this case was

N = 821,615, (17)
exp.

Hence, the prediction error following from
applying equation (4) is

_ (821,615-689,655)100 _
€= 821,625 =
and it is on the safe side.

16%

Let now the classical Miner's rule be used
for a prediction of fatigue life, i.e. let
equation (1) be applied. Then, one obtains

e [ 0.005 , 0.005 0.9
1

=1
?] = 2,631,579,
.5x10%  1x10% ®

Comparing this value with the experimental one
in (17), one finds the error to be

(821,615-2,631,579)100
e = =
821,615

This error is on the unsafe side and 13.75
times larger than the previous error related to
(4). This fact indicates clearly that equation
(4) is superior to the classical equation (1)
and that the modified Wohler curve, which leads
to (4), is indeed very relevant.

-220%

STOCHASTIC LOADING

Assume that the specimen, whose fatigue
life is to be predicted, is subjected to
stochastic loading. Let this loading be such
that i = 1,2,3..., classes of equally damaging
events characterized by means of the values sj
of a damage parameter s can be identified. Let
the occurrences of these classes in the load
history be given by the probabilities pj. Let
there exist a modified Wbhler curve which re-
lates the damage parameter values sj for the
Nj-values introduced earlier. It is then

claimed that
-1
P.
L (18)
E(Ni)

E(N) = [
i

vields the expected fatigue failure of the
specimen under the stochastic loading.

The derivation of (18) is as follows. Let
the subsequent considerations be based on two
axions: 1f f is a random quantity and E(f] its
expectation, then the relationships

E[?aifi] = zaiE[fi], a, = constants, 19)
i i

E[nfi] s H(E[fi]), wherz the fi are statistic-

L g ally independent (20)

hold true.

The damage for load block i with n; cycles
and with damage d; per cycle is

D, = nidi' (21)

The total damage D a specimen can take is con-
sidered to be a physical constant. Therefore,

D=N.d, forany i.
ii
Hence,
di = D/Ni' (23)
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Morover, by definition,

n; = PiN» (24)
where N is the fatigue life.

Obviously,

D= ini. (25)

i

Based on (19), one has by virtue of (25),

E(d) = ZE(Di). (26)

i

Based on (20), one has by virtue of (21),

E(D;) = E(n;)E(d,). @27
Using (27) in (26) yields

E(D) = ZE(ni)E(di). (28)

i

Yet, from (24) follows

E(ni) = piE(N). (29)
Using (29) in (28) yields

E(D) = E(N)[p;E(d;) (30)
and 1

E(d,)

1= E(N)gpi ETB%’ . (31)

Based on (20) and (22), one can claim that

Ew)=5m95m9 for any i. (32)
With (32) in (31) one finds

Py
1= E(N)E E(ﬁi) , (33)

which finally yields
-1
p.
E(N) = [? > ] .
i E(N;)J

That is (18) as had to be shown.

The conclusion is that fatigue life pre-
diction using the modified WBhler curve ccn-
cept is indeed possible also in the case cf
certain classes of stochastic loading, provid-
ed the probabilities p; of classes of damaging
events with the intensities sij are known. To
a certain extent, work done by El Menoufy,

H. H. E. Leipholz, and T. H. Topper in (3] is
in anticipation of this conclusion,
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Discussion

Mr. Zurnacian (Northrop Electronics Division):
Would you say this finding is applicable to a
broad class of engineering materials?

Mr. Leipholz: We have checked it for aluminum
and for steel,

Mr. Getline (General Dynamics): What was your
test specimen?

Mr. Leipholz: It was an unnotched specimen.

Mr. Getline: Was it polished?

Mr. Leipholz: Yes.

Mr, Getline: This is not the real world,
unfortunately.

Mr. Leipholz: Yes.

Mr., Getline: Miner's Rule applies, if and when
it does apply, only for that portion of the
curve that you showed. If you continue up to
the low frequency end, eventually you will
arrive at ultimate stress, and where the
sequence of stresses is not necessarily
important within the area that you showed. When
you get up to these high levels, where you get
an occasional stress that will take it to yield
or rupture, the whole thing breaks down.

Mr. Leipholz: Of course. However, that does
rot speak against the theory.

Mr. Getline: No, however, this actually

occurs. I did all the sonic fatigue work on the
Spece Shuttle mid-fuselage, and we ran into
these situations. Second, when you take a piece
of aluminum plate, with which I am mnstly
familiar, and when you sculpture it and mill it,
the fatigue properties change greatly. So, you
do not have the same properties to deal with
from one piece to another,

Mr. Leipholz: No. You see, if you talk about
fatigue as I did, but I assume that I am talking
to experts, 1% is quiie clear that any kind of
theory that you bring forward is for a specific
material, and for a specific way to process the
material. You do not have one theory for
everything.

Mr, Getline: When you deal with random loading,
rather than with block loading as you described,
you can consider the area under an S-N curve, a
fatigue curve representing the energy the piece
of structure can absorb during its useful

life. If you take the random loading, as the
energy you put into it, you can develop a curve
for that, wvhere that curve moves forward in time
until there is an intersection of the two curves
which will give you an equivalent to Miner's
Rule on an energy basis.

Mr. Leiphole: You can do it, or you can do it
in a different way by really calculating, for a

certain random loading, the kind of
probabilities that the various parts of that
random loading have. That gives you a very
precise prediction. However, if you compare the
theory with experiments, you must have well-
defined experiments. The theory is, of course,
only valid in the range that you define.

Mr. Galef (TRW): It would be very helpful to me
i1f you would clarify the differences between
your work and the work Freudenthal of Columbia
did back in 1960, and Fuller of Boeing did in
1962, It sounds very similar,

Mr. Leipholz: Yes, it sounds similar. I might
mention that 1 have had some correspondence with
Professor Leibowitz on 1it, who is from NYU. The
difference is indeed that we explain the
physical reasoning behind it while Freudenthal
came to the same conclusion; you must have a
modified curve. However, he based it on
statistical observations, so that is the
difference. We tried to explain why that is
from physical reasoning, so we can indeed
predict where the modified curve would lie
without carrying out 100,000 experiments.
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INTRODUCTION

CPTIMIZATION OF AEROSPACE STRUCTURES
SUBJECTED TO RANDOM VIBRATION AND FATIGUE CONSTRAINTS

V.K. Jha T.S. Sankar and R.B. Bhat
Concordia University

Montreal, ‘Quebec

Aerospace structures have to be designed with very strict reliability
requirements, at the same time these structures should be as light as
possible in weight to minimize the cost of launching into space. These
structures are often subjected to random excitations with power spectral
density varying in an arbitrary manner in the frequency domain. With the
2dvent of the space shuttle, it is likely that these structures may have
to be designed to withstand nany launches, and hence fatigue will be an
important factor along with other considerations while optimizing the
design. An approach for handling and incorporating fatigue design
constraints in optimizing aerospace structures has been presented in this
paper.

Miner's criterion of cumulative Facigue damage has been used to formulate
the fatigue constraint to ensure that the total expected fatigue damage
over the required period of fatigue life does not exceed unity. The
fatigue constraint 1is wused in conjunction with other probabilistic
constraints such as those on displacements, stresses and on component
sizes, when subjected to random vibration loads, to arrive at an optimum
design. An optimum design of a typica: satellite antenna structure has
been realized using the proposed approach of handiing fatigue constraints.

structures 1s presented {in this

Aerospace structures have to be designed
with very strict reliability requirements
while their weight is kept to a minimum.
They are subjected to random excitations dur-
ing launch and the atmospheric part of their
flight. Hence, their design must take the
random nature of the responses into consider-
ation. With the advent of the space shuttle,
it is likely that these structures may have

Miner's criterion [4] of cumulative damage has
been used to formulate the fatigue constraint,
and the sturcture {s designed to ensure that
the total expected fatigue damage over the
service life does not exceed unity. The
fatigue constraint is used in conjunction with
other probabilistic constraints such as those
cn displacements, stresses and on component
sizes, when subjected to random vibration
loads. The design of a typical satellite

to be designed to withstand many launches
ond consequently, " fatigue w11 ‘e an NS Pere s stned il
important consideration in optimizing the e

design.

An analytical technique to calculate
the response of satellite antenna structures
when subjected to random excitations during
launch has been presented by Jha et al {1].
A method of optimizing these structures with
probabilistic constraints was also presented
by the same authors {2]. They followed an
approach to synthesize structural analysis
and optimization procedures that was proposed
by Sobieski and Bhat (3] for the optimum
design of structures.

An approach for incorporating fatigue
design constraints fin optimizing aerospace
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DESCRIPTION OF AN ANTENNA SYSTEM

A satellite antenna structure is general-
1y a circular dish, having the form of a para-
boloid. The antenna serves the primary
function of receiving and transmitting the
communication signals reaching the spacecraft.
The antenna {s an integral part of the commun-
icatisns subsystem of any satellite. The
struc’ural survival of an antenna is of utmos®
importance for the successful operation of any
satellite. A schematic of an antenna struc-
ture is shown in Figure 1.
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OPTIMIZATION WITH PROBABILISTIC CONSTRAINTS

When a structure is subjected to random
loading, the response is also random. Hence,
any constraints applied on these response
quantities must be probabilistic. Structural
optimization with probabilistic constraints
can be stated as following:

Minimize W(X)
Subject to
P(GJ(X) < Gy spec) » Pj, j=1, NCON (1)

where W(X) is the weight of the structure and
P denotes the probability distribution.

The constraints specified in the
inequality (1) imply that the probability that
G;{X), which represents a parameter like
stress or displacc.aent, is less than or equal
to a specified value G; is greater than or
equal to a probability™P;. Here NCON is the
number of such constraints in the problem.
Constraint (1) could also be expressed in an
integral form as:

stpec
_l fj [GJ(X)] dfj > Pj {2)

where f [GJ(X)] is the probabflity density
funct:ionJ of " the parameter Gj(x).

Since the excitations on the structure
have been assumed to be Gaussian and the
structure is taken to be a linear system, the
response parameters defining the constraints
GJ(X) are also by definition Gaussian. Let
Gy(X) be the first moment or the mean value of
tl‘e parameter {GJ(X)}. Further, let Gy be the
second moment or* the standard deviatiol‘ of the
parameter G;(X). For the required limiting
probability"P;, and the specified constraint
value GJ ec N Gy, tables for the unit normal
variate s'fvg a value of

stgec - sj(x)
964
corresponding to the probability level P. Let
this value be denoted by n;. The condition
stated through the probabilistic constraint of
equation (2) can ‘hen also be satisfied by the

adjoint deterministic constraint stated by the
inequality expression.

G]sgego = 6 n (3)
3

Since the excitation 1is taken as a
centered random process with zero mean, the
mean value of Gy(X) 1s zero, and G4 will
become equal to the root mean square vdlue of
the parameter {GJ(X)}. Hence equation (3) may
be expressed as
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Sispec g (4)

Gj s

The value of n; will vary depending upon the
acceptable probability level P; specified on
the constraint. The value of nj is equal to 1
if PJ is equal to 0.65, 2 if P;"is equal to
0.95"and 3 if P;is equal to 0.9927. The
selection of tﬂe probability level P; will be
different for different situations ana applic-
ations. Its value depends upon the risks
involved if the structure fails, f.e. the
risks 1involving cost, human 1ife, health
hazard, etc. With the variation in the
specified probability 1level, the optimum
solution for a structure will change. In
general, a high reliability impositfon in the
probability will result in a heavier struc-
ture. A value of n; equal to 2 has been
chosen 1in designing '{he satellite antenna
structure.

DESIGN REQUIREMENTS FOR THE ANTENNA STRUCTURE

Design requirements for the spacecraft
antenna structures 1include requirements on
trequency, displacement, structural integrity,
size and shape and manufacturability of the
antenna.

The design requirements are:

i) The first natural frequency of the
antenna structure should be greater than
15 Hz.

i) The marimum displacement of any point on
the an‘enna structure should not exceed
2.54 » 10-2m, when subjected to the
random vibrations as shown in Fig. 2.
The confidence lavel associated with
;his requirement should be at least
5%.

i11) The maximum stress in any element of the
antenna structure should not exceed 1.38
x 108Nm~2, when the structure fs
subjected to the random vibrational
loading specified in Fig. 2.

fv)  Minimum thickness of any section must be
5.0 x 10-“m. This requirement is based
upon the manufacturability
requirements.

v)  Fatigue faflure must not occur for at
least 36000 sec.

The above requirements reflect the general
nature of the requirements imposed on the
antenna design in the aerospace industry, at
present.

OESCRIPTION OF THE FINITE ELEMENT MODEL

The finite element mathematical model of
the antenna structure is presented in Fig. 3.
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The model consists of 33 nodes connected with
24 plate elements and 24 beam elements. Out
of the 33 nodes, 32 nodes have six degrees of
freedom, and the central node {s fixed
representing tne boundary conditions for the
structure. The total number of degrees of
freedom of the system used in the present
analysis is 192. The size of the elements
near the base has been kept smaller in
comparison to the elements on the outer edges
of the structure. The finer division near the
base has been done because the most critical
stresses are expected near the base since the
smaller element size would ensure greater
accuracy in the estimate of stresses in the
plate elements. The coordinate system used
for the analysis 1s shown in Fig. 3. The
excitation axis of the structure has been
taken as the z axis. This 1s the direction in
which the most damaging excitations are
experienced by the antenna structure.

FORMULATION OF THE DESIGN PROBLEM FOR
OPTIMIZATION

The purpose of the optimization 1s to
design an antenna with minimum possible weight
and yet capable of meeting all the {imposed
design requirements. Hence, for the
optimization, the particulars are:

The objective function is the weight of
the structure and is specified in the form
f(X), where X is the vector of design
parameters.

The four parameters, describing the
antenna design selected for optimization and
shown in Fig. 4 are stated below:

2) The thickness of the dish;

b} The height of the ribs at the back of
the dish;

c) The width of the ribs; and

d) The thickness of the ribs.

The thickness of the dish and the height of
the ribs are assumed to be linearly decreasing
from the central support of the dish to the
outer edge, and the slope parameter defining
the thickness and the heights at vartous
locations are to be optimized.

The variables for optimfzation, thus, are:

X;, the slope defining thickness of the
plate;

Xy, the slope defining the height of the
ribs;

X3, the width of the ribs; and
X, the thickness of the rib section.
The constraints on the optimization, which

reflect all the design requirements are as
follows:

The De: «rministic Constraints

1. Natural frequency » 15 Hz.

2. 0.002 radfans < X; < 0.05 radians.
3. 0.02 radians < x, < 0.05 radians.
4. 7.6 x 10-%m < x5 <2.54m

5. 5.0 x 10-"m < x, < 0.254 m

The Probabilistic Constraints

1. PgMaximum displacement < 2.54 x 10-2m >
95%

2. P[Maximum stress in ribs < 1.38 x 108 Nm-2
» 952

3. P[Maximum stress in dish surface < 2.38 x
108 Ym-2 > 95%

-4, Expected cumulative damage in 36000 sec <

Thus the problem 1is now fully defined for
carrying out an optimal design using the
procedure established earlier [21

Optimum Design of the Antenna without
Fatigue Constraints:

The design scheme of [2] was used for
optimization.

The initial values of the design vari-
ables were chosen by using the standard beam
formulae to satisfy the stress displacement
constraints. This was done to choose realist-
ic and meaningful starting values. The weight
saving thus obtained then becomes quite mean-
ingful.

The Initial Design Parameters:

The parameters describing the f{initial
design of the antenna are given by the follow-
ing:

x; = .004 radians

x; ® .05 radians

Xy = 1.27 x 10-2m

X * 1.30 x 10-3m

Weight of the structure = 8.9 kg

First natural frequency = 8.4 Hz

Maximum RMS displacement = 1.2 x 10-2m

Maximum RMS stress = 8.11 x 107 Nm-2

Initial analysis also indicates that the

starting design does not satisfy the frequency
and stress constraints.




The Final Design of the Antenna:

After the completion of the automated
optimum design performed . by employing the
Computer-Aided Design Procedure a feasible
design realizing a weight less than the
initial in-feasible design is obtained. The
design history of the optimization cycle fis
shown in Fig. 5.

The final optimum design is obtained as
follows:

x; = 0.02 radians
0.08 radians

Xy = 1.72 x 10-2m

X2

X, = 7.6 x 10~"m

Objective function = 5.08 kg

First natural frequency = 15.06 Hz
Maximum RMS displacement = 4 x 10~m

Maximum RMS stress = 5.69 x 107 Nm=2

FORMULATION OF THE FATIGUE CONSTRAINTS

The failure criterion used in modelling
the fatigue constraint is based upon the hypo-
thesis proposed by Miner [4] and Palmgren TS].
This is a simple deterministic criterion and
has been considered appropriate in formulating
the fatigue coastraint in many structural
dynamic problems. Here it {s assumed that
each cycle of the random stress response
inflicts an incrementa! damage which depends
upon the peak amplitude of the excursion.
tEach succeeding cycle inflicts additional
damage and the failure occurs when the total
damage reaches one hundred percent.

To quantatively establish the fatigue
strength for a specific material, a large
number of identical samples are to be tested
with varying stress amplitudes. The results
of such tests when plotted define the S-N
(stress vs number of cycles to failure) curve
or the fatigue curve for the material. A
typfca: S-N curve is shown in Figure 5. The
fixed stress amplitude is S, the number of
cycles until failure occurs at stress S is N.
For many materials, the curve is well
approximated by a straight line when log S is
plotted against log N, that is, S-N curve may
be approximated by the equation,

(5)
dependent

NSP=c

where b and ¢ material

constants.

are

According to Palmgren-Miner hypothesis,
when n cycles of stress amplitude S have been
experienced, the material has used up a frac-
tion of its fatigue 1ife equal to n/N, where N

196

is the number of cycles at which failure
occurs under uniform stress amplitude S, as
indicated by the S-N curve. Thus, if the
material experiences n; cycles of stress
amplitude S; for i = 1,2,...M, the total
cumulative damage is given by

M

According to Palmgren-Miner hypothesis
the material will undergo a fatigue failure
when the total cumulative damage D, reaches
unity. Palmgren-Miner hypothesis imposes no
restrictions regarding the order of applic-
ation of various stress levels, and {is thus
applicable to random 17ading processes in

which the stress may vary from onz cycle to
another.

In order to use the Miner's criterion in
formulating the fatigue constraint, it s to
be assumed that the response of the structure
may be considered as a narrow band process.
The validity of this assumption will be later
checked before applying the fatigue
con<traint. Let fo be the expected frequency
of the narrow band response in cycles/sec and
T be the time in seconds for which the struc-
ture has to withstand the fatigue environment.
Then the expected number of stress cycles in
time T will be given as ol

Let pla) be the probability density of
stress peaks. Expected number of cycles with
peak stress varying from a to a+da s
pla).da.f,.T. Let N(a) be the number of
cycles at which failure will occur for a
co -tant amplitude stress of ‘'a'. Then
according to the Miner's criterion, the
accumulated damage for cycles in the range of
*a’ and 'a+da' is

ﬁ%%} = f,T pla).da/N(a) (n
The total expected damage E[D(t)] is given by

E[D(t)] = f,t Of.gg} da

If the response is assumed to be a Gaussian
stationary random process, then the peaks have
a Rayleigh distribution, given by

(8)

pla) = :53 exp(-a2/2 g y?) (9)

where o, 1s the RMS response of the stress.
Substitd&ing Eqs. (5) and (9) in Eq. (8B)

fT ®
E[n(t)) = 0 bl exp(-a2/2 a,2)
{o(t)) E?;T OJ 2°"" exp(-a%/2 a,?)da

f 7
s (v2qr1+b/2) (D)
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The condition for failure may be stated as

£t
4gu2$Wr(1+wﬂ>l (11)

Thus fatigue constraint specifying that the
structure should not fail for T seconds {s:

f.T
L (2qri+o2) <1 (12)
FREQUENCY RESPONSE ANALYSIS

The fatigue constraint developed in Eq.
{12) can now be used together with other
design constraints to arrive at an optimum
weight structure which will satisfy all the
design constraints including fatigue. In the
process of deriving the fatigue corstraint, it
was assumed that the response of the antenna
structure is a narrow band random process.
Before using the fatigue constraint given in
£q. (12), this assumption regardig the narrow
band response is to be verified. The
frequency response of a multi-degree of
freedom system subjected to harmonic
excitations is given by [6].

n T o
Y. = ¢ r XJ_QL
i rs] OZI’ Mr”rz [ {1-@/0\,)2}24\ :2‘»2/%2]&

{13)

where:
Y4 i5 the peak displacement,

T, 1s the participation factor for the
rth mode,

M. is the generalized mass for the rth
mode,

¢ is the structural damping,

X is the peak acceleration of the
excitation,

w fs the rth natural frequency for the
system, and

w is the frequency of excitation in
rad/sec.

The frequency response computation was
carried cut in the present context using the
SPAR finite element program [7]. Additiona)
software was generated to enable SPAR to
compute the frequency rasponse. A plot of the
frequency response is shown in Fig. 6. As can
be seen from this figure, the response of the
antenna i & narrow band process and the
predominant natural frequency of the structure
is 22.5 Hz. Thus, the fatigue constraint
developed as per Eq. (12) can be justifiably
used for the antenna structure,
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Optimum Design of the Antenna with Fatigue
Cornistraint:

The satellite antenna structure optimized
before without the Tatigue constraint is now
considered to include the fatigue constraint.
The initial values chosen for the design
parameters are the same as the optimum design
parameters calculated before without the
fatigue constraint. The initial values of the
design parameters have been chosen in this
wanner to clearly bring out the effect upon
the optimized weight of the structure due to
inclusion of the fatigue constraint. All the
other constraints imposed on the design
without the fatigue cnnstraint have been
retained. The fatigue constraint as develcped
in Eq. (12) 1is included. The expected
cumulative damage in 36000 sec. is constrained
to be less than unity.

Including the fatigue constraint, the
following optimum solution is arrived at:

Minimum weight = 12.3 1b (5.6 kg)
First natural frequency = 17.6 Hz

Maximum RMS displacement = 0,004"
{0.010 cm)

Maximum RMS stress = 512 psi(37.2 kg/cm?)
Design variables x;, = 0.002 radians
X, = 0.089 radians
Xy = 0.629" (1.597 cm)
X, = 0.032" (0.018 cm)

The final analysis for the minimum weight
design of the antenna {ncluding the fatigue
constraint {s automatically produced by the
software package developed. The change in the
weight of the antenna structure and also the
change in the values of the design parameters
during various iterations are plotted in Fig.
7. The weight of the antenna continuously
increases through varfous iterations. This is
due to the fact that the starting design here
was the optimum design without the fatigue
constraints and to satisfy the fatigue
constraint the structure must be made stronger
in comparison to the previous optimum design
that was achieved without the fatigue
constraints. The design variables x, to x,
show very little change in their values
because the starting values correspond to the
optimum design wiothout fatigue constraints
and hence there is very little room for change
in their values.

DISCUSSICHS AND CONCLUSIONS
The minimum weight of the antenna

structure considering the fatigue constraint
1s 12.3 b (5.59 kg) as compared to the
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minimum weight of 11.2 1b (5.09 kg) for the
structure without the fatigue constraint.
Thus an increase of 9.8 percent in weight is
the penalty for including the fatigue
constraint. The weight of the structure will
also depend upon the time 1imits for the
fatigue environment. The weight of the
structure will increase with the increase in
duration of the fatigue environment. At
present, fatigue normally does not enter into
the design requirement for spacecraft
structures because the loads are applied only
for a very short duration. However, with the
advent of the space shuttle it is very likely
that some structures will have to undergo
loads for more than one launch, and then
fatigue will become an important design
requirement. Thus the proposed system of
designing spacecraft structure can be used for
designing structure to include fatigue
requirements.
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EVALUATION OF VIBRATION SPECIFICATIONS FOR
STATIC AND DYNAMIC MATERIAL ALLOWABLES

S. P. Bhatia and J. H. Schmidt
Northrop Corporation, Electronics Division
y Hawthorne, California

SUMMARY

A technique was developed previously to correlate sine, shock and random speci-
fications for selecting the highest load or acceleration producing environment for
comparison with the statie (yield or ultimate) materiel allowables. The proposed
method in this paper extends the above technique so that it not only allows for the
direct comparison between sine, shock and random environments using a static
{yield) allowable, but also makes this comparison more comprehensive by account-

ing for fatigue producing environments and the corresponding lower dynamic
{fatigue) material allowables. The concept of "equivalent stress" for random
vibrations is introduced. The proposed technique allows for a quick and an aceu-
rate assessment of the worst vibration environment using both the static and
dynamic allowables, helps selection of uiternate materials and provides the direc-
tion that detailed structural analysis must proceed.

INTRODUCTION

Whe:. a structural design is required to meet
different vibration environments, it is common not to
determine the worst environment, nor to include the
effect of these environments on the selection of dif-
ferent materials. In most cases, designs are analyzed
in detail for each one of the above environments
based on finite element or other methods. After
completing this detailed analysis, the structure is
either considered catisfactory or modifications are
made to the design and/or materials based on each
one o! these environments. This is a time consuming
and uneconomical procedure for structural analysis.
1t is more desirable to compare all the environnents
to salect the worst one prior to proceeding with the
detailed analyses.

<he method proposed in this paper provides the
engineer with a quick, yet accurate and comprehen-
sive approach io assess different environments that
are modified to allow a direct comparison of these on
the basis of a common static {yield or ultimate)
material allowable. The fatigue producing sine and
random environments are adjusted to a common basis
with the shock environment so that the effect of
static as well as dynammic material allowables is taken
into account. This technique also allows evaluation
of different materials depending upon the severity of
each one of the various environments, whether these
are controlled by static or dynamic material allow-
ables. For random vibration environment, the con-
cept of equivalent stress is presented so that this
single stress is sufficient to allow comparison of this
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environment with other environments. This concept
also called "reduced stress” was proposed by Harris
and Crede (Ref. 1). However, the calculations based
on this stress do not result in an accurate damage
assessment. The proposed method overcomes this
difficulty by accurately taking into account the
cumulative damage caused by random vibration
environment on the basis of the equivalent stress.

GENERAL APPROACH

As presented in Ref. 2, the vibration environ-
ments of sine, shock and random can be directly
related and compared to assess the severity of one
environment versus another. However, this evalua-
tion is limited to one of comparing the different
environments on the basis of accaleration, load or
stress in relation to a static (yield or ultimate)
material allowsble.

In order to be moee comprehensive for evalua-
tion of different vibration environments, the possibil-
ity exists that a sine or random environment of fairly
long duration may be the most severe based upon the
detailed fatigue analysis. Using the technique
described in Ref. ? sine, shock, and random vibration
environments cen be “raphically displayed and thus
evaluated as showp i1: T xure 1. This environment
comparison does not iiciuie any consideration for
fatigue. As will be shown, the sine and random envi-
ronments cen be modified to include the effect of
lower dynamic material allowables t« sed on the
fatigue limits.
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Figure 1. Combined response plots based on
static allowable only

The curve for random environment in Figure 1
was based on the definition that 3¢ (three sigma)
stress levels produce limit loads or stresses that will
compare directly to static (yield) material allow~
ables. This does not take into account the fatigue
producing characteristic of the random environment.
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In order to produce a modified random curve, it is
necessary to determine a single stress level that
directly reflects consideration for fatigue.

Moreover, the dynamic material allowables rather
than static material allowables need to be considered
for random as well as sine environments which are
applied for a specified duration. Three distinet
regions of a fatigue S-N curve, as shown in Figure 2,
must be addressed as follows:

1)  Region A represents a sine or random environ-
ment that is of sufficiently short duration so
that a comparison to static (yield) material
allowable is applicable. This reverts to the
previous method of Ref. 2. The results of this
comparison are thus the same as those shown in
Figure 1.

2)  Region B represents a sine or random environ-
ment that is of sufficiently long duration to
produce enough cycles at any frequency (1x10
eyeles or greater) so that comparison with
dynamiec (endurance) material allowable, Sg is

required. This case requires only slight modifi-
cations. The sine and random curves need to be
multiplied by the factor, Kl, defined below

based on yield allowable:
K, =Sy w
5

where SY = yield allowable, and

SE = endurance allowable,

Sy = TENSILE ALLOWABLE, OR
Sy = YIELD ALLOWABLE

Sg = ENDURANCE
ALLOWABLE

REGION
8

e e e

LOGN

Pigure 2. A typical S-N curve




3)  Region Cis the difficult region and its solution
is discussed further in this paper. This region is
linearized on a log-log nlat by best fitting the
following equation using least squares or other
methods to the S-N material data points so that

K .
N = ( 5\ @
s
Equation (2) can also be written as
= - L
log§ = log§, -~ ¢ (log N) 3)
where S = stress level,
N = number ~{ allowable cyeles at

stress level S,

s1 = hypothetical stress level to cause
. fatigue failure at one cycle, and

Ka = a material property defined as the
inverse of slope of the S-N curve
on a log-log scale as shown in
Figure 2.

By utilizing Miner's rule for fatigue damege,

D= £ Mo )
=1 | NG,

= cumulative fatigue damage,
normally set at 1.0 but can be
quite different depending upon the
material, load sequence and other
factors (Ref. 3). The results of
this method are not affected by a
particular value of D,

where D

m = maximum limit of i in s‘, levels,

N = number of applied cycles at various
stress levels, s‘ o and

N(S") = number of allowable cycles at
stress levels, s‘, .
Postulating that for a given structure there
exists one equivalent stress level, sm. and
ocorresponding number of allowable cycles, N(SBQ)
that produce damage, DBQ' 80 that
Do * WTE 6]
BQ - NGy

Sinr~¢ the damage assessment is the same, i.e., DBQ
= D, equations (4) an) (5) yield,

m
n_ =%t Mo (Y]
RIEBQS i=l )NGB,)

If equation (3) is used to substitute N(SBQ) and N(S")
into equation (8), the result is
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m n
n io ™

—(_i_ Ko= Z) (ﬁ) Ka
SEQ Sicr

If a Gaussian distribution is assumed with m = 3(3¢
stress levels),

n,, = 0.683n (8
Ny, = 0.271n (9)
g, = 0.0433n (10)
By definition,
8y, = 25, (11)
s3<r = 3 81cr (12)
Substituting from equations (8) through (12) into
equations (7) and rearranging:
] 1/
2= =|0.683 + 0211205 + 0.0433(3)%° Ka (13)
1o

or sEQ = B8, (14)
Where SEQ is applicable in the region,
Sg < SEQ < Sy (15)

As can be seen from equation (13), p Jepends only
upon the material property Ka. The variation of §
with the material property Ko is shown in Figure 3.
pis slightly dependent upon the type of distribution
chosen, i.e., Gaussian or Rayleigh, but it is indepen-
dent of any other variable including the material
property sl. number of applied cycles n, and the

stress level sN . 1ts value is less than three for most

of the matarials. The relationship shown in equation
(14) is important, since this now allows the previous

based on static allowables to be extended
to include an evaluation of vibration environments
for fatigue as well.

PROCEDURE

In general, various components in a structure are
made from different meterials. To take into account
the mechenicel properties of these materials, the
following procedure is presented to .nodify Gifferent
vibration environments so that these are directly
comparsble.

(a) Compute the ratio K, =8y/S for all the

materials. The largest ratio will probably
be the worst case.

(b) Obtain Ko and 8 for all materials.

(c) Based on the test duration epecified, caleu-
late the number of applied cycles at various
frequencies &s follows,

n=sfxt (168)
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Pigure 3. Variation of multiplier g vs. k

where n = rumber of applied cycles,
f = frequency, He,

t = test duration, seconds. For sine
environment, it is the dwell
time at frequency f.

Obtein the fatigue allowable stress sF
corresponding to number of cycles, n from
equation (3) so that,

log8, = log8, - -Rl;- (iog n) an

Modify the sine environment by multiplying
with the factor Kz' where

8y
K? = g‘; (18)
Modify the random environment by multi-
plying with the factor l(3 defined by

Ky = B (s‘,/si,) as)
Using the factors K, and K s defined

above _.. equations (18) and (19) ior sine and
random environments, respectively, all the
envircnments are directly comparable on a

e>mmon statie (yield) material allowable
basis. The effect of lower dynamic (fatigue)
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material allowables is also taken into
account. The modified environments of
Figure 1 are plotted in Figure 4. 1t should
be noted that multiplication of the random
environment by 3¢ is no longer necessary.

(h) Factors K 4 2 K are introduced to

compare results obtained from this proce-
dure for random environment to those of the
previous method. If the random enviroi~
ment is of sufficient duration snd the
concent of the equivalent stress is not
known, it will be desirable to use the
endurance limit, SB’ in obtaining the

factor K ‘ defined below,

sY
K‘ = 3 (S-E-) (20)

It should be noted that three in equation
(20) is besed on 3¢. If the random
environment is compared with the static
(yield) matecial allowable without taking
intc account the effect of its fatigue
characteristics as reported in Ref. 2, the
multiplier KS basedon 3 levels is used,
where

Ks =3 (21)

B o smes- ata o 8 > -




ILLUSTRATIONS

To apply the technique proposed in this paper,
two different materials with the following properties
are considered. It should be noted that these
materials listed below in Table 1 are selected to
cover two extremes of the ratio Kl'

N,
ity - TABLE 1
g EXAMPLE A EXAMPLE B
g Material A1 7075 SAE 1018
& S MPa (ksi) " 365.5 (59) 275.9 (40)
Sg MPa (ksi) 89.7 (13) 237.9 (34.5)
K, = Sy/Sp 4.08 1.16

S. MPa (ksi) 1849.7 (268.2) 650.3 (94.3)

1
Ke 5.72 15.12
FREQUENCY (Hz) P _1.890 2.440
t (seconds) 1440 1440

Figure 4. Combined response plots modified

for static and dynamie ail:wables . .
To account for dynamic as well as static

material allowables, the test duration is evaluated at

Comparison of the various multipliers K, variou? natulrg(l) il‘eg\(;eé\:;e; ‘:ﬁmmm a ffzﬂ:~;tuency
range from o z, the various factors are
through K is discussed in the following salenlated as shown in Table 2.
illustrations.
TABLE 2

CALCULATION OF THE VARIOUS FACTORS

Allowable Fatigue Stress, 8
i K, K K
Number 2 3 4

Prequency, { of Applied Example A Example B |For Example|For Example | For Example

(He) Cycles, n MPa(ksi) MPa(ks:) A B A B A B
100 1.44)(105 231.7 (33.6) | 296.6 (43.0)]1.58 1.00( 2.99 2.44| 12.24 3.48
500 7.20)(10s 175.2 (25.4) | 268.2 (38.6)]2.09 1.04] 3.95 2.54| 12.24 3.48
1000 l.“)(ll.\s 155.2 (22.5) | 254.5 (36.9)]2.36 1.08| 4.46 2.64] 12.24 3.48
2000 2.!!!!)(108 137.2 (19.9) | 243.4 (35.3)|2.68 1.13| 5.03 2.76| 12.24 3.48
10,000 1.44X107 103.4 (15.0) | 218.6 (31.7)!3.53 1.18| 6.87 2.83] i2.24 3.48

1
K, is allowed to vary between one and K, so that Sp <S8, <8y.
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The sine response acceleration is multiplied by
the factor K2 so that it can be compared with the
shock response spectra. It should be noted that K, is
kept between 1.0 and Kl to ensure that SF is within
SE and SY. Furthermore, the random vibration
response is multiplied by K3 based on the concept of
the equivalent stress, SEQ’ which results in the same

cumulative damage as the full spectrum of random
vibration environment. All three response spectra
are plotted in Figures 5 ~nd 6. The environments are
directly comparable since these have been modified
for comparison with the static (yield) material allow-
able. The worst environment is predicted to be
random for material A and shock for material B.
Trus material A is found to be dynamie (fatigue)
critical and material B is judged to be static (yield)
critical. The particular environments should be
evaluated for further deteiled analysis of these
materials. The values of multiplier K 4 8re also listed

in Table 2. Comparison of the random environment
based on K3, K4 and K5 for materials A and B is

shown in Figures 7 and 8 respectively. These dia~-
grams illustrate that the equivalent stress modifies
the random vibration environment to the appropriate
levels for material A as well as B without imposing
unnecessary severity or too little increase for com-

RESPONSE

RANDOM

N,
N
’.' C\.
0 LN
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Figure 6. Combined response plots for

parison with the sine and shock environments. material B
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Figure 5. Combined response plots for
material A
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Figure 7. Random vibration response plots for
material A modified by different factors




RESPONSE

K, {ENDURANCE)
Ks (STATIC ONLY)
K, (EQUIVALENT STRESS)
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Figure 8. Random vibration response plots for
material B modified by different factors

CONCLUSIONS

The method proposed modifies the fatigue
preducing sine and random environments and takes
into aecount the dynamic material allowables. The
concept of equivalent stress provides means to
reduce random vibration speetrum to a single stress
level with equivalent damage so that comparison with
the dynamie material allowable is possible. Direct
comparison of sine, shock and random environment ¢n
the basis of a common static (yield or ultimate)
material allowable is obtained to select only one
worst environment for further detailed structural
analysis. This is expected to make the analytical
evaluation of structures more economical and more
comprehensive.
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Discussion

Mr. Galef (TRW): For reasons that were brought

out in Professor leipholz’s paper, there is

really no region B, or endurance limit region,
except for sinusoidal stress. To clarify that,
the occasional 3 sigma, 4 sigma, or 5 sigma
limits (by the way, we will have to learn to
start multiplying by numbers other thza three;
there is no particular reason for always talking
about 3 sigma limits), the occasional high cycle
will start a crack that will continue to
propagate at the stresses well below the
endurance limit. This has to be considered.

Mr. Bhatia: Yes, you are right. In this

procedure we have simplified the S-N curve.
However, the method will be applicable if there
is no endurance limit. You just drop the line
all the way.

Mr. DeLeon (ITT Gilfillan): Where did you get

the dynamic material properties?

Mr. Bhatia: We got some from MIL Handbook 5D,

and there are aerospace material handbooks

available which have some of these properties.
In some cases we also had to contact the
supplier,
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SUPERSONIC FLOW INCUCED CAVITY ACOUSTICS

Leonard L. Shaw

Wright-Patterson Air Force Base
Dayton, Ohio

A wind tunnel test was performed on a cavity model with
variable length and depth. It was tested at three super-
sonic Mach numbers of 1.5, 2.16 and 2.86. Four unit
Reynolds numbers, 1.0, 2.C¢, 3.0, 4.0 million were tested.
The model was tested at two angles of attack and two yaw
angles. Two cavity widths were tested. Acoustic data
were obtained for almost all combinations of the test
parameters. Strong acoustic resonance was obtained for
many of the configurations and all three Mach numbers.
Levels as high as 165 dB were measured. Reynolds number
was shown to strongly affect excitation of specific
resonant modes. Angle of attack affected the levels as
well as yaw. . An important result of the effort is the
affect of model scale. It was shown that by changing the
cavity size, but keepiry all other parameters equal,
change in the flow induced acoustic levels as large as 20
dB can occur, The purpose of this paper is to document
as much of the acoustic data as possible so that the data
trends will be available for the user.

INTRODUCTION

Aircraft weapons bays exposed to
free stream flow may experience an
intense aeroacoustic environment in
and around the bay. Experience has
taught that the intensity of this en-
vironment can be severe enough to re-
sult in damage to a store or its in-
ternal eaquipment, or to the structure
of the weapons by itself. To assure
that a store and the sensitive inter-
nal equipment can withstand this haz-
ardous environment and successfully
complete its mission, they must be
qualified to the most severe sound
pressure levels anticipated for the
mission. If the qualification test
levels are too high, the store and its
internal equipment will be overdesigned
resulting in unnecessary cost and pos-
sible performance penalities. If the
levels are below the in-flight levels,
the store or its internal equipment
may catastrophically fail during per-
formance of the mission. Thus, it is
desirable that the expected levels in
weapon bays be accurately predicted.

A large number of research efforts
have been directed toward understanding
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flow induced cavity oscillations. How-
ever, the phenomenon is still not ad-
equately understood to allow one to
predict the fluctuating pressure levels
for various configurations. This is
especially true at supersonic flow
speeds where only a small amount of
data are available. Only a few of the
many past studies present any super-
sonic data. Reference 1 presents
fluctuating pressure data for Mach
numbers up to 5 for various length-to-
depth (L/D) ratio cavitifes. It was
conclusively shown that the highest
levels occur for an L/D ratio near 2.0.
The fluctuating pressure levels pres-
ented in Reference 1, even the highest
ones, are much lower than data obtain-
ed more recently.

Supersonic data up to a Mach num-
ber of 3 are available in Reference 2
for three L/D ratios and two Reynolds
numbers., The most important result of
these data, relative to the current
study, is that the narrowband tone
generation was eliminated by increasing
the flow Reynolds number. By increas-
ing the unit Reynolds number from 0.3
million to 1.5 million completely

suppressed the narrowband tone. Thus,




the reason the fluctuating pressure
levels in Reference 1 are lower than
other data is believed to be due to a
high test Reynolds number. The actual
test Reynolds number was not given.

Additional supersonic data for
Mach numbers up to ¢ are presented in
Reference 3, These data showed that
narrowband tone amplification can occur
for higher Reynolds number at Mach
number 2. The tunnel unit Reynolds
number are given but the important value
is the local Reynolds number at the
cavity leading edge. This value de-
pends on the distance from the test
surface leading edge to the cavity
leading edge, unfortunately this
measurement is not always given.

Based on the above requirements
a joint program with the NASA Langley
Research Center, Supersonic Aero-
dynamics Branch was performed., Their
interest was mainly static pressure
distribution and boundary layer defi-
nition. They instrumented the model
with static pressure ports and used a
static pressure probe to study the
boundary layer, The Structural Vibra-
tion and Acoustics Branch instrumented
the model with microphones to fully
define the flow induced acoustics
environment in the cavities. The
acoustic data were recorded and r-Juced
by the Structural Vibration and Acous-
tics Branch while the static pressure
data were recorded by NASA., The wind
tunnel tests were performed at NASA
Langley Research Center in the UYnitary
Flow Facility in Building 1251, Since
almost three hundred different test
configurations/conditions were tested,
a voluminous amount of acoustic data
were obtained, Essentially all of the
data were published in Reference 6.
The purpose of this paper is to docu-
ment as much of the acoustic data as
possible so that data trends from
essentially all of the configuration/
conditions will be available to the
user. This is necessary since the flow
induced cavity acoustics levels in a
cavity have been shown to be very sen-
sitive to confiquration and flow con-
dition, thus making it almost impossi-
ble to generalize the results for many
configurations.

DESCRIPTION OF THE WIND TUNNEL MODEL
AND INSTRUMENTATION

The model consisted of an open
rectangular cavity installed in a aero-
dynamically shaped body. The body was
agrodynamically shaped to eliminate
shock wave interactions between the
wind tunnel walls and the model. Figure
1 shows a side view of the model and
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Figure 2 shows a front view. The
cavity is seen in Figure 2 to be in the
center of the moael. The model was
sting mounted from the rear. The down

stream wall of the cavity was remotely
adjustable.

Figure 1 Side View of Model

Front View of Model

Figure 2

Figure 3 shows the rear wall in an aft
most position. Cavity lengths from 1.5
inches to 12.0 inches were tested. The
cavity floor was adjustable to four
different depths, but to change the
depth required shutting the tunnel down
and taking the model apart. The four
depths tested were 0.5, 1,0, 2.0, and
2.5 inches. The width of the cavity was
also altered by adding spacer blocks to
each side. Figure 4 shows the various
spacer blocks used to vary the width of
the cavity. Since cavity width has been
shown to have a very small affect on the
flow induced acoustic levels, acoustic
data were obtained for only two widths,
2.5 and 1.0 inches.




Figure 3 Long Cavity Configurations

Figure 4 Snacer Blocks For Various

Widths

The cavity floor was instrumented
with 14 high intensity microphones.
The microphones were Gulton Industries
MVA-2400 1/4 inch piezoelectric trans-
ducers. They were located in the cav-
ity as shown in Figure 5. They were
spaced every 0,60 inches in the front
half of the cavity and 1,20 inches in
the back half. Since the downstream '
wall moved forward to change the leagth
of the cavity, part of the microphones
vwere covered during most of the runs,
The signals from the microphones were
anplified and recorded on magnetic tape
and latsr reduced in the laboratory.
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Figure 5

Microphone Locations

DESCRIPTION OF TEST PROCEDURES

The model was installed in the
wind tunnel as shown in Figure 1. The
cavity was set at a depth of 2.5 inches,
and width of 2.5 inches, and length of
12 inches and acoustic data were rec-
orded. The length was changed to 7.5
and 3.75 inches and data recorded at
each one. The Mach number was then
changed to 2.16 and data were recorded
for each one of the three lengths. The
angle of attack w2s changed to -5 de-
grees and data reccrded for each length,
Mach number was then changed to 2.86 and
each of the parameters were varied and
data recorded for each condition. The
only changes which required shutting
the tunnel down were changing the depth
of the cavity or the width. The length
was controlled remotely by a motor
driven rear wall,

DISCUSSION OF RESULTS

The acoustic data recorded during
the wind tunnel test were reduced into
narrowband (11,7 Hertz) spectra and
plotted with multiple spectra on a plot
to illustrate the effect of each test
parameter. Spectra for each of the
test parameters are presented and dis-
cussed below,

Mach Number

It has been believed that flow in-
duced cavity acoustic pressure oscilla-
tions were not significantly excited at
supersonic speeds (See Reference 2 and
3). The results of this test show that
this 1s not the case. Figure 6 shows
spectra for Mach numbers 1.5, 2.16, and
2.86 for Reynolds number of 2.0 mil-
1ion and length-to-depth ratio of 3.
The resonant frequencies increase with
Mach number as the Rossiter equation
predicts, This can be seen at each of
the resonant frequencies. The amplitude
of the Towest resonant frequency de-
creases with increasing Mach number.
This is what would hLave been predicted



prior to this test, However, a very
important result of this test is seen
for the second resonant frequency. The
amplitude for the second resonant fre-
quency at Mach number 2,16 is nearly

as high as the Mach number 1.5 case.

In fact, for the fourth and sixth res-
onant frequency the amplitude for Mach
number 2.16 1s much greater than at
Mach number 1.5, The broadband levels
decrease at least 10 dB as the Mach
number increases from 1.5 to 2.16 and
2.86. Similar Mach number effects were
seen for other cavity configurations
and in som: cases even more dramatic
variation in the amplitude of the ros-
onant frequencies occurred.

X MIKE 8 OA=159 M=1,50
A MIKE 8 0A=153 M=2,16
O MIKE 8 OA=132 M=2.86
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FRESUENCY - W a0’

Figure 6 Spectra Showing Effect of
Mach Number, D=2.0, L=6, W=2,5, RE=2.0
A=0, B=0

Angle of Attack

Angles of attack of 0 and -5 de-
grees were tested. 1In general, having
the cavity at a -5 degree angle of
attack increases the acoustic levels in
the cavity. Both broadband levels and
resonant frequencies levels are in-
creased., Figure 7 shows spectra at 0
and -5 degrees for a Mach number of
2.86 and length-to-depth ratio of 3.
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The broadband leve's increased about

7 dB and the resonant frequencies as
much as 25 dB. The sixth resonant fre-
quency wés not excited at O degrees an-
gle of attack but is 20 dB above the
broadband level for -5 degrees angle of
attack. Thus the angle of attack of a
cavity could significantly (25 dB) in-
crease the flow fnduced acoustic levels
at supersonic flow speeds,

A MIKE 10 0A=146
O MIKE 10 O0A=136

As=5
A=0
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Figure 7 Spectra Showing Effect of

Angle of Attack, D=2.,5, L=7.5, W=2.,5,

RE=2.0, B=0

Unit Reynolds numbers of 1, 2, 3,
and 4 million were achieved during the
test. Figure 8 shows spectra for al)
four Reynolds numbers for a Mach number
of 2.86 and length to depth ratio of 6.
The broadband levels show an ordered
increase with increasing Reynolds num-
ber. One cannot say that Reynolds num-
bers alone caused the increase since
wind tunnel pressure is changed to
change Reynolds number which also
changes the dynamic pressure. Since the
effects of dynamic pressure are well
defined they can be accounted for leav-
ing the real Reynolds number effect. To
go from a Reynolds number of 1 million




to 2 million requires doubling the
tunnel pressure which also doubles the
dynamic pressure for a constant Mach
number, This causes a 3 dB increase
in the flow induced acoustic levels in
the cavity., If this 3 dB increase is
accounted for the actual Reynolds num-
ber effect is minimized. This is true
except at the fifth resonant frequency
where the level shoots up 30 dB for a
Reynolds number of 1 million per foot.
These surprises can be important since
an aircraft flying at supersonic speeds
at higher altitude can experience a
Reynolds number of 1 million per fcot.

¢ MIKE 1 O0A=141 RE=4
X MIKE 1 O0A=13%9 RE=3
A MIKE 1 0A=135 RE=2
D MIKE 1 O0A=140 RE=1
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Figure 8 Spectra Showing Effect of
Reynolds Number, 0=1,0, L=6, W=2.5,
M=2.86, A=0, B=0

Yaw

The model was tested at yaw angles of
0 and 3 degrees. Figure 9 shows spectra

for 0 and 3 degrees yaw for a Mach num-
ber of 2.16 and length-to-depth ratio of
3. For these and other spectra yaw gen-
rally have little impact on the levels,
especfally the broadband levels. How-

ever, in some cases 3 degrees of yaw
greatly increased the resonant fre-
quency amplitudes as seen in Figure 9
for the first resonant frequency.
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Figure 9 Spectra Showing Effect of

Yaw, D=2.0, L=6, W=2,5, RE=2.0, A=0,

M=2.16

'Dep h

The model was tested at dept
0.5, 1.0, 2.0 and 2.5 inches. Fi
10 presents data for depths of 0.5
and 2.0 inches for a Mach number of
There are significant variations in
the broadband and resonant frequency
levels, For the 0.5 inch depth there
are no resonant excitation frequencies.
This i1s because the model length was 6
inches which gave a length-to-depth
ratio of 12. At this length-to-depth
ratio flow induced acoustic excitation
do not normally occur because the free
stream flow reattaches to the cavity
floor preventing feedback to occur with-
in the cavity. At a cavity depth of 1.0
inch fairly strong excitation occurs,
especially at the second resonant fre-
quency. This is a length-to-depth

ratio of 6. For the 2 inch depth the
levels are even higher at most all fre-
quencies. This is a length-tr tapiy
ratio of 3. For di¢icrent cavity
lengths depth had dramatic affects also.
For example, at a length of 1,5 inches

0
5.
t
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depth mode response occurred at very
high frequencies.

X MIKE 1 O0A=143 D=0.5
& MIKE 1 O0A=166 D=2.0
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Figure 10 Spectra Showing Effect of
Depth, L=6, W=2,5, RE=2, M=1,5, A=0,
B=0

Length

The model was tested at lengths
of 1.5, 3, 6, and 12 inches. Results
for al1 four lengths are shown in
Figure 11 for a Mach number of 1.5 and
depth of 1.0 inch., First looking at
the spectra there appears u be no
trend with length, The reason for this
is that all of the spectra are from
microphone 2 which means that for each
length microphone 2 is at different
normalized longitudinal locations.
Since it is well kxnown that the reso-
nant frequencies exhibit longitudinal
mode shapes, having the measurement
location at different normalized longi-
tudinal locations would cause different
levels to be measured. This partly
explains the wide variation of the
data. The other cause is that the
length-to-depth ratio is greatly dif-
ferent (L/D from 1.5 to 12}. For the
12 inch long case (L/D=12) there is no
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resonant response. For the 6 inch

case (L/D 26) there is a fair amount

of response. For the 3 inch case
(L/D=3) there is strong response. For
the 1.5 inch case {L/D=1.,5) there also
is response but it occurs at mu.h higher
frequencies since the resonant frequen-
cies scale with length,

# MIKE 2 0A=134 L=
X MIKE 2 O0A=146 L=
& MIKE 2 0A=151 L=3
O MIKE 2 O0A=144 L=6
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Figure 11 Spectra Showing Effect of °

Length, D=1,0, W=2,5,6 RE=2,0, M=1.,5,

A=0Q, B=0

Width

Data wera obtained for two cavity
widths of 1.0 and 2.5 inches. Fiqure
12 shows the data for both widths for
Mach number of 2.%6 and length-to-depth
ratio of 6. The results were enlight-
ening in that 3 smaller effect of width
was anticipatel. In general the smaller
width had mixed effect on ampiitudes
but clearly reduced the frequency of the
resonant modes. The resonant frequen-
cies have clearly been shown to be a
function of cavity length, not any func-
tion of width, A nerccilble explanation
for thz Jecrease in frequency at the
smaller width is the boundary layers
occurring on the side wall of the




cavity. This causes the acoustic feed-
back waves to propagate mostly through
boundary layer velocity gradients re-
sulting in the waves being bent and
traveling a slightly longer distance
to reach the leading edge making the
cavity appear slightly longer, thus
causing the resonant frequency to de¢-
crease slightly, This decreasze in
resonant frequency was seen in ali the
narrow cavity data for 211 the test
conditions.
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Figure 12 Spectra Showing Effect of
Width, D=1.0, L=6.0, RE=1.0, M=2,86,
A=0, 8=0

Spatial

Microphones were located along the
floor of the cavity at fourteen loca-
tions. Only part of the microphones
were exposcd at the shorter cavity
lengths. (ata from microphones 1-4 for
a cavity length of 3 inches and Mach
aumber of 2.16 are shown in Figure 13.
The broadband levels vary as much as
12 dB and the resonant frequency ampli-
tude vary as much as 18 dB, It is im-
portant to krow the measurement loca-
tion in a cavity. Generally the broad-
band levels {acrease towards the rear
of the cavity. The resonant frequen-

cies represent standing waves in the
cavity so each measurement location
will be at a different location on

the wave. The lowest resonant fre-
quency has one node near the center of
the cavity and the second resonant
frequency has two nodes. Microphones
1-4 are located at normalized locations
of 0.2, 0.4, 0.6, and 0.8 respectively
for the 3 inch length cavity. It is
seen in Figure 13 that for mode 1 the
levels vary greatly but at mode 2 there
is only a small change in amplitude.
The reason is the measurement locations
fall at different positions on the
standing waves. For mode 2 they happen
to fall at approximately equal ampifitude
positions.
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Figure 13 Spectra Showing Effect of
Spatial Location, D=1.0, L=3, W=2.5,
RE=2.0, M=2,16, A=0. B=0

Scale

There 1s question as to what affect
the scale of the cavity has on the flow
induced acoustic environment (e.g. see
Reference 2). Specific combinations of
cavity length and depth were selected
to give the same L/0 ratic. Figure 14
presents data for four cavities with
the same L/ ratio of 3. Different




microphones were selected to be at the
same normalized measurement location

for each cavity. This normalized lo-
cation is 0.4 from the leading edge.

The data represent the same L/D ratio
and the same location on the standing
waves in the cavities. If one resonant
frequency is selected and compared to
the other scale data, the affect of
scale size can be determined. Consider
the 6 inch length case and the mode

near 1,750 Hertz, Compare it to the 3
inch long cavity ond there should be a
peak at about 3,500 Hertz and there is
one. However, it is 14 dB lower. Now
compare it to the 1.5 inch case and
there should be a peak near 7,000 Hertz
and there is but its amplitude is back
up to be same level as the 6 inch case.
Other comparisons 1ike this could be
made and show different results also.
This points out the problem of scaling
the data from one scale size to another,
especially from model size to full scale
aircraft. The problem is not understood
but is believed to be due to not ac-
counting for the boundary layer scale

at the leading edge of the cavity. How-
ever, in this case the boundary layer
was the same thickness for each scale
size but the results did not show a
specific trend with s~'1e size. This
leads one to believe %zt the feedback
mechanism is also a fr ction of the
boundary layer thickneus.

4 MIKE 1 QA~158 D=0.5 L=1.5
X MIKE 5 O0A=139 D=2,5 L=7.5
A MIKE 4 OQA=158 D=2,0 L=6,0
O MIKE 2 O0A=151 D=1,0 L=3.0
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Figure 14 Spectra Showing Effect
of Scale Size, W=2.5, RE=2.0, M=1.5,
L/D=3.0 '

CONCLUSIONS _

The results of this wind tunnel
test clearly indicate that strong flow
induced acoustic pressure oscillations
can occur in cavities exposed to super-
sonic free stream flow. Overall levels
as high as 165 dB can be generated. The
scale of the model selected for testina
may not give as high of levels as a
model of another scale size. This could
lead to significant errors in predicting
full scale environments. Differences
as large as 20 dB can occur,
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