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THEME~ AND OBJECTIVES

Radar is still the most important sensor in military aircraft. A number of important features make radar superior to
optical systems and other sensors.

- long range performance.
- penetration of weather (fog. clouds).

- ratnge and Doppler estimation.
- flexibility due to clectronte beamn steering.

- various signal processing routines.
- high resolution imaging (SAR).

Different tasks such as target search, tracking, and ntisstle gutdance can be fulfilled by radar. In a military aircraft.
additional tasks such as terrain following and avoidance, mapping. D~oppler navigation, and SAR imaging may be required.
Since most of the output data is combined in a single ott-hoard computer. the qluestiott of which radar futtetionisshould be
Integrated. attd at A hat lei, 0. arises. Reducing sie. "seight. cost. attd Power cottsumption are particular goals for
commonalitv in airborne radar systems.

I lossever. integration oif se% eral radar tasks in otie s% ste niqa cause problems for the achievement of reliable overall
performance. Centraled sy" stems may be more efficietnt because of the integration of different functions at the samec radar
lesel. but they may be subject to catastrophic failure if proper attention is not givetn to design for fault tolerance and overall
system reliability. Careful attentiotn must also be given to mode timeliness and duty cycles itt order that all functions catl be
accomplished within the oiperatittg speed and capacity if thre integrated system.

In the past decade, at number iof tiess technologies have arisen and will have decisive influence on tiutttirruiws radar
concepts.VL[SI and VI-ISIC will open ness dimensiotns ofodigital signal processitng. New analogue techniques such ats SAW
devices attd optical methods promise ness waYs of atnalogue signal processing. Svstiilic processor structures can reduce
operation tinte. On the oither hattd, tc" antenna contcepts (in particular active and conformal arrays I andi algoirithnts offer
tes" dimensions in the performance of ai rbortte radar such as 360) degree covecrage. janmner aitd clutter resistance, high
resoluitioin. target tracking and ntulti-pu rpiise operation.

The purpose of this symposium was to bring together specialists in the various fields in iirder iii presetit thle state-tuf-the-
art Ii the itndividual topics. The developtuent of ness cotncepts for the design of future airbiirtne radar systems ssas
emphasized rather than the descriptioin of existittg systemts.

Lec radar est toujiinrs Ie senseur primordial dfalts les aviotts militaires. (in certain ttimbreC de caracteristiulues
imptirtantes donne anl radar Ia supuirioritui sur Ics systimes; iuptiques et les antrcs, sensetirs. Parttti cc, caractcristiquocs. citots:

- la loingue poritee.
- Ia peinetration par mauvaises conditiotns muitcoroliugiques 1ironillard. nuagesi.

1estimation de distance et lestimatitin Douppler.
- la sonplesse de at ]'orientatiiin ilectritnique des faisceaux.

- les divers programime% de traitemettt de signaux.
-l'imagerie at haut pouvuiir soiarateur (SAR: radar ii ouverture synthiitiqne).

lDifferentes titches telles que recherche et putursuite de cibles et guidage de nttssiles, pectivent uire effoctuces par radar.
Dans un avion militaire. des ticlies addititunnelles peuvent uItrc requises: par exentple. snivi de terrain el tivitemeni d'obstacle,

cartographic. navigation Doippler et imagerie SAR. La plupart des donnuies dc soirties uitant combhitties dans uinsent
calcnltevur de bord. lit question qni se: pose est Ia suivante: queclles fonctions du radar doivetit aire integrees et at quel nisean?
La deduction des dimensions. dn putids, dui couit et de Ia citnsommation d'energie repruisenteantant dtubjeetifs particuliers de
eiimmonalitti dans Ie% systi.mes radar aeruipiurs.

Toutefutis l'inttigratton de plnsicurs titches radar en un sent systuime pent uitre cause de problemnes si I'on vent itbtenir un
ensemble de perfuormances fiables. Des systeies centralisiis peutvent s'avuirer plus efficaces en raison de l'intuicration de
diffuirentes fonictions an meme nivean radar. mutis Ils penvent oire sujels at des pannes catastrophiques %i I'on ne cititacrc pas
toute Iattenion voulue ii une conception orientiic vers Ia tolerance anx fantes. et lit fiabilitti guinerale dn systuime. I1 importe
tigalement de prendre soignensement en cuimpte l'opportutitu du mode et les cycles de marehe afi qne toutes les funictions
puissen etre accomplies dans Icy limites de In vitesse et de lIt capacittide fonctionnement dn systuime integre.

An conrs de ces dix dcrnitires annees. un certain nombre de technoloigies nuvelles tint fail letur apparition: desc
exercent une influence deicisive sur les cotncepts radar de dcmain. ULmnigrationit Treis Grande IFchelle lVI.SI) ct Ics Circuits
Integres atTruis (irande Vitesse (Vl-ISIC) tunyriront de nituselles voies dlans Ie dutmaine du trattentient numuirique des signaux.
Les nonvelles techniques analogiques tellcs line 1ev dispositifs SAW (ii ondes stationnaires) et Icy methodes itptiques
semblent portenses d'avenir en ntatitire de traitement de signaux analogiqueN. Les structures dc priuceseurs sfoliques
peuvent rednire Ie temps dle foinctiitnnemnen. DYautrc part, dc nouseaux concepts dantennes (en partienlier riettiux aCtifs ci



conformes) el de nousveaux algorithms ott rent des perspective% nouvelle.s en ce qui concerne les performanices des radars
aeroportes. contie la couverture sur 360', ]a resistance. au brouillagcet aux ,ignauxs parasites. le pouvoir scparateui clesc. fit
poursuite des cihies et le forictionnemnent poh salcent.

L'objectif du symposium quit vous a ce presente tut de reunir des specialistes de domnaines divers Afn d'exposer l'etat
de I'art actuel pour les difterents sujets ahord&s ['accent fl nits surle developpement de nouveaux concepts pour la mise au
point des futurs systi.rmes radar airiportcs. plut~ii que stir ]a descriptioin des %ysto~mes actuels.

iv
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The Coming Revolution In Radar

Verne L. Lynn
Deputy Director

Defense Advanced Research Projects Agency
1400 Wilson Boulevard

Arlington, Virginia 22209-2308 USA

Airborne radar will continue to be driven by factors which have long been critical
such as cost, size, weight and power consumption. Reliability, always important, must
receive new emphasis, especially in the era of highly integrated multi-function radars
where well designed redundancy management and efficient resource allocation will be esren-
tial. As new technology matures, these needs will cause the continuing evolution of
radars.

More importantly, two relatively new forces will drive rev lutionary change. First,
it is increasingly clear that detection is tantamount to negation in modern warfare. If
the enemy can find a radar, he can destroy it or jam it, and high powered radars are obvi-
ously susceptible to detection and precise location with only a few seconds of radiation.
In this same vein, the airborne radar's platform may be increasingly difficult for the
enemy to detect as a result of attention to its radar cross section and infrared signa-
ture but, unless the radar itself is comparably reduced in detectability, it will be the
"give-away." This need for radars to "hide" suggests strong new emphasis on bistatic
systems, low probability of intercept (LPI) techniques and, where applications permit,
the wider use of shorter wavelengths in millimeter or infrared bands.

The second force driving revolutionary change is the decreasing target signature.
As radar targets shrink in visibility, the radar designer must cope with more than simple
signal-to-noise reduction. Clutter rejection, deception recognition and ECCM will be
vastly more difficult in the many cases where current operation is marginal.

The very difficult problems associated with detection avoidance and with dealing
with lowered target signatures will lead to new and much more complex radar concepts. To
a very large extent, solutions will lie in signal processing and computation.

Fortunately, a new generation of emerging technologies offer the orders of magnitude
improvement in processing which will be required. New analog devices can provide giga-
hertz bandwidths and extraordinary time bandwidth products. Likewise, optical processing
using non-linear techniques and binary components can als3 yielg prodigious capabilities.
Digital computational density continues to expand with 10

° 
- 10 node multiprocessors com-

ing practical at moderate costs. In addition, custom-designed VLSI will be widely avail-
able so that unique problems will be able to afford optimized solutions. Expert system
technology will surely play an increasing and major role.

The challenge to the radar designer is to identify concepts and technology which will
do a better job of addressing long standing needs such as cost and reliability while simul-
taneously responding to the new demands for avoiding detection and for coping with less
visible targets.



.,BOuF IF FUTURE OF AIRBORNE RAI)AR

hs

F'rolessor Michel [4.('arpeniier
ItONISON-('SF

23 rue de Courtelies
75362 Paris ('dex 08

France

I - PRESENT SITUATION

During the last decade, has progressively being introduced a change in the design of combat aircraft.
The same plane is more and more capable of being used for various different missions, and the variety of
possible missions do not systematically involve a relevant variety in on-board equpments (except fot the
very armament). As a consequence, the radar has become more and more polyvalent, for economical as well as
operational reasons.

Technological evolution gives to a modern combat aircraft radar the possibility of instantaneously
switching to be adapted to very different missions such as faraway detection of ennemy penetrating air-
planes flying at low altitude, as well as accurate localization of small ships in heavy sea-clutter condi-
tions, or detection of trucks or detection of stationnary helicopters.

However, drastical improvements obtained in the field of transmitting tubes, of antennas, of frequency
generation, of signal processing have not still been sufficient enough to provide complete flexibility.

It is possible to switch from a given mode to an other one, but using simultaneously several modes,
as requested by the users, is generally difficult, if not impossible. As an example it is very difficult
to combate against a fighter while keeping perfect protection against the ground returns, or it is very
difficult to provide a wide surveillance, while penetrating at low altitude in a terrain clearance mode.

To give an idea of the situation, I will try to recall operational needs, as they are now and as
they could be imagined for the future

Roughly, as seen by the radar designer, operational needs could be classified

depending on the nature of targets and environments, the mission of the A/C being localization
and/or destruction of the targets

depending on the auxiliary functions needed to permit the realization of the missions (terrain
following, navigation informations...)

1.1. - Air targets and their environment

Their are of various types, at any altitude, at any speed ; and their equivalent echoing area
(e.e.a.) is permanently reducing :

interceptors at high altitude and high speed

penetration A/c at very low altitude

cruize missiles at very low altitude and low e.e.a. (0.1 m2 or less)

helicopters at very low altitude and various speeds (including speed zero).

The aircraft equipped with the radar could also be at any altitude, above any type of earth surface,

and obliged to acquire the targets in a severe e.-vironment :

1.1.1. The ground constituted by a very large number of parasitic targets, fixed or mobile, generally very
powerful.

1.1.2. The E.C.M. systems, operating fron very sophisticated receivers and/or an a priori knowledge of the
radar characteristics.

The E.C.M. systems are of various types and several ones could be used simulaneously

- noise jammers,

active and passive decoys.

Active decoys become more and more clever : their mission is to make a replica of the radar signal,
but slightly modified, in a manner realistic enough to either give wrong information on target characteris-
tics (range, speed, direction, strength), or to give wrong information on the number of the targets in
order to saturate signal and/or data processing of the radar, incapable of making the good choice among
that large number of targets, a); of them looking like real ones,

Those decoys could be borne or dropped, either by the targets themselves (or at least by some of them),
or by stand-off planes, or by ground stations installed in the ennemy territory.
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1.1.3. - the defense Organization of the ennemy, which could be

- toe alr to air weapons of the targets (guns, active radar missiles, passive i.R. or antiradiation
missleso

," ground-iased wespon systems, basically of the same nature, more or less dangerous, depending

*r tie airc-t ailtitude.

I . - And, finally, tre enistence of the other friend aircraft which produce electromagnetic po lutiv,
witr te, r aJatr aim Cr F.C.?,!. equipments.

* S rface targets

Se-surface targets could me very small and their acquisition should me possible in all -weather
I , in case ;If rescue, for instarcel. Recognition of the type of ship is useful - all E C.t

I 
prc tet-

- ips are possible, specifically use of efficient decoys.

1 i the ground. targets are of various types : tanks, mobi les of fixed, hel copters (statiennory,

fixed Structures such as bridges, S.A.M. batteries. Target recognition is very often a must, in a natural
very dense environment, in front of various ennemys E.C.M., including drones or ultralight airplanes whicn
o;uld be used for a purpose of staturation.

1.3. - Aux liary functions

"*u, 11 ay finctions could be. for instance,

,,stem achieving navigation aid (correction to informotion gaven by inertial means) which goe

'all-, ecessitates nign-nesolution mapping of the terrain

al -weuther terrain following.

'eChnitai et wrot is the impact of so mary misiors, cCnditions, situations O0 the airborne
radar design

:.!I eusttig s l't!tr, are based n the . il tzatio ;f the flexibility of the transmitter (capable
transmit: log d feret i siqgals, owtng to toe .se of pulse compressio, techrnics and/or to the use of trars-

mitters c- ;,abe te ir e peal power Invel ) ird are Caved ni the use of real time very fast compu

'e s fi' signal a',d data processing.

ewver. i, spite ',f lie flexi, ity offered t mocdern electroric conlp tierlts, compromises remain
, ecessary

ic - t 11iy. 'svery often the air -to air sissicn, wren it I s requested to be of good qual ity.

S ,, t ae matr, taracteris ics of an airborne radar : frequency ard, transmitted power, level of

dr : Intl, f tP irtenra, spectral quality of oscillators, etc.

" ,slral ecnarica! anternas are well-adapted to air-to-air mission (with exception for multitarget
, t they are not s well adapted to at--to-surface missions (even with use of beam-switcring

-i , spite f all efforts achieved in order to reduce the inertia of mechanisms, terrain-follt-

,g , 1 1 y t t t ly efficient when electronic scanning will be used.

,rane, radars presently under developmert are designed to provide all air-to-air, air-to-ground.
missions, thanrks o the existence of about 50 different modes. To obtain sufficient perfor-

1 -i every mode, transmitted signals need t be of various nature, p.r.f. varying between a few hundreds
Hn and a tew hundreds kHz, duty cycles varying between 2 and 1000. In those conditions it is very convenient
to ,use a tratsmitter capable of different peak powers, depending on the p.r.f. and duty cycles.

The inertia of the antenna is requested to be small enough, in spite of its relatively big size. As a

monus, it is useful, for some missionsoto use simultaneously several modes, such as

- art CO lision

- air-tO-Ir search

-un-t- air trac ing (s'

i'e ada'tage .f electronic scanning bomms aite ut' sbv passive artennas i. a finst pernd ,f t -m,

and ti,,, active atennas.

The antenra. whatever be its nature (classical, ,r electrornic scanning), is strictly requested, in
raen to me relevant with performing Doppler modes, to provide ecellent radatio patterns, tie parasitic

Side ln-es eing extremely low.

:morovemert of the performance reached by processings (within a given volume) lnads to avoid to lose
toformation in tne receiving part oi the radar , so it appears reasonable to use simultaneously



- one sumchannel

- 2 monopulse ecartometry channels

- one anciliary channel

Those 4 channels with a large linear dynamic range provide after analog to digital conversion a data
rate around 500 Mbits/s, to be processed in real time.

In order to reduce volume and cost of signal processing, it is interesting to utilize one very power-
ful machine (1000 MFlop/s) capable of achieving simultaneously the complete processing of all the selected
modes. Depending on the radar mode, the configuration, the data rate, formats vary. This machine of M.I.M.D.
type present in fact a lot of problems of management, data exchange, etc.

But, in fact, if we follow the information all along the receiver, it appears, from the input to the
output that the formats and the data rates are reducing : for instance,

- at the input, 500 Mbits/s with 14 bits

- at the ouput, a few kbits/s with 4 bits (air-to-air display)

So, it appears more clever to replace the single machine by a cascade (or equivalent) of more specia-
lized machines, such as

- Systolic array

- F.F.T. organization

- S.I.M.D. machine

- M.I.M.D. machine

- Specific display interface.

In supplement to that organization of machines devoted to signal processing, a more general purpose
type machine has to be added, providing

- Computation at low rate

- Management

- of information exchanges within the radar (optical bus)

- of information exchanges between the radar and the weapon system

- of built-in tests.

2 - PRESENT SITUATION, EVEN EXTRAPOLATED, IS NOT SATISFACTORY

Present technologies, or at least technologies under development, will permit to realize combat air-
craft radars the physical characteristics of which (volume, weight, consumming power, processing capabili-
ty ... ) are compatible with the basic performance which are requested.

However, if we take into account the environment of the future, it appears that the present situation
is not satisfactory. Problems will probably appear in the integration of all the components of the weapon
system (they exist already, and compromises are needed to solve them), and more important, significant
insufficiencies could appear in hostile environment.

2.1. - Problems regarding the integration of all the components of the weapon wysten

For instance,

2.1.1. - Coexistence of the E.C.M. system and of the radar on board of the same aircraft involves obvious
problems regarding volume and power supply available, installation of antennas, general compatibility.

Others sensors (infrared or visible passive detectors, laser range-finders) involve similar problems.

Active cooperation between the radar and the other components appears not to be enough taken into

account in order to globaly reach a better total efficiency.

2.1.2. - Final testing in flight of the radar, within the overall system, is very long and is, in fact,
limited to the test of a finite number of punctual examples, generally in an simulated environment of
E.C.M.

In any case, for obvious reasons of discretion, some flight tests are not recommanded.

2.2. - Operational insufficiencies

According to me, they are essentially in two fields

- Recognition of targets not accurate enough

- Vulnerability to E.C.M.

Both aspects are, by ti-e way, correlated



I-4

2.2.1. - Ta9 _rg9gitio_

Regarding the air-target, present technologies, in connection with the theoritical limitations, give
resolution cells, in search mode, of the order of some tens to a few hundreds of meters in range, of order
of some meters per second in speed, of a few degrees in angular.

This resolution appears to be insufficient in many cases, since it could produce too many false
alarms, with a risk of saturating the overall system, it could produce a range reduction, interruption of
target tracking in case of complex situation.

For instance, in search mode when time for observation in short,

- The radar is not always able to distinguish a penetrating ennemy aircraft from a drone whose speed
is likely and equipped with a Luneberg lens or equivalent. There are trouble to count the actual number of
targets of a given raid, to separate close tracks.

- Targets generally presenting a spectral response very complex, that cwuld involve a saturation of
the data processor and/or troubles in extracting range and velocity if there are more than one target illu-
minated.

- Fast ground vehicles could have si'ectral components corresponding to speeds high enough to belong
to air-targets, with a risk of producing false alarms.

Regarding ground targets or sea-targets, similar problems exist.

Using synthetic aperture radars allows to get a very good resolution on fixed (or slow) targets, but
that technology is not adapted to the recognition of targets with complex spectral characteristics. (Heli-
copters, rotating radar antennas, tanks on battle-field ...

2.2.2. - Vulnerahiiittvt.C.MI.

Present generation radars appear to be too much vulnerable to ennemy E.C.M. such as they could be
realized in the future.

For instance,

* Peak power transmitted is low in H.F.R. radars but it could be higher in other modes, which is a
real advantage strictly speaking on the radar side, but a disadvantage regarding discretion.

Otherwise, coding of the transmitted signal is generally very simp;e and easy to be identified for
E.C.M. receiver (Barker's codes, pulse compression with linear F.M., polyphased codes ..,). That code is
generally fixed or at least not very variable, which facilitates the identification and the angular loca-
lization of the radar. Instantaneous copy of such codes is easy, from now, for modern equipments. in case
of active decoys, the future receivers, associated with analog to digital fast encoders, will probably permit
to copy, then to alterate the received signal with enough realism.

Other parameters (p.r.f. - pulse length) do not vary sufficiently, in a given mode, helping the radar
identification.

At least, it is obvious that flight tests, and pilot training, present a problem, giving mode or less
publicity to the radar signal.

* Instantaneous spectral width of transmitted signals is narrow. Of course the radar is capable of

ripidly changing its frequency within a wide band, but this degree of agility risk to be insufficient, taking
into account the improvements expected from the E.C.M. systems.

* Regarding struggle against decoys, present generation radars appear not to be protected enough

- Passif decoys (chaffs or equivalent) are gznerally eliminated by Doppler radars, but new problems
will arise if this type of decoys could be animated with a likely average speed. Drones and R.P.V. (possibly
equipped with passive responders) are not identified as such by the radar if their speed is likely.

Active decoys will in the future reach such a sophisticated level that classical protections will
become totally insufficient.

3 - 7N PRINCIPLE SOLUTIONS EXIST

That situation, not enough satisfactory for the far future, is such mainly because the present state
of the art in technology has not allowed the realization of more efficient solutions. Decisive improvements
will be needed in the future, of which the basic principles are known, the evolution of the technology pro-
mising to permit their practical achievement.

Roughly. in my opinion. 4 basic ideas could be used

- Drastic improvement of the range resolution as well as of the conplexity of transmitted waveforms.

- Better utilization of the information contained in the received signal.

Improvement of the angular domain covered by the radar and of the means of exploration.
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- Cooperation with the E.C.M. system on board of the aircraft and generally with the other sensors.

3.1. - Range resolution and complexity of the transmitted waveforms

Velocity resolution is limited on one side by the characteristics of the target, on the other side
by the minimum observation time during which the transmitted waveform remain stable enough.

That time T has to be as short as possible (let us say around one millisecond, as an exarple).

The velocity resolution Av = -1- is then limited (fur instance 16 m/s at 9 GHz for T = I ms), and2T

nothing better could be expected (except a reduction of e, possible, for instance, for relatively short range
radars).

The angular resolution is limited by the antenna size. It could be significantly improved only by
spreading the antenna system all along the structure of the plane (for instance, by installing transmitting-
receiving active modules on the wings to improve resolution in bearing).

The improvement of the angular resolution by processing, well known technology at the present time, is
finally depending on the velocity resolution and suffers same limitations.

On the contrary, improving the range resolution is possible without basic limitations, Range resolution
is proportional to the spectral width of the received signal, and improvements by 10 to 1000 could be obtained
depending on the utilization and on the environment.

Only a very good range resolution could permit

- to count the targets of a raid

- to separate the "brilliant points" of a target and then to evaluate its size in order to facilitate
its recognition

- to localize an active decoy on the target and then to reject it

- to identify by their size dropped active decoys

- to avoid confusion between close tracks

- to reduce significantly the level of scattered clutter.

In the same time when instantaneous spectral width has to be wide, complexity of the transmitted wave-
form has to be increased to make the copy of it as much difficult as possible.

3.2. - Better utilization of the received signals

Present architecture of existing radars is based on the notion of a matched filter and on the utiliza-

tion of Doppler effect.

It would be stupid to forget all those basic principles, but they could be used in a more clever manner.

It could be accepted in some cases to lose in sensitivity in order to get more information on the tar-
gets or to recognize the decoys as such.

3.3. - Improvement of angular domain

Operationnally speaking, it is generally requested to cover a domain as high as possible in the minimum
time. That time could not go below a given value, for basic physical reasons.

However, explorations means must not depend on mecanical limitations.

Electronic scanning bi-dimensional array antennas, because of their beam agility

- make more difficult identification and localization of the radar by the ennemy E.C.M. systems, and
that as much as the transmitted waveform is more agile and complex

- make possible to use simultaneously several modes, generally not compatible, such a- terrain follo-
wing. air-to-air surveillance, multitarget tracking, etc.

- make possible the management of the available power depending on the performance requested, by
sharing the energy in various direction and then, globally improve performance in comparison with a

conventional radar.

Passive phase-array antennas are possible to be used in the near fut-,re, but the real aim is to use
active antennas, compatible with a wide bandwidth and reduced microwave losses.Widening of the angular domain
will result from using several plane arrays or curved arrays.

3.4. - Cooperation with E.C.M. system and other equipments on board

Having in mind those new radar architectures using,

- complexity of the transmitted waveforms

- instantaneous very wide spectral bandwidth

- active array antenna
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reception processing architecture capable of dealing with an enormous rate of the received information,

it appears that the radar could help the E.C.M. system on board of the same aircraft.

The first idea is using the radar transmission as a self screening jamming, either in time-sharing
with the very radar mode, or simultaneously by sharing the transmitted power.

Detection and localization of dangerous radars is also possible, at least in some portions of the 4 t
steradians, the radar being in use or not.

Association with other sensors (in visible wavelengths or in infrared) could be generalized to give
confirmation on some radar alarm and/or to complement the radar, at the limit of the radar domain. It is
already known that association of tracking radar and infrared sensor provides a global efficiency much better
that the efficiency of every one. In an environment of intensive E.C.M. the advantage of using equipments
working at wavelengths very different from classical electromagnetic ones, is obvious.

4. - SUCH A RADAR SYSTEM IS FEASIBLE

Realizarion of Such 3 system, much more clever and cooperant, is feasible in a future not too far.

:t 'ecessilates,, some manner, a kind of revolution in the technical traditions, rather than an
=,! ,, ' ,jut , i s,'r iicrease complexity without enough advantages.

I , , ,ev' f j ,-dar, where technical functions are physically separated, and rigidly cascaded,
• .e: ' teire ii whicn transmission, reception and processing will be physically mixed,

1 1" 't 1' ti,-ne lI tnaP field, active array antennas are only an example

... ." T ,s - ;t is obviously needed in signal processing the capacity of
- ,*.',,. *,, ''ner . bu

t 
it is also needed in microwave, in I.E., in internal links

me mire ird more importance, compared to the present situation.

, e imorovements are needed for the airborne multifunction
It operational environment of the future.

i , have to be able to be used in an ambiance of electro-
is i)m friend radars. Obviously for peace-time (or

i 'e nila, needs to be able to adapt its configuration to

Se '' , t-,elligence and flexibility, while improving the
ei,alent echoing area of the targets.

-, i'r , :e toe level reached, the radar has its own physical
11, . .,te fr which exist limitation in volume, weight, con-

mm, lenent a , active cooperation between all the
ije tne ,vetall action globally more efficient and eco-

.. .. ... . ne i', reparing this paper.
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SUMMARY

With an experimental phased array radar system ELRA operational experience has been gathered. The system was
planned for solid state operation, therefore it consists of active receiving and transmitting arrays. The provisional
tube power amplifiers are replaced by transistor amplifiers. This change had some implications on the multifunc-
tion operation, especially on the selection of transmitted waveforms. The necessary considerations are relevant for
future solid state phased array radars. The introduction of monolithic microwave antenna modules will improve the
chances of active solid state phased arrays.

1. INTRODUCTION

There is agreement in the radar society about the advantages of phased arrays already for a longer time,
especially concerning the multifunction capability and the operational properties. The principal drawback preventing
their introduction up to now is their high investment cost. With the development of monolithic microwave integra-
ted circuits (MMIC) a dramatic cost reduction seems possible for the near future.

The MMIC-technology may be applied only to active arrays: each antenna element is combined with its indivi-
dual module with a transmit and receive amplifier together with the phase shifter. Because there will he a high
number of elements (1000 to 10.000), the low transmit powers of single modules add up in space by superposition
of radiated waves. Thus, considerable effective power densities within the main beam are achieved.

2. MULTIFUNCTION OPERATION WITH SOLID STATE ARRAYS

A typical operational condition with transistor power amplifiers is their low ratio of peak-to-mean power. For
bipolar transistors at S-band this may be about 2. With FET-amplifiers at X-band this ratio is even only 1. There-
fore the applied waveform should result in a high duty factor to use the available mean power. On the other hand
a wide variety of waveforms are applicable under the contraints of mean and peak power: short pulses with high
prf or long pulses with low prf and even CW. This property has to be considered with respect to the different
tasks of a multifunction radar.

Multifunction array radars are attractive likewise for future groundbased air defense and for advanced fighter air-
craft.

The radar functions to be performed in the ground based case by one system may be:

- Long range search
- Medium range search with clutter suppression
- Short range search
- Horizontal search in clutter with doppler filtering
- Target acquisition with parameter estimation
- Multiple target tracking
- Target classification
- Passive jammer location.

In the airborne case there will be some alternative and additional radar functions /I/:

- High prf velocity search mode for long range
- Medium prf for look down search and multiple target tracking

Both modes are applied against the doppler shifted ground clutter. The problem or ambignous range and
doppler are solved by bursts of different p.r.f.s

- Ground mapping fcr navigation
- Detection of moving ground targets
- Synthetic aperture formation
- Precision velocity update for doppler navigation
- Terrain avoidance and following.

It seems very likely to me that multifunction array radars may be built in future with the same antenna mo-
dules for both mentioned areas of applications. The difference between both types of systems will confine to some
special selected waveforms with their corresponding signal processing and the programs for the computer control
of the radar and for the data processing. The remaining one parameter for the selection of a module type then
will be the desired frequency band. Some aspects of the development for an X-band module will be treated during
this conference by the presentation (No 30) of E. Langer.

3. EXPERIENCE AND RESULTS WITH THE ELRA EXPERIMENTAL SYSTEM

An experimental ground based electronic steerable radar (ELRA) has been developed and operated under com-
puter control at FFM /2/. The experience with this acitve phased array multifunction radar may be useful for
future airborne systems as well.

The modular construction with separate transmit and receive arrays and using the concept of an active array
has proven also very suitable for such an experimental system. Modules have been added piece-wise. Repair of
some modules was possible while operating the remaining part of the system. 300 transmit and 768 receive modu-
les are distributed in thinned arrays. The operating wavellength is 11 cm (S-band). In parallel subsystems for sig-
nal processing and the programs for radar control have been extended step by step.
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A multifunction operation together with a tracking computer /2/ is possible with the following individual radar
functions:

- Long range search with sequential detection
- Medium range search with MTI-fi(ter and sequential detection /3/.
- Horizontal search in fixed clutter with doppler filtering
- Target acquisition
- Target location for tracking

The parameters of all tasks can be chosen independently. Target acquisition and location with higher energy
compared to the search mode results in a stabilization of initiated tracks. An example of the experiments to ob-
serve targets of opportunity is demonstrated by the Fig. la, b, c, which show the integrated plots in a PPI-repre-
sentation during an interval of 10 min for the search, acquisition and tracking mode respectively. Remarcable is
the dense series of tracking plots, resulting from the track requests of the tracking computer and perfoomed with
increased energy.

The first approach for the transmitter has been realized with individual tube amplifiers. These are meanwhile
replaced by transistor amplifiers for reasons of cost and reliability. They ate developed as microstrip devices. The
mean and peak output powers are 5 and 10W respectively. Fig. 2 shows the output amplifier together with thera-
diating dipole. The principal problem with transistors arises by the fact, their peak power may be only about twike
their mean power. The most suitable operation would even be CW, which is not usable for long range radars. In
Fig. 3 we indicate an example for a receiving range interval equal to the blind range resulting at a duty factor
'7f0.3. We take that ratio as a limit for long range search. We will find by some following examles, that it is
not possible to make complete use of the available mean power of transistors. But we can achieve the highest
duty cycles for long range operations for search and tracking and for these cases the available power is needed
most.

Of course we have to control the scannir-4 of the agile narrow pencil beam, produced by a planar array, with
a computer dedicated to the radar control. cIspecially it is necessary to select individually the pulse period and
dwell time in each beam postion. But this is no severe problem and therefore maximum performance can be
achieved with transistors for transmitting in a multifunction radar.

4. PARAMETER EXAMPLE

An electronic scanning radar is naturally very flexible and alro t all parameters can be varied by computer
control. Nevertheless we have to establish a set of reasonable parameters lot a standatd operation. At any rime
necessary adaptations can be initiated by the computer, but the scsterrr may be reset to this ba;ic parameter set.

In the following we select a parameter set which is suitable for FLRA operation, t'he task of our radar shall be
the observation of the airspace, for example for air traffi, control. Indeed we want t) observe targets of oppor-
trunity, that means air traffic, with ,or system. It follows for all targets a certain radar cross sectionq, which
we may assume the same for all targets at all ranges. A further arbitrary choice divides the radars load to
search and tracking into equal parts, or with other words, only 1(0% of the available radar power is dedicated to
the search function.

For the following discussion we have to look at the cell known radar eqjuatir,n:

S n rP Gt A 

I2G'

R4(41) krF L
S

In = number of pulses in a beam position, - Z signal/noise power ratio, T' pulse length, P = transmitted peak
power, Gt, CG m antenna gain h transmitting and receiving, )I = wavelength, G - target cross section, R = target
range, kTf z noise power in uni bandwidth, . = losses).

If we let the value of the proiduct

P I C' r

unchanged, the and therefore the conditions for signal processing and the time management, we are especially
interested in, is also unchanged. In this sense the ELRA-parameters may be compared to a hypothetical opera-
ional system OS:

FLRA: OS:

t 300 2000

( 768 2000

P 10-300 W 0.9-2000 W

G lOm 2  1 m
2

Additionally we assume the same beamwidth for the pencil beams of both systems, which is achieved by ade-
quate antenna element thinning in case of ELRA. By this assumptions we expect our results to be applicable in
principle to future operational systems.
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For out purpose the radar equation (1) may be compressed to
S V"P
S~ = 'r T

with C comprising all fixed parameters.

So we recognize, that to achieve a certain range R we have to apply a corresponding pulse energy tP. The
pulse energy rP has to be repeated by a pulse period T, matched to the unambigous range R. So the mean power
of the transmitter is P = "V/TP, which is in the end determining the achievable range. By considering the detec-
tion performance(PD, F) and the type of signal processing we get n, the number of pulses in a beam position,
or nT as the dwell time.

5. EXAMPLES FOR SEARCH:

We assume the already mentioned parameters for the radar equation and F = 4 dB, L = 8 dB (propagation,
scanning and matching losses).

5.1 Long Range Search:

R = 200km, T'= 640 is

By applying sequential detection /4/ we achieve with a mean test length F = 5 a P 
= 
04. At maximum range

this results for five search periods in a cumulative detection probability of P- = 0.92. "The blind range is given by
ti Rb = 96km. So we can search only for targets at ranges from 96-200km. According to Fig. 4 we have6beam-
positions (BP) for covering a height up to 20km. In azimuth there are 60 BPs. For T = 2 ms we get a search
time

TLR S = 6 - 60 - 5 • 0.002 = 3.65 s

The duty cycles is .-? r 0.3.

For the repetition of the long range search we select a period of t 15s. A radial flying target at
v = 250T would have moved in 5 search periods 18.7km, which is lessLtlen 10% of maximum range.

5.2 Medium Range Search:

This has to fill up the blind range of the long range search. But this is only necessary if there is a possibi-
lity for new targets coming up in this area. All targets coming inbound from maximum range are detected already
and tracked. We may have to care only for targets at low and high altitudes (h<600m or h>20km). The neces-
sary energy may now be reduced by 2X and this is done by chosing T= 128ps and n = 2.

The detection performance at R = 100 km is therefore the same as for R = 200 km. The blind range is now
20 kim. With T = 0.8 ms and 8 BP in elevation we get a search time

TMRS = 8 - 60 - 2 - 0.0008 0.7685 s

The duty cycle is only zr0.16.
For the repetition of this medium range search we select tMR S  7.5s. The low altitudes are covered by the
coherent search along horizon.

5.3 Coherent Search along Horizon in Ground Clutter:

This search is performed with a doppler filter to achieve adequate clutter cancellation. Therefore we select a
relatively high number of pulses n = 8 and T = 32 us. This values are adequate for a range of 100 km. With
T = 0.8 ms the search requires a time

TSC = I • 60 - 8 • 0.0008 = 0.38s

The repetition period is selected to t = 5s. The duty cycle is only r7. 0.05.
A synchroneous multiple beart' operatoot is therefore possible, especially if there are more BPs which are occu-
pied by clutter, e.g. weather clutter.

5.4 Short Range Search:

If necessary the blind range of the medium range search may be covered. A pulse length of r= 2
us and

n = 3 (MTI operation) is suggested.

With T = 0.2ms and 13 - 60 = 780 BPs this search is performed within

T SRS  13 • 60 - 3 - 0.0002 = 0.468s

The repetition period is selected tSRS = 5 s.

5.5 Relative Search Load:

Within an interval of 15s the time dedicated to search can now be specified:
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Long range I x 3.6 s = 3.600s
Medium ratig 2 x 0.768s = 1.536s
Clutter, horizon 3 x 0.38s = 1.140s
Short range 3 x 0.468s : 

1
.404s

Z 7.68s

So we end up quite accidentally with 51% search load. The mean duty cycle is ,ilz 0.19. So we don't make
use of the available mean power with y = 0.5. We used for different search tasks different dwell times in each
BP and different repetition periods. Here we recognize a fundamental advantage of a beam agile radar.

6. EXAMPLES FOR TARGET LOCATION (TRACKING)

Target Location will be applied after a search result for target acquisition or validation and for computer con-
trolled target tracking. The energy for each location task is increased by about 5 dB compared to the search
mode.

Because now the range of the target is coarsely known, the pulses may be extended to approximate 7.0.5 at
maximum range.

6.1 Long Range Location:

For the range interval 150-200km we select according to Fig. 3 '= I ms and T = 2.333 ms. In favour of doppler
estimation we select n 12. (17= 0.42).

6.2 Medium Range Location:

For the range 75-150km we select r= 500 urs, n = 8 and T = 1.5 ms (,7= 0.33).

6.d Short Range Location:

For R 75km we select t= 16s, n - 16 T = 0.6ms ('= 0.026).

6.4 Target Location Capacity

Hlow many targets may be located or tracked with this operational parameters? If in each area t0 targets are
tracked at a rate of 1 s we arrive at a tracking load of 496ms/s, that means 49.6% which is just compatible with
our search load.

For the short range location we may apply mulriplea operation and thereby increase the number of targets
TO be located e.g. by a factor of 5. By this means also r is increased to 0.19. Because false alarms from search
by clutter residues are most likely in this area, this multiplex operation should be kept in mind. The mean duty
cycle for target location is r= 0.35 and therefore remarkably higher compared to search. The overall mean would

b , -- 0.27.

7. CODING OF PULSES

Up to now we selected pulse length ? for each special task arbitrarily. Of course the pulses have to be modu-
lated. For the code selection the first step is to evaluate

= o 2f v - T
0 c

with fd = target dopplershift. For target velocity v = 250 m/s and f = 2.72 Gliz (S-band) ant V= 100 us we get

d = 0.62

In most cases our pulses are even longer, so we have to choose a doppler insensitive :ode. The classical choice
is linear frequency modulation (LFM). Pulse compression by SAW devices seems impossible for long pulses up to
1 ins, So we are led to polyphase codes as the digital approximation of the 1FM. The pulse compression his to be
performed after beam forming anti MTI with a digital transversal filter or correlator. Recent publications of
Kretschmer and Lewis /5/ describe a version of the polyphase code, called P 3, which seems most suitable:

i =,F (i _ 1)2 , 1 ... K

'he phase for each subpulse . is of course taken modulo 2 anti K is the co:de length or number of subpulses.
One interesting feature of the P S (ode results from the fact K To be any integer in contrast to the Frank code
/6/. On the other hand this P 3 nde needs a finer phase quantization compared to the Frank code: for K = 64 we
would need 7 compared to 3 bit phase quantitation. Some computations of the ambiguity functi:ns of the P 3 code
for a coarser quantization resulted in an only rninor increase in sidelobe-, if we ti. e cnly the number of hits
corresponding to the Frank code.

For the ELRA system a phase modulation is realized with one accurately adjusted 4 bit phase shifter operating
:n the rf reference signal before distribution to the 300 transmitter channels. Ihe codelength toty be cho:,sen 1,
16 ot 64 and the subpulse may be 1.2 or 10us. All possible combinations pr,,vide values for the pulse length of 1,
2, 10, 16, 32, 64, 128. 160 or 640ps. The pulse compression (PC) is realizod by a digital filter with appropriate
flexibility. In Fig. 5 are shown examples of clutter echoes after PC with codelength I (unmodulared), 16 and 64
with subpulse length I respectively 2ps. The amplitudes are normalized to noise after PC, so the processing gain
by the PC according to the codelength is obvi,:ns for some point targets.
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8. MONOLITHIC MICROWAVE INTEGRATED CIRCUITS (MMIC)

The development of MMIC circuits seems to be the real and final chance for a break through of solid state
p- ed arrays. With our parameter example we have shown, a transmitter power of I W per element is plenty
esnough for an operational system with some thousand elements. Developments are going on for complete T/R
modules at S and X-band /7/, /8/. A block diagram is shown on Fig. 6.

The main parameters of such modules are of the following orders of magnitude:

transmitting power: 1W
transmitter gain 20dB
Receiving gain 20dB
Phase shifter 3-5 bit

(depending on sidelobe
specification)

Noise Figure 4dB
Dynamic range of
receiver 70 dB

The bandwidth should be as large as possible. Perhaps it is possible then to use the same type of module for
different radar systems.

9. AUTOMATIC TESTING OF ANTENNA MODULES

An automatic testing or monitoring of all antenna elements should be possible during radar operation. An auxi-
liary antenna in front of the array outside the scanning angle and an individual control of the phase shifters is a
precondition for a simple and effective procedure: each channel is phase modulated individually and the resulting
modulation analyzed /9/.

For 3 bit phase shifters, as used in the ELRA system, the complex sum beam output (I and Q signal compo-
nent) should show eight points lying on a circle spaced 45' apart. The channels gain is tested with the circle
diameter. The zero phase can be evaluated and stored for phase compensation in connection with the computation
for the phase steering commands. So there is no need for hardware phase alignment. The deviation of the mea-
sured phase state from the ideal ones is also evaluated. By this means faulty channels are indicated together
with the type of error.
The complete test procedure may be performed within some seconds or may be interlaced with the radar opera-
tion. A nearly continuous antenna test during field operation is therefore possible.

OUTLOOK:

No fundamental problems are existing to day for the realization of electronic scanning radars. By applying
computer control to the radar functions a high flexibility is given to accomplish different radar tasks with one
radar system. By the deselopment and implementation of MMIC-technology the cost for investment and operation
will decrease substantially. Ground based and airborne systems may share the same antenna module technique. By
increasing the required number of modules there is a contribution to further cost reductions for hardware parts
and development.
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MULTIFUNCTION MILLIMETRE-WAVE RADAR FOR ALL-WEATHER
GROUND ATTACK AIRCRAFT

by

K.E.Potter
Royal Signals and Radar Establishment

St. Andrews Road
Malvern

Worcestershire
WRI4 3PS

UK

ABSTRACT

AGARD Aerospace Applications Study No.1 9 (AAS-l 9) recently addressed the "All veather capability of combat
aircraft".

The study looked at sensors and techniques required for the operations of take-off'landing, navigation to and from the
battlefield, and target acquisition. The emphasis was on poor weather operation and included the threat of Warsaw Pact
defences.

This paper presents details of the millimetre wave radar performance which shows that with potentially available power
sources an all weather capability can be realised.

Performance is evaluated as a function of frequency and antenna size, and the use of polarimetry with wide bandwidth
coherent processing is shown to offer potential enhancement for target discrimination.

The millimetre wave radar is shown to be potentially capable of satisfying the following functions:

(i) Take off/Landing
(ii) Terrain Following
(iii) Area Correlation
(iv) Tercom
(v) Acquisition of Targets

The above roles can be achieved in an all weather environment making the millimetre wave radar a valuable
multifunction airborne radar.
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MULTI-MODE MULTISTATICS FOR PASSIVE/AtTIVE
AIRBORNE SURVEILLANCE

by

Robert F.Ogrodnik
Rome Air Development Center (OCTM)

Griffiss AFB NY 13441-5700
USA

ABSTR %CT

The increasing performance demands for air surveillance assets, as well as the necessity for continued surveillar •
operations in the presence of enemy jamming and Anti-Radiation Missile (ARM) attacks, have increased interest in p ive
surveillance, in particular multi-mode passive/active multistatic sensing. The use of noncooperative radiation as illuminators
of opportunity combined with passive surveillance Electromagnetic Support Measurement (ESM) sensors opens new
horizons to multistatic surveillance from a passive airborne platform. Such platforms remain secure from ARM attacks and
can preserve operations in the presence of a jammming environment while employing the jammer radiation as an additional
illuminator of opportunity.

Research and field tests have been conducted on ESM augmented bistatics as well as noncooperative multistatics which
support the development of airborne multi-mode passive surveillance technology. This work has been conducted under such
programs as the Bistatic Enhanced Altimeter Detection (BEAD) and the noncooperative multistatic Passive Coherent
Location (PCL). Both BEAD and PCL technology directly support the receiver, signal processing and target location,
tracking operations necessary for passive airborne surveillance. The demonstrated technologies for EM interference
rejection and multistatic multi-target tracking and location under PCL provide a promising performance bench mark for
passive surveillance in the presence of a complex electromagnetic environment. Passive receiver intercept performance
under BEAD has provided a receiver design baseline for both look-down and look-up surveillance applications.

This paper will present the technologic under development in BEAD and PCL. It ill also present the field test results
and the sensor concepts. In particular, spin-off data such as bistatic look-down clutter, noise-floor limitations of
noncooperative multistatics and sensitivity limitations set by passive surveillance using signal intercept techniques and
illurninators of opportunity will be provided.
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MOTION COMPENSATION REQUIREMENTS FOR A HIGH RESOLUTION SPOTLIGHT SAR

by

J.S.A.Hepbum
Huntec (70) Limited

Scarborough, Canada

and

G.E.Haslam and D.F.Liang
Defence Research Establishment

Ottawa, Canada

and

W.S.Widnall
Department of Aeronautics and Astronautics

Massachusetts Institute of Technology
Cambridge, MA, USA

AOSTRACT

The Canadian Department of National Defence is developing a high resolution airborne spotlight synthetic aperture
radar (SAR). To attain the high contrast, high resolution and low geometric distortion objectives of the project, it is essential
that very accurate motion compensation be applied to the radar returns to minimize the effects on SAR image quality of
spurious antenna phase center motion. The motion compensation system being developed for the project includes a
gimballed master inertial navigation system (INS) located near the center of gravity of the host aircraft, a strapdown inertial
measurement unit (IMU) comprising gyroscope and accelerometer triads mounted on the radar antenna, as well as Doppler
velocity and barometric altitude sensors for damping the inertial systems. The role of the master INS is to enable high
accuracy alignment of the strapdown IMU. The raw sensor data are integrated using a U-D factorized Kalman filter to
obtain optimal estimates of the motion of the radar antenna phase center while the SAR window is open. These data are used
to adjust both the radar pulse repetition frequency and the phase and displacement of the radar returns.

Huntec (7(0) Limited carried out the analysis of the motion compensation requirements. leading to the specification of
the motion compensation sensor configuration and accuracy. The performance of the motion compensation system has been
evaluated by detailed computer simulation. This evaluation accounted for all major system error sources, including errors
associated with sensors, transfer alignment and computation, with the system operating in a moderately turbulent
environment.

Results of the evaluations by analysis and computer simulation are presented.
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IMPLEMENTATION OF AN AIRBORNE SAR MOTION COMPENSATION SYSTEM

D. DiFilippo and D.F. Liang
Department of National Defence

Defence Research Establishment Ottawa
Ottawa, Ontario, KIA 0Z4

Canada

L. Postema
Lear Siegler, Inc., Instrument Division

Grand Rapids, Michigan, 49508
U.S.A.

B. Leach
National Aeronautical Establishment

Flight Research Laboratory
Montreal Rd., Ottawa, Ontario, KIA 0R6

Canada

ABSTRACT

The Canadian Department of National Defence .as entered into the Phase II
development of an airborne Synthetic Aperture Radar Motion Compensation (SARMC) system,
following a Phase I feasibility study which led to the specification of the SARMC
sensor configuration and accuracy.

1  
This paper describes the hardware and software

configurations of an airborne SARMC system implemented on board a Convair 580 research
aircraft. The hardware configuration includes a gimballed LTN-51 inertial navigation
system, a Decca doppler radar, a baroaltimeter and a Motion Compensation Inertial
Measurement Subsystem (MCIMS). The MCIMS is a specially designed strapped-down
inertial measurement unit mounted on the ring gear of the APS-506 radar antenna. Since
motion compensation depends critically on knowledge of the MCIMS orientation with
respect to the radar line-of-sight to the designated target, a laser alignment
procedure was developed and performed to calibrate the azimuth encoder of the antenna
ring gear. This procedure is discussed along with experimental results. Substantial
effort was dedicated to streamlining the Kalman filter algorithms in the SARMC
processing package to obtain a high degree of robustness and computational efficiency
while optimally integrating the information from the motion compensation sensors.
Preliminary flight trial data are presented and compared with simulation results to
indicate the level of performance achievable with this optimized system.

REFERENCES

1. J.S.A. Hepburn, et al., "Motion Compensation Requirements for a High Resolution
Spotlight SAR-, presented in this Symposium
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MM %NAVE SAR SENSOR DESIGN:
CON(EPT FOR AN AIRBORNE LOW LEVEL RE(ONNAISSANCE SYSIEM

by
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ABS'IRACI

Airborne high resolution S) itlielic Aper ture Radar sN sterns for reconnaissance applications are usual% designed lot
high speed aircraft platforms operating in medium to large altitudes. The sensor systems in mol Cas ,s arc opcratng in
X-band. This is in contrast to cii airborne remote sensing sensor ssytenv s s, lich are designecd from I.- os r ( '- io X -band, iii
some cases operating sinlttaneiouslv in tn io different hands pro% iding more degrees of Iredoim for c',aluation

Since some emphasis has recently een placed on ittaging radar s% stems operating at s er\ Ion altituds iand ill shorter

ranges the question again arises whether alternative frequency hands arc useful for designing radar mapping s\ stems to he
operated under special constraints e.g. thc"peinetrating'" radar reconnaissance systcn opcriating at er Io, l ccls da, or
night.

13ciLiS one of the possible carrier platforms for the penetratior sensor syscm is considered to be a RP. a.i ablc
space and clctirical power are of prime concern. This is "why mnn wave techntology is cOlsidered for I[his application.

although the "classical" choice of operating frequency for SAR mapping systems is at the 'loser" end of the frcqmieniie scale

Ilt the paper tire basic system design considerations for a high resolution SAR ssstem operating at 35 (il I' or 914 (it I,,
are givetl.

First it is shown that only the ficusscd SAR concept ii the side looking configuration matches the requiremenIts and
contraints. Alter delfniion of illuminaion geometry and airborne modes the fundamental SAR pianCt rs in range and
a/intuth direction are deried. A revie if the performance paratteters of some critical nu \\ ave components (coherent

pulsed transmitters. Irotn ends. antennas) estahlish the basis for further analysis IThe puss er and conlrast budget in) the
processed SAR image shows the feasihility uif a 35 94 (il l SAR sensor design.

h discussion ol the resulting system paraneters points out that this unusual system design implies both benefits and
new risk areas. ()nc o the benefits besides the cimpactness (if sensor hardware turns out ll be the short synthetic aperture

length simplifxing the design of the digital SAR processur. preferably operating in real litne. A possible architecture based on
current state-of-the-art corrclator hards are is sho n. One of the potential risk areas in achievng high resoulution SAR
imagery iii the nm wase frcqucnc hand is motin co umpensation. Ihou cvcr it is shown that the short rainge aind short

synthetic aperture lengths ease the problem so that correction of motion induced phase errors and thus fiicussed synthetic
aperture processing should be possible.



E(CM EFFECTIVENESS OF A LOW SIDELOBE ANTIENNA
FOR SAR GROUND MAPPING
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ABSTRACT

Airhorne St hetic Aperture Radar SAR Reconnaissance Systems% itt the strip mapping ttttde are susceptile ito
jamming. The matn I-I'M threat is cotintonix t uttderstccd to he the grou-c uased sidiche jammeir ahicit includes a
senlsi tile intercept receis er and a tracking capabiitv to) adapt the jammning power it anttgle. ircquenc\ anld hand,, diil (11
the SAR1 ssstem. I he tatcst imtportatnt of seseratl tlecessarv- [(Itchniqites is etimmonli cttttidered toicc(ea lic'
sideitche SAR anitetnna a Itch aisc intprce N1Il perfccrmantce. ItIt ciaacteriztc the [I CAll l cudt ccceetcicicss it stith
an expensis e aitei ta soc~m incaslcrcs are neededCL.

I here are tac separtet phases Intercept cttd Jamtncnct1. AcectrduitgiIntlett MoNIIM teifttd ItCtlelet (FI Jiltd

Jamtming ('cin. Bocth cire hatsei cn titeesalcacct ccf the Sigital-Ict' JaMCttte tills ('(titter plus Nccise R,1tcc ctt lit' pctt -sed
SAR Imtagte (or tile ccniuuraticci '':ti~lrhcre setscti 'rccund ilsei jallinier' Bthi LCattl ct i1c ilt' tteiticcI t icct4M side

Ic tattennta Ii tertlu cf taut-tree (light distattet' ltt(itcCpt tilci lalget cccll1tts Ltlltnttttetlt JaItttttttttu

If us shccan ihat Ii the ttlccs iterestile Cast of ' heats itt'ltc 1,1 ccli I t..I t'lt't'CCpt 'tI (lmllttu ;titts c' diest,7' c r h\ c
til'sle ni 'Iw ct'utattttt dit'tcrtalcdc tcc the poitingtlt dcltcttil R< oi lie anttiennai It Ictilt \c s1,1 Thci lInIitItCL1 Raticc .cit

tle grccurd equals, the reciprocal cc tile target tcctttcast cli the ciccessd S-SR clage.c g

Icc discuss bcoih the intercept attd lamintgitc gaut ccc tcct 'dct: ofi a ciset S-SR tncetct .; i'cscci til iciccisol antd
2'dimenicnai ciccur piccS are used. I he\ allccI the tieinittlii Mc bhc aincis citrtti, I i ctilt cmactll't's cci acicui SAR
recii naiss~anee sy'steml the plccis ac clcact Ili tIi irtci I 120 im11 Si ]"1 111111 /11.1 .'-tici R .cite liVxB cepliini iht'
esing antenna akith unifcornt a'ightitt ak lit1 111 a11Ctetta cs Itic 2 ciii ilstI sdIC1te ICCI lilt' I ('('\1 e~litcle'SS ItI
termst cif ifciereept gain and janmmintg gaint Is Sitll ciSHIte il' t'l;ttlls tA ccccitti[ia /d Ic t' L (ccllltIng dIrIIt ccol tf(it

senscir antetnna tht reCsults are cisen It riCatt iC let its. Ii , Ittccit cttcc i tlit pcrcllt't'l, stilt' I I(M t1ccileetctcts
nat aksc be given in absil ute lernis.
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ABSTRACT The image quality is tied to the sensor reso-
lution. Two kinds of resolution can be defined :

Airborne synthetic aperture radars are systems

able to obtain high resolution ground images, by - the azimuth resolution (along track resolu-

day or night, independant of weather conditions. tion) in a direction parallel to the aircraft

Their applications are very broad, either mili- path

tary : reconnaissance, or civilian : mapping, - the range resolution (across track resolu-
remote sensing. tion) perpendicular to the first one,

Following a brief technical account (synthetic For a classical SLAR the alone track resolu-
aperture, pulse compression), the paper describes tion ra is given by
the operational features of an airborne radar
system providing high resolution images at long ra .-g

range. Then a technical description is given. with D radar range

This system can provide in real time, to the .g azimuth aperture equal to /L
ground, radar images by using a high rate data
link. L antenna length

It consists of two main parts wavelength

- An airborne part including the antenna, the

radar transmitter-receiver, the data link unit. For instance D 10 km, : 3 cm, L - I meter

- A ground station that realises in real time, gives ra = 300 meters.

Jata reception, synthetic aperture processing
and images exploitation. The range resolution r, is tied to toe trans-

mitted pulse length ty the following relation

1 - INTRODUCTION

The side looking airborne radars (SLAR), using d

synthetic aperture technics, are systems able to with c : light speed
obtain high resolution ground images, uy day or

night, independant of weather conditions. Their ror instance for a pulse length of I .s the

applications are very broad, either in the radar range resolution is 150 meters.

military or in the civilian domain. The radar image quality requires the improve-

ment of these two resolutions. This is realized by
In France, the first studies started in the using two technics

sixty's. As for back as 1964, they allowed to have - synthetic aperture technics for tee a long
some tens meters resolution radar images. Five

years later, a synthetic aperture radar, using an track resolution improvement

optical Processing improved by ten the radar reso- - pulse compression tecinics for the across

lution. In 1978, a real time digital processing track resolution improvement

was sucessfully tested. All of these experimenta-
tions have allowed to get, in France, the know- 2.1. Sgnthetic.a2 ertuetecti£
ledge in the synthetic aperture technics for

airborne radars [I - 151. They resulted in the The synthetic aperture technic uses the radar

design and the realization of a side looking air- displacement and the processing of the received

borne radar, described in this paper, giving very signal and synthetizes A very large equivalent

high resolution images at long range. antenna by moving a small one.

Such a system ensures real time radar images This processing is ratched to the point

visualization on ground by using a hige rate target signal, received by the radar during its

dita-link. illumination time. For a SLAR, the antenna is
fixed at 90" to the aircraft course.

Following a brief technical account, the paper It is well known that the received signal
describes the operational features of this system, characteristics are

teen a technical description is given including
various up to date techlological aspects. - an amplitude modulation which is shaped by

the azimuth diagram of the antenna
- TECHNICALPRINCIPLES - a linear Doppler frequency modulation due

The two dimensions of a radar image of the to the aircraft speed and with a spectral band-
ground are defined respectively by the waves width 8 defined by

propagation direction and by the antenna scanning .,

This scanning is realized by an azimuth antenna B --

rotation for classical radar and due to the
carrier displacement ror the 5.L.AR.. with - aircraft speed
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At the output of the matched precessing the During the mission, the SLAR illuminates the
signal, in the time domain has a 3 dB width a surveyed area ; the ground station receives the
which is equal to the inverse of the Doppler informations transmitted by the aircraft, perfor-
bawhih mes in real time a synthetic aperture processing
bandwidth :and presents the ground images to operators.

•a 1 The performances allows the visualisation of
a the surveyed area, several hundreds of kilometers

This width defines the along track resolution far from the ground station.

r that is given by This system architecture proceeds from the
important amount of information to manage that

ra  V a needs a huge processing capacity in order to
obtain in real time, high resolution images.

V In the airborne part, the modular design of

the sub-assemblies (radar and data-link units)
- L makes easier their installation on toard different
?h carriers. Two kinds of installations are possible:

This kind of processing can be realized for - in a pod equipped with an air cooling fan,
instance in the time domain, by a correlation containing all the units and antennas
between the received signal and a reference
function which has the sae phase law. This - inside the aircraft, except for the
law deperds on the geometry of the system. antennas

In the ground station, all equipements are
2.2. P --e co-presion sheltered inside movable and airtransportable

Pulse compression technics is used it, the catins.
SLAR systems, in order to obtain very short radar 32 Descri
pulses and a low peak power while having high
energy level The system is based on a S.L.A.R. using a

The technic is based on a long transmitted pulse compression transmitter-receiver, with a
pulse, which is linearly frequency coded and on fully coherent chain, and a ground station that
a matched filtering in the receiver, realizes synthetic aperture processing and images

The 3 dB pulse width, at the output of the display.
receiver is equal to the inverse of the signal The radar video signal after adequate coding
transmitted bandwidth. is sent to the data-link system, and in parallel

This 3 dB pulse width defines the radar range to high density magnetic tape recorder. This
(or across-track) resolution, and the transmitted recorder is used, when the data-link transmission
(h eis not possible for operational reasons (hills,
high energy ensures very long detection ranges. mountains, aircraft altitude...). In this case,
3 - OPERATIONAL FEATURES the radar signc' ic processed and displayed in

t-ATtoe ground station, after aircraft landing.

The SLAR system described in this paper per- In the airborne part, the data-link unit uses
forms high resolution ground images, by day or one transmitter and two small anternas located at
migth, independant of weather conditions. The the both ends of te pod. These two antennas have
improved image contrast, due to the good resolu- a 360' total azimuth cover. At any time, one of
tion, makes easy the detection of low radar cross them is slaved toward the ground station, by
section targets in heavy ground and sea clutter usiog informations given by the aircraft inertial
(vehicules, small, boats,...) and also permits navigation system.
to distinguish two clutter regions having diffe- In the ground station, the received radar
rent reflectivity coefficients -0 (oil spill sigoal is demodulated and processed. The syn-

detection on sea...). In addition, these images thetic aperture processing is realized b) a
can be superimposed on geographical maps for dif- digital real time correlator. After processing
ferent comparisons. the images are displayed on T.V. sets, and also

Due to these characteristics, this kind of stored.

system offers a lot of applications either in the
military or in the civilian domain, for instance : 3.3, Opetonal features

- high resolution mapping This idar is fitted with several modes that
military reconnaissance permit to visualize a ground area located on the

right or on the left of th-, aircraft course. For

- border surveillance each of these modes, the swath has a width of

oil spill detection on the sea some tens of kilometers, dnd the resolution is a
few meters for the fixed targets modes, and a

- iceberg detection and localisation few tens meters for the mc'ing targets.
- ship traffic monitoring, etc. The data-link system has a maximum range of

several hundreds of kilometers, depending on the

3.1. Architecture_of_the szstem aircraft altitude. The information rate is about
50 Mbits/s. The transmitted data includes the

This system includes a side looking airborne digital radar video, the radar status data and
radar (SLAR) carried by the aircraft, a data different aircraft informations (geographical
link, and a ground station. coordinates....).
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In the ground station, the real time digital The data-link unit, includes a very low
processing input is the direct signal received power travelling wave tube amplifier and also the
from the data-link, or the airborne tape microwave carrier generation circuits. Before
recording. amplification this carrier is modulated by a qua-

Seneral modes for the exploitation are fore- dratic phase shift keying modulator (QPSK) which
seen in the ground station. They allow a real time is t good compromise between the required band-
or a delayed exploitation. At the output of the width and the bit error rate.
digital processing, the images are sent towards 4.2. The
two T.V. sets via two images memories. -- . ... ... ... ..

On the scre ns, the operators can see the The ground station is composed of an antenna
radar image of the surveyed area, moving verti- located on a turret, and of two cabin_, one for
cally with a speed whith is proportional to the the processing unit and the other for the images
aircraft's one. exploitation.

These two T.V. sets allow one operator to The turret ensures the passive tracking of
watch the whole surveyed area, while the other has the aircraft during the mission, and contains the
the following possibilities, data receiver and a 2 meters diameter antenna.

to esamne only a part of the selected The synthetic aperture processing is ocated
- in a cabin, and uses a digital correlator, toswath. For this selection the operator uses cursor. compute in real time for each range Lin, the cor-

Thus it is possible to have localy on the T V relation result between the radar signal and a
screen the best resolution of the radar, reference function. This device has a powerful

- to stop the image and zoom to investigate capacity up to the equivalent of 10 9 multiplica-details and to obtain the geographical coordinates tions per second. 11 is composed of several
of an image point, modular units, that realize the processing of

The radar images are also sent towards the swath. Each of these units includes
photographic film recorders with continuous paper
development and towards an high density magnetic v amle
tape recorder. video samples

The magnetic tape can be used - a correlator which calculates the corre-
lation function between complen signals

- for a delayed exploitation 
of the radar

images on the T.V. sets - a reference function generator. These
functions depends on the range

- to achieve several images processing and In the second cabin the eploitatics of the

make, for instance automatic targets detection, In isend b thi eolution the
or image correlation between different flights. mission is ensured by two high resolution T.V.

o sets (1000 x 1000 points), associated with a

4 - TECHNICAL DESCRIPTION large memory enabling the following functions

4.1. Side lookinairborne radar - image freeze

The radar is composed of several sub- - zoom
acsemblies or units, that contain all the radar
functions and use high level technologies. - symbols and markers generation

The trinsmitter-receiver unit uses SAW The exploitation uses also two alphanumeric
devices to make pulse compression. Thus it is monitcrs to display all the parameters of the
possible to achieve a very high compression ratio, mission (radar modes, geographical coordinate

of the aircraft or of target located on the
In order to obtain a high sensitivity recei- image...). The storage of the mission is made by

ver, this unit contains a low noise microwave two kinds of recorder.
amplifier using field effect transistors (F.E.T.)
technology. The radar signal detection is ensured - photographic film recorders
by a fully coherent chain, using an ultra stable
oscillator. - high density magnetic tape recorder-

The power amplifier unit contains a high gain reproducer
travelling wave tube (T.W.T.), associated to its Each photographic film recorder is composed
own high voltage and power supply circuits. of an optical block, a paper transport unit and

The radar aerial is constituted of a flat electronic circuits. The optical block is equipped
slotted wave guides antenna which can be moved with a He - Ne Laser sourLe with a spot diameter
around the yam and roll axis. Thus it is possible of 100 cm. This recorder provides a raper image

to slave the antenna to the left or to the right with the following features :
of the aircraft path. Resolution 2000 spots per line

At the output of the transmitter-receiver
unit, the radar signal is sent to a preprocessing Size 200 nm width
unit. This unit includes the analog to digital
converters (A.D.C.) circuits and the preprocessing Length up to 150 m
filters. The A.D.C. are used to digitize the
radar signal. The number of range bins digiti- CONCLUSION
zation, defines the processed swath. This number
is about ten thousand. The preprocessing filters The SLAR system described in this publication
are used to reduce the amount of informations to has high operationa features associated to an at
be transmitted and to be processed. These low-pass to date design that make it a very efficient
filters limit the received Doppler signal band- product.
width, in order to keep only the useful spectrum It has the following high-lights
needed by the defined along track resolution.

Operational aspects
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Abstract

It is quite well established that millimeter waves exhibit superior transmission

features for natural obscurations, i.e. mostly adverse weather-effects, if compared

to those in the IR-region. Therefore m-wave systems are competitors for military

surveillance and guidance systems.

For these applications the knowledge of the amount of degradation of mm-Systems due

to obscuration in a battlefield environment has to be assessed in comparison to IR-

Sensors. The results will be important as well for optimal sensor design as for the

development of camouflage measures.

The data dealt with in this paper have been gathered during various measurement

campaigns. They cover smoke and dust trials with mn-waves-instrumentation systems

at 47 GHz and 94 G0Iz and experiments on screenino smokes. All trials were performed

in conjunction with IR-measurements.

For the dust and smoke-trials a bistatic conficuraticn was used with transmitters

and receivers located at two opposite sites across an artillery impact area.

Artillery barrages of different type of ammunition were fired into the imp act area

and the attenuation over the path due to mud, soil, debris and smoke Y tlW deto-

nations was measured.

Results are discussed by means of attenuation-curves for different tranroit receive-

polarizations. A comparison of the results of the two erployed mn-wave freoucnei s

with the simultaneously measured IR-data is given for selected events and on a

statistical basis over the whole measurement period.

For the experiments on screening smokes a monostatic confiquration was chosen with a

pulsed 94 GHz instrumentation radar operating over a folded transmission path against

a rorner reflector and armoured target vehicles. By recording the echos from a number

of consecutive range gates the attenuation caused by the smoke as well as the back-

scitter of the smoke cloud and the location of scattering centers within the cloud

could be evaluated. Results from optical, IR and radar smokes are discussed in the

pa)er.
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SUMMARY

When the heterogeneous clutter field spanning the spatial sampling sliding window
can be modeled as two contiguous homogeneous clutter fields with the statistical parameters
of .ach field unknown and independent from field to field and with the transition point
between fields also not known, then the cell averaging CFAR performance significantly
degrades yielding target masking effects and loss of false alarm regulation. For the same
defined and encountered environment spanning the sliding windows, the performance degrada-
tion effects are shown to be largely eliminated when a newly developed class of CFAR test
is employed designated as Heterogeneous Clutter Estimating CFAR's (iHCE-CFAR). The test
initially involves the comgined use of multiple Hypothesis testing and maximum likelihood
estimation procedures to estimate the statistical parameters of each of the two fields,
and the transition point between them, and then makes use of the relevant estimated clutter
field parameters to effect the final decision rule. HGE-CFAR Designs are presented for
both the cases when the contiguous fields have Rayleigh first order probability distribu-
tions, and log normal probability distribution. However, the focus of the development and
the conducted performance evaluation is for the Rayleigh clutter cases.

1. INTRODUCTION

For a homogeneous Rayleigh distributed clutter limiting environment, automatic target
detection modes (commonly referred to as cell averaging CFARs) can be designed which pro-
vide efficient detection and constant false alarm rate (CFAR) operation by a spatial
sampling of the resolution cell outputs in a sliding window surrounding the cell which is
under test for the presence of a target (1,21. The modelling constraint imposed (in the
above cited references) is that the clutter field spanned by the sliding window is either
a homogeneous one (that is to say, the statistical parameters in each of the resolution
cells covered by the sliding window and governing the detection output of each cell are
identical), or that the clutter field is a heterogeneous one but where the functions
controlling the values of the statistical parameters over the parameter space are known,
a-priori, within scaling constants. However, when the sliding window is spanned by two
different and contiguous homogeneous clutter fields with the cell under test embedded in
only one of these fields and with no a-priori assumptions introduced of the relative
levels of the parameters of these two fields or at what resolution cell the transition
between the two clutter fields take place, then it is shown [1,2] that the detection per-
formance significantly degrades--false alarm regulation is no longer maintained, and
serious target masking is introduced.

Motivating the subject Constant False Alarm Rate (CFAR) development is the fact that a
number of frequently encountered clutter phenomena involve interfaces of clutter fields
with markedly different intensities of backscattering, for example: sea to land, dry to
moist terrain, non-masked to masked terrain, light to dense foliage fields, and resolution
cells free of clutter to resolution cells in a rain or chaff cloud. Synchronously gated
or pulsed noise jamming is another possibly encountered radar environment adhering to the
same type of transition between interference fields.

A newly developed class of CFAR tests, the subject of the paper, designated as
Heterogeneous Clutter Estimating CFAR's (HCE-CFAR) is free of the a-priori assumptions of
the heterogeneous clutter fields introduced in the earlier work 'above cited references)
and overcomes the performance degradation effects noted in these references for the classes
of non-uniform clutter models considered.

1.1 HETEROGENEOUS CLUTTER FIEI.D MODE. EMPLOYED IN THE HCE-CFAR DEVEI.OPMENT

The heterogeneous clutter model employed in the HCE-CFAR levelopment is a construct
of a number of contiguous homogeneous clutter fields covering the radar parameter space
but with the constraint imposed that no more than two of these clutter fields span the
sliding window at any one time. (One homogeneous clutter field encompassed by all the
sampling cells in the sliding window is also an admissable subset of the model.) The
underlying statistical parameters of each clutter field are independent of one another and
are assumed to be unknown, and the transition points between fields are also assumed un-
known. The sampled envelope detected outputs of all resolution cells of all the clutter
fields are statistically independent, and these observed random variables are assumed to
have the same form of first order probability distribution. For example, they are all
Rayleigh, or log-normally distributed. The model also includes the assumption that jumps
in the carrier frequency can be effected which yield statistically independent frames of
data without changing the underlying statistical parameters of the modeled probability
distributions.

This work was supported by the U. S. Army.
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While the described heterogeneous cluttLr model provides an appropriate description
of some radars, or radar modes, and their encountered heterogeneous clutter limiting en-

vironment, it obviously is unsuitable for oLhers. In addition, for this initial work,
the sensitivity of the HCE-CFAR designs to encountered clutter deviating from the stated
heterogeneous clutter model has not been established.

1. 2 BASIC CONCEPT

The concept of the HCE-CFAR design is outlined in Fig. 1. Based on the N spatial
sampled outputs included in the sliding window, estimates are first made of the statis-

'ical parameters of each of the two clutter fields sampled by the N ceils, and of the
transition point between them. lhe combination of maximum likelihood estimates and
multiple hypothesis tests are used to make the estimates. The statistical parameters of

th relevant clutter field, that is to say, the clutter field which is estimated to have
the -. ll under test embedded in it ire then used to form the decision statistic--the
:unction of the observables used in the final decision rule. The detection threshold is
made a function .'f the inputed design single cell false alarm probability (PA) and the

number of samples (n) which are estimated to be in the relevant clutter field.
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L = Max -L'

1,2 ... ,N-i

The corresponding estimates 0- and 0 arc

i Yi (5) and 2 1 YU 
0

2(G) N (6+

Thus, a complete description of the sampic clutter ficlds has bcn achi,.d. II,.
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2 
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threshold K20
2
. The threshold proportionality constant V 11 dcurmin-d for a specified

single cell false alarm probability P If the estimL, * 01, part.tion point between
the two fields wa exact, then the false alarm probability ueXs'rr.LS n d'.,el-ye

2 
in

Ref. [2) would apply

A= FA _

with the number of cels n interpreted as in th e  I I i p di C111 iII and Oi L I'im the
expression of K

2 
presented in Fig. 2.

In this manner, if the partitioning point of the two clutter fields spanned by the
N threshold control cells is accurately estimated, the false alarm probability will be
close to the design value.

Only a single frame of tIl.o N resolution cells sampling the clutter fields has been
assumed to be available for the HCE-CFAR formulated here. If, in fact, NF statistically
independent frames of the N resolution cell outputs are available for use in the HCE-CFAR
design, the number of statistically independent samples in each resolution cell is
increased from unity to NF , and the values, for example, of , N and n in the presented
equations must now each be multiplied by the number NF .

2.2 BIASED VERSION OF THE HCE-CFAR DESIGN

The unbiased HCE-CFAR design described in the preceding section involves giving equal
weights to each of the hypotheses of where the transition from one field to another takes
place. However, to make the HCE-CFAR concept provide a satisfactory control of the false
alarm rate. especially when only a single carrier frequency is employed, it is necessary
to 'bias' the multiple hypothesis test in favor of the hypothesis that the cell under
test is embedded in the more intense clutter field.

The rationale for the biased version of the test is made clear by viewing (see Fig. 3)
the cases of the cell under test being in the more and less intense clutter fields and the
consequence of transition point estimating errors for each case. In both cases, the trans-
ition point error can erroneously 'place' the cell under test in the wrong clutter field.
When the cell under test is in the more intense clutter field (the upper sketch), an crror
placing it in the less intense clutter field will yield a highly probable false alarm
event, causing an increased false alarm rate. On the other hand, the reverse situation,
(depicted in the lower sketch) yields a highly probable false dismissal (or target masking)
event, which does not appreciably affect the overall detection probability. Since CFAR
control is, typically, of paramount concern, the test is biased towards a regulation of
the false alarm probability at the expense of some masking events but with the target
detection performance still substantially better than that obtained with the conventional
cell averaging CFAR for the same non-uniform clutter fields.

The desired modification is effected by introducing a test of the alternate hypotheses
of whether the cell under test is in the more intense clutter field or not and 'biasing'
this alternate hypothesis test in the direction of accepting the hypothesis that the cell
under test is in the more intense clutter. (The test is designated here as the .(+)/,(-)
test.) The developed alternate hypothesis test is again based on the use of the observed
square law detected outputs of the N surrounding threshold control cells and involves
computing the ratio of the maximum likelihood that the cell under test is in the more
intense clutter field to the maximum likelihood that it is not. The ratio of these maximum
likelihoods is then compared to a fixed number, and if greater than or equal to the con-
stant, the more intense clutter field hypothesis is accepted, and the clutter field
estimates used in developing the maximum likelihood under the hypothesis that the cell under
test is in the more intense clutter are used in establishing the threshold. If the ratio
is not greater than the constant, then the estimates of the clutter field yielding the
maximum likelihood under the hypothesis that the cell under test is in the less intense
clutter field are employed in the threshold control procedure. The 'bias' to the test is
introduced by setting the constant to a value less than unity. Since logarithms of these
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maximum likelinoods are employed in the development, the ratio becomes a difference of
the two likelihood quantities, and the constant value less than one becomes a negative
number. (Since the introduction of such an added biasing test, in effect, distorts the
estimate of the encountered non-uniform clutter field, it would not be included in a
clutter 'mapping' function of the radar.]

A flow chart describing the development of this alternate hypothesis test of where
the cell under test is located--the more or less intense clutter field, and how it is
employed in the CFAR test is presented in Fig. 4. The CFAR procedure described in the
flow chart of Fig. 4 also includes the alternate hypothesis test of whether the N
threshold control cells are sampling one uniform clutter field or two completely inde-
pendent clutter fields. If the one field hypothesis is accepted, then the detection
procedure reverts to the simple cell averaging CFAR procedure. (This test is designated
here as the U/H test.] If 

2
se two field hypothesis is accepted, then the alternate

hypothesis test of whether the target cell is in the more or less intense clutter field
is conducted.

If the thresholds of the (+)/,(-) and U/H alternate hypothesis tests are set to
unity, (or zero for the logarithmic versions), then the HCE-CFAR design reverts to the
unbiased version described in Sec. 2.1 and the flow chart of Fig. 2, with the uniform
clutter field hypothesis (the tranoition point at M=O) added to the N-I hypotheses of
where the transition between the two clutter fields takes place.

Moreover, while the subject 'biasing' tests are formally introduced here as the
addition of separate alternate statistical hypothesis tests, they can also be interpreted
and implemented by applying the appropriate weights to the multiple hypothesis maximum
likelihood heterogeneous clutter field estimation procedure descrited in Sec. 2.1 and the
flow chart of Fig. 2.

3. DERIVING PERFORMANCE DATA FOR THE HCE-CFAR AND 'CELL AVERAGING' CFAR WHEN BOTH ARE
OPERATING IN THE SAME NON-UNIFORM CLUTTER ENVIRONMENT

3.1 HCE-CFAR EVALUATION METHOD

In Sec. 4, a performance evaluation of the biased version of the HCE-CFAR (described
in Sec. 2.2) is presented. The evaluation involves a comparison with the conventional
cell averaging CFAR design when both are operating in the same 'split field' Rayleigh
distributed clutter environment, and the target to be detected is modeled as a Swerling
Case #1 Type.

For the inputed partitioned two-clutter field statistically defined environment,
embraced by the N threshold control cells, each replication involves the generation of the
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,N(NF) statistically independent Rayleigh distributed envelope detected outputs of rte ,N
threshold control cells spanning the two clutter fields and the N F frames each assumed to
be developed at a different carrier frequency and yielding statistically independent sets
of N returns. The heterogeneous clutter field estimating CFAR procedure, as outlined in
Sec. 2.2 and Fig. 4, is then employed to determine the estimate (O-UF and the number n Cof
samples employed in sampling what is 'tagged' to be the relevant clutter field. The
threshold T = K

2
J{i is computed with the value of K2 determined, as decribed in Sec. 2.2

as a function of both the inputed design false alarm probability and thte :tumber of samptles
n used in estimating O'{ on that replication. The computed threshold r fur each repiication
is then used to determine, analytically, a conditional probability of faise alarm and de-
tection on the hypothesis that the computed threshold is T. For the single variate
detection of a Rayleigh distributed target (Swerling Case iii) with a received signal ttl
noise ratio of X, the conditional detection probability is expressed as

P5 = ex [ T ]NA (8)

and the corresponding value of the single cell false alarm probability

AND ., eG ,[ F1  (9)' .

with jE defined as the inputed true value of the statisttcal parametor(Q-
2
( of the clutter

field with the test cell embedded in it. The final estimate of EPT and FA are obtained

by taking the average over all replications of the defined P and PF obtained on each
replication. 0 PA

The PDand P FA of the (C E-CFAR, when operating with the two Rayleigh fields spanning
the window, are independent of the clutter tevelu"{ oi the cell under test, but_ can be a

function of the clutter parameters, MI and I' (, ='T andj-E is the Rayleigh parameter for

the output of a cell in the edge field.) Therefore, the performance evaluation is con-
ducted as a function of MI and I. The HCE-CFAR is exactly a CFAR detector when only one
homogeneous Rayleigh distributed field spans the window. For this case, MI has the value
of zero and I of one. (The HCE-CFAR detection efficiency relative to that of a cell
averaging CFAR for this one field case is also presented in Sec. 4.)

.- ,, / i l ii mmmm HY -O --HE mSIm)
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3.2 CELL AVERAGING CFAR EVALUATION METHOD

Using the analysis procedure of Ref. 2 (Appei.lix 5) (applied for the Swerling Case #3
Target Type), it is easy to show for the Swerling Case #1 Target Type, that the detection
probability of a cell averaging CFAR for the situation when tioe N sampled cells span two
different Rayleigh clutter fields may be expressed as

P (10) with =K2 (1i)

(X is the signal to noise ratio.) From Eq. (10), the corresponding expression for the
single cell false alarm probability can be obtained by setting X equal to zero yielding

M

. (12)

Equations (10) and (12) express cell averaging CFAR performance for the case when a
single frame of N resolution cell samples of the clutter fields is used to estimate the
clutter level and set the threshold. When more than one statistically independent frame
of the N cell outputs is employed for this function (say, N F frames), then the value of

N in these equations must be replaced by the product of N and N F , and similarly the value
of M must be replaced by the product of M and NF .

4. PERFORMANCE EVALUATION OF THE HETEROGENEOUS CLUTTER ENVIRONMENT CFAR

Detection and false alarm probabilities for a wide domain of the modeled non-uniform
clutter conditions are presented for three representative HCE-CFAR designs and correspond-
inu, cell average CFAR designs, (See Figs. 5 through 12.) In general, the HCE-CFAR designs
are noted to overcome the performance degradations--target masking and increased false
alarm rates--experienced by the cell averaging CFAR when encountering the non-uniform
clutter environment. If f is defined as the ratio, expressed in dB, of the clutter level
of the cell under test to the level existing at the edge, it is noted that for positive
?'s,--the condition of the cell under test being in the more intense clutter--the cell
averaging CFAR false alarm probability increases unacceptably from its design value,
especially at the value of positive ) becomes large and as the transition point M between
the two fields approaches the cell under test. On the other hand, each of the three
illustrated heterogeneous clutter estimaging CFAR designs are noted to effect a control of
the false alarm probability for the same encountered non-uniform clutter conditions.

When the cell averaging CFAR encounters a clutter field of negative (i.e., when the
clutter field at the edge of the threshold control cells are in the more intense clutter
than the clutter field encompassing the cell under test), the detection probability is
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drastically reduced with targets essentially completely masked for a wide domain of non-
uniform clutter conditions. Conversely, the representative CE-CFAR designs when
encountering the same non-uniform cluttur environments maintain a relatively good d ction
c.pability for most of the non-uniform clutter fields considered (see Figs. 6, 8, 1 dnd
12). IThe relatively high detection probabilities of the cell averaging CFAR, when en-
countering a positive . non-uniform clutter condition, is achieved at the expense of
unacceptable large increases in the false alarm probability ovc" the design value.]

Each of three representative IICE-CFAR designs involves the use of a different number
of statistically independent frames of the sampled non-uniform clutter fields. A single,
two, and four-carrier frequency design are represented. For the multiple frequency design,
the incremental change in carrier frequency from one transmission--or group of trandmis-
sions in the MTI radar case--to another is assumed to yield statistically independent
clutter returns, but with no perturbation of the underlying statistical parameters.

An intuitively satisfying result is that of the three presentative HCE-CFAR designs
presented, the best performing one (see Figs. 5 through 8) is the one based on the most
frequencies of operation (or statistically independent frames of data) namely four. The
second best performing design (see Figs. 9 and 10) involves the two frequency operation
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case. Obviously, as the number of statistically independent frames of the N cells sampling
the" nun-uniforml c lutter field increases, a more accurate estimate can be made of the en-
countered non-uniform clutter field, leading to a more effective HCE-CFAR design. A view
of t he (4S and mean error s made in the estimation of the transition point between the two
cl utter fielIds (Fig s. 13 and 14 ) alIso ilIlustrates th is behavior. A significant reduction
in these eccurs is noted to take place when the number of statistically independent frames
of data is increased. Since in many radar applications, frequency hopping is employed, any
way, to force a decorrelarion of the target and clutter returns for improved detection, the
additional frames of sratistically independent clutter returns may be available for use in
an HCE-GEAR design.
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The transition point estimated errors are also noted (see Figs. 13 and 14) to rapidly
decre ase as the absolute value of , increases. (The more marked the jump in clutter levels
at a transition point, the easier it is to 'see' the transition point and accurately
estim ate it.) This behavior should result in better performance of the bCE-EAR design for



large values of And, in fact, the best performance foeahf the hrvv design,, i.
noted to be obtained at the largest positive and negatie value of ,1,r which tho det
tion and false probabilities were determinedl (± 30 dBS). On the oth,.r han ! the )r,)-a~
of the cell aivoraging GEAR is noted to degrade rapidlv as the absolute vau o10 0' STrir, Ise

and exhibits its worst performance at these largest values of.

The detection performance in unrim Clot ror o1 the ((CF LIAR designs anrd the ?
sponding cell averaging CFAR designs is obtained for the ae~ of t-he trans-,I 'n nor -
made equal to zero. For the four frequency (Ci-CFAR design, the de~tron utiCienceS in
uniform clutter is determined to be within .04.8 dBr of that aChioe'ibo wi'll I fnur ipn;
cell averabinq, -FAR desigri. The additional CFAR Loss of the two and) ,NC A
designs relativec to that ' f correspondling two and o fr,. ute,_1, Kl-:;JkdIlsi .
and 0.65 cle respectivelv. in unifor!t, clutter, the 11CE-CFA -i. r t,) 'r

exactly CC-,0 in perfor-man.-1

When the performance is presented of an HCE-CFAR desig h.sdnh ~
statiSt ICal lv independent frames of dat a -assumed to he aehi- ed h, mo I4
operation, to accompanying cell averaging CFAR pent rmane- i'; bose.4 'In !-'1 1''
number of crequencies. However, only a single statis'.ical' indep1 L':e I,
employed III the computation of the detection probability for tho a,1! ip[, ire ie~c iE
GEAR and cell averaging CFAR designs. Cneetlthese mltiple Icoejnt; rcslit,!-
applicable for the evaluation of each stage of an >1 of Ni 3vtect 10 chrv. transmrii II:,
each at a different carrier frequency are assumed, the reivdrt in earLi r-outi Inye
are stored, and the detection decision at each stafeL is detelledl Uon l the HCE-CFuR throll!
Olds based: on -e N statistically independent frames It ciotter ret urn data are receivedJ.

5. HETEK06oENEIOUS CLUTTER ESTIM1ATING CFAR APPlLIED) TO 1.01, ORYALI. DIISTRIBU'ED CI. TER

The case of log-normally distributed clutter ts used to illustrate the application of
the H-CE-CFAR concept to a two-parameter distributed clutter. A flowchart sumarizing the
steps involved is presented in Fig. 15. The spatial sampling of the encountered clutter
is assormed to encompass two different homogeneous clutter fields but with each one log-
normally distributed, and with the cell under test embedded within one of the two clutter
fields. The approach again involves estimating the statistical parameters of the two
clutter fields sampled and the transition point between these fields, and then to use the
statistical parameter estimates of the relevant clutter field (the one in which the target
cell is embedded) to make the GEAR detection test.
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FIGURE 15 FLOW CHART OF A HETEROGENEOUS CLUTTER ESTIMATING CFAR FOR LOG-NORMALLY

DISTRIBUTED CLUTTER

The heterogeneous clutter estimating procedure is developed in a manner similar to
that used for the Rayleigh distributed fields. The observables are the N envelope detected
outputs ix Which are employed in the threshold control procedure. For each xi, the
probability density function



f(XI )dxi _ exp - dxi

The subject (EAR procedure involves first obtaining maximum likelihood estimates of

mi,0-, mi. y , and the transition cell M. Hj is the hypothesis based on the set of the

N observables that tIe transition takes place after the ith cell. There are N-I such
hypotheses, and for each one, the set of maximum likelihood parameter estimates
1 0
1(j),UI(j); M2(j)' J 2 (J)) are generated. They are formulated in Fig. 15. The estimatesm 2

I j 2(j) 'Q(J)) are then used to compute the set ILC. Lh can be shown to be

monoionically related to the maximum of the likelihood on the condition of the H hypothesis
and is exprsssd in Fig. 15. The maximum of the set L is now found

1. = Max 3L9

J = 1...N-I

G then becom;ies the estimate of the Mth transition cell (G=M), and H. is any one of the

hypothesis ilj which yields a maximum of the set vL> . Consequenty, clutter iield #1,
with paraice cc estimates ml(G , and f(cG)' is estimated to extend from the first cell to

the c , and clutter fle #2 with the statistical parameter estimates m and

is estimated to embrace the cells from the G+l cell to the Nth cell. The relevant
0(o) 11 T reevn

estimated clutter field for use in the illustrated CFAR test statistic is the one in which
the cell under test (XT) is embedded. The decision statistic (t) for this heterogeneous

clutter estimating log-normal CFAR test (see Fig. 15) was introduced earlier [51 for
effecting CFAR operation in a homogeneous log normally distributed clutter environment.

This formulation of the HCE-CFAR test for log-normally distributed clutter involves
the application of an unbiased multiple hypothesis test. Just as the (CE-CFAR designs
for Rayleigh distributed clutter were determined to yield improved pertormance with the
addition of 'biasing' alternate statistical hypothesis tests of the (+)/)(-) and U/H
type, it is anticipated that similar biasing tests added to the presented log-normal
HCE-CFAR test would also lead to improved performance.

REFERENCES

1. Finn, H. M., "Adaptive Detection in Clutter," Proc. National Electronics Conference,
Vol. XXII, 1966, page 562.

2. Finn, H. M., and R. S. Johnson, "Adaptive Detection Mode with Threshold Control as
a Function of Spatially Sampled Clutter-Level Estimates," RCA Review, Vol. 29,
No. 3, page 414.

3. Hansen, V. G., "Constant False Alarm Rate Processing in Search Radars," Proc. of
IEEE 1972 International Radar Conference, London, 1973.

4. Hansen, V. G. and J. H. Sawyers, "Detectability Loss Due to Greatest of Selection
in a Cell Averaging CFAR," IEEE Trans. of Aerospace and Electronic Systems,
Jan. 1980, AES-16, page 115

5. Goldstein, G. B., "False Alarm Regulation in Log-Normal and Weibull Clutter,"
IEEE Transactions on Aerospace and Electronic Systems, Vol. AES-9, Jan. 1973,
page 84.

ACKNOWLEDGMENT

The competent and dedicated efforts of Mr. Chester Stone in developing all of the
computer programs employed in the conducted evaluations is gratefully acknowledge. The
reviews of the paper and insightful comments of Dr. Lawrence Brennan and Dr. Allan Tarbell
are also very much appreciated.



DISCL SSION

tan - in pro~ ide a qiialitatis e ssesicrnt of lhow n litisc ou r techniqueLI is Iii thle aSSUItioti01 that thle in i tilds has C
tiesatte statistics but 2 dittorrit nicans' IVhilt is. if the first field wsas Rai leigh and the second hield w as non-Ra lejigh.

hom Ai %mid h le (If-AR pcrfirninrce change as thle secoind fieIlds statistics increasinels des iated touin Rats lejeb

Author's Reply
Ihle I K II-C I- .R deienIV1 has beecn citifiured to date for the case wshere boith independent fields n thin thre sliditev
winjdows are each Inl parattieter distributed (Rasleigh); and ,ilsm for thle case where both clutter tields withlin thc
wn dow ire twim-siatistical parameter distributed. lii' lantte I (1--CF'AR desj illS ali pplies, i0 Weibull diStilbtittoitl
clutter.

IFor the case ,I tile I IC I -C I A-R deiLIgedL for Ras lCie'h distributed cltter. I biesIQ [ here Could Ile Silmslalliiill
degradtio n of per-formance if mone oft the fields is issO-parantieter distributed - cspcciaill it it is thle ticld w ith fle test

cell cnibeelded in it. O )n tile other hand, the I(E-CFA R desiiened for 2 -paranicls ibrited Cluitter'. sittee it is
applicable toi Weibull distributed Jlutter. cituld accomnmodate th1 cCase %%htereo One IC d is Ru' Clee dist tibUitd itnd tile
other field] is Weihiill distributed. since the Ravlcichi diitribution is one Case 01' thle WeCIbull distribitiii. IFlit test is i
inefficient onte. hm ever, if both fields are Rayleith dist ribited . Soi that, if thle qlitstioti is itie ofit tel pracical inlterest.
perhaps ire latter approach w ould be to fither des chip thle I'114 ECAR ctoncept toi accoi utodate thie licit]difeltcrenices
descibed.

A.Higgs
Ihe view-foils indicate results if heterominmits clutter which were [lot in tIle A( AD RI) C-print. Caitn iltl theseCI& fIN
ats part if the discussion phase w hicht will api-pear in thle I italized cmipy (if the A(i AR) proceedings.

Author's Reply
I bctieve that the pre-print tof the paper ctontaitns all imf the I ICE-C FAR performance results, and thanft) noie" results
necc presented in the talk. A fuller presentation tof the results and analtical des-elipntent is schedJuled fir publicatioin
in the II F Protceedings of Aeroispace atnd Electronics.

C.Boess~etter
Is there anv ctonnectioin between the theitrv of design for (TFAR systemns and raioiiteiri resoiutmi. wihtich is tine oft the
impomrtant design parameters for imaging radar antetnta. it) separate betw eeun o d ist ribuited clutter I'ields

Authors Reply
'he theory which I presenited is niainly for target detetiomn. Houwever. it cmitld pritlabl\ lso( be applied fir itnauti

clutter fields.



HICH-HESOLUTION MTI W1TH SAP

Sr. A. Freeram
Marconi Fesearoh Centre
West Hians iog!il Fo,!
'rest Hlo

nsses..7bH~.Pg .

Moe i ng Cirget t-igng (i I us ing Synotret ic Aperture h -r aS PA? -n-
tort T I aI-weather, ssroe iii rl,, too is rs it'- ig thO .0-Potent - f "h

4- , J. T r~ ur-sof tr e work iemni te -4p tis [ie -, r noestatr teo'II e0j

- r i uoiR -'-re ti -,t!1 tan togs of.uc ,a~r epo ph -o rud- !,-ar j gnam rc~e

Aisin tlre e SAP o yster

C" I i-ft -toy in tie MTT Mt~a~~ r- tIpihla;tieV ~ t ..f a enthr crude- 1m
-sun.. m- ig targets nOf eu'st 1. Ire sit- Tri n'-"eo 'coed Ly applicationi of sipl

preefilter 'er eua er-oaroeat a ep rir t t .e coraritpi- azimuth (dopp- r) crocessirg.
-o iruge ran tier re ine r nt etc ,at- tie t-irgets Ien each images. well-he slot

5 vneg t-igets are '1at orted en too- r -tiu'es in. particular matinee and the parameters of
toie turget ostiera bus D5 estimated tro. t eir prince sod other properties. These parameters
are measured -1n thn anal t, erotrunt 2-A eenaiatil t ilter 'riatoied ' to tee resptise Tar otis';
Lteget. "or use in, the u, leai !;pler -pranossing. Thin technique can be shown to produce

nig-ro~sI Iatimages of the ricong targets w itn the rep ,latis be imp comparabie to that -.C ti,
0-so IiaI rnoerr SAP ieipet sf tile ground.



AND I'> A;>: A', , MA', 2 1 :F <f. T[M

John b. Ba Iey Duane J. Shepard
John D. Mallett F, Neal Warner

Adaptive Sensors, 1ncorp,-ated USAERADCOM

216 Pico Boulevard, Suite CS&TA Laboratory

Santa Monica, California 90405 Fort Monmouth, New Jersey 1,77"3

Robert Aoars

Technology Service Cor; oration
2950 31st Street

Santa Monica, California 904U5

SYNOPSIS

Sequential adaptation uses only two sets of receivers, correlators, anid Al) c'tlvert.t
which are time multiplexed to effect spatial adaptation in a system with (N) adai ae de-

grees of freedom. This technique can substantially reduce the hardware cost y-t what is

realizable in a parallel architecture.

A three channel L-band version of the Sequential Adapter was built and tsted fr ua
•

with the MARK XII IFF system. In this system the sequentially Ontermined adapLi%, wvht
were obtained digitally but implemented at RF. As a result, many of the pust R1' Ihldw,r
induced sources of error that normally limit canceilation, such es receiver mism tch, ;e

removed by the feedback property. The result is a system that cia yield high U.Ivl. c5

cancellation and be readily retrofitted to currently fielded equipment.

SEQUENTIAL ADAPTATION TECHNIQUES

Identification and Significance of the Problem

Military communication systems can be severely degraded by ettemy jasuanail ot, in ur',
cases, by unintentional interference. Adaptive antennas are used in some CorluiCaLtion -id

radar systems to automatically place nulls at the angles of jamners or interfeIreI e sourcs.
When N jammers are present, at least N adaptive degrees of freedom are required to provide
.4 simultaneous nulls. The cost and complexity of a conventional adaptive nullin, system

increases with the number of degrees of freedom.

It is also important to minimize the cost and complexity of future snstem;. One

possible method of simplifying these systems is to use a sequential algorithm for updatinp,
one adaptive weight at a time, i.e., multiplexed control of N weights using a siigle, circtut

for adaptive weight computation.

Technical Objectives

Adaptive Sensors, Inc. and its subcontractor. Technology Service Corporati(,, have

had two major contracts to explore utilizing a Least Mean Square algorithm and molt iplexed
control of several adaptive weights using a single circuit for weight updating. Three
important problems arise in designing a system with these properties, viz.:

a. Configuration of the LMS system. In an LMS adaptive system, this weights o1n atteo.
elements are controlled to achieve a least mean square match between the array output and
some reference signal. The specific reference signal used varies from system to system.
If a pilot signal is transmitted by the source during some time interval, and boh te
temporal structure and timing of the pilot are known at the receiving site, this pilot
signal can be generated locally and used for array lock-up. This is the basic L;ls array
concept originally described by Widrowilj. Its time multiplexed sequential version is
depicted in Fig. 1.

In some systems the reference signal at the receiving array can be set to zero and
the array adapted to minimize the output power. This technique can he used during the
adaptation interval if the desired source is turned off for intervals known a-pri i at the
receiving site. The experimental test bed is an example of such a system. In suI.

systems using spread spectrum coding with a large ratio of signal bandwidth to information
bandwidth, the desired signal is so small that a zero pilot signal can be used for adapta-
tion. The Global Positi,ning System fits into this category.

b. Convergence Rate in a Sequentially Adapted Array. When a single weight computing
circui7 s used to sequentially update several weiht-s in an adaptive nulling system, some
slowing of convergence to a good adaptive antenna pattern must be expected. Systems in

which N separate weighting circuits are used to compute the N weights will generally provide
faster adaptation. ASI investigated the convergence rate in a sequentially adapted system
for a variety of configurations and numbers of jasmmers. The worst case convergence time

increases by a factor approximately equal to the number of channels multiplexed over what

would be obtained with a parallel LMS architecture.

c. Method of Computing Updated Weights. In an adaptive array with N adaptive weights
which are updated in sequence, using a single multiplexed weight computing circuit, a
variety of different methods can be used to obtain the weights. These include both analog
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Figure 1. Adaptive Polling Antenna with Multiplexed
Control (MARK XII variation)

and digital techniques. The major emphasis of the studies was the comparison of siverat
likely candidate methods of computing the adaptive weights or incremental weights. Dicital
determination of the weights was selected for implementation on the MARK XlI adaptiv tx r
experimental system.

BACKGROUND

During 1983 and 1984, ASl investigated methods of simpi ifying the adaptive circuit -v
in large receiving array antenA.as with the requirement Mo nullinp lex sid h bdwid
jammers. A sequential method of controlling sobsets ot elemint w'ights tar a iai o
was evaluated. A functional block diagram of this technioui is shown o Fiso of A1 %uba
t array elements is selected for adaptation elements k n k nd k3 i iI. >apa-

receivers are required for the main array output and for thesu 3 ch any i he rieit ,1e

outputs are A/D converted at a rate equal to the bandwidth, i taining otl i ill,
quadrature components. The sample covariance matrix algorithm ) is used in 'ht dir:itl
processor to compute optimum increments for the 3 weights. IhntC'rrespondtn, array wii,'>
are then incremented by the computed values of 'W, selected to 'inimize this aMML. i'0wI-r
in the output.

The option of updating a single weight at each itetration was investiveted during th,
study. One typical result is shown in Fig. 3. The upper curvt in Fig. 3 shows the
antenna patterns before and after adaptation. the initial pattirn tor the 30-element
linear array with Chebyschev illumination is shown by thi dashd curve. Five jammers ari
present in the simulation as indicated on the upper curvc, and nulIs are obtained at the
5 jarmmer angles after adaptation as shown by the solid curvi. Fhe lower curve shows the
transient response obtained with sequential adaptation. In this example, a single weight
is otpimized at each iteration. The ten elements with adapted weights are shown on the
lower curve (viz., 29, 30, 6,...). After 40 weight iterations, during which each of the
10 selected weights are incremented four times, the output power is reduced to 4 09 above
the receiver noise level. A total of 10 independent samplis wans used for computi each
weigh increment. This example illustrates the ability of a systm with a multip.lxed
single weight processor to null multiple jammers, in this iase 5 jammers.

During the study, a series ot cases were run with a single weight updated per itera-
tion. As expected, the convergence slowed as the number of jammers increased. The effect
of varying he number of samples used in the sample covariance matrix was investigated as
in an Applebaum-Howell system. It was found that convergence is much slower when jammers
of unequal power are present,
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Weights are updated in sequence using I multiplexer to Switch the element utputS alter-
nately into the signal processing Circuit.

Figure 6 depicts a block diagrz::2 ot the conpietu system and Figures 7a-7f give details
of the hardware config uration.
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Figure S. Functional Diagram of Adaptive
Receiving Antenna
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cancellation due to sources of error introduced by the hardware itself. One of the most
important of these error sources is receiver mismatch. Since only one complex weight is
applied to each channel, the match between two receivers can only be exact at one frequency
in the passband. Mismatch across the passband between two receivers results in residual



noise power residue at the output of the cancellor as shown in Fig. 8. Figure 9 indicates
the required R8M, phase and amplitude match across the passband for a given level of can-
cellation. Note that in order to aspire to 45 dB of cancellation, less than .2* RMS phase
error is tolerable, which is impractical to achieve in a relatively narrow band system
VS- MHz).

Figure 7a. Weight Computation with Limiting
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Figure 7b. Front End Block Diagram
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Block Diagram

LOW PASS I VIDEO

FROM 
FLE

LOW PASS . QVIDEO

FDETECTOR AMPLITUDE VIDEO
FROM E MI

VECTOR
MODULATORL
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Figure 7f. Weight Processor

ADAPTATION AT RF

By applyin tile adaptive weights at RF at .100 MHz bandwith, (even though they were
determined narrcwband digitally) the receiver mismatch constraint is essentially removed.
It is required that the cancellor perform over a very wide dyna-ic range of input signal
levels. It is difticult for a correlator to operate over such o *ide dynamic range with-
out introducing bias errors that wouId not be removed by the feedback loop. This is solved
by introducing sufficient gain in the muxed auxiliary channel to force liniting. Figure 7a
shows the slight modification to the 'optimum' adaptive increme~iial weight that is intro-
duced by this limiting operation.

Receiver I (R 1 (f))

Residual noise Receiver #2 (R(
powerRcie 2( ()

- f

Min _,f IR1 Cf) - R()2df

= CRmi WR(f) R
2 
df

Figure 8. Receiver Mismatch

SIKULATION AND TEST RESULTS

Figures 10-14 depict typical simulations of convergence rat. :,id null depth that were
corroborated in laboratory tests. Figures 10 and 11 depict the trinsient response to two
jammers with zero and 25 dB of eigenvalue spread, while Figs. 12 and 13 show 3 and 4 jammers
respectively for a hypothesized system with imore adaptive degrees of freedom than actually
implemented in the demonstration model. Oif particular interest ;s the effect of various
error sources in the system.

The important point to note is that all error sources vxcepL (ias errors, as shown in
Fig. 14, do not limit the level of cancellation. The bias errol ..enomenon is eliminated
as shown in Fig. 7a by limiting the auxiliary channel.



CANCELLATION RATIO LIMITATION AS A FUNCTION OF
RECEIVER MISMATCH IN AMPLITUDE AND PHASE
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Figure 12. Effect of Quadrature Errors

In effect the only penalty for errors is a slowing of the corvergence time. This
result s from the fact that the adaptive weighting is performed at RF prior to hardware
induced sour ces .of error such as receiver mismatch, soft limiting and imperfect quadrature.

This system has been demonstrated in the laboratory to provide 40-45 dB of cancella-
tion against two jammers over a wide dynamic range of input signals.
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Range Filter M.ismatch, Loss
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Angular Super-Resolution with Array Antennas - Application to Seeker-Heads

U. Nickel
Forschungsinstitut fur Funk und Matheinatik der FGAN (FFM-FGAN)

0-5307 Wachtbery 7, F.R. Germany

Abstract
Monopulse seeker-heads can give large errors due to closely spaced targets or even
completely wrong directions in the case of cross-eye deception. The eltective counter-
measure against these errors is resolution enhancement. Super-resolution methods offer
the possibi lity to resolve targets closer than the antenna beanwidth. Such methods are
favourable for seeker-head applications, because the target separation as well as the
signal-to-noise ratio increases as the missile approaches the target.
All effective super-resolution methods require an antenna array wito access to the
single element outputs. Thus mechanical scanning is replaced by electronicaI scanning.
Depending on the type of missile (SAM, AAM, ARM), sometimes antenna pattern restrictions
have to be tolerated. Among all super-resolution methods the parametric target model
fitting (PTMF) method seems to be most appropriate for this application. This method
tries to fit a completely parameterised target model directly to the measured data. It
can be rather easily computed (compared with other powerful methods like eigenvector
decomposition), and it is the only method which can resolve completely correlated
targets, which arise in the case of multipath and cross-eye deception. For seeker-heads
with few antenna elements an implementation with digital signal processor chips is most
suited. Computer simulations and experiments with measured data using the DESAS test
equipment at FFM show that two targets separated at 0.3 beamwidth can be resolved in
azimuth and elevation and that the switch from conventional monopulse to two-target
estimation (Super-resolution), which is crucial for the approaching missile, can be done
by a reliable automatic test procedure.
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RESUME

Le probl~rse de la dynamique importante des signaux Si traiter est
particuliirement ardu dans le cas des modes radars A haute fr6-
quence de rdcurrence (HER) . La dynamique de rdception et de trai-
tement du signal n6cessaire sera d'abord d6finie et 6valu~e dans
un cas typique. Les effets de la quantification sont ensuite
analysds aux diffdrentes 6tapes de la chalne de traitement du
signal (codage, filtre r6jecteur, transfornde de Fourier) . Il
est montr6 qua les bruits de quantification d6pendent beaucoup
des algorithmes de traitemsent utilisds. Ainsi, la 1 >Asence d'un
filtre r6jecteur des 6chos de sol peut indirectement aecroltre
les probl~mes de troncature dus aux 6ldments situds en aval de
ce filtre. De m~me, les diffdrents algorithmes de calculs de la
transform6e de Fourier (Fast Fourier Transform (Cooley et Tukey)
ou Wino,;nd Fourier Transform) ont un comportement tr~s diff6rent
vis-A-vis des troncatures effectu6es dans les op6rateurs. Le choix
des algorithmes de traitement devra donc prendre en compte, outre
leurs performances en nombres d'opdrations 616mentaires, leur
sensibilt aux bruitsde quantification.

1 -DYNANIQUES DES SIGNAUX DANIS LES MODES HFR

1.1. Dynamigue totale et dynamique instantande

On a repr6sent6 sur la figure 1 Id6valuation des variations de la puissance des 6chos
de sol et de la puissance de l'dcho de cible, en fonction de la distance, lorsque
la cible, centrde dans le lobe de l'antenne, se trouve S proximit4 du sol. Cette
6valuation correspond 2S un cas typique de mode HFR (puissance crrate ;3 KW - cible
5 m2 - frdquence de r6currence :200 (Hz - altitude porteur :5000 ft).

La dynamique totale des signaux (contraste entre la puissance minimale de la cible et
la puissance maximale du sol) d6passe 100 dB. Toutefois, ces niveaux extr~rses ne sont
pas regus dans la m~me configuration (Ses sites antenne sont diffdrents).

Le contraste le plus dlevd entre la puissance du soS et la puissance de cible requs
simultan6ment et obtenu- pour une cible en limite de port6e (distance maximale). Ce
contraste ingtan tan6 est alors de 55 dB.

La dynamique instantan6e n6cessaire pour traiter correctement ces signaux doit 6tre
supdrieure A ce contraste. En effet:

- le signal minimal ddtectd est supdrieur au bruit thermique (typiquement 5 dB) apr6s
traitement Doppler,

- le signal maximal doit 8tre re~u et trait
6 

sans saturation. Ii est ndcessaire de
prendre une garde de 10 dB pour tenir compte des fluctuations.

La dynamique instantande n6cessaire (rapport entre le bruit thermique at le signal
maximal traitd sans saturation) est de Vordre de 70 dB.

1.2. Evaluation des parasites maximaux

Les traitements effectu6s dans le radar introduisent des signaux parasites par effet
de saturation ou par effet de quantification. Ces parasites ne sontpas en gdn6ral
des bruits blancs at se traduisent par des faux 6chos local'sds. Le niveau tol 6rable
de ces 6chos parasites, donnd par la courbe de probabilitd de d6tection du radar
(voir figure 2) , doit Atre tel qua la fausse alarme dans la case fr6quence considdr6e
relhve d'une fagon insensible la fausse alarme globale. On admet que ce niveau se
situe environ 5) 10 dB sonus le signal minimal, soit environ 5 dB sous le bruit ther-
mique. Ce parasite doit donc Atre de l'ordre de 75 dB sous Se signal maximal, ce qui
fixe le taux d'4limination du radar at donc la dynamique des traitements.
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2 - DYNAMIQUF OF CODAGF FT OF TRAITEMENT

2.1. Gdn6ralltds

11 est bien connu (]UO le bruit de quantification a une puissance dgale A 2 - o6 q est

la valour de l'6chelon de quantification. Toutofois, ce 'bruit' de quantification nest
pas toujours blanc et la densit6 spectrale de bruit se pr6scnte souvent sous fermo de
raics parasites dans lesquelles toute idnergie de bruit ost concontrfe.

Nous aliens ,Otudier une chalne de traitemont classique composde (voir figure 3)

- d'un cenvertisseur analogique-numdriqao (CAN),

- d'un filtre do simple annulatien (NA) dent le r~le est la rdjectien particl du
lobe principal,

- J'une transfermde do Fourier rapide (PET) implantde dans un calculateur travaillant
e:. 16 bits fixes,

- d'un dispesitif do compensation du gain do la SA or de blanking des zones inutilos.

2.2. Influence du codage

Choixdu-2aidsduLSo (least significant bit)

La rh6erie indique qu'en prdsence do bruit gaussion do valour efficace )dcart type)
a, le pas de quantification maximal est q = 2 u.

Los figures 4, 5 or 6 nous montront une analyse spectralo du bruit do quantification
)diffdrence entre le signal quantifi6 et le signal d'origine) en fonctien de

-pour an codour sans ddfaut, lo signal cod6 6tant compos6 do bruit gaussien superpesd

A une sinusolde do grande amplitude (a constant),

Le bruit do quantification, constant en valour relative pour £1 (figure 4) et
q

a-1(figure 5), produit do nombrouses roles parasites pour q 1fgr )

Fn fait, los codeurs no sent pas parfaits or los toidrances admises (L 4 LSB) peuvent
entratner, localoment, des variations do la valour do q dons la dynamique do codage.
Do tollos variations induisent des raios parasites (veir figure 7) gui peuvent 6tto

masqudes en accrolssant q

Do plus, le gain do la chatno do rdception pouvont varier do quelques dB, le pas do

codogo maximal dolt 8tto q 5

L0 traitomont Dopplor effoctu4 (PET) accrelt le contrasto ontre le bruit codd ot le

signal do 25 dO environ (PET 512 points).

La contrainte do codago Otan t q = 2, la dynamique minimale do r~coption dtant do 70 dO
ot le codour devant prendro en compte los valeurs cr~tes (et non los colours offi-
cocos), la dynamique minimalo do codage dolt 8tro 70 - 25 + 6 - 3 = 54 dO, co qui est
obtone avec un codeur 10 bits (9 bit + signo).

En fait,ce choix impose quo la dynamique totale du codour seit en permanence utilisfe
cc gui no pout 8tto obtenu quoen r~gulant le gain do la chalne do r6ception par uno
boucle do contr~le automatique do gain (CAG) prdciso.

Si on souhaito s'affranchir do cette bouclo (sensible aux broutllages), la dynamique
do codaoo doit Otro supdrioure A 12 bits.

2.3. Influence du filtre do simple onnulation

Le r~lb do la simple annulation (NA) ost do r~duire la puissance des 6ehos do set avant
PET pour diminuor la dynamigue do trairement do ceux-ci.

Avoc uno dynamique do codoge doenviren 12 bits ot un calculateur do traitoment du
signal travaillant on 16 bits fixes, il n'y a pox a priori do probl~mo do troncoturo
au nivoac do cetto simple annulatien.

En fait, l'offot do filtrage do la simple annulation attdnuo le niveau do bruit radar
pour los faiblos frdquoncos (modulo FR) . La figure 8 reprdsente le spectre d'uso tine-
soldo suporposde &du bruit blanc cedd a3vec q 2 a pris simple annulation ot FE" ans
troncaturo.2

En rdalird, le calculateu do traitomont du signal (16 bits fixes) comporte en multi-
pliour qui tronquc le r~suitat. Le bruit do troncature (6quivolent A en bruit do guan-



tificorion) so pr~sonte cosine on bruit blanc superpos6 au bruit radar cosine le montre
la figure 9. Pour los faibles colours do fr~quence, ce bruit eat sup6ritiur au bruit
radar et ddsonsibilise to radar. Lo figure 10 montro Ic r~soltat obteno apr-6s coTTpI(fl-
sation d u gain de la SA.

La solution A cc probl~me ear do remonter le gain entro la .A or Li OFT pour qoe le
bruit do troncature do moltiplieor devienne n~gligeablo via-A-via do bruit radar
smine pour los plus basses fr~goences otiles (voir figure 11). Ceci ridoit 6videmment
la dynamique des signaus do cibios traitds.

2.4. Influence do t'algoritbmo do transformide do Fourier

11 oxiste diff6renta algorithnos pour calcoter la transfors~e do lourier do signal
dont los performances on tomps do calcul mont importantes poor le dimensionnement des
procossoors do traitement do signal. La transfors~o do Fourier do Winogod (WFT) par
exemple assure on gain do calcol supdriour At 50 % par rapport A l'algorithse classigue
do FFT (algorithmo do Cooley - Poukey) pour l'application considdr~e (N 5CC,6 po ints).

Par contro, to comportoment do cos algorithmos vis-A-vis des probllmos do troncarores
li~s aux multipliours otilisds dans los procosseors t trls diff~rent. Ainsi, l'algo-
rithme do NOT ost beaucoop plus sensible aux troncatores. Do plus, m~me poor l'algo-
rithine do NOT, l'ordro doex~cution des transform~os do Fourier 6limontairos est
important comme lo proovent los figores 12 et 13 gui montrent to signal en sortie do
WFT 504 points offoctoP dons l'ordre 7-9-8 (figure 12) et dans l'ordro 8-7-9
(figure 131. Pour ces deux oxomplos, le signal d'entrte ost compos6 doune sinosoldo

soporposdo A do bruit blanc (coddes avoc a- 2) et le rdsultat a 6t6 moyend sur 10

tiragos pour mottro mioux on 6vidonce los rajos parasites gfndrdes dans to cas 7-9-8.

L'algorithme OFT (512) ost dans co cas prfdrabto s~me s'it est momns optimis6 en

tomps do calcol.

3 -CONCLUSIONS

La dynamrique des signaux A traitor dans los modes Ai haute frdquonco do rdcorronco des
radars adroportds impose des contraintes si~v~res au nivoao do la ricoption ot do trat-
toment do cos signaox.

Apr~s avoir dvaloP la dynamique strictoment n~cossairo vis-A-vis des signaux do
rotour do sot, do cibtos ot do parasites, Dioom avons abord4 lo probl~me des broits
ot parasites do quantification aux diffdrontes 6tapos do la chalne do traitomont. Lo
but do cotto 6iudo ost do permottro lo cadrago do la dynomigue utile dans la dynamique
disponiblo donindo par un procossour do traitoment do signal travaillant on 16 bits
fixes.

01 a dtd montr6 gue l'6tude des bruits do quantification est prisordialo dans lo choix
des algorithnos do traitomont do signal ot quo los solutions A rotonir no mont pas
toojoors los solutions optimales on tomps do calcul.
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Figure 2 valuation de la cible minimale et du parasite maximal
sur la courbe de d~tection (sortie FFT)

Figure 3 chalne, de traitersent du signal HPR
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SUMMARY

Systolic architectures for digital and analog, electronic and optical signal processing are presented
along with specific applications to adaptive nulling. It is shown how the various architectures provide
for the implementation of adaptive algorithms and how technologies affect performance. Their effects on
adaptive degrees of freedom, convergence time, null depth, signal to noise ratio are presented along with
size, weight, and required power. Adaptive algorithms covered are of two basic types: feedback/iterative
and direct methods. Examples of each include the Least Mean Square (LMS) for the iterative type and the
QU factorization based on the Givens Method for the direct method.

Simalation results have verified the performance of the least squares and the systolic array for QU
factorization by Givens Method. Improved performance was obtained using the modified minimum variance
distortionless response algorithm based on the maxiki.m likelihood criteria. An optical implementation of
the least squares algorithm over a continuously adaptive multi-path was experimentally evaluated. Thus
far, 24 dB of cancellation was achieved over a 7 micro-second multi-path window for 10 mega-Hertz
instantaneously bandwidth.

Adaptivity in the spatial, temporal, and Doppler doains are illustrated and their embodiment into
the various architectures are presented. For example, an analog optical processor which generates weights
in the spatial and temporal (multi-path) domains for broadband systems is shown. Also shown is a digital
systolic architecture which is applied to a direct decomposition method for generation of adaptive weights
in the spatial and Doppler domains. A description of brassboard models representing both type
architectures that will be tested in RADC (Rom Air Development Center) laboratories is included.

THE ELECTROMAGNETIC AIRBORNE RADAR ENVIRONMENT

A typical radar system contains a large steered array that alternately transmits and receives RF
pulses. The array is focused so that energy is directed primarily in a single direction, and so that the
array has maximuW receiving gain for returns from the same direction. Returning pulses have powe
proportional to r- while jamming and other forms of active interference have power proportional to r-
where r is the distance from the airborne radar to the emitter. Returning pulses also have a Doppler
shift proportional to the relative velocity between the radar and the target. A typical air based radar
is shown in Figure 1. Many signal processing techniques have been developed for receiving desired radar
returns in the presence of jamming, clutter, and multi-path ([I] Applemaum 1966, [2] Brennan and Reed
1973, [3] Masak, Kowalski, Lackey and Saggio 1980). These techniques employ adaptive spatial filtering to
reject signals from other than the look direction, adaptive spectral nulling to discriminate between
desired and undesired signals on the basis of Doppler shift, and adaptive time delay equalization to
cancel delayed replicas of these noise like signals due to multi-path environments.

In order to achieve such multi-domain nulling, radar systems usually combine the received signal from
the main array with signals from one or more low gain auxiliary elements as illustrated in Figure 2. In
practice, the auxiliary elements may physically be a subset of the large nunter of omnidirectional low
gain antennas that comprise the ma~n array. Because the auxiliary elements are low gain and the desired
returns are very weak (due to the r- attenuation), the signals from these elements are dominated by
jammer, clutter, and multi-path and can therefore be used to compute the adaptive weights.

The paper focuses on algorithms and architectures for combining the signals from the auxiliary and
the main array so as to separate the desired returns from sources of interference caused by clutter,
janmers and associated multi-path.

ADAPTIVE ARRAY PROCESSING

We shall now review the standard mathematical model that is used in adaptive array processing.
Figure 3 illustrates the generic adaptive array processing problem. In the ')asic model, an array of
sensors receives a linear superposition of multiple signals and noise. The adaptive signal processor
separates the signals, and generates as output the waveforms or parameters of one or more of the signals.

An adaptive array processor typically is based on an adaptive linear coainer of the type shown in
Figure 4. The processor forms an estimate of a desired signal as a linear combination of a set of mp
samples received at m sensors at p different times. This linear connbination is determined by a set of mp
coefficients that are generated by an adaptive signal processing algorithm.



The tapped delay line structur of the linear combiner allows for discrimination among signals on the
basis of their spectral or time delay characteristics. This Is important when the frequency range of
interest is large compared with the carrier or center frequency (the wide-band case). In narrow band
problems it is sufficient to combine only one sample from each sensor. A single wide-band problem can
often be separated into a large number of distinct narrow-band problems by Fourier transforming the data
that is received at each sensor.

The optimal weight vector is given as the solution to the discrete Weiner-Hopf equation, R w z d,
where R is the covariance matrix of the incoming signals taken across each element and d is the cross
correlation between the received data x(t) and the unknown desired signal, s(t). The covariance matrix,
R, and cross correlation vector, d, are unknown quantities, and thus it is not possible to compute the
optimum weight vector. However, an approximation to the optimal weight vector can be found by solving the
deterministic least squares problem, minimize ::Aw - b::, where A is the snapshot matrix of the time
sequence of all the array elements and b is the so called desired response. Constraints may be introduced
to the least squares problem in the form of Cw = e where C and e are defined as a complex matrix and a
complex vector respectively and are based on apriori knowledge, e.g. the look direction. Combining the
deterministic data and constraints leads to the formulation of the soft-constraint least-squares problem
that will be the subject of the algorithm and architecture discussed later. In this case, we find a
weight vector, w, that minimizes

::Aw - b:: 2 + ::Cw - e::
2

The solution to the soft constraint problem will not satisfy either the normal equations determined by
the data, or the constraint equation, but will in effect be a compromise between the two.

We will assume that the columns of A are linearly indepengent which wuarantees that the LS problem
has a unique solution. This unique LS solution is given by w = A b where A is the m >< M generalized
inverse of A. The LS solution of Aw = b is also the unique solution of the normal equations

AH Aw = AH b

Under our assumptions that the columns of A are linearly independent, the m >< m matrix, A
H 
A is

nonsingular, and therefore the LS solution is given by

w = (A
H 
A)

-
' A

H 
b

In computing the LS solution, it is best not to form the normal equations. The LS solution can be
found with better accuracy and less computation through a fachorization of the data matrix A of the form,
A = QU where Q is an N >< m matrix with orthonormal columns, Q 0 = I, and 0 is an m >< m upper triangular
matrix. There are well known procedures for computing a factorization A = QU based on Gram-Schmidt
orthogonalization, Givens rotations and Householder reflections (GVLJ.

It has been shown by [4] B.P. Medoff et al that a soft-constraint formulation of the LS problem
includes as a special case a relaAed hard-constraint LS problem. The hard-constraint problem is as
follows: minimize ::Aw:: subject to d w = I where A is an n><m complex data matrix as before, and d is
an n element column vector. The equation d w = I is a so-called hard constraint. It is easily
verified that the solution to the hard-constraint LS problem is given by

w = -- -(AHA)'Id

where a = dHAHA d

To obtain this vector as the solution of a LS problem with soft constraints, consider minimizing the cost

J(w) = ::Aw - b::
2 
+ ::Cw - e:: 2

where b 
= 
0 C d

H  
e = 1

The solution to the unconstrained problem can be written (Medoff et all as

A A A ddH I -- H 1(AAId

I + dAA d

This is a scalar multiple of the solution to the hard constrained problem.

We have shown that both the soft-constraint LS problRm, minimize ::Aw - b:: 2 + ::Cw - e::
2 

and the
hard-constraint LS problem, minimize ::Aw:: subject to d w = 1, can be embedded ir, a larger unconstrained
LS problem. Many algorithms for solving unconstrained LS problems have been investigated. We will
concentrate on the QU factorization based on the Givens Method since this method has both superior
numerical properties and an excellent systolic implementation. We start with the Gram-Schmidt algorithm
as a basis from which we go into the Givens Method.

MODIFIED GRAM-SCHMIDT (MGS) ALGORITHM

The Gram-Schmidt algorithm computes a factorization of the data matrix, A = QU, where U is an m >< m
canplex upper triangular Kriatrix with positive real diagonal elements, and Q is an N >< mn complex matrix
with orthonormal columns, Q Q = I > , a unit matrix. The MGS algorithm generates the columns of Q by
sequentially processing the colum~sJSfmA. Let a i denote colun i of A,

A = [aI a 2 . . . a



and let qi denote column i of Q

Q=rqlq 2 " 2 . q

Let the elements of the upper triangular matrix, U, be

011 812 B13 " 61m i

0226 23

U = ; 033

S............

- nmun-

The factorization generated by MGS can be used to solveHthe LS problem as follows. Substitute A -
In the original equation Aw = b to obtain QUw = b, or Uw = Q b. The solution is found by comupting e = Q b
(matrix multiply) and then solving Uw = e for w (backsubstitution).

GIVENS METHOD

Givens Me~hod is a QU algorithm that computes the LS solution of Aw = b without explicitly forming
the matrix A A that apears in the normal equations. Instead, the algorithm applies a sequence of 2 >< 2
complex Givens rotations that transform the matrix A into an upper triangular matrix U with a positive
real diagonal. The matrix U i related to A by an orthogonal transformation Q such that A = QJ where the
colums of Q are orthonormal, Q = 1. Note that

AHA = UHQHQU = uHu

We cRnclude that U is the same upper triangular matrix that is obtained by applying the Cholesky algorithm
to A A.

We will first state the complex Givens algorithm for determining the upper triangular matrix U. The
algorithm applies plane rotations that are defined as follows. Given a complex number, x, and a real
number, 0, we define a 2 >< 2 complex matrix, M(x,±) by

= cxu
M(x,o)

with elements c and u, such that

C u ::x: :p:

:-x c ::t: :0:

where w and p are real. The quantities p, c, and u are given by

e <__ (j2+ :x:2 )12

c <-- x/t

5 <-- Lp

It is easily verified that N is an orthogonal matrix, DHN = IVH = I. To sinplify the algorithm we will
assume that the last raw of A is zero. The algorithm overwrites the elements of A forcing zeroes below

the diagonal starting from the left column and the last raw. The triangular factor, U, is left in the

first m rows of A.

ALGORITHM REALIZATION

Algorithms that form the sample covariance matrix, AHA, solve a problem that is more sensitive than
the problem solved by algorithms that work directly with the data matrix, A. The sensitivity of the first
problem Is governed by the ratio £5] Golub 1983 of the maximum eigenvalue to the mimimum eigenvalue of the
covariance matrix. On the other hand, the sensitivity of the second problem is governed by the ratio
[6] Elden 1980 of the maximum singular value of A to the minimum singular value of A. Because the first
problem can beHmuCh more sensitive than the second problem, this increased sensitivity means that methods
which form A A can require twice as many bits of precision to achieve the same accuracy as methods that

process A directly.

Of the methods that process A directly, two methods -- Gram-Schmidt and Gives Mehhod -- are QU
methods: that is, they compute a factorization A = QU where Q has orthonormal columns, Q Q = I. In QU



methods, the input data is subjected to orthogonal linear transformations. Because an orthogonal
transformation preserves angles between vectors and the lengths of the vectors, no large numerical values
can occur at intermediate stages of the comutation. In addition, no ill-conditioned matrices can be
created if the input is well conditioned. The absence of large intermediate results is essential to
control the introduction of roundoff errors. The preservation of conditioning prevents unnecessary growth
in the effect of roundoff. The numerical stability of QU algorithms is well established in the numerical
analysis literature. The stability of the Givens Method is shown by [5] Golub and Van Loan (GVL) and
[7] Wilkinson (AEP). See also [8] Gentleman 1973 and [9] Hammarling 1974. The stability of the Modified
Gram-Schmidt is o.own by [10] Bjorck 1967.

The MSG algorithm selected here works within the dynamic range, r, of the input data. Hence fixed

point precision of r bits is adaquate. However, the use of floating point arithmetic representation will
greatly simplify the design by eliminating the need for complicated scaling thus allowing hardware
flexibility for problems of varying size and dynamic range.

HARDWARE REALIZATION

The QU factorization based on Givens Method has both superior numerical properties and an excellent

systolic implementation. The general characteristics of systolic arrays are well documented in the
literature [11] Kung 1980.

Reliability and Fault Tolerance:

The important issae of reliability and fault tolerance is common to all of oar systolic designs. We
will consider two approaches to fault tolerance in systolic arrays: reconfigurable arrays, and fault
tolerant algorithms. In the reconfigurable array approach a defective cell is bypassed. The bypass
requires staging registers, but there is no increase in interconnection length. For a unidirectional
linear array, 100% utilization of live cells is achieved for any number of failures as illustrated in
Figure 5. For two-dimensional arrays, a reasonably good utilization of live cells can be achieved if the
faulty cells can be bypassed to create a smaller two-dimensional array as in Figure 6.

An alternative approach is based on fault tolerant algorithms. These algorithms use error correcting
codes--similar to checksums--that are preserved by the matrix computation of the array. A low-cost
weighted checksum scheme can detect and correct single errors. The hardware and time penalties are
minimal. Figure 7 shows that if a properly encoded matrix, A, having two checksum vectors is multiplied
by a similarly encoded matrix, B, the matrix multiplication preserves the checksums. If the checksum
indicates an error, a simple correction algorithm is invoked. The checksum technique is applicable to
matrix addition, multiplication, various decompositions, transposition, and scalar matrix products.

Hardware System Architecture:

A block diagram of the signal processing system is shown in Figure 8. Signals received at the
dntennas are down converted to an intermediate frequency, then digitized and stored in a buffer memory.
The digital processing system is divided into two parts; the Systolic Weight Computer (SWC) which reads
blocks of data from memory and computes an optimal weight vector and the Digital Weight Applier (DWA)
which computes complex dot products between a weight vector and the data from the sensor array.

The same architecture, and all of our Systolic Weight Computer designs given below, are applicable to
a hybrid system that uses an analog weight applier. We believe, however, that an all digital approach has

many advantages. The digital weight applier does not suffer from the phase and gain inaccuracies that are
inherent in an analog beamformer. Furthermore, by digitizing and buffering the data, non-causal
processing is possible. The weights can be applied to the same data from which they were calculated.

We assume that all processing is done on blocks of N snapshots. The system memory must acccomnodate
at least three blocks of size N: one being filled with new data from the sensors, one holding data from
which a weight vector is being computed, and one from which outputs are being formed (it may be possible

to overlap the input and output blocks). In addition, if we assume that the system is pipelined with k
stages, the memory must be capable of storing data for d distinct problems. Thus roughly 3kNm complex
integers mst be stored. Note that the number of bits per word is the number of bits provided by the

analog-to digital converter.

VLSI/VHSIC Chips:

ESL has studied the use of cust)m VLSI chips and commercial VLSI chips in their hardware designs.
The characteristics of these chips are summarized in Table I. All of the floating point chips (labeled

FP) in Table I are applicable to the Systolic Weight Computer. The remaining chips are fixed point and

are applicable to the Digital Weight Applier.

The ESL Systolic Chip is a custom VLSI chip that has been specifically designed for use in systolic
arrays. The chip is a high speed floating point multiply/adder designed to support both complex and real
arithmetic. A functional floor plan of the chip is shown in Figure 9. Chip operands are 32 bit IEEE
format floating point numbers. In complex mode, successive operands are treated as the real and imaginary
parts of complex numbers. In real mode, each floating-point operand is treated as a distinct real number.
The chip has 3 input data ports (A, B, and C) and 2 output data ports (BD and CD) operating at 10 Mhz.
All 5 data ports are I byte (9 bits) wide requiring 4 consecutive 1-byte data transfers to complete a real
operand transfer. The principal operation performed by the systolic chip is to accept 3 input operands
(A, B, and C) and produce 2 resolts )BD, and CD) such that

RD <--- B

C <--- A'B C



r

Control lines are provided that can selectively invert and or conjugate the A, B, and C inputs. The BD
output, a delayed version of the B input, is useful for interchip data propagation within a systolic
array. Special input and output controls are provided for interchip synchronization. The chip employs
extensive pipelining to achieve high throughput. It is implemented in a 1.5 micron CMOS process with
approximately 55,000 transistors. Power dissipation will be approximately 2 watts at the 50 ns maximum
clock race. Finally, 1ye point cut that the ESL Systolic Chip meets the VHSIC I functional throughput
specification of 5 >< 10GATE-Hz/cm

Systolic Weight Corputer:

The Systolic Weight Computer (SWC) reads data from the data enury and computes an optimal weight
vector using the Givens Method as follows.

1. Form A <-- !

1. A A
:A:

b b
:b:

2. Form A(-- A -b

3. Apply Givens algorithm toX to obtain

o = ;-u H'; -i

4. Solve Uw = QH b for w by backsubstitution.

The hardware implementation of Givens Method makes use of two systolic arrays. The first systolic
array which we will refer to as the QU array, applies an orthogona? transformation Q to a large matrix
formed from A, b, C and e as follows.

H ;C e; ;U f;

A b: :0 g:

where U is an m >< is upper triangular matrix with positive reil diagonal, 0 denotes a (N-m) >< m matrix of

zeroes, and f is an m element vector. The optimum weight vector is the solution to the triangular system

Uw=f

The second systolic array is therefore a backsolve array which solves for the optimal weight vector.
Figure 10 shows a block diagram of the SWC with the two systolic arrays that are used in Givens Method.
We will describe both systolic arrays in detail. For each array we will give the cell definition and
interconnection, and then consider tradeoffs in cell implementation.

The QU factorization array is based on a design given by [8] Gentlemen and Kung (1981), and on
extensions given b, [12] Schreioer and Kuekes (1982). The basic QU array is triangular with m rows and
m-+1 columns. The topology of a 12 >< 13 array is illustrated in Figure 11. The arrays contain cells of
two types: boundary cells (circles) which generate plane rotations, and internal cells (squares) which
apply plane rotations. Data is l-ocked into the array from the top. The upper triangular matrix U and
vector f are computed in the arra . Figure 12 depicts the oppration of the boundary and internal cells in
more detail. Th boundary cell r ads a complex input value, x, and stores internally a real number, u.
It computes real numbers, p and p and a complex number, c, as

P <--. (1
2  
+ :x:2 ) 

1
/2

c <-- X/v

u <-- u/v

All cells in the array change state with a clock input. Thus if u is the current state of the boundary
cell, r is taken as tc next state (by state we mean the value stored in the cell). The quantities c and
define a 2 >< 2 rotation such that

: c : :x : :vp:

v : = : 0
:-C U : : U P



The internal cell applies a 2 >< 2 rotation to a two element complex vector. The cell stores a
c oplex number, y, internally. It reads a complex number, x, from the cell above, and the quantities, c
and u, from the cell to the left. The internal cell computes the quantities, y and z as

:y : :_c u : :-x-:

z : :- c : y

The rotation, c and 1 is passed to the cell on the right, z is passed to the cell below, and y becomes the
next state of the cell.

The operation of the QU array is best understood by the following inductive explanation. Let be an
N ><-m matrix and suppose that we have an m >< m upper triangular matrix U such that A = OU where Q Q = I.
Let A be the (N+1) >< m matrix formed by adding an additional raw x to A.

A:

-H-
Given-A and U, we want to find an upper triangular matrix U such that A = QU where Q 0 = I. In order to
find U we form the (m+1) >< m upper Hessenberg matrix

;-H-*
o x

:U:

This matrix has real nonzero values on the firstosub-diagonal. Although it is not triangular, it is
related to A through an orthogonal transformation A = Q U where

1 0

:0 Q:

The upper triangular matrix U is easily computed feom U by agplying a sequence of m Givens rotations,
gach of which zeros one element on the subdiagonal of U. With Qi denoting the rotation that zeros
ui+i, i we have

U H.10 
=  Q H 

... QIH 'x

QI

Figure 13 shows the operation of the QU array in more detail. The input data are skewed in time so
that at each internal cell a rotation arrives from the left at the same time as the corresponding input
value arrives from the top. A single snapshot is read in on m consecutive clocks, and an additional m
clocks are needed to update the entire array. Thus, N+an clocks are needed to compute the m X m
triangular factor for a matrix of size N >< m.

This concludes the subject on digital systolic arrays. Simulation results are contained in [4].
Next we shall describe the Acousto Optic Adaptive Processor.

ACOUSTO-OPTIC ADAPTIVE PROCESSOR

This particular sidelobe canceller lends itself to radar operating ir an interference multi-path
environment and is configured using an optical signal processing approach. Optimum weights, distributed
over the time doain, are generated through the use of Bragg cells, a liquid crystal spatial light
modulator and an optical detector.

Major effort has been applied toward the cancellation of interfering/jamming signals incident on
radar/communicatfons systems [13]-[18]. The most frequently occurring situation is the reception of
interfering signals through the antenna sidelobes. To cancel such forms of interference, an auxiliary set
of antenna elements, co-located with the main antenna, are electronically weighted and applied to the
antenna output in such a manner so as to continuously place pattern nulls in the directions of
interference. In general, one compqlex weight must be applied to the antenna system for each source of
interference located in the electromagnetic environment.

Normally, one interference source as seen by the system may consist of a nolselike signal via the
direct path propagation from its radiating element. In narrow band systems, the direct path and all
associated multi-paths provide a superposition of correlated replicas of the interfering signal to the
system. The net effect is the presence of one interfering signal despite the fact that each replica was
received from a different direction. One complex adaptive weight is required to cancel such an
interfering signal. For wide band systems the situation is different. As shown in Figure 14 each

-Mo



melti-path propagation gives rise to a delayed replica of interference, which becomes time decorrelated
with respect to the direct path. In order to provide for cancellation against such complex interfering
environments, one may be required to deploy and weight (1) additional auxiliary antenna elements, or (2)
taps off delay lines each driven by an antenna element per independent interferor as illustrated in
Figure 15. In the case of time decorrelation due to multi-path, the delay line approach is more desirable
since it eliminates the need for additional auxiliary antennas. When deploying such a large number of
weights, the circuitry and tap delay spacing become very unwieldy. This is due to the fact that a tap is
required at every time delay increment corresponding to the bandwidth rate of the system. For realistic
multi-paths, the number of weighted taps can easily become greater than one hundred.

An acousto-optic (AO) version of the canceller shown in Figure 15 was perceived by Dic:.ey [19] in
1975. This original suggested architecture was developed by Rhodes and Brown [20] and more recently by
Penn [21] [22]. In such a system, the set of tapped delay lines across the auxiliary channels are
implemented through a set of Bragg cells as shown in Figure 16. Each Bragg cell corresponds to a tapped
delay line in which the tap spacing is continuously distributed. The reference signal containing the
interference enters from the auxiliary channel whereupon it is delayed along the first Bragg cell and
multiplied by the main channel signal. The multiplication is the interaction of the optically modulated
light diffracted by the stresses set up in the Bragg cell due to the acoustic wave excited by the
interference signal. This occurs at reference plane A.

Next, the product of the system output and the delayed auxiliary channel are integrated at the
optical image detector integrator and mapped as an image on the surface of a liquid crystal spatial light
modulator at plane B in Figure 16. Typically, the integrator weighting function, PT(t) is an exponential
decay such as illustrated in Figure 17 with typical storage times from 10-100 ms. The image appearing at
the liquid crystal surface represents the weights which must be applied across the second distributed
tapped delay line shown at plane C in Figure 16. At this delay line, the interference signal entering
from the auxiliary channel Is delayed and multiplied by the weight pattern which has been imaged on a
second laser beam reflected off the surface of the spatial light modulator. Sumning of the weighted
delayed interference signals is accomplished through the lens, L4. This optical sum is then detected and
subtracted from the input of the main channel. This completes the canceller loop.

One can write the following relation between the detector output and the light modulating input for
the entire optical chain as follows:

T . ma n 'a 'TO -2 px(x ) dx (1)DTO ASO !ae A X r ) 'm ( - -- ) amTt v Ax dx (1

where a, B, and D are gain parameters of the laser modulator, integrator, and output detector,
respectively; PTO is the input laser power; I is the space correlator laser intensity- A A are the
aperture areas I planes A and C of figure 3; an 8x(x) is the spatial weighting function in lani C.

The entire operation of the optical architecture is displayed in this equation. The inner integral
represents a coherent cross-correlation between the input F and the reference signal 5 with tine offset
x/v . This represents the weight function as a function oyr x, which corresponds to multi-path time
offset. This weight function, in turn, is multiplied into the reference signal a (t - x/v ) in the manner
of a transversal filter. This represents a summation of all interference inuts oveP all possible
multi-path offset times.

From the generic diagram in Figure 15, or the more specific optical diagram in Figure 16, it can be
recalled that the residue signal, r(t), is formed by the subtraction of the predicted signal, m (t), form
the input main channel signal, m(t). By this subtraction the loop is closed. Thus,

m(t) r(t) + m(t) (2)

By combining this relation with equation (1), the integral equation is generated which describes
precisely the dynamics of the closed loop. The equation is general enough to include the case of
uncorrelated noise in a~t) or m(t). Uncorrelated noise means that the noise component in either m(t) or
a(t) does not correlate with the signal components in these two channels and also does not correlate with
the noise component in the other channel. With a given m(t), the integral equation (2) provides a general
solution for r(t). This equation is not solvable in analytic form for any but the simplest forms of m(t)
and a(t).

Experimental System:

In our present experimental system, a Gallum Aluminum Arsenide (GaAlAs) semiconductor diode laser
provides the illumination for the tine integrating correlator. Such diode lasers can be amplitude
modulated to bandwidths in the I Gliz region. Typically, the output radiation of such lasers is at the
optical wavelength of 830 nano-meters (nm).

In the original design, which was reported earlier [23], an optically non-coherent mode was planned
for the space integrating correlator, using a birefringent effect of the second delay line and using cross
polarizers around this delay line to achieve the desired amplitude modulation. Results with the
non-coherent correlator were disappointing, and it is believed that the primary reason for this is the
poor efficiency of delay line modulation of non-coherent light.

The solution to the difficulties associated with the non-coherent light losses is to convert the
space integrating correlator to the optically coherent mode. In the coherent mode the delay line, which
can now be of Bragg mode thickness, acts as a volume hologram with much superior efficiency. Essentially
all of the coherent illuminating laser light can be delivered to the output detector with a loss incurred
by the modulating factor only.



Coherent operation requires an image detector-integrator, i.e. the output device of the tine
integrating first correlator, which also serves as a coherent spatial laser light modulator. The combined
function of square-law detection, optical integration, and coherent spatial output modulation can be
provided by a single device or a combination of devices. The device which provides all the needed
functions is the liquid crystal light valve (LCLV), manufactured by Hughes Aircraft [24]. This device was
selected both for its integration time, which is approximately 30 ms, and its ability to modulate coherent
light, which is then used as input to the space integrating correlator. This device detects an input
image as an intensity pattern. It transfers the image electronically to a liquid crysta, layer which
modulates a uniformly collimated laser beam which is brought into the rear, or liquid crystal layer. The
modulation achieved is proportional to a time integrated history of the input intensity pattern. The
input and output planes are optically isolated from each other by a light blocking layer, so that the only
coupling between the planes is the electrical one referred to previously.

One major problem encountered with the introduction of the LCLV in the time integrating correlator is
an optical wavelength incompatibility. Figure 18 shows the spectral response of the LCLV CdS
photoconductive input film. [25). As seen in this graph, the response peaks at an optical wavelength of
about 530 nm, and has virtually no response beyond 600 nm. For this reason, an image converter which was
part of the original design was left in the new system with the LCLV. The image converter being used has
an S-25 "extended red" photoemitter which has appreciable response at 830 nm.

The time integrating correlator now operates at 830 nm (GaAlAs laser). The output correlator image
is received by the image converter, which converts the light carrying the pattern to a wavelength of
530 nm, obtained from a P20 phosphor radiator (non-coherent broad-band). This intensity Image, in turn,
is imaged to the input plane of the LCLV which is almost perfectly matched to the 530 nm radiation. The
beam which illuminates the LCLV is taken from a HeNe laser at a wavelength of 633 nm. Thus the entire
space integrating correlator operates coherently at 633 nm.

A new phase is planned in which the system will operate at 515 nm throughout, this wavelength being
obtained from an argon ion laser. The argon beam will be used to illuminate both correlators. The time
modulation which is currently performed by electrical current modulation of the GaAlAs laser diode will be
performed by an AC modulator external to the laser. This arrangement will produce a time integrating
correlator output which is directly compatible with the LCLV, eliminating the necessity of using an image
converter. Ie cancellation ratio and S/N is expected to be quite superior.

The promi e of an LCLV using a silicon receptor, with a response well beyond 830 nm, offers the
possibility of returning to the semiconductor laser, but now this wavelength of 830 nm could be used
throughout the system. The advantages of a laser diode with its small size, and convenient modulation
mode, as compared to a gas laser/external modulator is obvious.

Experimental results prove the concepts described. Figure 19 shows the spatial pattern developed on
the detector-integrator when a CW carrier waveform is applied to both the time modulator (laser source)
and the first delay line. This is a spatial presentation of the auto-correlation function of the sine
wave carrier, which is itself a sine wave. The spatial frequency observed correctly corresponds to the
carrier temporal frequency, which was 37 MHz, scaled by the delay line acoustic propagation speed.
Figure 20 displays the auto-correlation of a pulse modulated carrier. The envelope of the spatial carrier
is a triangular function, for which the width is twice the pulse length of 0.25 x sec. When the
electronic detector output is amplified and fed back to the subtractor, the system becomes a closed loop
adaptive processor.

The final experimental result to be shown is a demonstration of such closed loop cancellation. Here
a single CW carrier is applied to both delay lines, and the laser main channel signal simultaneously. In
Figure 21a, the electronic output signal is displayed, with the feedback removed. In Figure 21b, the sane
signal is observed with the feedback connected. The amplitude cancellation ratio observed here is 16:1,
or 24 dB. A number of flaws in the optical system have been discovered, and with correction of these,
improvement in the cancellation ratio has been steady.

CONCLUSIONS

The soft-constraint least-squares algorithm and systolic array for QR factorization by Givens Method
has been presented. The algorithm is taylored to the needs of a particular application through the choice
of input data and constraints.

Simulations have demonstrated the use of soft constraints. At first, the simulations were chosen to
implerent the conventional minimum variance distortionless response (MVDR) algorithm: When the algorithm
proved to give less than optimal performance, a different choice of constraints [4] was used to implement
a Modified MVDR algorithm that gave improved performance.

An optical implementation of the time domain adaptive processor as perceived by Dickey [ig] has also
been the subject of this paper. In this configuration the required operations of multiplication and time
delay are provided by AO delay lines. The required time integration is ca-ried out by an image detector
having a suitable time constant. In the optical realization, each resolvable optical element along the AG
delay lines, used as input modulators, represents an additional delay time degree of freedom. Thus, a
continuum of correlation weights is developed spatially along the AO delay line which is analagous to an
infinite number of time delay taps. The optical dimension transverse to the direction of acoustic
propagation can be used to provide for other array elements.

The electro-optical architecture which has been described offers an efficient, compact, and
eventually economical realization of a multiple correlation loop adaptive canceller. Further effort will
result in a reliable design which should provide a high cancellation ratio for a large number of
independent interference sources in a distributed multi-path environment.
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ABSTRACT

A multi_-dimensional access memoty (MDAM) allows a word to be accessed fros store

either in the manner it was entered or as part of a bit slice of equally spaced or

contiguous words. Conceptually, data may be regarded as being stored in an 'n'

limens ional hypercube of side length equal to the word length that usefully maps onto a

wide rang, of signal processing operations, (e.g. FFTs, matrix inversion, multiple

momdnt., distance metrics, sorts, searches and correlation decodes), when associated

protcssg-n units that can carry out both bit parallel and bit serial arithmetic are used.
N}i- mapping of the natural multi-dimensionality of a signal processing task onto the MDAM

r.~ctir, is shown to be particularly useful when bit serial, word parallel processors

it .. 5mloyed. In tfhos, circumstances the facilities of the MDAM make possible a range of

ts.efl operat lots that could only be implemented with great inefficiency using

,' r.', i ona I mn or t .

furthb'rmore, the MDAM conside-rably simplifies address generation for the 1/0 of real

tnd complex words (e.g. the corner turn of incoming samples) while allowing useful

.rmuitat ions, such as barrel shifts, to be applied on each memory access for a

insignificant cost in extra circuitry.

Highly efficient and deeply pipelined, implementations of MDAM/processor structures

are discussed that are particulary well suited to VLSI methodologies, in that very wide

bandwidth interconnection networks of high complexity can be achieved at relatively low

gate and pin counts, (at both super/sub-micron levels). Thus it is possible to form

highly parallel multi-MDAM/processor structures that support very high le is of

concurrency, identified as necessary for future radar signal processing systems.

Moreover these structures translate over classes of operations that are not normally

associated with each other (e.g. histogramming and FFTs). Consequently, those forms can

be made extremely general and modular to produce powerful and compact processing kernelsi

for programmable systems that embody high level signal processing constructs in their

VISE fabric and lead to high performance at the minimum silicon cost.
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ABSTRACT

An improved adaptation algorithm designed for real time signal processing in antenna arrays is presented.
The method is used for determining the filter weights in a sidelobe cancellation system. The Wiener
filter equation is solved by using the well known Gauss - Seidel method and a sample matrix estimate.
This algorithm (SSM - Single Step Method) combines rapid convergence and nomerica stability. Compared
with the direct SMI-technique and the Widrow LMS-algorith, the properties of the proposed alqoritrii
lead us to the conclusion that it is especially well suited for airborne antenna array applications.

INTRODUCTION

Due to progress in digital technology it appears feasible now to process digitally real - time data of
adaptive antenna arrays in airborne radar applications. The popular gradient technique proposed by
Widrow, Griffiths e.a. (Applebaum Loops, Widrow - Hoff Algorithm) is not the appropriate algorithm for
solving the optimal filter equation by adaptive arrays in the following cases:

a rapid change of the interference environment
due to antenna scanning or blinking of noise sources

different janmmer directions with different power

The reasons for slow convergence are given by the facts that

iteration methods are only approximations of the
optimal solutions

the "Widrow-Algorithm" does not lead to a consistent
estimator (Ungerboeck 1972 /1/)

Looking for other methods, it can be shown, that the SM-method /2/ has excellent convergence properties,
but may lead to severe numerical problems.
Here an algorithn is considered which - based on the Gauss-Seidel method - employs a sample covariance
matrix estimate. An application of a modified Gauss-Seidel method on clutter processes has already been
described /3/. This paper quantifies the performance of the proposed algorithmi in terms of convergence
rate and statistical properties. It will be shown that in contrast to the LMS-algoritun the proposel
algorithm is a consistent estimation of the optimal filter. The paper presents a comparison of th: LMS-,
SMI- and the SSM-method by computer simulation. It turns out that in spite of less mathematical ope-
rations (multiplications and additions) the SSM-algorithm performs nearly as well - in terms of con-
vergence rate - as the SMI method.

DESCRIPTION OF THE METHOD

There are several mathematical methods leading to the solution of the well known classical optimization
problem of Gauss-Markov, which finds an application for example in the sidelobe canceller as a spatial
filter (fig. 1). The received array signals establish a data vector X., which has to be weighted by a set
of coefficients W, in order to build the best approximation of the interfering processes xo in the radar
antenna. Assuming that the target signals are not processed in the array we know that the minimization
task

= E (Io - W* X 2)L win (i)

is solved if

E (o*X -xx*w): yR MW=U j2)

(by the projection theorem in Hilbert spaces)
There are in general two ways of solving (2):

direct methods

iteration methods

The direct methods lead for example to the 911-technique, to the Kalman filter (in form of a sequential
estimator), to the Gram-Schmidt or Lattice filter, or to a combination of thy Hruseholder and Cholesky-
algorithm /4,5/.

wMatrices are designated by double-underlined, vectors by

single-underlined letters



The iteration methods lead to the gradient, to the conjugate gradient or to the Single Step methods.

In general the SSM-technique is a gradient technique using all calculated coefficients

I- I
Wmnl~l) W

m
(I) + fR(l) - J(1,) W,+ 1 (i)

(3)
- M( (i) Wm(i)

Since the covariance matrix M and the correlation vector R are unknown, we estimate them by the observed

data.

M = (I/m) X i " X

(4)
R, (1/m) x Xo,i* Xi

in the context of this, we obtain a stochastic approximation method, called the SSM-Algorithm.

I-f
6

m'1 l) = W"(1) + ) '/R (1) - Mn(l ,i) W,,+l(i)

T ' ()l ,i) Wn(i) )
=

Next we show the consistence property of this estimate of the optimal filter.

CONVERGENCL PRUPEtTIES

First we devide the covariance matrix M in two matrices MIA, M
O .

11
M 'I =( ' ) . l'

L1(r,l) 1(n,2) . . . knn)n

0 TI 0.. M(,I .F..1.1

1(2,1) 0 0 M(2,2) 11.)
[M(n,l) . . M n,n-I)o 1 0 . . . 0 Min , .

M 1
u 

+ M(6)

Using (2) this leads straightforward to:

W (I* (u)-i _T o) W + (I +)Mo)- r (7)

Equation (5) may now be written:

- +I - ( x ,rM U) l I ( f " Io) .40 (8)

x (I xt O)
" R.r

With reference to (7) and (8), we obtain

tool -V-w (.." up
-  

-iN h) (S-W W

+ (( o -Mmp- (j . S._mO) - (I + MU)'1l

I ( _ o1
0
}

+ 9(1 + tM )
- 

(N - h )

+ i xrm")-Y + - ( M xtu)l] R (g)

lub = 1iast upper bound



No. we get the following inequality by using the triangle inequality and the definition of lub /6/:

(LI = sup Iub (I + I%oy-b (-
- p x a .e

12 sup (lub [(I '_.MU)-
1
}1)

II w%+ -w 2 -Li W - _i 2 + /31I L2 *if Im -R/I 2

" lub ( r( )tM-
1
1/)(lub

2 
f,,U - Mu) l/i/(h ((7 itiJ (41)

fE llub
2

[(t +Yfy-u -I - 0 1 Mu

(I - ? oM°)I 1/2 1_ 2

It is known that the estimators (4) (methods of moments) have the following Order of convergence

RlOm - R 112 = 0(1/Vl -)

S '2 = 0 (1 / V-)(11)

Choosing an appropriate t , it is now possible to show

II W,+1 - 2 = C/ 71 + L 1 • W -W 112 (12)

Analogous to the proof of convergence of the 94G-algorithm /7/ it follows for

Iw,+l - W ill2 z o(log(m) /r ) (13)

Using the Tschebyscheff inequality, we obtain the assertion.

Remark: (1) Py a simple proof it is possible to show, that

=l ,m = I/mm(1,1) (14)

is a convergent choice. (compare /181/, p. 225)

m'l ,I is dependent of I and m. In this case t-has to be

replaced by a diagonal-matrix 2 m throughout the proof.

(2) Using (14) in (5) we get the well known Gauss-Seidel method.

(3) In the m'th estimate of W, we choose M., ko , for M, R.

COWARISON OF THE ALGORITHMS

A computer simulation of the SSM algorithm in a radar application shows the superiority of the processing
scheme with respect to the convergence rate compared to the Widrow algorithm. A stationary case has been
considered (fig. 2). For the SSM method we choose Ias in (14). The SMI method is simulated as a sequen-
tial filter. The Widrow LMS algorithm has a step size of (1/10...l/20 * 1/2 max-) in order to avoid in-
tolerable fluctuation noise. Non-stationarity of the interference environment has been taken into account
by a moving average (moving window) or Wiener extrapolation. (see for example (1!))
In order to compare the numerical load of the various algorithms, we look to the number of complex multi-
plications per iteration

AlIgorithm Number of complex multipl ications

SMI (direct inversion) (n
3 

+ 5n
2 

+ n)/2

SMI (sequential filter) 2n
2  

. 4n + I

IsSM-algorithm (3n
2 

+ 5n)/2

LMS-Algorith 2n + I

• 2max manimul eJ.,i
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CONCLUSIONS

There are various mathematical methods to solve tne Wiener filter equation, among then the discussed SSM

algoritrhi. The 5SM method has some advantages in terms of convergence rate and numerical load. It has
been show that the modified Gauss-Seidel method is a consistent estimator of the optimal filter. We
then have proved that the filter coefficients converge by an order better than 0 (log (m)/F- .

Compared to the Widrou algorithm the convergence rate of the SSM algorithm is improved and may he Ci-
parable to the convergence rate of the direct met:iods. This result is achieved at the expense of a mo-

dest increase in cmnp exity. lne of the advantages of the SSM method is its n1merical stabil ity espe-

cially in toe case of large antenna arrays.
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Figure 1: Structure of the Spatial Filter
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Conditions: Partially adaptive array
with 3 degrees of freedom
2 Interference Directions (20'.45')
Receiver Noise: -40dB related to Interference Power
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DISCUSSION

J.Dorey
You have to make the whole calculation for each look direction?

Author's Reply
We considered only stationary targets. For non-stationary targets you can use the Wiener-extrapolation or by moving
average.
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RESUME

En emission 6 haute frdquenco do rdcurrence, donc
Ak faible facteur de forme, les 6elipses et 1Vd-
chantillonnage conduisent A des pertes importantes
sur le signal. L'objot de cette communication est
de prdsenter des mdthodes dd6valuation de ces
pertes, A parttr de courbos de probabilitd de d6-
tection en fornction do la distance et d'utiliser
ces mdthodes pour rechercher, sous certaines con-
traintes de puissance 6mise et de charges de cal-
cul, l'optimum A adopter pour le facteur de forme.

1I INTRODUCTION

La forme d'onde HER (haute frdquence de rdpdtition) , du fait du faible facteur do formo
(2 A 20) conduit A des perres d'information importantes on raison des 6clipses. Do plus,
la diserdtisation du signal (6ebantillonnage) conduit, elle aussi, 6 des pertes suppI6-
montaires. On prdsentera ici diffdrentos ,ndthodes pour 6ealuer la probabilit6 de ddtection
en tenant compte du facteor de forme et do nombre d'dchantillons pris dans la rdcurrence.
Ces mdthodes permettent do ddterminer l'optimum sur le factour do forme en tenant colopte
des contraintes do puissance d'dmission (moyonne ou crdte) et des charges de calcul (ides
au nombre d'6chantillons utilisds dans la rdeorrence.

2 -PRESENTATION DES MODES HER

2.1. Dfinition (figure 1)

TE durde d'impulsion ilmise

TR pdriode do r~pdtition

FR frdquence do rdpdtiltion -

T pdriode d'dchantillonnage

TB remps d'occultation

Celui-ci est 1e romps do commutation du rdcepteur avant et aprls Imission. Le temps d'oe-
coltation total sur one rdcurrenco est .3 x tP 400 ns.

On considbrora ici deux frdquences do rdeurrence ER =100 Klhz or FR -2030 Kiz.

Le facteur do forme est F a-L
TE

2.2. Filtrage do Pimpulsion re,;uo

on consid~re on filtre adapt6 h one durde AT, coest-I)-d ire dont la fjnc ion die t ransY'
est la conjugudo do l~a transfnrmde do Fourier d'une impulsion ree'anqulaile Je durde 'T.
La r~ponso d'un tel filtre 21 des impulsions rectangolaires do dune T1 ot diamplitude I
est prdsentdo sur la figlure 2.

Par la suite. on considdrera on filtre constamment adapt6 A (a p)6iode d'Yhant i lonna,?,
T, le filtre dtant rdadaprd artificiellement A l~a durde dd6mission T5, :,prds Ldant Ilr-
nage do signal reqo filtr6, par recorobinaison en sommos gIlissanits de N 6,hantilloins si-
cessifs, de fagon A avoir TE N.T (figure 3).

2.3. Puissance do bruit

Si b est la densit6 spodtralo de bruit, la puissance de bruit pour Lin 6chantillon 11iiien-
tamre (avant recombinaison) Ost PB - b.A'T - 1-T. ILe filtre 6tant o~ptimal ,t adapt,'AV
los bruits sont d~corrdlds donr 6ehantillon 6idmentaire A I autre, donc ians It, -as l'onL
sommation do N dchantillons succossifs, Ia puissnce do bruit cot Pli _ i

De plus, on suppose lcntrde do filtro misc ) la masse en m~me tems tta. It, rileptour eot
ferm6 (soil. sur one rdcurrence pendant TE + 2 Tj) . I~e filtre i intdtrant ali)rs plus do
bruit pendant les delipses, la puissance do bruit pour los 6ebant (lions voisitis des bords
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de la rdcurrence ost plus faible.

2.5. Puissance de signal

Si To est 1 instant d'arrivde de l'impulsion rogue (de dur~e TOl dans la recurrence, le
signal utile est fonction do To. En effet:

- Si To < TB le signal est compl~tement occult6,

- SI TB < To < 'E -B 'Il ne partie seulement du signal est hors 6clipse. Le signal utile

a done one durde '1o 
1
E -(TE TB) - To - TB,

- si TE +TB <To < TR TB - 'E le signal est enti~reinent requ. Le signal utlc dure

- si TR - TB - T[-E < To < TR TB le signal utile dure TR - TB - To,

- si TR - TB < To < TR - le siqnal est complhtement occult6.

La puissance do signal rogue, ddpendant de la durde du signal utile, est done function de
To, instant d'arrivde do Idecho reqo dans ls rdcurrenco.

3 - PRESENTATION DES RESULTATS

loes rdsultats des diffdrentes mdthodes ddcrites ci-dessous seront prdsent6s sous forme de
courbe Pd =f(D) avec Pd =probabilild de ddtection

D = distance cible.

on prend comme rdfdronce 1e cas d'une cible tello quo avec un filtrage adapt6 6 l'6mission,
si on 6chantillonne au maximum en sortie du filtre et si la cible est en dehors des
dclipses, on ait une probabilitd do ddtection do 50 %pour D = 100 km. On considdrera par
la suite des cibles stationnaires. Ceci fixo don,= le rapport signal a bruit SBo do rdf6-
ronce donnant Pd =0,5 et correspondant 5i 100 km.

Le rapport signal 6 bruit d'une cible situde Si la distance D se ddduit de iBo par

D4

La figure 4 roprdsento la courbe Pd = Not do rdfdcone ciblo stationnaire perpdluelle-
ment hors 6elipses et hors pertes d'dchantillonnago) . On pout dire 6dqalement quo cotte
rdfdrenco correspond au cas d'un radar CW, S condition quo l'antenne do r~ception suit
diffdrente de cello dd6mission.

4 - METHODE I

Cotto mdthode consiste S faire varier la distance do Ta cible avec tin pas de quantifica-

tion petit devant l'ambiquit6 distance (AD - LAY' aIe cvtesse de la lumibre) . Ainsi,
linsantdarrvdodo 'dch vae letemnt ans Ia rdcurronce et los phdnomdnes

dd6clipseoet d'dchantillonnage sent visiblos.

on suppose pour cotto mdthode l'6chanti Ilonnaqe adapt6 I idmission, soit T TF. En fone-
tion do To, instant darrivde do Idocho (To -2D0,onpu positionner ld6cho dans la

recurrence (figure 5). Du fait quo T =TE, ii Ay a au plus quo deux 6ehantillons conto-

nant do signal. Pour chacun doeux, on connait lattdnUation A apporter au rapport

1SBo 0 . Cette attdnuation tient compto do la position do To dans la rdcurrence
D4

(Seclipso) et do ld6chantillonraqe par rapport Sk la sortie du filtre. On pout done calculer
los probabilitis do ddtection Pd1 et Pd2 poor chacun des 2 dehos. Do fait quo la cible ost
stationnairo et quo T TE, Los deux probabililds sont inddpendantes. On Pout dune dire
Pd -- 1 - (1 - I'd1 ) J1 -Pd2).

Si Pdo zf(D) ost Ia courbe do rdfdrence (dchantillonnago au maximum et hors delipse), la
probabilild Pd vanie donc entre 0 et Pdo en fonction de la distance.

Pd -o quand Ld6cho eat on 6elipse totale

Pd < Pdo quand ld6cho est on 6elipse partiollo

Pd -Pdo quand To est tel quo ld6chantillonnage ait lieu so maximum

Pd < Pdo sinon.

La figure 6 prdsento Pd = f (0), 0 variant do 100,5 km 5 10 1,25km (Pdo voisin 0,5) avec

comme hypothtso

FR 200 (112 (TR = 5 us, AD z750 m)

TF 1 Ils (F = 5)

TB 0,25as

T 1 ~s.
Los diffdrents temps et instants d'6chanttllonnage y sont reprdsentds.



La figure 7 pr~sente Pd = f(DI dans les m~mes conditions, D variant de 50 A 150 km. On y
constate les fluctuations importantes dues au fait que Pd varie entre 0 et Pdo.

Cette mdthode, reprdsentant la vraie probabilit6 de ddtection en fonction des 6clipscs et
de l'6chantilionnage, est inexploitable simpiement du fait des fluctuations importantes.

De plus, cette m~thode n'est valable que dans le cas d'une cible stationnaire et d'un fil-
trage et 6chantillonnage adaptds A 1 mission, de facon A avoir l'snddpendance des proba-
bilitds de ddtection des diffdrents 6chantillons (gui ne serait plus assurde en cas de
sommations glissantes dd6chantillons successifs).

5 - METIIODE 2

Pour une distance D donnde, le calcul de la probabilitd de ddtection est identique A celui

do is mdthode I1 Pd -1 - (1 - Pdj) (1 - Pd2).

Mais on effectue ici, pour chaque distance D, le calcul pour plusiours frdquences de r6-
currence voisines do quelques pourcent de la frdquence do rdcurrence moyenne et on effec-
tue la moyenne des Pd obtenues. line mithodo 6quivalente consiste A n'avoir qu'une seuLe
FR mais A faire varier aidatoiroment la distance sur une rdcurrence autour de la distance
O et A effectuer one moyenne des Pd obtenues. Los deux mdthodes donnent des rdsultats dqui-
valents.

Los fluctuations importantes de la mdthode 1 sent ainsi moyerndes et 00 obtient one courbe
Pd =f(D) d'autant plus lisse qu'on a pris plus do FR Cu plus do points dans la rdcurrence.
La figure 8 prdsente Pd =f(D), D variant de 10 A 150 km dans los mdmes conditions quo
prdcddemment, calculde avec une moyenne sur 200 points par rdcurrence pour chaque distance.

On constate que la courbe no tend pas vers 1 quand D tend vets 0. En offot, on raison des
temps d'occultation TB, la probabilit6 masimale do ddtection est la probabilit6 pour quo
t'instant de rdception To soil supieur A TB ot infdrieur A TR - TB, suit

Pdmax. 1-2'Pp
TB

En l'occurence : TB 0,25iis :Pdmax. - 0,9

TR 5 4S

Cette mdthode permet de travailler avec on pat do quantification plus dlevd pour la dis-
tance quo pour la mdthode 1. Elle permor surtout d'obtenir one courbe moynn do probabi-
iitd do ddtection directement utilsable.

Los limitations de cette mdthode soot Los mdmesi quo pour Ia prdcddente, A savoir

- cible stationnaire,

- filtrage et dchantillonnage adaptds A td6mission.

6 - METLIODE 3

Clle-ci consisto A caicuier ann probailild do ddtection moyenno sot une ambiguft6 dis-
tance AD. Le domaine distance pour lequol on 'lout la courbe Pd z (D) nit ddcoupd en
ambigultds. Pour one ambigult de rang K donn, on fait varier la distance do Ia cible do
K.AD A (K 1).AD avec on pas suffisammont fin.

L'dcho requ ost 6chantiilonnd on a ainsi dos amplitudes Ai do signal (0 < Ai < 1), do-
pondantes do linstant de rdception et do sa position par rapport A 1'6ch-antil~onnage.
Bans le cas o6t TE N.T, chaque dchantiilon avant sommation a donc un rapport - valant

[Do
4 

Ai'
SBO -, - (D distance contrale do t'ambiqultd). Connaissant B, on a donc la puissance

D4N
Xi' do chaque 6chantillon. On pout donc effectuor los sommations glissantos do N 6chantil-

N
Ions. Chaque 6chantilton rdsultant a comme puissance do signal PS =(7Xr)'. L'dhantii-

Ion rdsultant tient bien compto des corrdiations des 6chantillons 6idmontaires dont ii est
la sommel.

Do plus, on connait pour chaque 6chantillon rdsultant Ia puissance do bruit PB (Pp < N.B),
fonction do Ia position do 1ldchantillon dans la rdcurronco.

Cotto puissance permot en outro do ddterminer in seuil do d~tection connaissant la proba-
bilit6 do fausse alarmo. 11 ost en effet possible dans la pratique do mottro des seuils
diffdrents soLon la position do I instant d'dchantillonnage dans la r~currence.

on pout donc gdn~ror on signal complexe Z do puissance PS par rapport & PB. Ce signal est
gdndrd avoc deux gaussiennos do moyenne et dd6cart typo fonctions d'une part do Pp et PB,
d'autre part do ihypoth~so do cible stationnairo ou fluctuanto. Z' ost ensuite compard au
seuil do ddtection. En cas do non ddtection, on passe A 1ldchantillon suivant et on recom-
mence. En cas do d~tection, on pouit passer At one autre position do l'4cho dans Ia r~cur-
ronco. 11 no miste plus qu'A calculer la mayenno des ddtections obtenues sur la r6currence,
donnant ainsi Pd fonction do D.
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La figure 9 montre un exemple de courbes calculdes par cette mdthode et par la methode 2
uans les m~ines conditions que prdciddemment. Les deux courbes sont tout S fait semblables.

La figure 10 reprdsonte la courbe Pd = f(D) dans le cas :FR 200 Kliz

1 TE 1 "s

T 0, 5 us.

On effectue dans ce cas des summations 2 A 2 d'6chantillosis. L'avanrago de cetto mithode
par rapport aux autres est, d'une part, de perinorrre le s~rdchantillonnage car ello no
suppose pas l'inddpendauce d'6chantillons consdcutifs, or l'autre part, de perinettre,
pour ta m~me raison, le calcul dans le cas d'une cible fluctuante.

7 - METHODE 4

Cotte mdthode est puremeur anatytique. Slo consiste A 6valuer los pertes que los 6clipsos
et ld6chantillunnage apportent sur le rapport signal 0 bruit.

Pour cola, on suppose un Ocho de rapport ( doo roSarvre o ntn orcp

tion To de 0 & TR. Pour chaque valour de To, on calculo de la m~me faqon quo prdcdmment
PS

lo rIpporr - pour chaque 6chantitlon (apr~s summation 6ventuello) or on no conserve quo

le maximum. Puis on effectue la moyenne, sur le nombre do position do To, do ces maxima

Le rapport L - j/ (S 0 caractdrise los pertes sur le rapport siqnal 0 bruit initial,

dues aus 6clipses et 0 ld6chanrillonnage.

Pour obtenir la courbe Pd afto), on calcule pour chaque valour do D to rapport

- PaSisoo la Pd assocido.
D4

C-,st la courbo Pd, reprisoordo sur la figure 11. Cotte mdthodo no proud pas en compro lo

fait quo Pdmax . -1 -2 P
TP

Aiusi pour introduire cotto influenco dos occultations, on considLire des portes L calculd-s
2;oMmo pr6CstdemMrn mxis en supposaut T13 - C) On multiplie ousuite la Pd obtenue avec cex

uc rtes par I - 11:11- - . Ceci donne la courbo Pd2 do lo figure 11. La figure 12 compare la

cnurbeo btonue avoc cette mdthodo avoc cello obtenue par la mdrhode 3 dans los conditions
-;antos PpF 200 FlHz

T' 0,S ".

:-s di Ofdrou~ex sour faibles. .' intdr~r do cette mdthode est sa rapidit6. Cue fois Ie
c-alcul des pertes effectu (pour uno soulo recurrence), la courbo ext immdiate. Cotte
v'ethode permor d'estimor rapidemnut !a distance dunnant une Pd denude (0,5 par Oxemplo),
,ooir eusuite offoctuer lx mdthode 3 autour do cotte distance pour avoir des rdsultats
cx acts.

i, - OPTIMI3,ATION 0U PACTEUR DL PORES A PUISSANCE MOI'ENNFE MISFE CONSTANTE

O ex Icacurdfom orPlapuissance cr~te 6mise, ]a puissauce moycune 6mis
F stlefaterdefomeePccl

Pm V

On so place- ici 0Pm ceustante, done Pc vanie avec P.

La puissance moyeune d'une cible ost done inddpendanre do la variation do P ainsi que la
courbe do rdfdronce Pdo = f(o). Rappelons quo celle-ci correspond au cas d'unc cible per-
pdruellemint hors Oclipse or hors porros d'dchanrillonnago or qsuo Pdo - 0,') pour Do
100 ktm, co gui fixe Pm.

Avec la mdthode 4, pour Ostimor la distance 21Pd 0 , r etIa mdthodo 3 pour affiner los
rosultats aUtOUr do cotte distance, on va calculor los variations do la porrde 0i I'd- 0,5
en function du facteur do forme, cocci en gardaur one pdriodo d'echanrlllonnage cunstanto.
Quand F vanie, TE vanie. Le nombre d'Ochantillons succcssifs 0 summer pour rdadapter Ic
filtro vai done 6galeinont.

La pdriole d'dchantillonnage 6tant constante, lx charge do calcul pour los traitomonts
en aval reste donc la m~me quelgue suit le facteur do forme (mis A part los summatious
d'6chantillons consdcutifs gui reprdsenrent cependant tr~s peu do calculs).

Pour un dchanrillonnage donud or one pdriode do rdcurronce dm040e, on calcule donc pour

chaque valour de F Ia distance 0 donnant Pd =0,5 . Les rdsultats sent exprimds sous

forme do perle par rapport 0 la rdfdrence 00, soil L 40 log ( D.



La figure 13 reprdsento cetto perte L en fonction de F pour FR 200 KLiz et pour des p6-
niodes d'6chantillonnage diffirentes T =250 no (courbo 1)

T 500 no (courbe 2)
T =1000 05 (courbe 3).

La figure 14 reprisento les c~mes courbes pour FR = 100 MIz.

On constate que le minimum do pertes est obtenu autour du facteur do forme 3 (entre 4 et
6) . Ces pertes tendent vers -(en dB) quand F tend vers 1 on se rapproche alurs des
radars CW uSi il n'y a plus de rdception possible par ls m.Sme antenne.

Quand F augmente, les pertes augmentent dgalement :si il y a momns d'dclipses, l'Ocho
6tant moins long, l'influence do ld6chantillonnage devient importante. Celle-ci diminue
quand on augmente la cadence de l'6chantillonnage (courbe 1). Si on l'augmente beaucoup,
leg pertes dicinuent quand le facteur de forme augmente et l'optimum tend 6 disparaltre
on a alors intdr~t A prendre un facteur de forme 6iev6.

9 - OPTIMISATION DU FACTEUR DJE FORMEI A PUISSANCE CRETE EMISE CONSTANTE

Si PC eat cunstante, Pmn vanie avec F. La courbe Pdo -f(D) de rifdronce vs donc dipondre
de F, le maximum de portdo 6tant atteint pour F =1 (radar CW). La figure 15 repr~sente
diverses courbes (hors 6clipse ot hors portes d'6chantillonnago) pour diffirents facteurs
de force.

La portno do rdf~rence restant 100 km, on peut diduire los courbes pr~c6dentcs (2 Pc cons-
tante) , les courbes 6 Pc cunstante en ajoutant aos pertos d~jA calcul6os des pertos suppl6-

centaires dgales 5t 10 log (). Lu figure 16 reprdsente ces pertes pour

FR =200 Klz ot T1 250 ma (courbe 1)
T 500 ma (courbe 2)
T =1000 na (courbo 31

La figure 17 reprdsento ces c~mes courbes pour FR = 100 11Hz. On cunstate que le minimum
de pertes est obteno pour un facteur de force voisin do 2. Quand F est faiblie, ls puissance
coyenne Cot 6iev~c mais los dclipses aunt frdquentes. Quand F eat 6levO, leg 6clipses snt
coins g~nantes mais ls puissance muyenne eat pius faible.

10 - CONCLUSION

On a pr~sentO ici 4 cdthodes pour esticer la probabilitd do d~tection. Si les doug precahres
aunt restrictives quant sum conditions d'utitisation (cible statiunnairo, filtraqe et
6chantillonnage adaptds A l16missiun), leg deux dornibres ne le mont pas. Ou plus, la
quatrihce est trbg rapido.

Ces cdthodes percettent d'obtonir facitement des port~es de ddtection p)our des radars )IFR,
en esticant des pertes par rapport A un radar CM qui aurait la cdme puissance et ccci
pour diffdrentos charges de calcul.

Ces c~thudes permettent dgatement do d~terciner, pour une puissance muyenne donnie et on
6chsntillonnage donn6, l'optimuc du facteur de force (qui dventuellement negaiste pas si
ls c-denco d'6chantillonnage est trhs dlevde).
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A GENERAL SOLUTION FOR THE SYNTHESIS OF BINARY SEQUENCES WITH

DESIRED CORRELATION SEQUENCE

Robert J. Polge
Department of Electrical and Computer Engineering

The University of Alabama in Huntsville
Huntsville, Alabama 35899, USA

SUMMARY

Binary sequences are of considerable interest in many applications. In particular, the performance of
a radar depends on the ambiguity function. For the case of binary phase modulation, the zero-doppler per-
formance of a pulse radar is a function of the discrete autocorrelation of the corresponding binary sequence.
Alternately, a binary sequence can be expressed as a sequence of runs where the length of a run is equal to
the number of contiguous bits of same sign. Given a run pattern the discrete autocorrelation can be com-
puted easily and more rapidly than with the standard technique. The inverse problem, which is the s the-
sis of a run pattern given the desired discrete autocorrelation sequence, is much more difficult.

This paper develops a set of sequential relations which relate the desired autocorrelation sequence to
properties of the run pattern. For example, the autocorrelation at lag 1 defines the number of runs for a
sequence of specified length. The autocorrelation at lag 2 now determines the number of runs of length 1.
More generally the autocorrelation at lag (kl) establishes a relation between consecutive runs with sum
exactly equal to k. Judicious use of these relations greatly facilitates the computer synthesis of binary
sequences. While the method is quite general, emphasis is on tracking applications where it is desired to
minimize the sidelobes as far as possible.

1.0 Introduction

Binary sequences (elements +1 or -1) are of considerable interest. In radar, one is frequently inte-
rested in pulse compression, which involves the transmission of a long coded pulse and the processing of
the received echo to obtain a relatively narrow pulse. In particular, the performance of a radar depends
on the ambiguity function. The desired goal is to achieve high range resolution, as in a narrow pulse,
and good doppler resolution and high average power, as in a wide pulse. In the case of binary phase modu-
lation, the zero-doppler performance is determined by the discrete autocorrelation of the corresponding
binary sequence.

A new and efficient technique to compute the discrete autocorrelation of a binary sequence in terms
of run structure was presented in [1], where a run is defined as the number of contiguous bits of the
same sign. The inverse problem is the synthesis of binary sequences with specified correlation. It was
illustrated by the synthesis of binary sequences of length 17 such that the absolute value of the sidelobes
of the corr2lation sequence is not greater than 1 up to lag 7.

This paper develops new relations and an efficient strategy which makes possible the synthesis of
binary sequences of much greater lengths. Assume for exmle a length of 12H bits. A brute force approach
(using only symmetry) would require the computation of 2 correlation sequences which is clearly impos-
sible. In the proposed technique each element of the desired correlation sequence determines necessary
structural run relations which eliminate most of the binary sequences. This is done sequentially startinq
with lag 1 and continuing with lag 2, then lag 3, and so on. For example, in a tracking application one
may want minimum sidelobes as far as possible. Very rapidly, the combined relations define a very narrow
class of sequences and the synthesis becomes practical.

The paper is organized as follows:
(I) the run correlation technique developed in [1] is reviewed,
(2) the structural relations necessary for synthesis are derived,
(3) a method to define the allowable set of tails for a specified correlation sequence is presented,
(4) the procedure for the general synthesis of binary sequences using a digital computer is discussed,
(5) the last section contains conclusions and recommendations.

2.0 Run Correlation Technique

First, let us consider a general finite sequence of length N, defined as (a., 14 I,. N-l(, where
the a(i) are arbitrary real numbers. We define the autocorrelation function c~kl as follows:

c(O) = N

N-I-cf
c(k)( iO a(i( a(i-,k (, k 1,2..N-Ic~(1)

1 k) 0 k ' N.

Let us now consider a rectangular waveform x(t), defined as a sequence of N contiguous pulses of dur-
ation T and height (O), a(l).. aN-l(. Thus

N-1
x(t) :: a(i) rectT(t-(i+O.5)T), (2)

i-n
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where rectT(t) is a unit rectangular pulse of height 1 and width T, centered at the origin.

It can easily be shown that the autocorrelation of this waveform is

N-1
nxx

{
) = c T c(k)A2 T(n - kT) (3)k=-(N-1l

where the c(k) are given in (1) and A2T(t) is a triangular pulse of height 1 and width 2T, centered at the

origin. Note that for T = jT.
0
xx(JT) T c(j) for Iil 

< 
N

and the remaining values of 0x 
(
) are obtained simply by drawing straight lines between these points. For

convenience, we assume in the sequel that T = I as a simple choice of time scale.

Let us now specialize to consider only binary sequences; that is a(i) takes only values + 1. For a
binary sequence, it is convenient to introduce the concept of run length, the number of consecutive pulses
of the same sign. For example, consider the sequence

[a(i), i=0,10 1 ,l l lll - ,l~~ ,l (5)

with autocorrelation function

[c(k),k=-l0,10] = [-1,2,- ,-2,1,2,1,-4,-3,0,II,0,-3,-4.1,2,1,-2,-l,2,-l]. (6)

In terms of run lengths, this sequence could be identified as

[r(i),i=1,6] = [1,1,3,3,2,1], (7)

where we can assume, without loss of generality, that the sequence starts with +l.

The rectangular waveform x(t) is still given by (2) where a(i)j = 1. Alternatively x(t) .an be viewed
as a sum of step functions, where a new step function is introduced to effect the changes of sign in x(t).
Thus our example can be written as

5

x(t) = u(t) + 2 (-) u(t-pi) + ot-10), (8)
i=l

i

where u(t) is the unit step and .i = rj, with .= Assuming that the sequence starts with a +1, the
general formula is j=l

x(t) = u(t) + 1 - )
i  

u(t- i)  + (-l)
R  
u(t-N), (9)

R

i=l

The autocorrelation is

ox (t( = x(-t) * x(t), (10)00 R-l

where x(-t) -ut) + 2 - u(t+) + -lR t+N) and * stands for convolution. Using

u(t-a) * u(t-b) uI(t-(a+b)), (11)

where uI(t)=t for t 0 and zero elsewhere (the unit ramp), it follows that

R R
(t) =i F0 j=0 (-d d ul(t- ,12)

where d0 =l, dR=(-l)
R
, di= (-1)

i 
2 for i 1. -1.

Each step of x(t) and of x(-t) is described by a pair of integers: coefficient and delay. Similarly,
each ramp in nx (t) is described by a pair of integers: coefficient and delay. Therefore the correlation
can be performe6 using a tabular arrangement, where the horizontal and vertical entries are, respectively.
the pairs defining x(t) aid x(-t). The elements of the table, which are obtained using (11), define all
the ramps which combine to form v (t). This is illustrated in Table I for an arbitrary six-run sequence.
Pairs with the same delay must be collected by adding the coefficients algeb-aically to find the net co-
efficient for the ramp starting at that delay.

Starting with the most negative delay, -N, one can work forward to the greatest positive delay, N, to

obtain the entire autocorrelation function. Let us take our original example, defined in terms of run
lengths, [r=l,6] = [1,1,3,3,2.1]. Using these numerical values in Table I and gathering terms, one obtains

,xx(T) -u,(tW1 )-4ulI(t+10)-6u 1(t+9)+2u1I(t+B8 4u 1(t+7)-2u I t+6)-2u I(t+5)-4u1I(t+4)+6u 1(t 3) 2u 1
(t
+
2 )
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+8u1 (t+l)-22u1 (t)+8u(t-l)+2u(t-2)+6u1 (t-3)-4u1 (t-4)-2u1 (t-5)-2u(t-6)+4u(t-7)+2u(t-)-6u (t-9)

+
4
uI (t-l0)-u I (t-11) 

(13)

To evaluate p x(j) replace each term such as u (j+k) by j+k if j , -k and by zero otherwise, and
accumulate. Alterfately, one can use an iterative rocedure as follows:

Let k = autocorrelation at lag k (change in slope)

Ok slope of ramp originating at lag k

sk  net slope of ramp leaving at lag k.

Then

Sk 5 
Sk-l * "k

"k+l = 'k + Sk for k = -N, N-I 
(14)

with initial conditions

s-N-1 = O-N = 0
RHl

and the p are read from the table (o = (-I) ). Since the autocorrelation is symmetric it needs to be
computed only for positive lags using"f14) for k 0, N-1 with initial conditions

Sl = 2R-1, Po = -4R+2, o = N.

Thus in our example

1ii=0,10 = [ll,0,-3,-4,l,2,l,-2,-l,2,-I]

["iJi=O,lO] [-22,8,2,6,-4,-2,-2,4,2,-6,4] (15)

2 -2 2 -

I - r 2 2 2 2 3

-:-1 - 2 -2 2 -1l

0 1 2 3 r 2-3 ".'2"3
rr4 45

2 2 -I 4 -4 4 -4 2

- C -r
I  

r'2 3 2z~3+ r2'+4 r2"4

- -2 -4 -4 4 2

-2 4 . 4-- -4 -4 -2

I 2 r 2 3 2 3 0 -
3  

r3r r. r5  
%, r 6

r

2 2 4 -4 4-4 2

'-2-r, -,,-,,-r'4 - 3 4 - r
4  

5

-* "- 2 -ru- -4 -42" 2r

-- "22' -r-r 
2

-r
4

%
5

rr

-I 2 -2 2 -2 2

2-N 3 -4 34-45 -r -'r 6 -6

Table I: TABULAR ARRANGEMENT FOR CORRELATION CALCULATION
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Table 1 is a square array of dimension M = R-l with interesting structural properties. It is skew
symmetric, with each entry above the principal diagonal having a corresponding entry of opposite sign below
the principal diagonal. The magnitude of the coefficients of the corner entries is 1; the magnitude of
the other coefficients along the edges of the table is 2; the magnitude of all other coefficients is 4.
The principal diagonal contains all the ramps starting at lag zero, resulting in a change of slope p =
-4R+2 and a net slope forward so = -2R+l. By symnetry, since N if follows that l 1N-2R+1. Note that
:l, the autocorrelation at lag 1, depends only or. sequence lenqth and number of runs. In paiticular, for
ay sequence with h odd and R=(N+1)/2, the autocorrelation at lag I will be 0. Also, the change in slope at
delay I is

" = 4n - 2t (16)

where n1 is the total number of runs of length 1 and t is the number of such runs occurring at the end of

the sequence. Because of the symmetry, all the remain ng information is contained in the elements above
the principal diagonal, and the element in the upper right corner is always N.

The lag values along the first diagonal above the principal diagonal are list of runs, i.e., r r
.. r. The coefficients of the end terms on this diagonal are 2; the coefficients of the remaining tirms
are 4. The lag values along the next diagonal are sums of consecutive runs taken 2 at a time. All coef-
ficients on this diagonal are negative, with the end coefficients being -2 and the other coefficients -4.
A similar pattern can be seen on the other diagonals. To facilitate both visualization and computation,
it is convenient to present a revised tableau, as shown in Table 2.

This tableau gives just the delays of the ramp pairs. The first column contains the delays of the
first diagonal above the principal diagonal; the second column contains the delays of the next oiagonal
and so on. The coefficients to be associated with each delay can be determined by a simple rule. All the
coefficients associated with any given column have the same sign, and the signs alternate from column to
solumn, starting with a plus for the first column. In each column the magnitude of the coefficients for
the first and last delay is 2; the magnitude of the remaining coefficients is 4.

The table is computed in a straightforward manner, one row after the other. At the same time the set
of slope changes [. ] are computed; that is, when the element of the table is equal to i, then . . is in-
cremented by the appropriate signed weight. Thus the elements of the table are used immediately and need
not be stored. The number of additions in the table is (R-1I(R-2)/2 plus R(R-1)/2 additions for accumu-
lating the p values. Following (14), we need 2 additions to compute s a and k' using

for a total of 2(R-l) additions. Thus the computation of [t.
] 

reqhires (R-) additois. As a general
rbie, RN/2; hence, using the table, one requires approximately (N-2)2/4 additions and no multiplications.

The direct calculation of the autocorrelation function requires N(N-1)/2 multiplications and (N-1)

(N-2)12 additions. Even if we assume that the multiplications can be performed as exclusive or's at the
same cost as an addition, the proposed technique should be four times faster than the direct method.

3.0 Structural Relations

It is easy to eliminate sk in (14) and to express 
4
k in terms of so and Pk

¢I 1 'o 
+
so

2 no v 2s 1 (17)

k o + kso + (k-l)ol 
+ 

(k-2)v 2 + ". + -

where € = N and so = -2R+l.

Observe a binary sequence, from left to right, through a moving window of width m. For each position
compute the sum of the m runs in the window and tabulate. Let s be the number of times that the sum of
m runs is exactly equal to k, within a complete window scan. Leimt k be the number of times that the sum
of m runs is exactly equal to k for the two ending positions of the Window- t can take only one of three
values: 0, 1 and 2. It can be shown that the incremental slope 

0
k is a fuctn of skm and tkm where n

ranges from I to k:

RIC +) R 2(-) R 3(+) R 4(-) R 5(+)

rI  r +r2  rl+r2+r 3 rl+r+r3+r4 rI +r 34 +vr5

r 2 r 2 r 2 r 3 r4  r 2 ±r3 +r 4 +r, r2rr
3+r4+r5+r6

r3  r3+r
4 rr3+r4+r5 r 3 +r 4 +r 5 +rr6

r4  r4+r
5  r4+r5+r

6

r5  r5 +r6

r
6  

2 e d a

Table 2: Revised Tableau
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P 4sll 2t11

p2 42l - 2t2 1 - 4s22 + 2t2 2  (18)

P3 = 4s31 " 2t3 1 + 4s33 - 2t33 s 32 
+ 

2t32

and so on. For a more compact notation, let ,, be the number of times that the sum of runs is equal to k
for windows with odd width and let be the number of times the sum of runs is equal to k for window with
even width. Let also 4 and r be 

4
e number of times that the sum of runs is equal to k for ending windows

with odd or even width, respectively. Then, the relations for pk become
P= 4 1 - j (19)

Ok :4(, k - 1k
) 

- 2(4 - 4) for k = 2,3 ....

The specific run patterns are denoted by a second index which is defined by ordering the patterns as
increasing integers. For example,

4 '41 l '42 ' -43 * -44 #(4) + #(112) + #(121) + #(211)

'14 141 + r42 + '143 + 144 #13) + #(22) + #(31) + #(1111) (20)

5 "51 
+ 
W52 

+ 
'53 + '54 + '55 + "56 + '57 + :58 = #(5) + #(113) + #(122) + #(131) + #(212)

+ #(221) + #(311) + #(11111)

I} = 11+ 152 ( 53 + '(54 + 155 + 56 + 157 + 1)58 = #(14) + 4(23) + 4(32) + e(41) + #(ll12)+4(I121)

+ #(1211) + #(2111).

Sometimes one may want to count together a pattern and its symmetric, this is indicated by underlining
the pattern index. For example

51 = "i51 + '154 # (14) + #(4i) (21)

52 
=
31
5
2 + '57 #(113) + #(311)

We have shown how the sequence of incremental slopes [0k] relate to the sequence structure in (18).
The sequences [skI and (Ok] can be computed from the desired correlation sequence [k] using (14):

Sk = 
4
k+l - Pk (22)

'k = Sk "Sk-l = k+l " 2€k + vk-l

Together (19) and (22) establish a connection oetween the desired correlation sequence and the required
run structure.

As an illustration, assume that a tracking application requires

N' k=O, N-l] = [N,O,-l,O,-l,0,-l, as far as possible]. (23)

From (22) one obtains

[sk , k=O, N-1] = t-N,-l,l,-l,1,-I as far as possible] (24)

[Ok, k=O, N-l] = [-2N, N-1, 2,-2,2,-2 as far as possible]

Since s = -2R + 1 =-N, it follows that N is odd and that it can be written as N = 44 + I or
N = 4j + 3. °Consider the case N = 4j + 3, then R 2(j+l) and *(N-l) = -1. The number of runs of lennth
1 is determined from

0l = N-l = 4.1 - 2. (25)

which becomes

2j + I = 2-I - (26)

The solution of (26) is a = I which means that the sequence starts with a run of length 1 and that the
number of runs of length I is nI ='£1 = 

J 
+ 1. The remaining relations can be written as

k = 2(-1) = 
4
.k - 2+4 -

4
nk + 2n

or (-) (' = 2 - -
2
2k + 94 for k=2,3... (27)

Relation (27) establishes constraints on the sequence structure. It also shows that the sequence endings
(tails) must satisfy

- + BI = 1 for k = 2,3,... (28)

- I~~ ii6 ~ l i i
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4.0 Set of Allowable Tails

Continuing the example defined by relations (24) through (28) let us determine the set of allowable
tails. Assume that we want to satisfy (24) for the first m steps, i.e. through o I Relation (28) means
that for each k, where k=l to m, the runs in the tails will add exactly to k ekacTy one time. The set )f
allowed tails can be defined sequentially. From (26), the sequence is of the form

I ... 2 (29)

where 2 denotes a run of length 2 or more. Now, to satisfy (28) for k=2, one has two choices

11 ... 3 or 1 ... 2 (30)

To satisfy (28) for k=3 one must expand each of the two choices

11 ... 3 - I1I ... - or 112 ... 3
(31)

12 ... 2 - 12 ... 22 or 13 ... 12

Continuing this procedure through m = 5. i.e. 86' one obtains 16 sets of allowable tails

11111 ... 6, 11112 ... 5, 1112 ... 24, 1113 ... 14

1121 ... 33, 1122 ... 23, 113 ... 213, 114 .,. 113
(32)

1211 ... 42, 1212 ... 32, 122 ... 222, 123 ._. 122

131 ... 12, 137 ... 212, 14 ... 2112, I ... 1112.

5.0 Procedure for Synthesis

We want to find binary sequences of a given length which will match a specified correlation pattern
for as many lags as possible.

An optimum procedure is presented to define the class of binary sequences which satisfy a specified
correlation pattern up to lag 6. While the technique could be extended beyond lag 6, this may not be neces-
sary. Indeed in order to satisfy the correlation pattern up to lag 6 one eliminates most of the binary
sequences and the acceptable class of sequences has very few degrees of freedom left. Thus an intelligent
computer search becomes feasible even if it is not optimum.

To determine the class of sequences which satisfy the desired correlation pattern up to lag 6, the
steps are as follows: (1) Select N and compute the number of runs R from sl' (2) Compute the sequence of
incremental slopes [s, k=0,S] from the specified correlation sequence [ k0,6] using (22), (3) Determine
the set of allowable kails as explained in Section 4.0 and incorporate th~s information in [>kI to obtain
(o ] where the end effects have been removed, (4) Define the class of sequences which satisfy al the
st uctural constraints implicitly contained in the relations P* p* p* p, and * This is the most dif-
ficult part of the synthesis, (5) Translate the set of constralnts

2 
obl:inel above nto a list of acceptable

sequences.

To illustrate the procedure let N = 4j+3 = 31 and assume a correlation sequence as in (23). Then the
number of runs is

R = N+l = 2(jl) = 16. (33)
2

From (24)

[,k . k=0,5] = [-62,30,2,-2,2,-23. (34)

Among the sets of tails listed in (32) select one, say

1121 ... 33. (35)

The sequences 4 and 94 are easily computed for the selected set of tails

[, k=7,5] [ (1,01,1,0)]

['4, k=1,5] [0,1,0,0,1]. (36)

Write k and 9k as

k k

(37)
9k = 9 + 9k

where A'k and Ak are the contributions from the tails. One reads

=. , k 5] = (3.1,1,2,03 (38)

[A1k, k=l,5) [,1,2,0,1]

where I is not yet usable.
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Compute the sequences (pol by plugging [ ] ' Ak], .110 into the sequences [o.) given by (25)
and (27) and solve. One obtains 5 relations

93 (39)

44 + 14

Denote as frame the part of the sequence which needs to be specified,

I ... 3. (40)

From there on the discussion will refer to the frame unless indicated otherwise. Equation (39-1) defines
n0 the addi tional runs of length 1

n* = 5. (41)

It follows that the number of runs of length I is n1 = 6, that the number of runs of length 2 (2 or more)
set f bou 6, and that these n-runs span . = 18 bits. Let n2 be the number of runs of length 2. The first

Define p as the number of packs of 1, where a pack consists of consecutive identicdl runs. Based on
oI* n-, and t6 structure of the frame, the first set of bounds for P1 is C (Pl) = (1,6). Equation (39-2)
ehtab'ishes a relation between n2 and p1

n2 = n11 n1 - p1
or (42)

n2 + P1 = n, = 6.

After combining the bounds of n2 and p1, one obtains the final set of bounds for P1

t(pl) = (1,6). (43)

In other words there are 6 choices for (p, n2) Let the packs of 1 be partitioned into packs made of a
single run and packs made of multiple run 6

P1 = 01 + pI2 " (44)

The first set of bounds f -. (ml), is easily obtained given n, and p1. From n I, P1 and 01 one can
compute the first set of bs on 1 " n 0 C ( M2), using

'32 = 0(Ill) = nI - 2pI + a1. (45)

Similarly one can compute the bounds for 31 = #(3), 3 ), given N-2, n2 and n-. These results are
listed in Table 3 for our example. 3

P1  n2  n (.31 (32)

1 5 1 0, 0 4, 4

2 4 2 0, 1 2, 3

3 3 3 0, 2 0, 2

4 2 4 2, 3 0, 1

5 l 5 4, 4 0, 0

6 0 6 6, 6 , 0

Table 3: Constraints Through 2 or 63

The number of runs of length k and the number of packs of runs of length k have been denoted as Ok and
, respectively. Let r and o be used, respectively, as symbols for a run of length k and a pack of runs

, length k. We define hs a leel k block an interlaced sequence made of packs n and o-, where wk.y is
the symbol for a pack of runs of length k+l or more. Let I and m, denote respectively, ii1 number oV"Iacks
Ik and the number of packs k-j- in the block. As a concise representation a level k block will be written

e(kl,m,i) (46)

where i = I or 2 depending whether the block starts with ok or k- At this stage, the frame can be re-
presented as a level 1 block

80I, pl' pl' , ). (47)
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the last element of this block is the right edge of the frame and it will be denoted as Tie.

Tie is a - which is made up of one or more r (including the visible 3). Our next step is to speci-

fy Tie as a lev9l 2 block,

Tie = 8(2, 1, m, i).

One needs to distinguish 4 cases:

Tie (1) = 0(2,0,1,2)

Tie (2) 
=  

8(2,1,1,1) (48)

Tie (3) = 8(2,j.j+l,2)

Tie (4) = B(2,j+l,j-l ,l

where j=t (one or more). Table 4 expands on Table 3 by specifying the choice of Tie for each P Denote

as Window the remainder of Frame minus Tie, then wQ denotes the maximum number of runs r availible for

use in the window. Obviously w and w Will restrkct the selection of level 2 blocks wi hin the window.

Also the choice of Tie is restricted by , n and n- given in Table 3. The last column of Table 4 gives

the first set of bounds for 93 in the fra{,e, [ ( .13

p1  Tie (V) W2  ''i:) ( ]

1 2 0 0 0,0 empty

2 1 4 1 1,2 2,3

2 2 3 1 1,3 2,4

? 3 3 0 2,2 3,3

2 4 2 0 3,3 4,4

3 1 3 2 1,4 2,4

3 2 2 2 1,5 2,4

3 3 2 1 2,4 3,4

3 4 1 1 3,3 4,4

4 1 2 3 1,4 2,4

4 2 1 3 1,3 2,4

4 3 1 2 2,2 3,3

5 1 1 4 1,2 empty

5 2 0 4 1,1 empty

6 1 0 5 0,0 empcy

Table 4: Constraints Through 2 Including Tie

For each allowed choice of p1 and Tie(k) the bounds on '31' '32' and 93 are specified in Tables 3 and
4. We are now ready to solve (39.3). It can be written as

'31+ '32 = 93 l = X3  
(49)

where v is the intermediate solution. The bounds on k , which are obtained by merging all bounds in (49).
are als listed as E(v3

) 
in Table 4. Altogether there Ire only 23 distinct combinations of p , Tie(k), and

v. By completing the solution for each of the above combinations, one defines CLASS-4 sequeices, i.e.,
sjquences which satisfy the specified correlation sequence up to 04-

As an illustration, Table 5 lists all the necessary and sufficient structural constraints for the mem-
bers of CLASS-4 generated by two combinations: (p,, k 3

) 
= (3, 3, 3) and (3, 3, 4). Consider for example

the member of CLASS-4 defined by the first row. I FRAME, the runs of length I are organized as 3 packs,
two of which are single. Tie is completely defined in terms of packs

Tie(3) = 6(2,1,2,2) 
=
r r2 r2  . (50)

Window contains 6(2,1,0,1) = 12 and 8(2,0,1,2) -;,1. In the third row e(2,1 ,x) means r. n-1 or 7 72.



p 1  Tie(k) 3 32 3 (2,1,0,1 (2,0,1.2) 2,1,1,X

3 3 3 i1 2 2 2 1 1 0

3 3 2 1 2 1 1 I 0

3 3 4 2 2 3 2 1 0 1

Table 5: Structural Constraints for CLASS-4 Sequences

Now we want to follow up on each member of CLASS-4 to see if it can generate one or more members of
CLASS-5, a class of sequences which matches the specified correlation up to 4,. Consider the sequence of

packs. 1 land ignore for the time being the interlacing blocks 3. This sequence consists of p1 packs of
runs of length 1 which are divided into a - pl, singles and p17 multiples; the symbols are T:, and 7:7,
respectively. Group the consecutive al l nd the consecutive 7, into Bunches with symbols ?I and r17,

respectively. Let : and ':7 be respectively the number of -:j and 71- in the Frame. The sequence of
packs , can be viewed as one Cluster of Bunches

C(l, '11' '12' X) (51)

where X is 1 if the 7. sequence starts with a Bunch made of -,I and 2 otherwise. One can view the Cluster
as defining Holes which will contain the elements H. There are four kinds of Holes: (1) H:; between two

(2) H,- between K11 and Tt1, (3) 1,7, between 117 and n1-;, and (4) H7- between 1T,7 and r1-. At this

stage, we do not need to distinguish between H17 and H- and we use the symbol HLZ H-1 or H,,. Let h:
and h '7 and h -7 denote the number of su h holes. It is easy to show that h1l = p : - p -= -p - -
and hL ,,j + Y01 - 1. As an illustration, consider the first row of Table 5 which defines a meml'ser O 

"

CLASS-v. For this case there are 3 possible Cluster patterns and for each pattern one can easily find t( 4j.
'he bounds for .42, assuming various assignments of the H blocks in the Holes:

C(I ,I ,I,I) = i'lll , t(u4 2) = (0,1) (2
-lr~ (52)

C(1,2,1,1) r 1 1 1 rlll, t)'42 ) : (',)

C(l,l,l,2) = 1'11, t('42 ) = (0,1).

The limits on other elements of are easily obtained: t(os) (l,1), t)-.5 ) (0,1). Similarly

the bounds on 14 are .(n.,)
= 
(0,2), (j,) (1,1), and (q? (1,1). One is ready to solve (39-4)

41 + 11, a1 I = 14 + 141. s- ,.4 ,. (53)

The bounds on 3, are obtained by merging all the bounds: (lj = (3,4). The four solutions for the firs'

rluster pattern are

(Os, 0,;, - .. .. ,, ,i, 3s: , ,.) v (2,1 0,0.0, I,1) or (3,1 .0,, .1I,1I or (3,1,1,0,,1 I1) or (54)
(4,1,1,1,2,1,1)

Together with the third row of Table 4, the first row of Table 5, and (52), these sulutions define the

structure of members of CLASS-5.

The next step would be to consider each member of CLASS-5, to partition it, and to check for possible

generation of members of CLASS-6. We have developed algorithms for this purpose, hut discussing them would

require too much space.

6.0 Conclusions and Recommendations

We have presented a powerful technique for the generation of binary sequences with specified correlation

ser,,ence. It was shown that for a binary sequence of length 31 there are only '6 sets of tails allowed,

and that for each choice of tails there are only about 200 members of CLA-5 seqiuences which match the

specified correlation through ¢ We are in the process of developing a compu.er program which will synthe-

size binary sequences of length up to 128 which match a specified correlation pattern as far as pnossible.

It is expected that new sequences will be discovered which will significantly improve the performance of

many radar or communication systems. Future plans include the synthesis of cyclic binary seluen(es.

7.0 Reference

POLGE. R. J. and Stern, H. E., "A New Technique for the Design of Binary Sequences with pecfied C,-rrela-

tion,"pp. 164 - 169, IEEE SOUTHEASTCON 81, Huntsville, Alabama.
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SUMMARY

It has been well known that high frequency radar interrogation may (will) disclose fine geometrical
as well as indepth material decomposition of radar targets, whereas low frequency interception may (will)
only recover such coarse information as target size and target volume. At low frequencies, a target
behaves as if it were a point source; within the resonance frequency regime it may disclose its natural
frequency structure; and at high frequencies (P0/GO) its geometrical fine structures. Any target des-
criptor which is intended to describe the geometry becomes somewhat loose in its validity at low and
resonant frequencies. For a target descriptor to describe fine geometrical structure, it has to be
defined on a high frequency basis.

In the phecmmenological wideband polarimetric approach of the polarimetric radar target description
first introduced by tennaugh £2,11] and further extended by Huynen [71, the proper specification of
frequency range of validfc, has not been pointed out. In both treatments little care was given to this
fact, which resulted in an haph.zard early rejection of these important high resolution polarimnetric radar
target imaging theories because the resulting algorithms were incorrectly applied to the total spectral
region.

In view of these unsubstantiated claims of the "Complete Uselessness of High Resolution Polarimetric
Radar Imagery", here, the main objective is to show, based on rigorous electromagnetic vector scattering
theory, that the Kennaugh, and particularly the Huynen polarimetric target descriptors, at high frequen-
cies, can be closely related to specular geometry (in particular, specular curvature).

For the purpose of verifying our approach the perfectly conducting ellipsoid is considered versus
similar spherical target shapes. Numerical verification with measured scattering data for these shapes is
shown, and application of the Kennaugh and Huynen target characteristic descriptors in downrange target
discrimination, imaging and identification is suggested or demonstrated.

LIST OF FIGURES

Figure 1: Specular Coordinate System

Figure 2: Return Due to Relatively Narrow FOG Pulse

Figure 3: Specular ISvvJ Obained From Figure 2

Figure 4: Creeping Wave Component of ISvvI Obtained from Figure 2.

Figure 5: Decomposition of SHH Into Specular SHH and Creeping Wave

Component (Nose-on Incidence).

Figure h(i): BR/Ao , Broadside Incidence.

Figure 6(ii): Bo/Ao, Nose-on Incidence.

Figure 7: Comparison of An.

Figure 8: Determination of Orientation Angle from Measured Data.

I. INTRODUCTION

ftyen's target descriptors [/] have been successfully applied to polarim'tric radar target discrimi-
nation [12]. For instance, by comparing descriptors of different targets (at fixed aspect angles) at a
fixed frequency, depiction of target shapes can be conceived; by comparing downrange values of the des-
criptors of a fixed target, a 'tune' of downrange description can be obtained, and any abrupt change of
tie tune directly indicates target characteristics or singularities. However, all these descriptions are
rather qualitative and some mental gymnastics may be necessitated to figure out target shapes. One alter-
native is to build up an enormous target shape and signature library, in which correspondence between
signature and shape Is to be matched. Yet the problems of uniqueness and exhaustive search may render
this logistic approach practically futile. What is proposed and initiated here is an imaging algorithm by
which Kennaugh (91 and Huynen's theories are applied and extended to reconstruct the specular shape of a
target. As suggested by Chaudhuri [4] and Borden £3]. the theories of differential geometry have already
hinted a reconstruction scheme. The solution to this so-called Christoffel-Hurwitz problem requires input
of intrinsic invariant geometrical parameters such as curvatures. Since curvatures do not depend on
frequency, whereas Huynen's descriptors do, Huynen's descriptors cannot, in general, be applied to
retrieve curvatures or any other Invariant geometrical parameters. Recently, Chaudhuri, Fop and Boerner
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[5,6) have investigated the frequency dependence of Huynen's descriptors in the high frequency regime, and
they demonstrated that the high frequency Huynen's descriptors behave in such a way that its asymptotic
values are directly related to specular electrical curvatures.

To have an overall view of the relation between the high frequency descriptors and specular geometry,
the Kennaugh-Cosgriff's [10] physical optics approach, which links the backscattered impulse response and
target geometry, is introduced in the next section. Since physical optics suffer from polarization-
independence, Bennett's first order correction [1] to physical optics is adopted. Bennett et al. [1]
simplified their space-time integral equation approach and found that first order correction is propor-
tional to curvature difference. By taking the Fourier transform of the corrected impulse response, Foo,
Chaudhuri and Boerner [6] obtained the high frequency dependence of the monostatic relative phase scat-
tering matrix elemnents in terms of curvatures, polarization, frequency and an aspect-dependent geometrical
function, as described in Section I1. In Section IV, Huynen's algebraic approach [B) is followed to
obtain the elements of the Mueller matrix in terms of the elements of the scattering matrix. Hence, the
Huynen's descriptors, based on the Mueller matrix elements, can be related to the specular curvatures and
target orientation, as shown in Section V. Numerical results are presented in Section VI. Some
applications of Huynen's descriptors are discussed in Section VII. Conclusions and recommendations are in
Section VIII.

It. FIRST ORDER CORRECTION TO PHYSICAL OPTICS SCATTTFRING

For a perfectly conducting target, the far scattered field % can be expressed in terms of current

induced on the target surface due to incidence field [1]

rA,(*,t) L f f ( 3( r'.x) x ar ds' (1)

where I denotes the induced surface current density, r and r' denote position vectors to the observation

point and integration point, respectively, ar denotes the unit vector of r and c is the retarded time.

A space-time integral equation derived by Bennett [I] enables I to be written as a sum of physical

optics currents 3po and contribution of retarded currents I., where

3po :2an A i (2)

- K - K
and 3c= (au - a Jv, u 4 . (3)

a. denotes the outward normal vector, au and av denote unit vectors along the principal directions with

curvatures Ku and Kv, Ju and J. are the components of I along au and an, respectively. Equation (3) is a

first order approximation derived [1] from integrating over a small specular patch of radius co. Dis-

cussion here is restricted to the illuminated side of a smooth, conducting, asymmetric convex target. By
assuming physical optics currents for Ju and Jv in Eq. (3) and then substituting Eqs. (2) and (3) into Eq.

(1), the total impulse response far scattered field As due to both 5po and , can be obtained [6,1)

r-,t A(t) K - u a a ( )r s~rt 2. "t
2  

A);H i 4+ u t (aH i a u)au - (IaHi v

(4n t

where aH is the unit vector along the incident field i (Figure 1), and A(t) is the silhouette area of

the target as delineated by the wavefront moving at half the speed of light.

Fdg : r ec oon

Figure 1: Specular Coorindate System



24-.3

The first term in Eq. (4) gives the Kennaugh-Cosgriff formula [10], which is polarization-indepen-
dent. The second term gives the first order polarization correction and takes the functional form of the
first derivative of the area function A(t) and is proportional to the principal curvature difference
(Ku-Kv). The polarization correction to the Physical Optics approximation is essential, if the high

frequency scattering matrix elements containing polarization information are to be related to tarjet
geometry.

Ill. SCATTERING MATRIX IN TERMS OF CURVATURE DIFFERENCE

Taking the Fourier transform of Eq. (4), expressions for the scattering matrix components can be
obtained [6]

1 2 K- Kvo
= 1 (J1 ) A(k) - (jk) A(k) c 2 (5)2..sco 2i(5St 2n 4n

1 Ku - K- (jk)
2 

A(k) + (jk) A(k) K cos 2a (6)
2n 4n

K. - K,
$21 = (jk) A(k) 4n Csin 2a = S12 (7)

4n

where A(k) is the Fourier transform of A(t), k is the wave number, and x is the polarization angle (Figure

I).

Note that from Eqs. (5-7), a phase-curvature relationship [6] can be arrived at:

Ku - KV  k tn22 - (8)-- tan (8)

2 cos2, 2

A special case of Eq. (8) in which a = 0 or n/2 occurs when the incident linear polarization coincides
with one of the principal directions at the specular point, implying that there is no depolarization of
the energy in the backscattered direction.

The recovery of curvature difference in Eq. (8) is not practical since it requires accurate
neasurements of relative phase, yet the extension of Eq. (8) to the bistatic/dielectric case and the
relative phase difference (022-o1i) have become important in remote sensing.

To apply Eqs. (5-7) to Huynen's descriptors, which are based on Mueller's matrix, the relation
between t scattering matrix elements and the Mueller matrix elements must be investigated.

IV. THE SCATTERING MATRIX AND THE MIJFLLER MATRIX

The scattering matrix [S] can be defined by the incident E
i 

] and the scattered [EW] fields:

[E
s
] [SIi ]

where

[s] j (9)
S HV SHH

The matrix [S] contains two co-polarized elements and two cross-polarized eements. In the mono-

static backscattering case, SVH = SHV by reciprocity of the propagation in an isotropic medium. The

subscripts V and H denote a pair of orthogonal polarization bases (e.g. H : horizontal, V : vertical).
Properties of the relative phase scattering matrix [S] were investigated in the pioneering studies of
Kennaugh [11] used and further interpreted by Huynen [7], as summarized in Boe,'ner [2].

The voltage induced at the receiving antenna is given by:

V
r 
= [S][E ,[E

r
, (J0)

in which [Er] is the polarization vector of the receiving antenna. The power received is given by:

[r [M]g[Ei],h[E r (11)

in which g[E] and h[er] are the Stokes vectors of [E
i
] and [Er] respectively, and [M] denotes the 4x4

Mueller matrix. The elements of [M] and [S] are related through Huynen's algebraic approach [8], in which
[S] is represented by algebraic variables a, b and c, as follows:

[] £1 1 (12)
L c a-b

In [], [M] is given as:



'2J-4

7A0C30  F c 4 H 1

[MJ [ F -Ao+B o  G, D +
C 1 G I Ao+B 4 E 0

H 1 D E Ao-B

where A0 =- ai 
2

2

1
Bo  = - (Jbl2 1.3

2 )

2

1

B' = - (Ibl
2 
_ I£12) (13)

2

c + jD = ab

E + jF = b C*

HII + JO, = a c*

(with * denoting conjugation)

and now using Eqs,(g), (12) and (13) for the purely coherent case, the Huynen descriptors are expressed in
terms of the elements of [S) as follows [8]:

Ao = 1/8(IS vv
12 

+ Is HH
1 2 

+2JSvv11SHHICOS$B }  (14a)

A = 2 + 
2  

_ + 1Sv 2 (14b)

Bo = 1/S(IS VI 2 S~ 21Sl -2lS ISse) 2 (1db

B4 = 1/8(is vv2 + SHH
1 
2 21SvvI ISHHcoSB) - SHVI

2  
(14c)

C', = 1/4(ISv v 2 - IsHHI1
)  

(14d)

D3 = 1/2(ISvvIISHHIsin$B) (14e)

E, + jF = 1/2(ISvvISHHe-J'B)SHveJ
0
A (14f)

H + jG 1 l/ 2
(ISvv ISHH lIe'B)ISHV 1eJ'A (14g)

where 
4
A g-H and B=%hV-HH' the 0's being the corresponding relative phases of the elements of [S].

In Huynen [7], the sum AO+B ° is considered as a rough measure of half the total power in the wave

returned from the target. A0 is associated wits reguiar, smooth, spherical types of surface scattering,

which contributes to specular returns such as from a sphere. B° may be considered as a measure of all the

target's non-symmetric, irregular, rough-edged, non-spherical depolarizing components of scattering. C

is related to oblongity and F to helicity.

If the specular region is smooth and convex, and if the incident field is along one of the principal
directions, then the cross-component ISHvi = 0 [6], and

B B'F (15)

E, F = G 8 % = 0

In particular, in the simple case of a sphere, B. and B, vanish because of symmetry. In contrast, for an

ellipsoid-like target, a non-zero value for Bo is expected. Thus Bo may serve to discriminate between
spherical and ellipsoidal targets.

8. INTERPRETATION OF HUYNEN'S DESCRIPTORS IN TERMS OF SPEC1ILAR CURVATURE,

ly substituting Eqs. (5-7) in Eq. (14). the Mueller matrix descriptors can he written as (5]:
I k 

4

Ao  - A(k)l
2  

(In)0 2



B 1 4 
2 V 2

= . IA(k)I2) ) (17,

- i K -A(k) 12 K K C)
8 ,2 I 2k)

Dl, -k 4 A(J) 1
2 

( -u-K vCOS2, I

41 2k)

4 4 K -K 2- AX -k 2, u cos (13)l,

k4 2 Ku-Kv sin2a

4,2 2k
1
)

, F, He 0 with increasing frequency (22)

It is now obvious here that iO is a neasure of non-spherical symmetry, and hence serves to

differentiate between spherical and non-spherical target shapes. The orientation invariance of B as
shown by Eq. (17) ennances its practicality.

The hijh frequency assumption (equivalent to the specular region contributions only) is already i nplied in
this interpretation of the Hnynen descriptors, as Eqs. (5-7} are derivP on the assumptions of leading
edge (high frequency) conditions.

It :an be observed that Eqs. (14a to 149) do not explicitly show the frequency dependence oc the des-
criptors, whereas Eqs. (16-21) do. Morever, in [4] it has ben shown that A(k) takes the functional forn

of L in the case of ellipsoids for large values ot k. Consequently, all the descriptors eucept A0k 
2

eventually tend to zero with increasing frequency. This is not surprising as the target then virtually

looks like a flat plate, specular "patch"), and there is no polarization dependence in the optical re-
gion. It is conjectured that these arguments can he eKtended to any target with smooth, conven specular
sections.

The target orientation explicitly appears in the forn of the polarization angle a. A an i R whlicn

are related to total power, are orientation invariant. Otier orientation invariances, namely, B" + E*

and D2 + G' , are also separately satisfied as required in [7]. It is important to note that target' 4'
orientation with respect to polarization basis directions can be recovered practically and accurately Sy
taking the ratios B,/B0 and E,/8

cosa 4 B /B° , or (23:

sin4a E /gos (24;

A smooth convex scatterer can be roughly modeled as a combination of two scattering centers, one at
the specular region, which gives rise to the specular return, and the other being the creeping waves which
circ unnavigate and return energy characteristic of their paths. At low resonance frequencies, the con-
tributions of both the specular return and the creeping wave return are comparable and interfere with each
other. This interference masks correlation between fine geometry and Huynen's descriptors. The correla-
tion between the specular geometry or orientation and the Huynen's descriptors at very high frequencies is
expected to be good. This is because at high frequencies, it is known that the creeping waves decay and
the specular return dominates the backscattered signal. In order to extract the specular geometry infor-
mation, it is thus suggested that the specular contribution and the creeping wave contribution in the
total backscattered signal be separated. A method for such separation will be discussed next, and will be
applied to the bandlimited measured data. Based on the separated specular data, which are approximately
equivalent to high frequency data, Huynen's descriptors will be computed, and the results will be compared
with the theoretical predictions of Eqs. (16-22).

Vt. SEPARATION OF THE SPECULAR RETURN AND NUMERICAL RESULTS [5]

The purpose is to decompose the measured scattering matrix, which is in the frequency domain, by
time-gating, into the specular component and the creeping wave components. For the simple canonical
shapes of the sphere and the ellipsoid, complete scattering matrix data are available from the Electro-
Science Laboratories at the Ohio State University (ESL-OSU) [13]. In general, the data consist of
anmplitudes and phases, from I to 12 GHz, in steps of 10 MHz, with different aspect angles.



The range of the spectrum of a "first derivative Gaussian" pulse (functional dependence: gte ) is
made to coincide with that of the measured data, by adjusting the narrow pulse width. By multiplying the
pulse spectrum with the measured complex spectrun and inverse Fourier transforming the product, the specu-
lar return and the creeping wave return are distinctly separated in the tine domain, provided that the
first derivative Gaussian (FDG) pulse is sufficiently narrow relative to the target size. Either returns
can thus be time-gated, Fourier-transformed, and finally divided by the spectrum of the FDG pulse to forn
new elements of the separated [S]. Obviously for very broadband neasurenents, the FDG pulse is very nar-
raw relative to the target size, and hence the creeping wave has a large delay with respect to the specu-

lar return, so that the time-gating process becomes trivial. In practice, neasurevvnts can me .and-
limited, and the target can be small, and partial overlapping may occur for the creping wave and specular
returns in the time domnain. Yet by locating the transition point in the overlapping region through the

approxicate knowledge of the "space width" of the interrogating pulse (- pulse width free space propa-
gation velocity) and the creeping wave path length, reasonably good results have been ostained by this

technique. Figure 2 corresponds to the former case (very broadband data), in which ka ranges from 0.8 to
g. (1 to 12 GHz), where a is the smallest semi-axis of the ellipsoidal target; ti, semi-axes are 6": 3":
1.5". Nose-on aspect and vertical polarization data were taken in this case.

The separated co-polarized specular contribution is depicted in Figure 3. hue to the nature of the

deconvnlution involved in the signal processing, the end portions are sot accurate. However, other than
the end frequencies, the whole range shows that the amplitudes are steady in general. The r ason is that
with the creeping wave removed, the target behaves as if it were the specular portion, which -esembles a
small flat plate. Therefore, there is less frequency dependence at low frequencies than if the data were
not processed. Thus the separatiorn technique enables equivalent high frequency inforiation to lie

approximated from low frequency handlimitr- neasurements.

Thr other component of CS]. due to creeping wave contribut ions only, is shown in Figure 4. Once

again, the end portions are not accurate, but the whole range, in qgoeral, is in uccordance with the fact
tcoat the creeping waves decay as the frequency increases. Figure 5 shows that the two components add Jim

to the original measured scattering matrix [S] fir the c ase of horizontal polarization. At high freqgen-
cies, the measured [S] approaches the specular LS). l)viojsly, if the Huymen descriptors are computed
with 'easured [S] at low frequencies, the fluctiations in contrast to the steady, flat-plate behavior at
hsgh frequencies will not lead to an observable correlation with the target specular geometry.

vIl. dPLICPFloN i OF uPECULAR ES] [5]

I Comparison between the exiprientallp pr ail

theoretically calculated tarjet- r-cr

The target-descriptor Mueller matrix elmronts, nrn",izud with respect to Au, are computed fron tue

specular 'S] ising the expressions given in Eq. ( 1. Fir instance, TO/4, values are comnpared with the

corresponding theoretical values calcqlateI sing 1Is. rl' t,) (2? and are shown in Fig. 6(i). The scat-
tering geometry used for these data involves roaiiude plane wave incidence on a conducting ellipsoid of
semi-axes 6":3":1.5", with the polarization angle -'30'. The agreement between the theoretical and

evperimental results in Fig. 6(i) is good ani acceptahle. It is emnphasized here that the theoretical
values are derived from high frequency assumptions, thus as the frequency ircreases the difference setween
the theoretical and experimental results decreases.

(ii) A as a measure of specular size

Since An is approximately related to the vector, i.P., involving two orthotonal polarizations, specu-

lar return, larger values of A
0 

are associated with larger sizes of the specular region. This is verifie4

hy comparing A of a sphere of diameter 1.5" and A 0 
of an ellipsoid of the semi-axes 1.5": I5': -" for

nose-on incidence (Figure 7).

(iii) B./o as a measure of electric specular curvature difference

From Eqs. (16 and 17),

B0  K-Kv

joelV (25)

The normalization of Bo with respoct to A
0 

is introduced to remove the factor A(c). At any rate, 5
0 or

-o Ao should be zero for a sphere, and should deviate from zero for ellipsoidal targets. In Figure

6(H), the values of 8o/A0 are plotted for the ellipsoid of 6": 3": 1.5", with nose-on incidence.

The specular curvature difference Ku-K ,in this case, is 78.74 per meter as computed from

Minkowski's support functions [4]. In Fig. 6(ii), the theoretical values predicted by Eq. (25) is also
compared with the measured values, showing good agreement at high frequencies. At low frequencies,

Eq. (95), based o,; the high frequency leading edge assumption, does not hold, and thus causes discrepan-
cies. Again, at the igh frequency end, the deconvolution process introduces inaccuracy of Bo/A

0 
computed

frxn the specular [S].

The Bo/A
0 

curve for the case of broadside incidence (u = 3q') on the above ellipsoid has been given

in Fig. 6(i). There the agreement between the theoretical predictions and the processed measurement data
is excellent. This clearly indicates that the correction term added to the physical optics in Eq. (4)
holds nore accurately for smaller curvature difference at the specular point (for Fig. 6(i), Ku-K, 49.21

per neter).



i24

(iv) Orientation recovery from BIlB or E lB

In some of the measurement data described so far, the incident field is along one of the principal
directions of the ellipsoid. Under such circumstances the cross-polarized element of [S] is zero provided
the target is sufficiently smooth so that finite principal curves exist at the specular point. On the
other hand, if the incident field is not along one of the principal directions, then the cross-polarized
elements are non-zero, and the orientation can be recovered using Eq. (?3) or Eq. (24). In Fig. 8, both
values of computed fron Eqs. (23) and (24) are shown separately, and match the value of the polarization
angle set up in the ESL-OSU measurement arrangement. The conditions in which neasurements were made are
the same as those of Fig. 6(i).

VIII. CONCLUSIONS

The target descriptors are related to specular geometrical information such as specular size, curva-
ture difference and orientation. Although the discussion in this paper is restricted to smooth, convex
objects, the proposed time-gating technique can he applied to a certain class of objects with one or nore
specular regions which may include edges, or wedges, etc. Each specular region serves as a scattering
center to interfere with others, but the response of each center, time-gated out of the total time-domaia
return, should provide Mueller matrix target descriptors characteristic of its geometry. Thus objects of
complex shepes may be studied through modeling and decomposition into simpler scattering centers; and
separately for each scattering center, the target characteristic polarimetric operators must he analyzed
for the object classification and identification algorithms.

The creeping wave component, which can be isolated by the separation technique described, should
deserve more investigation in the future as it certainly contains information about the geometry within
the shadow region. This multifrequency inverse scattering approach requires a broadband neasurement. Not
only broadband measurements are required, but also the phases in the scattering natrix must Se coherent
and as accurate as possible to enable curvature differences to he determined correctly. In contrast, the
orientation angle has been quite accurately determined with the existing ESL-OSs data. Ry knowing the
curvature difference sufficiently accurately, the target profile can be reconstructed through the
application of differential geometry [3].
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DISCUSSION

Y.Brault
In your paper you mention the influence of REF. frequency upon Ithe disclosing of the geometrical structure oft the target.
You even talked about the resonant frequency for a specific target.

(1) (a;n you comment (on the R.F. frequencies which will be best matched to the size of a specific target to
achieve the best recognition'?

(2) D~o you feel that a frequency scanning will be required when multiple targets of different size will be
encountered'.'

Author's Reply
Please. refer to paper by Mr L.ACrant. NATO-ARW-IMEI- t1983/ Proceedings and also to papers by lag T.Gjessing.
Toiirlif Orhang and Andre J.Poelnian. "Target imaging".

(I) Radar targets oif finite closed, hut arbitrarily complicated structure (e.g. helicopter) all piissess eigen
resonances which are indepenidei of aspect and polarization (SEM, TEE-methods). See Gjessing's biiiks/
papers.

(2) Yes. absolutely! Best range" for current aircraft sizes 8 to 18 (if izi201-24 GIlz/38-46 (1Hz 61-63 Gi-z,
92-98 GI-l. fIn each "spectral window" are differeint target priiblems. target size shape exhaust plume
priiperties. detection of etailed substructures. See papers by Lend Giessing.

(3) Important for target in clutter detectiiin 'unpriivcd and more logical clutter descriptiiin".
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SUMMARY

Electromagnetic scattering at distances renote from a complex-shaped object, at high frequencies
(Physical Optics/Geometric Optics), is dominated by certain specular components which are highly bistatic
aspect and multifrequency dependent. The locations of these specular points on the complex object are
known as the scattering centers. Generation of these scattering centers is dependent on the local geom-
etry and local material in-depth decomposition of the object with respect to the aspect directions of the
transmitter and receiver locations (monostatic as well as bistatic cases). The knowledge of the locations
and the local geometries plus underlying material decomposition of these scattering centers can be useful
in developing air-target discrimination/identification algorithms. Based upon this existing available
basic multistatic scattering formulation, which is highly polarization-dependent, a basic vector inverse
scattering model can be developed to recover these scattering centers from poly-(bi)-static polarimetric
(bistatic scattering matrix) signatures which then may be used to formulate target classification, imaging
and identification algorithms.

The approach adopted in this investigation is based on the solution (direct problem: analysis) to
the general poly-(bi)-static high frequency isolated scattering center recovery problem. Once this direct
model solution (analysis) is established and verified with the analytically model-generated and measured
model test data, it is used as a building block toward the following more complicated inverse problems
(synthesis) for the following realistic situations:

Analysis: A.1 Multiple distributed scattering centers: no interaction between the centers
(Direct Problem) using multi-(bi)-static and monostatic scattering natrix input data.

Analysis: A.2 Multiple distributed scattering centers: one or more interactions between the
scattering centers (bi/di-hedrals, cones, flat plates, dipoles, left/right
helices, semi-spherical/cone nose and afts, wings and fins, etc. of an air
target); poly-(bi)-static and monostatic input data.

Synthesis: B.1 Scattering center recovery with aspect/frequency restricted measurements for
(Inverse Problem) more economic/realistic implementatioi (limited bi/mono-static aspect angles,

narrow bandwidth, CW multi-(bi)-static angle data, etc.) for the development of
classification/imaging/identification algorithms.

Synthesis: B.2 Shape/surface material decomposition pattern recognition algorithms based on
the knowledge of the recovered distribution of 3-dimensional distributed
scattering centers on a complex shaped target.

I INTRODUCTION

Electromagnetic scattering from a complex object, at high frequencies (physical optics, geometric
optics), is dominated by certain specular components. The locations of these specular points on the
complex object are known as the scattering centers. Generation of these scattering centers is dependent

on the geometry of the object with respect to the aspect directions of the transmitter and the receiver
(general bistatic case). The knowledge of the locations and the local geometries of these scattering
centers can be useful in developing discrimination/identification algorithms. Therefore, a basic inverse
scattering model to recover these scattering centers from polystatic polarimetric signatures of the target
is investigated here.

This work deals with the development of a solution to the general polystatic high-frequency isolated
scattering center recovery problem. Once this model solution is established it can be used as a building
block towards the following more complicated and more realistic situations.

2 PARAMETERS OF A SCATTERING CENTER

For the electromagnetic scattering analysis, the isolated scattering center is modeled as a conduct-
ing rectangular flat plate. This tangent plane approximation to the specular region has been used suc-
cessfully in sea surface scattering models (Barrick and Peake, 1968; Kwoh and Lake, 1983).

The geometry of a scattering center with respect to a given coordinate system is shown in Fig. I.

In this figure n denotes the unit normal to the scattering center. The vector location of the scattering

center with respect to the fixed reference coordinate system is given by d. The vector sides 10-sla'I
)

and (S2 ;s 2a
) 
determine the local geometry of the scattering center, and they point in the directions of

the principal curves of the scattering target at that specular point. The magnitudes of S, and s2 are



indicative of the radii of the curvature of these principal curves. Determination of n, s, d2' 4 from

the multistatic polarimetric scattering matrix (with plane wave incidence) data in the context of the
present work is known as the "scattering center recovery" problem.

n.

&£ Flate Plate Model of the Scattering Center

Fig. I: Scattering Center Geometry

3 COORDINATE SYSTEM FOR BISTATIC POLARIMETRIC SCATTERING DATA

There is a certain ambiguity associated with the measurement of the scattering matrix by a bistatic
radar system. In the monostatic case, the transmit-receive antenna polarizations are Jefined in the same
system of coordinates. The bistatic configuration implies physical separation of the transmit and receive
antennas, therefore, requiring two separate coordinate systens to define the antenna polarizations. In
such a case, the idea of common transmit-receive antenna polarization has no physical meaning, and must,
therefore, be given an artificial definition, based on the scattering matrix [S]. By choosing a fixed
global spehrical coordinate scheme, the transmitter and the receiver polarization basis vectors can be
defined consistently. At each location the orthogonal polarization basis is given by the spherical unit

vectors a., and a., at that point. Thus the transmitter polarization is

1,i a i oi h0 ih= hi a6  hi a0 i

and the receiver polarization is

h h r a r h Or a r

Now the histatic scattering matrix [S), is defined as:

[h haI h 'rn S S

L h r ::: In h: ]

The elements of the bistatic scattering matrix (BSM) above are complex and, in general, the matrix is
not symmetric, i.e., S 0 S,, (Davidovitz and Roerner. 1983; Davidovitz, 1983). Thus a total of eight

parameters are required to give the complete bistatic scattering matrix (seven, if only the relative

phases are of interest).

Two other conventional choices of the coordinate systems for BSM measurements have been used by Peake

and Oliver (1971) and Heath (1983), respectively. The system used by Peake and Oliver is shown in Fig. 2.

There, the two orthogonal polarization states are specified by (i) the horizontal components i h in

a h . n
x-y plane perpendicular to k and k , respectively; and (ii) the vertical components Ri d P i

4 4 h. this description it is clear that (are the sa vectors as (a0 h a;

aOr, a6 r) introduced in the previous paragraph. fherefore, the coordinate system proposed here is essen-

tially the same as the one used by Peake and Oliver (1971).

The coordinate system used by Heath (1983) defines the vertical polarizations as the direction normal

to the plane f)rmed by k1 and ,, i.e., £ and 4 are same directions, and the horizontal polarization is

In the plane of k, k and normal to P and k,, _ and k, respectively. This system is useful only for

the bistatic cases; for polystatic cases, since the planes defined by 1i and ! corresponding to different

receiver directions will generally be different, one cannot define a consistent polarization basis for the

whole problem. Thus, for the present application, this coordinate system is not recomnended.
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Fig. 2: Ristatic Scattering Matrix Coordinate System

4 DERIVATION OF THE 9ISTATIC SCATTERING MATRIX (IBSM)

To obtain the 8SM of the geometry in Fig. 1, first the physical optics approximation is used to
obtain the induced current o the flat plate. This is done for a given direction of incidence with the
transmitter polarization in a6 (or a ) direction. Next, these induced surface currents are used

in the scattered far-field integral to obtain the vector scattered field at the receiver location.
Finally, this vector scattered field is decomposed to construct the elonents of the RSM. These analytical
expressions are in terms of the scattering center geometry parameters n, s 1 s21 and d. Therefore, these
relations can be useful in inverse scattering applications.

From electromagnetic theory, the induced surface current, i, on the conducting flat plate model )f
the scattering center is given by

J =2nHi- (n J's j Gds) (1)

where H i is the incident magnetic field, S' is the surface of the scatterer except the observation point,

r and r' are the position vectors to the observation point and the integration points, respectively, G is
The apropriate Green's function, and JI represents the surface current at the integration patch is'. The

first term on the right hand side of Eq. (1) is the physical optics term and the second term represents
the interaction between the currents at the various points of the scatterer. In tho physical optics (high
frequency) formulation, the interaction term is assumed to be small, and only the first term is retained
for obtaining Is.

The contribution to the radiation fields from the electric surface current, I., is found by
evaluating the magnetic vector potential

e- ; I -s (r') kr 'ds', (2)

where, as shown in Fig. 3, S denotes the surface of the scatterer, and k = 2n/k, k-wavelength of the

operating frequency; this means ki=kki
, 
and ks=kk s . The far-zone scattered electric field is found from

the components of

E . j,. _. (3)

For a general formulation of the scattering problem one should also consider the electric vector
potential F, which is associated with the magnetic current density. In the present case, however, F=O,
since the magnetlc current density on a perfect electric condoctor is zero (tangential electric fieTd
boundary condition).

Using physical optics formulation (J=2nHi ) one can now write



2i-4

e-jkr k r.r e
"
kr -

where, i eJkr-'ds
'  

(5)

SCATTERING

Fig. 3: Geometry for Calculating Vector Potential

If the components of g in asI and a.2 directions are written as Qs and Qs2, respectively, then using

Eqs. (3) and (4), the far scattered field is written as

-jkr ^ 1
E= jkn ---c-- [Q3a1 - (3 a2] (6)

where I is the characteristic impedance of the propag~tion medium. In deriving Eq. (6) use has b-en made

of the fact that as , as2 1 n form an orthogonal unit vector basis (unitary matrix).

ELEMENTS OP THE BSM

In the global fixed spherical coordinate system of this work, a general polarization of the electric
field associated with an incident plane wave is represented by

E lt)(1 ' ae v E 1 a ) (7)

In order to calculate the elements of the RSM one coosiders two special cases of Eq. (7). In one case,
E9= , which yields the Sol and So, elements of the 1SM. To obtain the remaining two elements (So, and

She) of the BSM, one considers Ei 0. The detailed calculations are as follows:

(,a) En = , e > _ = 'e e-Jkl[fi1m+jkki ,']

Using the plane wave equations, the corresponding magnetic field is given by

= ad eJ-d+jkkr'] (8)

With Eq. (8) describing the incident magnetic field on the scattering geometry of Fig. 1, the integral in

Eq. (5) is used to obtain the corresponding components of the vector in tne directions a,, and a;2.
These are

$F k4k n (k+k9 a)Os, I H sIY2°  s in °, 2 --II
* [ -I 1 sinc C-S).sl (9b)
V52  0 s2I2 siflc 2 S'*j L 2  -

where He
S 2 Hi 

1
e a 1 . and H e " as2 "

Now, by using Eqs. (6) and (9) one obtains the normalized (w.r.t. jkre-jkr/21
") 

co- and
cross-polarized signals at the bistatic receiver site as follows:

56 5,to Est.;oer .0 -es a" -e
)
" 5s1)'(as ) (r)e)
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E
s  

= S =E .a = Q2a s,. t sa a 110b)
00 00 _s 'r S2 r  - s2 Or)

(b) For the remaining elements of the BSM, consider Ei=O, E = n. This will
yield, for the plane wave incidence: & 0 h

H [e- Jklri -
d- + 

jkki
-ehi hi

Using the same method as used for *-polarization incidence, one gets:

Oh - Ht F i k i+k s sinc F 1 ( s+1(

[k +k. I Fkl i
sl H$ss inc s icI 1b

s2 2  1~ss2in t -1s 2- -2J'

where HO = H ' and HO N * a 2 .
sl o si s2 a 2

Now the corresponding co- and cross-polarized components at the receiver are
Efe = Qs52 (asl.ae~r 3 - Q a ' 1a- Qs(as

2 .a )  (12a)

Es 0 ; (2b
E 8 6 = s 2 a s l a r I O s l a s 2 . ) (O2r

Using Eqs. (10) and (12) the complete BSM is given as

Is] F
soe s, Es #

[1 I
{ (as l

a~ -
Q
ui

a
s 2%

a r  
{
Os

2 (a
s l

1 a, - Os1
l

(8s
"a

e
r }  

(13

to °2;s '  s )I tQ1;2;er {Q a s 'e >-Ol~s"d ~
- r (13)

(ah ,s a 0  -Ir

Or r

Substituting for Q., and Qs2 from Eqs. (9) and (11), and making use of the vector relationships between

as1 , a,2, and n, the final form of the BSM of a flat rectangular conducting plate is given by

[S] = Er s ( a a (14)

L(Hi ar) n (Hai  a r n

with F0  =SlS2 sine [ --- j s ssl . (15)

The form of the BSM in Eq. (14) is an intervsting one from the imaging or recovery point of view,

sonce all the elemnents of the matrix are independent of frequency and involves only one of the unknowns
(n). Thus this form of the hSM will be exploited in the next section to recover the surface normal t the
scattering center. It must be noted, however, that the radar neasurasles are the complex numbers SOO ,

SOO# , S.OD, and S W hence E0s in (14) is not known from the measurement and it nas to he determined by

calculations before n can be obtained.

5 RECOVERY OF THE SURFACE NORMAL n(nl, n2, n3).

Vector algebraic expansion of tne elements of the ASM in (14) results into the folowing four
equat ions:

So 0 Fos[nlsinoscosn. + n2smnOsSin i + n 3 cOsoCos( S-g (] (16)

S,, EOs[n 3sln(A1 - t')] (17)

So EOs[n 1 (sinOscoso slnOi - cosOsSinOsints)

+ n2 (cOsIscossSino i - singcoseicosO, )

+ n3cossCoOi sin($. - *s)] (18)



S -EOs[nL1cos~sSini + n2sinl1in i + n3coseicos(4' - 1 f (19)

Here (9,, ii), (65 , *s) are the spherical coordinate representations of the ki and ks, respectively. From

Eq. (17) one gets

n, f- ~n:~ 5  (20)

Using Eqs. (16) and (11), and Eqs. (19) and (17), the following two equations are obtained

nisin v o = R5 EOs (21)

nlcos s n n2sin s  -R6/EOs (22)

S 0 - So cosecot) 0 - s
with R sino (22)

S + ) COs(I cot) Pi-S

6 sine.

Solving Eqs. (20). (211, and (22) for n, one gets

I Pvosbs + Rrsin$'i
n I • + 23a)

n1 R6cosi + R5sinos

I ' (2 3 )

n= i Son (23c)

Ry inspecting Eqs. 2(M) to (?3). it is clear that the solution given in Eq. (23) is valid with the
conditions,

01 0 OS * and

*)i . $ 0 or

The first of the two conditions riles o,1 the use .f the monostatic scattering matrix (MSM) as a
special case of the BSM in obtaining the sol ition in Eq. (23). The second condition is expected because,

9i, 8,=O, or n represent a radar site at the poles (north or south, respectively) of the fined spherical

coordinate system. At these two points a and a directions are not defined uniquely, and consequently

the mathematical representation of the system breaks down.

In the solution given in Eq. (23) the factor F0Us , as noted earlier, is still unknown from the radar

measurables, S 0, SEW Ss, and S 4, To determine EOs, the expressions in Eq. (23) are substituted into

the condition

Inj= -i. i.e., n2 + n2. o- n
1 2 ~=I

This gives

E + (24)
Oh- P R o v 28 5R6 sin)*(

' i ' ) '  
S 1/2 (4

LOs cos 2
( 

+,S)  I sin
2
(is) j

The n sign of EOs from Eq. (24), substituted into Eq. (23) will simply result in two anti-parallel

solutions n n, which is inconsequential. If it is essential, then the proper sign of E0 s in Eq. (24) can
be decided by using the condition

n * ki
< 
0

It is interesting to note that if one attempts to use the MSM for the recovery of n by substituting ii-
ks (i.e.. ai - es .*0 - s) into Eqs. (16) to (19) one obtains:



S = -S€ 0; $o€ = SCa z 0 (when ei=os, eies
)

Obviously, now these elements of the scattering matrix cannot be used for the recovery of n. This, in the
opinion of the authors, is a clear demonstration of the usefulness of the BSM in the target recovery
problems.

Another interesting situation is the special case of the BSM where oie s=€ hut e.#s. Tis means

that the transmitter and the receiver are placed along a polar great circle of the spherical coordinate
system (therefore it can be referred to as the vertical stacking). For this configuration, from Eqs. (17)

and (18). we find that Soo=O, but S 0 1. This is expected, since now agi a8 s, and a0 i$a~s, which means

half the polarization basis is like that for MSM and the other half follows the general definition given
for BSM in Fig. 2.

For the vertically stacked configuration, the nonzero elements of BSM in Eqs. (16), 118), and (19)
reduce to the following (SB80O):

Soo = EOS[nlsin~scoso + n2sinOsSing + n3coses] 125)

S'o E Os [n1sin(hs-Si )sine - n2 sin(os-oi)co"] (26

S -Os[nlsinlicoss + n2 sinosinh i + n3 cuso i] (27)

Solving Eqs. (25), (26), (27) for n = (n1 , n2, n3) one gets:

n I . c5sai
c
so + S5 8 sine , Segcos 5 cos2

S Os c°S(gs-0i) (28a)

I Snos8isinp - Socusp 
+ 
SocoSsSing

2 0s .  coS(esi o i (28b)

1 1 So sino + S€ sins (28c)n3 7-0s' 9~(°"il 2

Once again, before the solution in Eq. (28) can be useful EUs has to be known. Applying In( = 1
condition on Eq. (28), the expression for P s is obtained as

+ S2 ) + 
2
(SooS 1coS(es.8i)]1/2

0n 5 cos(os ) i)

6 RECOVERY OF THE SCAFERING CENTER SURFACE GEOMETRY (s, and 2)

In the RSM representation of Eq. (14) it is seen that the information regarding s1 and s2 is

contained only in the common factor FOs. The dependence of Ens on sl and 2 is complicated due to the

multivalued nature of the sinc function. Furthermore, only a partial information regarding sI and s2
k ink.

(namely their components in the - direction, and their scalar magnitude) is contained in the factor
2

E~s. Therefore, a straight-forward recovery of the surface geometry from a single 5SM (i.e. single

frequency, single receiver) is not expected. Hence, in the following, this problem is approached from two
viewpoints; one with the multifrequency BSM input data, and the other with the multistatic (multi-receiv-
er) single frequency input data. It is pointed out here that the partial information about sI and _2 in

Os, in conjunction with the knowledge of n (from Section 5) and the orthogonal rlationship between asl

a.2 , n was found to be sufficient to construct s, and 1 2 uniquely.

(A Mlsacarreaue -Y ASHM apc'roaCh
Once A is known, Es for the bistatic matrix at three harmonically related frequencies can be

manipulated to extract information about sI and s 2.

Consider three frequencies corresuonding to which the wave number k is given by 0.5ko , ko , and 2ko,

respectively. 8y using the method of Section 5, F0 s at each of these frequencies can be calculated from

the measured BSM. These calculated values can in turn be related to s, and s2 by using Eq. (15), i.e.,



s s2sinc( 1/2)sinc(. 2 /2) = EosIO.5ko  (30a)

sIs2sinc(g 1 )sinc(g 2 ) = E slko (30b)

,ss~sinc(24'1)sinC(2g2 ) = Eos 2ko  (3
0
c)

where g s ( -s io S = 4 (
"2 ' l ' -s -o )•s2" (30d)

Using Eqs. (30a) and (30b), one gets

cos(PI/2)cos(g 2/2) = E 5  = C (3la)

similarly, combination of Eqs. (30b) and (30c) yields

cos(g 1 )cos(,2) = EOs 'ko C2  (31b)

By manipulating the non-linear system of Eqs. in (31) one can solve for d, and O2' These solutions are

I-C

4l CI
cos ?-- R R 1 (32a)

22 24

where R = 2 C 21[(I-C I ),  and C1  1 I, Cl, C2 <

By analyzing Eq. (31) one notes that when C 1 1, C2 must be equal to ], and

' I 2 - 0, or 2nn , n 1, 2, ...

Since all four soljtions of Eq. (32a) are real, we must select the appropriate one before s, and s

can be constructed fram the knowledge on n, *I , and 2* The following observations are made regarding the
selection procedure:

The outside * sign in Eq. (39a) will give a pair of solutions which will differ hy n, wherp
is odd;

The inside t sign will glve two solutions; one will be in the region 0 C P2/12 C /?

() solution), and the other one will be in the region 1/2 ( 2/2 < n (- solution).

By using these observations in conjunction with the expressions in Eq. (30) for EOs, unwanted solutions of
Eq. (32) can be identified.

) Multianle ROS!approach

From the practical point of view, the requirenent of three harmonically related frequencies may not
be desirable. Thus it is thought that the recovery of S, and s 2 using a single frequency, multiangle iSM
should also he attempted.

The main problem in this approach is that it nay not be possible to generate a system of equations

similar to Eq. (30) from the original expression in Eq. (15). Consider three receiver sites identified by
the reception direction, !sI' Ks2 and k5 3, respectively. Now, the arguments of the sinc functions in Eq.
(15) becomes,

h Ik k. h+-ks__J ]• and --5j ) " s' ; i =  1, 7, 3.

2 2

Unless these arguments for different values of j are harmonically related, one will generate six unknowns
instead of two as in the Eq. (30). Consequently, the solution procedure presented earlier in this section
cannot he applied.

One possible way to solve the multiangle problem is to control the transmit directions say kim
) 
and

the receive directions (k s) such that for various combinations of m and j the vector (k. v , sj(/2 yields

(5. 0 k so)/2 , (kio - k (so), 2(ki kso), . ... (33)

where Iio, and ko , as used in the earlier multifrequency case, represent some reference directions. To

elaborate on this method, consider

-i ini= a kiy ay k iza,

I-s - xx 
*
ksyay kszaz



S I ixa vs a y" *lz

where ax, a y, az represent unit vectors in x,y,Z directions in the global spherical coordinate system. The

argumnent of the first sinc function in Eq. (15) can now be written

k. + k. + k k. + k k, +k

lu -SI 2 S,)Sly 2 Id' 2

In Eq. (34) it should be possible to madnipuilate the values of (k S k SYk ) to meet the requirenents
specified in Eq. (33). ~~'~

Anoother adhoc, but Straight-forward aproach to the nultiangle problem, is to generate E Os for a

nester Of arbitrarily located receivers (the nininenm ntinmber is expected to b 53) and then apply these to a
suitable computer generated data fit to notch the theoretical behavior of E,, giuen in Eq. (15). Ihis Car.

he accomplished by using a non-l inear optinizatiun roitine * with si and s 2 as the optimization variables.

This computer aided approach can he initiated only when sony suitable, theoretically and experinentally
qjenerated nunerical multistatic scatterinq matrin data is made available.

To construct 1 and .12 with the knowlelqe of 41 1 2an d n, oe needs t.) consider toe local gemetry

Of the scattering center. This is shown in Fig. 4.

Fig. 4: Local Geometry of the Scattering Center

Ising this scattering geometry, one can) write

tosSe = n -(k. io k so n (35)

Next, from the geometrical interpretation of i1. and .2 (i.e., projection of sand 2,2 onto the

vector ,respectively) one can obtain

I costesinte(cos'0

or sin~ht - - (36)

Using the expression For F 0, k in Eq. (30b). wits the knowledge of 1, and P 'one can calculate the

value of s I' (area of the rectangular scattering center). Onte s 1'2 is known 0. and %e can bie calculated

from Eqs. (35) and (36), respectively. With (9e, %, n5 ~ .1 ' r h i.4 s, - nd -2isdtrne
completely. e ead1.1,fo h i.5 n sdtrie

7 RECOVtRY OF THEt LOCATION VECTOR (d)

The information about the location vector d is contained in the phase factor of the BSM and 1459. In
going frei Eq. (h) to Eq. (14) these phase terms were suppressed, since they were absorbed in the



normalization factors. The normalization factors for the BSM )denoted by N8 ) and the MSM (donated by NM)
are as follows:

N k e -Jk[jrs-dj + lri-dj](3a

-jk[2r.i-dlj

ejk E2l~ id{ (37b)

Tne relationship between r., r, and d is shown in Fig. 5. It is to be noted that since the location
of the radar sites with respect to the fixed global spherical coordinate system is known, the vectors R.

jnd R. are known, and the only unknown in the normalization factors of Eq. (37) is d.

-s-

Fig. 5: Geometry for the Recovery of the Location Vector (d).

Because of toe oiltiple valJed nature of the angular function measurements (i.e., O)es2v, and +2oo

both will he neasured as A on CW systems), the phase of NM in Eq. (37b) cannot he used directly to obtain

d. To illustrate this point, consider 
0
Mi to he the measured phase of the MSM elements with the fixed

origin as the phase reference. Then using Eq. (37b) one can write

where Z is an integer numher whih is unknown. If the operating frequency is fl, with corresponding
wavelengt, ',1 then

2n 2

In order to determine the unknown integer I, consider a second frequency f 2 which is very close to

the frequency f1 (say a few megahertz in a GHz range). CorresRonding to this frequency the wavelength is

2, and the measured phase is M2; now from Eq. 137b)

2n

21ri-d: - = 
0
M2 2mm; m-integer.

Substituting for 10i-1 from Eq. !31, one gets

(M1  ?,?I ?nn MI \2

r 1 M1 - nM2
or (39)

2 21

The solution of Eq. 739), subjected to the restriction that the solutions m and Z must he in ters,
provide some interesting concl isions. First, there will be an infinite set of solutions [(i, 7. , i = 1,

? .... ]. Second, the separation between the solution sets (mi , 9.) will depend on the "rational fraction"
corresponding to (k1I tY . It can e shown that if k, and 2 - '. O real numbers very close to each

other, then the separation between solution sets (mi., i) will be large. Consequently, the multiple

values of Li-d( obtained from Eq. (38) corres)ondling to the multiple values of t( ; i = 1,2 .... ) will be



spaced far apart. The knowledge of the approximate distance to the target space from the MSM radar site
in conjunztion with the above large solution separation will be useful in rejecting the unwanted sol itons
of Eq. (39).

Once I ri-d is known, using the geometry of Fig. 5 one can detennine the location of the tip of the

vector d, since the transmission direction k i is known.

8 CONCLUSIONS

A high frequency bistatic/moltistatic scattering matrix model for an isolated scattering center of a
complex target has been developed. The elements of the resulting BSM in Eq. (14) has been aralyzed to
recover the following parameters:

The BSM at a single frequency is sufficient to obtain n=(nl,n 2,n3) in terms of SO0 , S€€, S99.

An analytical solution for s1 and s2 has been obtained by recovering the expression EOs given in Eq.

(15) at three related frequencies, namely 0.5ko, k° and 2ko . It has been suggested that in a

realistic experimental situation the above data requirement is not very economical. Therefore, an
alternate method using a multi-receiver (i.e. multi-angle or multistatic) instead of the multi-
frequency concept, has been proposed.

Analyzing the phase of the normalization factor of the MSM in Eq. (37) simultaneously at two
frequencies (which can be accommodated i a very narrow bandwidth), the vector location (d) of the
scattering center with respect to the origin of the fixed coordinate system can be recovered. From
the target identification point of view, this is deemed to be a very important parameter of recovery.

It is possible to extend the isolated scattering center model of this paper to two and three
scattering center models. This will require simultaneous processing of multistatic (minimum 3 and 4
receivers, respectively) data. Thus, a judicious combination of multi-frequency and multistatic
scattering matrix data should be the focus of future polystatic radar target imaging investigations.
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"'ni mixture ot Iit boreant -oen icon itet to>l a oi aI - I"a 11,a 1, 1 i
on cool in;i ro ,1ems and rel ab> 1 ity"

Prof. Dr. Fr ik laner, Sieiens A.. ere ch B ai oement , 1 -80)0 tun itL 8'

Summary,.

The T/R-odules of Act a,.e Phased Array Padars cnta it e iec t rnic oiu it ma e y ,
different ia'eter ials alnd t echnolguies. T e powr dss 11 at ion of the a Pnee nkc,! t,,
t.roduces iio at in the array uhilt z ah only O I tilrat e et in" CordItoton:. I - i.
uence the eIectronic devices mto t operate at i, t t:, erat tr i t.' up to 9 tC f

careful opt imizint the heat paths, Junct ion teor!etatures Can ri .e a'p to I Ot'.
also failure nechan isats ,,Iith high activataon heft~oies 1e'.. 85 eV) irc, aol,
thy can be netrialli neglectel for ieliablity ostanatiunm..
By opt im i zing the ind ividual devices one Can expect -a ,t1i al i, 11 t • ,
mean reiair interval (p-I) of the array will be about 1 ... 3 yai auit i
t ims. That is better than for o ther port i,es of t he equ ipr,en t .
The fearailat ion of electr ica I ttLformance at hin tetp7,ratures as i rliit 1 it, . 1,
ttansmiss ion power and the rece iver noise f iaure.
By application of an Arrhen ins graph and modi fiat ion of he "'bath tube" surve, ,
detive first reliability fiqures from stress tents- with small numbers of samr lei i a
early state of development.
The toi abhi lity and packaq int Irobloass can be solved , so that T/ R-nodsles can re' t
rejuarements of active PAP.

1 . Intro Tluction

Act ive Phased Array Niti Func t ion Radars isubsetluent abrevi ated as "PAP")
a tireat number of very lense packed Transmit/Peceive modu les. The packace o niy
,leterrPinded by the waveleneth of the microwave t ransmissise s tonal and m%;-t !e p i-
!iaiseti with respect to the beam focusing and sidelobe levels. In case tf in '-lar.
PAP the cross section of the nodulen is restricted to about 15 x 18 mnt

2 
(fi. 1).

realise all the functional devices for transmittinn and receivina 'with th(
contrc l functiolns, nearly each advanced electronic components tetchrt-lay mtti
ute!.

in details there are (Table 1):

Function TechnologyJ

Tranasmitter power amp. GaAs-hybrid lTin-fii?)
1/ h-power switch Si-hybrid (Thin-fim)
Small signal and LA GaAs-monolithic-iC
Digit. controlled MW-phase shifter GaAs- and MOS-IC
Digit. controlled tW-attennator GaAs- and IOS-IC
Sarall signal T/R-switch GaAs-monolithic-IC
Digit . - ntrol & monitor circuits MOS- and bipol t.;i-IO(

Table 1

In addition there are also needed discrete act ive devices as: GaAs-Ffi, PI:- sn1
Zoner-diodes, Schottky-diodes and bipolar- and MOS-tran!sistors. All the actave
dovicet must be intetrated on chip carriers in thin-film technique . The chip carret.
have to be bonded! on metallic base plates to allow a suitable mountno in thi modul(
case. Because of the very small space inside the modules there are not only packao intl
problems but also some critical temperature problems with respect to the very r-
stricted cooling conditions of the array (see in fig. 1 the limitel cros toctions el
cooling channels).

Coni ider ing the heat prblems we have to examine the power consoapt ion of the (art i-
cular funct ional devices and their thermal resistance, because th, o(peratI no tem-elta-
ture of the semiconductor junctions respectively FET-channels is the mnst important
parameter for the reliability of the modules.

2. Power consumption and thermal balance

The power consum;tion and dissipation is mainly depending on tite retquiied 'iIra -
saon power and in consequence on the operational performanc" of the PAR. The j, w,,
distipation of the power amp. is direct proportional to the duty cycle. 'tat n,1e,
one munt distinguish Letween the DC-duty cycle (DC-DC) and the PF-luty cyclr'. 'iht'
DC-DC must be longer than the RF-DC to ensure a sufficient thermal staldiity of flr
amps before transmittinq. Hence the DC-DC is important; in addition, tie maxlmum
dissipation occures with activated power amp. and without PF-input. This can happe,
in specific operational situations (e.g. during tests) or when the 8F-input fail--.
Under these conditions, the power amp. can dissipate. more tha. 80 % of the totl i('-
power consiimption of the module, as it is shown in table 2 for two txample' with I a-
resp. 3 W RF-power and 30 % DC-DC:



lI vice Wean twit cirs ul tiI hart)

Transmit Plode Receive mode

erw , am:'. 2.5 6.75 -
power switch 0.03 0.2 0.04 0. 12
I sismal and L7A 0.25 0.5

f,. -- h'if ter 0.03 0.07
tI rt waw vatteosuat-r 0.03 0.07

s nal TR-switch 0.(2 0.04
& monitor circuits 0.05 0.10

total 2.91 7.33 0.82 0.9

Sa 1e 2

I m sur~n.a the m-ean power dissipation can vary acccrding to the RF-power between ca,
3.75 ... 8.25 W. This power produces adequate heat and must be transferet throuujh
:i ctain of thetrmal resistances to the surface of the module case, where will be an
,,t exc-haro er th the coolnq air. With respect te coolins efforts and noise crea-

,I( T, the cool ins air velocity must remain below 1 m per second, that means the exter-
:I sitace of the modules will have a temperature in the range of 600. . . 8 5oc ,
,c ,t r1n, to tie part icu 1ar surface area to the cool ins air entrance.

in, innimie the thermal -esistance cf the module case, we prefei to use a material
wit. h1ah thermal and electrical) conductivity. But there are also other point; to
ski irt, account, P.s. the thermal expansion, weight, corrosion and sood performance
tor specifi" mechanical treatments. At least it is also required tile ability for
elf'icttos-eart or .aser weldin;, because tire module case has to he hermetic sealed
a ire: isenml 1ins the electronics. With reqa-d to restricted space, the major ity A
act ice elements has to he used as naked chips, hence the hermetic sealing can not in
ii lpe ine with.

.- crcerrlr the available, mater lias fir tire module case, there arm, c-,ppor, aluminrium,
in] thei r allry- (s.'iable 3):

0u l-irss Al A M/S i

Heat conducttvity 3.8... 4 ." U.8 . . 1.3 2.17 1 .7... 2.1 W/owN

in.therm.expars.coeff. 17(250)34 *2)oC) 18.4 23.6 22 ... 23 p'pm/k

Specif. weIght 8.9 8.4... 8.7 2.7 2.7 s/m
3

Flectr. conductivity 58 • 20 36 26 . . . 32 Sio

Table 3

(or tarins these mater ials it is clear, we have to make a compromise in choo--ins a
light weight material as aluminiut or its derivates.

So far the material and the reometrical configuration of the module case it, fixed,
(ne must calculate the local thermal resistance of the case in the area of the ins-l h,
mounted electronic circuit. This is a hard lob with respect to the radiator fins of
tie case. In general it can ie 5,tated, that tire local thermal resistance of the case
car be reduced to ah-ut rj.5 ... -. 8 V/W.

Considering tire thelmal re-i t ice )f the electronic circuits rrp to the ;uncti{,n , , i
-hannels of the active .M -- , ,c have, ti take into account the heat path of the
,emiconductir chip , tirl ci.: -ait io-r, the - ac plate and - very impoltant - the ai
aits od solder layers; et s--'ir fh--, - p,1' tt (i;. fir 2).

With respect to thermal "-,nri-lct i1!ty u.1-1 v d mafich,' thermal exi an- i, '(: (;aAi an!
lili-crr, the mos;t favoral,l, 1, t i-t -ate ,ill is ieryl lium oxilde. But Picaur ecf
price and the toxic mashininr w:te, ith t'N a]r It' aIrminiurm oxid:e -- erat,." i- ,
fered for the chip carrier,, N-iipite it ca. tlin, ti--e worso thtral corrnucti'ity.

A terious problem is the seh,c iin o I -tterial for 'hr ase l in- of the
hyt-rid devices and chip carriers. i-c-ist, tht -rasci n ul-,trats ar, t(o brittle f,,
be fixed direct in the module case, -nr neh "'tall ic lase riote; with -ror'I mat h,',
thermal expansion to the ceramic i' I -trat- an. exellent theriral conductivity.
requirements are very contrary. The cmirn r,-,i r var ha-; tire optimal thermal ex-
tansions, but is here to be exclu,d l,- 1:eof t1,1e v-ry tour thermal crnductivity.
A permissible compromise is tire itr li-at irn ,f r tter -t ar-I is-nate- for the as(-
plates.
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Usinq all these cptimizing instruments carefully, we can only achieve a junction
temperatures f(o the semiconductors approx. 300... 700C above the internal case
temperature. That means T z 100 . .. 1600C, a temperature range with accelerated
failure i,'hai csrsand its impact or, reliability.

3. Reliablility of the T/P-module electronics

The manifold of components and technologies exhibits also a great di%, vrsity of failure
mechanisms.Excluding the mechanical failures, the majority of troubles are tempera-
ture sensitive processes with activation energies in the scope of 0.2 ... 2.0 e.V.,
in extremum even more.

The activation energies for specific failures are mostly different for silicon and
GaAs-dev ices.

The acceleration of failure mechanism is consistent with the specific activation
energy Eai. By transforming the Arrhenius equation i) one gts for the acceleration
factor from temperature T I to T2 (TI I Ts2

Eq . (1) F (IT ) = exp i - Tal

with 
T
, 12 ... junction or channle temp. ;tV

k ... Boltzmann const. (8.65 x 10-5,V/F)

Because F is exponentially increasini with f ai' failure reitc;i!,ns with ureat actI-
vation enercy .rc for tho i il) temperat ore operations in T/R- odu les important,
thoui they may be neql(c ted at normal cinditions.

Exa p le:

In a collective at terperatire I'l is a fraciton n, of pieces with the failure rate
1 (TI ) for small ha and the rest of pieces "2 = 1 -n1 has the failure rate ' 2 (T1 )

for hich ]a; tlion the expected failure rate is

Fq. (2) k(T1) = n1  1(T 1 ) n 2 2(T1 ) z n .) (

By increasing the op erating temperature tr F2 , then we get

P,. (3) (2) i -F 1 ('I/T2) 1 (T1) + n2(2 (TI/T 2 ) • '2(TI).

That means, if the acc-Len-ation factor is very hich (as partly in the case of T/K-
mo:ul( opeiation conditions F (100/150) z 750) the term 12 x '2 can b)rcoce sunifi-
cant, also when , 2 is much smhiler than -1.

While for silicon components very such experience and statistic data are available,
in case of GaAs the situation i,; not so satisfactory. Buit with respect to the much
hig;her band gap of GaAs compared with Silicon, we can assume that GaAs-devices can
operate at higher junction temperatures than silicon semiconductors.

In particular, there are the following failure mechanisms:

3.1 MOS-LSIt
This technology, used for the control and monitor functions in the T/R-modules
has failure echar in: with activation enerlies E. analogous to tabele 4:

Talelc 4
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Technology for , lightweight low cost transmit/rcene (T/R) module tor the next
gene rat ion aiI rho rne sirveIll ance phased array radar is descri hed In this paper. The T/R module
l1, an active phised array raar is a primary system cost driver; therefore, a Isow cost module

had to he deneioped in order to make future phased arrays affordable. Monolithic Microwave
Integrated Circuit (MMI,.) technology is the tochnology being developed to fill tle above
requirevment. MMIC technology is an approach wherein all the active and passive elements of the
circuit and their reqolred lotrrcovvections are formed ,n a single semiconductor material; e.g.,
galliuu arsenide. MMIC technology appears to be ideal because of the inherent low cost involved

with production of integrated circuits. The low production cost is due to the lack of manual
handling and assembly, Improved reliability. improved reproducibility, small size and weight,
circuit design flexibility, acd hriadband performance.

1.0 Intri)duction (l)

( ') The requirement for lightweight, low cost transnit/receive modules for the next
generation alrhorie surveillance platform was identified approximately five years ago. At that

time, a system study pointed to the need for a large aperture phased array radar conformally
fitted to the skin of an aircraft. This requires individual transmlt/recelne (T/R) modules at

each radiating element. This requirement for T/R modules, coupled with other projected needs in
ground-haned tactical radars and space-based radars, provided the impetus to initiate p r/R
module development program.

(U) A second study was conducted to summarize the needs of the various radar concepts that
were tinder discussion. The study showed that there was a great deal of commonality between all

of the active phased array concepts in terms of what is required for transmit/recelve modules.
With the exception of peak power and frequency, the modules were functionally ideotical. That

Is, they all require a multibit phase shifter, a low noise amplifier, and a low to medium power
amplifier. Therefore, it was assumed that the same technology base could be used. In addition,
all the concepts req iire a collocated controller for beam steering. The study also showed that
for any of the system concepts the number of modules required is extremely large. Therefore, it
was obvious that to meet the weight requirements and cost constraints, the modules needed to be
extremely lightweight and very low cost.

(U) Moll1zhtc Microwave Integrated Circuit (MIC) technology is the technology being

developed to meet the above requirement and is described in section 2. The advantages of using

MMIC T R module technology over the current methods of generating RF power Is described in
secti(.a 3. This paper also summarizes the future application of MMIC technology.

2.0 IMIC Technoligy and T/R Modules (U)

(M) Monolithic Microwave Integrated Circuit (MMIC) technology is an approach wherein all of

the active and passive elements of the circuit and Its required interconnections are fonmed on a
single semiconductor material; e.g., gallium arsenide (GaAs), as shown in Figure #i. MMIC
technology appears to be ideal to fulfill the above T/R module requirement because of the
Inherent low cost, improved reliability and reproducibility, small size and weight, circuit

design flexibility, and broadband performanre.
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Fir #r l (U) isIC Circuit on Gallium Arsenide

ILI tio coot, improved reliability, and reproducibility are derived ftrim two areas: I)
obhererit trw cast involved with production of integrated circuits dire to tb, lack of manna I

hard iog aied assembly red 21 lack if a large number of wire bonds. 'ire bonds have always been
a sarioo problem to reliabi IlIty aud reproducibi lit; ior any microwave circuit, Furthermore,

wire bonding is very labr loteosie and, therefore, a significant cost factor in any mirowave
circuit. The elinination of a large combe of wire bonds also eliminates undesired parasitics
whlh limit bradrrd perf rac, of conentlona Il circuits.

Iat Smll size arid welit Is an itrinsic prroperty of tie fitC apprraci. Circuit
lntelotlon Is on a cup leve, rng irrg ftom tbe lowest de"grne of complenlty sack as an
ocillator, mioer, or amplifier, to a next higher tunictional block tenet; for example, a

receln-r tront cod or a phise shifter. A ottll higher level of circuit complexity, for example,
r r cansoireacive midule, cr0 re rntcrratcd onto a single chip. large numbers of sIC ci rcuits
ire procesued o a a single 3 cinh wafer and large nunbers if wafers are batch processed
simoltaneiouslv. (-ost l deiermirrd in par by tie cost if water Iabrication and circuit yield;
he hig ,er the circauit cerunt per wafer arid the higher the ci rcuit yield, the lower tire circuit

cos t.

( () A TIR nrdIle , as shrw n lv Figre #, is composed ri Pur basic functional blocks; i.e.,
- power amplifier, a tw oise ampliir, a mutibt phase shifter and a controller. By
properly varying tierlatie lc amplit1, dco and phase of each T/R nodule i1 aon array, it is

possible to steer the dirrit I of the radiated beam, and cont rot tie sidelobes nf the antenna.
Eoamples if M hlIs dvelopad tio date or T R m dules are gioen below, and are by no meaos a
"'p lete set cone ring all freqcrec rareges aird applicaitions. The monolithic circuits shown are
-3f at S-Band ad bii cau- oi th t tuntt.,aI complexity of the chips, lumped-element cl rcit
components haue been asad to ninmize tihe size of tie chips. This is required to maximize yield
ad minimize ro,,t.

----- 4

F gre #1 (!)T Block Diagram or T/R Module

(I" A phashiiftet circuit o-t,ssting if four cascaded bit sections with phase shifts of
22.5. 45, 9ri, rod ilt0 degrees t o_ oiwn in Figure #3. The switching action is provided by 14
,:aAs MFSFFT passioe switch devlces wIth ore mIcron gate lengths and I total of 13.27m of gate

,rfphery. The avly DUi bias re quired is the gate control voltages with a total current if less

than 5f mieroa mps for tie chip, which is due to gate leakage only. The two low order bits, tie
22.5 amd 4s hepree sections, are iiped-element loaded lines with switeed mactine lrrding to
produce the phase shit t steys. The two high order bits, the 90) and li1 depret sections, use the
FFT device to switch between hrig-pass ir low-pass lumped-element sections which provide either
at phase lead r lag for the phase siti ng action. The fabricated chp site is . Sine by 2.8mm.



I

Figure #3 (U) MMIC Phase Shifter

(1-) A medium power amplifier consisting of a three-stage amplifier integrated with the T/R
switches and hias networks on the chip is shown in Figure #4. The PET devices have gate lengths
,f two miro sn with a total gate periphery of a.lmm. The matching circuits use lumped-element

spira ,,dct.rs nd metal-iisunctorm-metal (IM) capacitors and incorporate the switching
ntwork s at th' input and output of the amplifier, all on a chip that is 3.7mm by 3.2mm. This
chip has about 20dB o gain across a 10% bandwidth, with about 0.5 watts of output power.tl "l

OR!

Figure 14 (U) MMIC Medium Power Amplifier

(U) A low noise omplif'er, shown in Figure #5, consists of a three-stage amplifier with T/i

switches like the power amplifier. This chip uses FET devices with gate lengths of one micron
with a total gate periphery of 3.hmm. The T/R switches are similarly Integrated into the

limpvd-em"ent matching circoits On a chip that is 4.lmm by 2,5mm. This circuit has about 22dB

If gaim across a 30% bandwidth with a noise figure of about 4d;.

Figure #5 (U) MMIC Low Noise Amplifier



(U) A higher power amplifier chip, as shown in Figure #6, can be added to the medium power
amplifier chip to increase module output power. This chip has a power FET with two micron gate

lengths and total periphery of 12mm. The matching circuitry on the chip uses lumped-element HIM

capacitors and inductors which, because of the low impedances, are short transmission lines.
The circuit is fabricated on a chip that is 2.8mm by 3.2mm and has about 7dB of gain at power
output of 5 watts.

Figure #6 (U) MMIC Power Amplifier

(W) These chips have been assembled into medium-power and high-power T/R modules. The

transmit mode microwave performance for the prototype high-power module is shown in Figure #7 at

IdB gain compression. The receive mode performance is shown in Figure #8.

T/R MODULi ePHASE LINEARITY
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Figure #7 (U) Module Performance In Transmit Mode
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3.0 MMIC Impact On Surveillance Platforms (U)

(U) The current airborne surveillance system (E3A) employs two parallel RF amplification
chains driving a corporate fed passive phased array which has a radiant to prime power
efficiency of about 10%. The RF signal (RF excitation) from the STAIl) is amplified through each
chain which consists of three stages of amplification: a predriver, a driver, and a high-power
amplifier. A traveling wave tube (TWT) is used for the driver stage and a klystron tube is used
for the high-power amplifier. The prime power distribution system provides both DC and 3-phase
high voltage, which of course is all derived from aircraft power. The system's low efficiency
is primarily due to three areas: I) high RF power losses in the beam forming network of the
corporate feed, 2) high RF power loss in the combining network of the two amplification chains,
and 3) the power required for the transmitter environmental controls and cooling system within

the corporate feed network.

(U) In comparison, an active phased array employing MMIC T/R modules contormaily fitted to
the skin of an aircraft has a radiant to prime power efficiency of about 20%. This means that
for a given radiated power the active phased array uses less prime power. This translates to a
lower rate of fuel consumption for the same mission, which allows more time on station for tbe
surveillance platform.

(I') FrtlIer, overall system performance can be improved by using an active phased array.
By having the T/R module very close to the antenna the detection ability of the system will
increase by several tils. This is due to the module's high gain low noise amplifier being
introduced into the front-end of the receiver chain, well before the high loss incurred in the
beam forming network. This translates into detection of smaller targets and/or increasing radar
range. Another performance advantage that an active phased array has over the current system is
the ability to electronically steer the radiated beam, thus, giving the operator the ability to
look longer in the high threat areas; obvious advantages.

(i1) Anothr ibvious advantage that conformally fitted MMIC T/R module approach has over the
current radome technique is less overall drag on the aircraft. This also translates to a lower
rate of fuel consumption for a given mission.

-. ': Coc lisiis Al1 Future Application (U)

I) RADC has deotloped the first I through 4 GHz lumped element M*IC circuits for radar T/R
,-oilo . These circults are now starting to find their way into other microwave systems as
-Ill; r.,., Clhal Psitionlng System (CPS), Direct iroadeast Satellite (DBS), and microwave
irstrino-tt in. llew er, significant work still needs to be accomplished before these MlIC
chips ar, placed into in operational system. To date, the MMIC world has concerned itself
Irimarilv with the technical aspects of producing the chips; i.e., designing for microwave
pertorviane. However, the item that will determine the future of MIICs is total cost of a
liished -1 it. Total -st of a finished unit can be broken down into four major areas: 1) chip

desi oe, 21 fahrication, 3) assembly (i.e., packaging), and 4) testing in all phases of
tabricatlan. The total time to produce a MlIiC unit needs to be shortened also. At present, it
tak- s-mewhere between b-7 months to design and fabricate a given chip; this needs to be
renlced to 1-2 moths to be cost effective. At the present time, about 2/3 of the total cost ofi unit Is lv as ebly and testing throughout the fabrication to final testing stage. This is a

cannon prohlcn Pr ao microwave ctrcuit and requires significant effort to reduce this cost
driver. Another area that requi re a great deal of work !.s in the reproducibility of MlIC
circuits tom wafer tn wafer and from lot to lot. Two areas that are just now beginning to be
addressed are: 1) reliability of MMliCs, and 2) radiation effects on the performance of these
ci rcii ts. These are two very important areas that need to be addressed before MMiIC ci rcuics are
1laced ln space. Is conclusion, it Is obvious that MMICs are starting to become available for
system use, but a ht 4if effort still needs to he accomplished before they are as coonnon as a
trarvsistot.

(U) It Is apparent that MIIC technology will have a profound impact on airborne
surwil lance systems In the intore. This impact will be from an economica. point of view by
making active phased arrays less costly, increasing their efficiency, and by increasing system
perti r ince and I lexibility die to the electronically steered beam.

Ret e rn, 'e (U)

1. R. H. ll tn, "MMIC Module For SBR (U)", Ninth DARPA Strategic Space Symposium, Monterey,
CA, ictlber 198i. SECRErT.

2. I. k. Seln, J. P. Sasonoff and D. N. Jessen, "S-Band Radar Transceiver Module With
Monolitlc GaAs Circuits (U)". Tenth DARPA Strategic Space Symposium, Monterey, CA, October

1984, UNCIASSIFED.
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LOW-COST, MONOLITHIC BEAMFORMING COMPONENTS FOR RADAR

Paul H. Carr, Scott W. Mitchell and Richard T. Webster
Electromagnetic Sciences Division

Rome Air Development Center
Hanscom AFB, MA. 01731, USA

AHTRACt

Planar, monolithlL technology offers the possibility of lowering the cost of beamforming components,
whi, h contrhte signifiLantly to the high price of phased array radars. The most immediate opportunity
tor planar technology could b to replace the costly ferrite phase shifters in current use. PIN diode

4)nase snifters have the advantage of faster switching times (sub-microsecond) than ferrites and the

lislvantage if slightly higher insertion loss, which is due to the fact that microstrip is inherently
,i)re I,)ssy than wavegiude. Low Lost PIN phasers can be fabricated by monolilthic technology or
u}fmatul, robotic hybrid thick-film techniques.

Monlithic phase shifters on GaAs have typical losses of 6 dB and power handling capabilities under a
watI. Tn's ei inates them from consideration as replacements for ferrite phasers in the corporate fed
irrdys onsidered above. New research results on reducing this insertion loss will be presented. The
inserti in loss is not critical if the phase shifter is followed by an efficient power amplifier. The
Irencn haw? reported on MISFET amplifiers on [nP with 33% power added efficiency and a power output at 9
,Hz ' daWm gate width, which is more that twice that of the best GaAs MESFET. These MISFETs
unf)rtunately had unstable silicon dioxide gate insulators, and researach is continuing in the U.S. to
Impro this.

Monolithic technology is especially attractive at mm-wave frequencies, due to the smaller component
sile and the ninimization of parasitics. Results on 44 GHz phase shifters will be presented.

Electronically variable time delay rather than phase shift is required for low-sidelobe phased arrays
having wide instantaneous bandwidth. Monolithic SAW tapped delay lines on GaAs will be descrlbed for use
at center frequencies under 1 GHz. Above 1 GHz, magnetostatic wave devices are capable of continuous
variable time delay over a 40 nSec range.
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EHF MPLHIFUNC'2lA;i PHASED Aci:AY ANTNNA
Klaus Solbach

AED -TelefrLker
Radio & Radar Syst-rns Group

Box 1730, D-7900 ilm
Fed. Rep. Germany

Abstract

Is cur covlction that now It has become possible to produce full-scale phased array
satinnas fr modern fighter aircraft using conventtonal microwave integrated cIrcaIt

MW techntoiies at a price compatile with the budget for the envisioned appllcatlon.
i' : achileve the goal of real1stIc prIce level for the antenna several opt-ons ave

t"r scocen In the des Igs of our lemonstratIon VHF MultlfurctIoni-Phased Array Antenna:
b. mtit, rqtating elements and the phase-shtter circuts are realized on nicrostrip

t itr naterlal In order to allow photolit&xraphic batch fabrIcat Ion. Sell-oncup-
'.1 .m-lead PIJ-dIlodes are employed as the electronic switch elements to avoId x-
tiirSw Ic en tpsulatlon of the semiconductors or cooipleto- cIrcuIts.

-; ts a horn-radIator to 1Ill mlnate the array Prom the frornt-sIde Is found

e !-st and most tnmxrensve foeed. She phased array antenna thisi oerates as a
the antenna timents employed In a dual role for the cl lestIan c-rrmy

-horn an[d 1or the re-radtat ton of the phase-shifted wavos 'In trano;ml t-

ir , . o ont'snng the radiator 'phase-sh ,ter 'iarI- ots
.' , -r,,: ry the k."oth dr cv- and hIT'Sb-cvmponentu; .,,? "p'ate-arraY"

-- t al i 9cmd !'o r the purpose. Several is-cyst erc s'' to

rul [ i m! I V <: a -low:; to the modules.

S,, t,, r' intl 1tL I s s-,ew. v -,r t I s i rlaI processors and ih-si 2X dil' re'': add er
r, s .,In- 4, ntl nF-, f'r-i'erpcy and beam-shape information from the radar

-ystwm t. <s;,l.,t -I t o psshas-shI ft c des for tihe array elements. :,nce :;pace,
4;- v1 t raInj w-:wr -irf, I'" a re )r Ime cons I derat ions only she ost adv ance I tee 0nolcy

i.s -sd In r t,, lesn 1, roth1 th' e ml rrowavc ad the digItal /drive Ircu try :
r r wth -uIte low forward currents, the logical cIrcuItry ritl Ins

- ,i:h.-;[ ,, " 'm- ' -s a rildI thIe RITE ctrcu t can be swItched Cf to coonme
1 wr : - I :; ::'arted.



BASIC CHARACTERISTICS OF FM-CW RADAR SYSTEMS
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Dept. of Electrical Engineering

P.O. Box 5031
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1. INTRODUCTION

Due to rapid technological progress in real-time signal processing, CM-CW radar systems

are expected to become a more serious competitor to pulse radar systems.

This paper deals with basic radar principles such as modulating waveforms and ambiguity

functions characteristics. Advantages and disadvantages of FM-CW radar systems are com-

pared to pulse radar systems.

The inherent signal processing used in FM-CW radar systems allows a flexible choice of

system parameters. In this context aspects like sensitivity, range and velocity resolu-

tion are discussed.

It is elucidated that the use of digital processors for signal processing (frequency de-

termination, filtering, etc.) offers the possibility to exchange dedicated hardware so-

lutions with software implementations.

Attention is paid to equipment like the antennas, diplexer, transmitter and roc,iver, and

to isolation problems between transmitter and receiver.

Rusults of an experimental FM-CW research radar are shown. In addition, the future pros-

pects of FM-CW radar, with the aerial and solid-state r.f. head-end integrated, are indi-

cated.

2. AMBIGUITIES IN1 I'L:;- ANtD IM-CW RADAR

When determining target range and target range rate by means of simultaneous measurements

an inevitable ambiguity exists, dependent on the characteristics of the transmitted sig-

nal u(t). By selecting waveform parameters f.i. in favour of good range precision perfor-

mance a fine is paid in either range rate precision or self generated clutter or both.

This ambiguity is mostly described by the ambiguity function T,-i:

4:,.) = J u(t)u*(t+r)e- jtdt where:

i - delay time (i = 0 is the time the target return arrives)

- Doppler frequency (target range rate)

- complex conjugate

It is noted that i(r,..) represents the output of an optimal matched filter receiver.

In this paragraph some examples of ambiguity functions will be shown for different trans-

mitted waveforms having a rectangular envelope in common. Attention will be paid to con-

ventional pulse signals as an extreme, via chirp signals to FM-CW signals as another ex-

treme. In the examples shown delay time, Doppler frequency and repetition time are nor-

malized with respect to the width d of the rectangular envelope:

'n normalized delay time - i/d

normalized Doppler frequency - .d/2

Tn normalized repetition time - T/d (T repetition time)
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PI ;UT s I t tv > I - show ambigui ty funct ions for Li 3 ic ainrepet it ve waveforms whereas f iqur-

I I -,r'i 1 7 slow tie effects of waveform repetition. Figures 1 and 2 show ., 0), i.e.

tI oos, .I;2. v'alue t the autocorrelation function, and an orthogonal cut ,(0,.. for a

t,- 1. i 
" 

pulse. The triangular form of ' (,no) directly results from the correlation

I ' ftf t lot ag qlar pulse with width I. If the pulse width d is shortened the non-

normna Ii eA , 0), dscribing the uncertainty in range measurement, is "compressed", im-

provig:.' ie mri s arement preclslon, as . (0,,) is widened resulting in impaired range

rate measurement precision. In adding linear frequency modulation the ambiguity function

,(T,.) is changed to a sheared version .(I,,+2pt) with 2 pd being the time-bandwidth pro-

duct (100 in the examl,:es) In figure 3 showing ,( n,0) over the sub-interval (-0.2,0.2)

it is shown that range measurement precision is increased (lue to the increase in spec-

tral width) at the expense of the introduction of a vast number of sidelobes. Range rate

measurement precision for various range delays (figures 4 thru 6) is almost .ot changed

relative to the "no-chirp" case. In comparing figures 4 thru 6 it is noted that the shape

of the ambiguity function is nearly independent of range delay, the only effect being a

shift in the ambiguity function position. This range delay-Doppler coupling is caused by

the shearing effect for large time-frequency products. Figures 7 thru 10 show similar re-

sults for a triangular frequency modulated pulse. The pulse width is doubled relative to

previous examples as the pulse consists of a superposition of two modulated pulses with

an ulp and down sweep respectively, resulting in improved range rate measurement precision

(fig. 8). Hence (,.n) consists of two sheared contributions, resulting from each in-

dovidual pulse, and cross terms. The latter cross ambiguity functions build a pedestal

(fil. 7) for the former sheared ambiguity functions. Figures 8 thru 10 show that range

delay-Doppler coupling no longer exists in the triangular case as a consequence of the

dJublI shetrIz, 0 and a delay parameter dependent shape of the ambiguity function results.

Flure 10 :learly shows separate contributions of the sheared functions, figure 9 inter-

I nan fl ;uloia, I ou rice as the value of the range delay parameter is diminished.



As the transmitted pulse is repeated in a coherent way the following effects in rela-

tion to measurement precision occur. In the range delay domain the original ambiguity

function (figure 11 for a "no-chirp" pulse) is repeated at integral multiples of the re-

petition time (figure 12) thus giving rise to "second time round" ambiguities which

occur when the repetition time is chosen smaller than radar range delay. Moreover as a

result of repetition a

sin (N- k )-n TniSin(.,nTn ) where N- number of repetitions

k- integer 0 -- k - N

weighting occurs in the Doppler domain related to "blind" range rate of targets (figure

13). A a consequence of the coherency the main lobe of the ambignity function narrows and

its amplitude becomes greater (pre-detection matched filter integration) both linearly de-

pendent on the number of pulse repetitiois. Figures 14, 15 show similar effects for a lin-

ear frequency modulated chirp radar and figures 16, 17 for the case of triangular frequen-

cy modulation, the pedestal being particularly clear in figure 16.

In choosing the repetition time equal to the pulse width the ambiguity function for a FM-

CW radar is obtained. The number of pulse repetitions (sweeps) can he directly related to

FFT requirements for Doppler data processing ( 4.2). "1ielws 1,5 hra Yz.hc.w 4.b:o.I.

functions for a "sawtooth" FM-CW radar system whereas figures 21 and 22 qive similar func-

tions for a triangular P5CM radar syite::.
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Constant Doppler frequency - 0 Constant delay - .

21 22

nor-elied elay normalized Oeppler frequency

I. COMPARISON BETWEEN FM-CW AND PULSE RADAR SYSTEMS

-I Principles of operation and assumptions

In figure 23 the fundamental principles of FM-CW and pulse radar are shown. The following

, 4::gf i,.ns have been made:

FM-CW radar - There is a linear frequency sweep

- no amplitude modulation

Pulse radar - 1here is no chirp
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Figure 23 Principles of fM-CW and Pulse radar

3.2 Differences, similarities, advantages and disadvantages of both radar principles
- Transmitter

Due to the continuous wave feature of FM-CW the mean transmitted power equals the peak

transmitted power, while with the pulse radar the peak power is dependent on the ave-

rage power, pulse length and pulse repetition frequency. FM-CW radar allows therefore to

have a low voltage power supply and a compact transmitter unit, furthermore the rf com-

ponent of the transmitter can be integrated with the antenna feeder system, hence true

solid state FM-CW radar is feasible.

The frequency generating source of FM-CW radar has to be highly linear with low FM-

noise and low amplitude modulation in order to produce the required range :tnd velo-

city resolution. With pulse radar strict requirements are needed for tow frequency

jitter to obtain the accurate Doppler data.

- Receiver

An inherent characteristic of the FM-CW receiver unit is the matched filter. To obtain

a matched filter receiver in a pulse Doppler radar is far more complicated. When using

a zero - if mixer a loss of 3 dB in signal / noise ratio occurs, a price to pay in this case

for simplicity. As the FM source in the FM-CW radar is used also is a local oscillator

the transmitter and receiver can be easily integrated. CW radars-stems have the disadvan-

tage of high isolation between transmitter and receiver in order to prevent saturation

of the receiver, on the other hand low minimum range is obtainable.

- Antennae

In order to obtain the already mentioned high isolation between transmitter and receiver

special attention has to be paid to the design of the antennae. One solution uses sepa-

rate antennae for transmitting and receiving. Gain requirements result in larger antennae

constructions for the FM-CW radar case relative to pulse radar.



- Signal processing equipment

Frequency -ut iiiiubt it I'M-CW radar is part of the matched filter receiver md - s

be performed before even range data is obtained. This can be done by fast digital compu-

ters or dedicated hardware using fast fourier transforms. Having powerful signal pro-

cessors additional tasks can be easily performed at the same time, such as Doppler pro-

cessing, calculation of power spectra, logarithms, averaging etc. Exercises with data eb-

tained from the radar can be processed in order to suppress clutter, to update calibra-

tion and to enhance picture quality.

The spread spectrum characteristic of the FM-modulated signal must be emphasised which is

not the :asewith a simple pulse radar. In addition security can be obtained by applying

further frejuency agility in the center frequency.

3. 3 Corjarisun tetween a conventional pulse Dopler radar and a competitive FM-CW radar

In the table felow the parameters of a FM-CW radar and a pulse Doppler radar with nearly

,.-ni*l l grminee are listed.

Pulse radar FM-CW radar

i frequency 9 Glz

! -t'u :>.: t T1 100 M

r f b.:dwidth 1,5 M z

VuXmum unambiguous range 3 km

aVrage transmitted ,n.r 50 W I W

buak transmitted power W kW I w

pulse, sweep repetition frequency I50,I H,

m1inimum RCS at maximum range %0 m
2  10 m

2

a:ntcnna gain 33,5 di

isolation transmitter-reeceivm 50 dM

minimum range 2 km 0,2 km

maxi.um unambiguous Doppler nelcc ii p 240 km. hr

The diff-ernces betweCn a 'in,%tw 1iiin pulse radar ind a FM-CW radar demonstrate the ad-

'eat gos If 'M-CW radar with beiu -xlcc' i- ( e isolation requirment and consequences.

It is assumed that pulseradar is well -known and herefore in the next table some examples

of a FM-CW r Idar are ginen with different systnm parameters.

I xini 1I 1 2

ftc'ei"cy excurs ion 2 MO,' 12 Mle

swe'p t nle 0,6 ms 0,6 mu

sample fregueney I , 365 Mliz 8,192 MH

* of pt'ints FFT 1024 6144

'tax. unambimptus velocity 40 km/hr 240 km/hr

mniinmum RCS 10 m
2  

10 m
2

A typical set up of a FM-CW radar configuration is shown in figure 24

To get the reujeired radar performance extensive signal processing is necessary, for this

eason an array processor and a video display processor connected to a host computer are

needed.
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Figure 24 Typical set up of a possible FM-CW radar configuration

4. FM-CW signal processing

4.1 Basic signal processing requirements

To carry out signal processing of the r-ceived tM-CW radar data wo start with the radar equa-

tion for separate transmitting and receivinq an tnnae. The averaged received power becomes:

__ PtGtGr,_2

r (4-)

where Pt and Pr are transmitted and rececved power, (t and C. are gains in the specific

directions to the radar t argiet, R is radar tar-tet distance and , the raOarcrosssuct ion of

the target to be measured. In case the we beams of the sep'rate antennae are not fully

coincident the radar equotion has !, 1- mdfi-d. This takes place close to the radarsite

an, is deencling on the mutual s latnc btw.n the two antennae. As a rule of thumb it can

ie said that for radar distances tarjer than A 2/ tie ru-ar equation can be considered to
be laimilat with the equatiln for 111, is nostatlc case, whe-, A Is the maxlimum si/s of[ tae

conabinaitlon of th two tenr-,e

Tie target is characterised by its geometry which determines the radar cresssect ion, its

distance and Velocity. The t :%!rcraiaasa itn can be described by its amplitude, frequency,
ola-se, v,.oty si-ectrm and polarizat ion propert ies. A quai tat ie anil.ysis can lie icIan

'>at- i-- a. multiparameter radar with sensitive calibration.

'Ta -Ic s, I .itfettt t ypes of radar si-anal processing have to be performed like processing

tor: - 0,l iirO-t ii

- Irnje

- Dopp ler

- polar i aat ion

- clutter sappreslion

- piature enhanc ,ent

4.2 1Pssible sijnail jpr-orssirj 11.roach

The processvng for calibration of the ratar can be list inguslId it o absolat ie cal Ibat ion
by means of standard ref lectors wit)h known r iarcr-assneat ,in. At Del ft a rotating planar

ref lector is is,,d for this purpase. The known ref tec ivI ty pattern of the rotat ing ref lec-



tor allows the suppression of unwanted reflections from its i;vot 'clii. bet it i - *i.
bration can be obtujod by using a delaylint, which creates an artificial targe t Real-

time monitoring indicates changes in the system parameters except for the arteniae, eri-

vironment and atmosphere. This can be done in an interleaved mode with normal radar

operation.

A second relative calibration makes use of the wide band thermal noise of the p:eampli-

tier of the receiver and can therefore be seen as a relalativ c allbrat too recelvr. T'v

get range and Doppler information the different techniques have been reported 11]. For

range only information a fast fourier transform is applied to a single sweep and for

range- and Doppler information fast fourier transforms are applied to consecutive sweeps.

Beside the fast fourier transform other methods based on parameter estimation like ARMI

and Pisarenko methods have been published, but have not been performed up till ; .

Impredictable side effects.

Polarization processing requires the l'ail ili ty of poliri;'ers it 11- artei'na structure.

Separate transmitting and receivi lt; allow separate polarizers to nisure the full

polarization matrix contsnuolusli, it . !,trecencr 01'. udtr the -on itOic- t at meisure-
ments for different polarizatiuls citv. ii, done, witlhin the d-cori lat ice t ime of the target,

This feature enables differe.tiatu: -' t -I 1.i i a't[oe sis ltwe<:. dlfforent targets

c.q. unwanted reflections clutter'.

Real-time polarization procIkss i .', C- Ce> , i '0 q t lurc5, Is. to the limited do-
correlation time and the deriva' i': . h olitizat -ot con-ff ciets ithat charac-
terize the target.

For clutter syppression use ca, he boa-i lie cotrr, lit i-s, <)f succeeding measurements of

the radarconssoct 1,- or the 1re, :' --. tioned polarizatiou properties.

The availability of computer equipment needed to per form tie processing functions can at

ti ; same time be used to execute programs for picture onhaocement. Algorithms like time

filtering, spatial filtering, wiilowing, averaging, noise- and clutter suppression can

be set up.

S. FM-CW HARDWARE

S. I Mierowate hardware

To produce pencilbeams parabolic reflector antennae are in use. When two aite hiv t,

be used large dimensions are the consequence. The pattern requirements are slllar to t ,

of pulse radar antennae. Long line effects have to be omltted Is well -i :,. s-ii in '

amplitude modulation over the used frequency band. Watching circuitry is n iode, it ' :o

of long microwave transmission lines. These types of problems can be avoided by .ill i:

gration of transmitter and receiver in one aerial under the conditlqin that sajfflci: ' -

lation between transmitter and receiver can be obtained to prevent saturation )f ''ni -

ceiver.

Solid state frequency generating sources with good phase noise perforrnii,., lii,'!

power amplifiers and solid state low-noise amplifiers are available-. Whct se l

tion is paid to the if circuitry 3 dB lower thermic noise fiiiure can le obt aled i: . '-

parison with the simple zero if receiver.

5.2 Intermediate frequency hardware

Introducing an intermediate frequency much larger than the frequency excursion tihe i f-i -

cuitry can be used for relative calibration but also to analyse not-linearitie ei e

sweep, amplitude modulation and parasitic noise. By using a coaxial cable as d-e lie'



whereby the delayed signal is fed into the receiver an artificial target is generated for

this analysis.

The choice of using an intermediate frequency is inspired by the gain in signal to noise

ratio and also by the availability of stable frequency generating sources at lower fre-

quencies and of other signal processing hardware like steerable amplifiers, attenuators,

5.3 Low frequency hardware

Depending on the maximum frequency in the beatsignal the low frequency hardware has to be

adjusted. We distinguish the gain envelope of the zero if amplifier in the receiver to cor-

rect for spatial extension of the radar waves, the filters to avoid aliasing, th( sample

frequency for the analog to digital convertor, the number of bits in the adc to get the

wanted dynamic range and the computer hardware. A special role has to be fulftliecl by

the timing generator which takes care of all the needed signals in the radar to obtain

coherency.

To visualize the processed data a quasi real time quick look monitoring is essential. The

beatsignals that include all received data can be collected on an analog instrumentation

recorder for further use.

6. RESULTS WITH THE DELFT ATMOSPHERIC RESEARCH RADAR

in this paragraph we show some results of clutter maps, Doppler velocity spectra of rain

and polarization properties of a single target. The measurements have been carried out

with DARR described in literature 121.

DARR has a transmitting antenna with a diamneter of 4.28 m and a receiving antenna with

a diameter of 2.12 m. The transmitted power during the measurements shown is 1 Watt. The

sweep time was chosen to be 2.5 ms so that the maximum unambiguous Doppler velocity he-

comes 9m/s. Dther relevant radar parameters selected are given in the figures. The first

radar pictures (figure 25) show the cluttermap in the surroundings of Delft with elevation

angles 00 and 4,130 and at different maximum range. The strong reflections from nearby

clutter are reduced by processing taking into account the R54 law of discrete Larnets. To

visualize the large dynamic range we use a colour scale instead of a grey scale. Every

displayed sector consists of averaging 16 consecutive power spectra to improve clutter

to noise ratio. At an elevation of 00 and a maximum range of 15 km we see the reflection

value can be chosen. The transmitted power was ll_ Watt. For an elevation of 4.130

ofro discrententaresutn wi acispulaedc.h dynamic range f3 hes lest reuc it 2
and a maximum range of 15 km it is seen from the figure the influence of the side lobes

while the transmitted power is increased to 1 Watt. For 00 elevation and a maximum range

Haarle Amtra

e Ha e

ilri

,pt1ation 0 SRange 15 ks b)levatisa 4.130 Range 15 ks c)tlevatio G) Rae 75 is

Figure 25 Clutter maps of the surroundings of Delft



31-In

of 75 km figure 25 C is obtained (Pt = 10
-
2 Watt). The cities Amsterdam and Haarlem, the

coast and Rijnmond can be distinguished.

As a result of high resolution Doppler measurements we show figure 26 ,which is computed

from reflectivity data obtained with the radar looking to zenith. Because the sweep time

is less than the decorrelation time of rain, rain reflectivity cannot be considered as

clutter and therefore raindrop fall velocity spectra can be measured. The processed data

consist of reflectivity as function of height, the mean Doppler velocity, the Doppler

spectrum width and the skewness in the Doppler spectra. Results of this can be used to

determine the rain drop-size distribution.

s00 34.00 0 4 k 0 02 0 .

Figure 26 Spectral moments of rain measured with DARR. Pt=1 Watt,
h = 30 mn 1 11

When two polarizers are used in DARR both steered sinusoidally but in opposite sense over

angles 145' we have situations that the transmitted and received polarizations are the same

and there exist situations that the polarizations differ 90O
. 

In figure 27 the polarization

dependency of a tower some 1100 m away is given as a function of the difference in polari-

at in angle.

a

30

25

• 20.

0 90 degrees

Figure 27 Received power as function of polarization angle
difference

CONCLUSION

In this paper attention has been paid to coherent FM-CW radar system parameters, their

similarities and differences with coherent pulse radars. On the basis of matched filter

analysis we show two dimensional ambiguity functions in range and in Doppler domain for

a pulse radar, a pulse radar with FM chirp during the pulse and the FM-CW radar. We illu-

strate that the coherent pulse radar and the FM-CW radar are at both ends of the genera-

lized concept of a pulse radar with FM-chirp. Most simple pulse radar systems are not of

the matched filter type while inherently to the FM-CW radar principles the FM-CW radar re-



ceiver can be considered in this way. This means that in this circumstance the FM-CW

radar can be advantageous as far as transmitted power, minimum range and sensitivity

is concerned. A disadvantage can be the required isolation between transmitter and

receiver. Different from pulse radar systems is the signal processing of the radar

data coming from a FM-CW radar. This is ca., A by the fact that range and Doppler

processing has to be done in the frequency domain. Additional processing for cali-

bration, windowing, polirimetry, clutter suppression and picture enhancement is dis-

cussed based on experiences obtained with the Delft Atmospheric Research Radr (DARR)

Real time signal processing in this radar is a research item in itself and requires

real time radar system management as well to keep the radar parameters under computer

control. The advantage of this approach is the flexibility in the FM-CW radar as is

shown by different experiments in which the radar has been reconfigurated by software

only.

The hardware needed to build FM-CW radar systems allows the thought that solid state

powerful radar systems can become reality. Results with DARR show its capabilities con-

cerning high range resolution, Doppler processing, cluttermaps and polarimetry.
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VISUALISATION RADAR

CONVERSION DE BALAYAGE : D FAUTS ET TECHNIQUES D'AMrLIORATION
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RESUME

Les informaticns video-radar en sortie des circuits de traitement sont naturellement
en coordonnees polaires. La presentation de ces informations sur un ecran ncessite us
stockage pralable dans une mmoire dite "memoire de la carte radar" ou "momoire
d 'image".

Dans de nombreux cas, une organisation de la m moire d'image en coordonmees
cartdsiennes est inthressante car elle permet :

- d'effectuer facilement certains traitements radar,

- de compenser les mouvements du porteur (en translation),

- d'tre d'acces direct pour une presentaLion de l'image en mode television.

La conversion de balayage, qui permet d'inscrire la vid6o-radar presente en coor-
donnees polaires, dans la memoire, architecturbe en coordonndes cartsiennes, peut
engendrer des defauts dont les plus Uvidents sont :

- a perte d ' informations radar pour des ditances proches,

- une image avec des zones noires pour les distances les plus grandes.

Les techniques qui permettent de supprimer ou de compenser ces defauts sont

basees sur :

- une harmonisation entre les paramhtres radar et ceux de la mmoire d'image,

- des techniques de traitement au niveau des points mdmoire ou au niveau des pixels
de 1 'image,

- des techniques de remplissage par interpolation.

1 - INTRODUCTION

Les dispositifs de presentation des informations radar, rbalis s avec des tubes
romanents ou des tubes a mmoire sont progressivement remplacts par des sythmes de
visualisation prsentant ]'information s 'ir des tubes cathodiques classiques noirs et
blancs ou couleurs.

L'utilisation de ces tubes ndcessite 1'utilisation de circuits 6lectroniques pour
la mi~e en forme et la memorisation des informations.

La quality des images obtenues depend des choix effoctubs as niveau do 1I'architec-

ture des circuits electroniques et au niveau du mode de balayage de 1'ecran. Ces choix
sont d'autant plus critiques que 1'image correspond a une carte radar tres dense, telle
que, par exemple. une carte du sol dans le cas d'un radar aeroporth.

Dans de nombreuses applications, pour des raisons qui ne sont pas donn6es da s le
present expose, le balayage de 1'ecran est effectub en mode "t~le-,ision". Le siqnal
radar en sortie des circuits de traitement est dWlivre sous forme "polaire". La conver-
sion de balayage, qui permet de transformer les coordonnhes polaires du radar en
coordonn~es cartesiennes de la television, est effectu6e par les circuits lectroniques
dit "de conversion de balayage et de memorisation". Cette convers on de balayage engen-
dre des defauts qui nuisent a la qualite de l'image et qui peuvent degrader les perfor-
mances du radar.

Le but du present expose est de situer les parametres de la conversion de balayaqe,
de mettre en evidence les dhfauts qui en decoulent et de proposer des techniques qui
permettent de les supprimer ou de les compenser.

2 - ARCHITECTURE GENERALE DES CIRCUITS DE CONVERSION DE BALAYAGE (planche N' 1)

Les circuits de conversion de balayage sont architectures autour d'une memoire
principale qui permet de stocker une carte radar complete. La carte radar est l'ensemble
des informations reques par le radar pendant un cycle du balayage de l'antenne.



Les circuits d'6criture effectuent l'inscription do signal viddo-radar dans la
memoire principale. Le calcul des adresses des points U inscrire dams la memxire
constitue la conversion de balayage proprement dite (planche N

0 
2).

Les circuits de lecture delivrent an signal viddo-composite compatible avec le
balayage television de l'6cran ;le contena de la meoire est lv a cadence suffinante
pour assurer une presentation suns scintillation (SO ou 60 Hz ou plus).

3 - CHOle DES CARACTERISTIQUES DES CIRCUITS DE CONVERSION DE__BALAVAGE

Les caracteristiques des circuits seront vauludes dunn an can bien precis d'appli-
cation. L'adaptation den resultats ad'autres can pourra 6tre effectue le plus nouxent
par simple transposition.

Ce radar est an radar ubrxpxrt6 gui observe le sal vein 1 avant

-le mode de fonctionnement est la cartographie,

-le secteur balay6 par le faisceau coure an domaime gui a Otod limite j plan ox
momns 60 degrds,

- le signal video est dblivr@, aprbs traitenent, sous forme @chamtillonndv, recur-
rence par recurrence. Le rang de 1 'echantillon dunn la rbcurrence donne la distance,

- la position angulaire dv faisceau (ginenent) evE fournie par in c iculateur du
radar par I 'intermadiaire a 'an bun.

Le module dcran evE du type moniteur de teldvisixn

-il peat dtre noir en blanc oa couleur/shaduw-mank,

-ses dimensions sont relatisement failblen pour permettre son integration dams use
.anc',e de lbord.

- .81 Pahayag de ')1 lignen de 512 points (pixels) ent suffisant Dour effectuer use
..uuvfrto'E3 nj cve de I 'ecran,

.la resolution propre de I dcran est momns bonne que celle gui correspond a are
Igqne o j us point de Ia ligme ;cette resolution n'est donc pan degradde par le choix
ij noore de 1 ignes at de points par ligne.

3.1. toix de Ia capacitd de ]a memoire

l~a resolution an la menoire me doit pan dtre infdrieure a celle de 1 'Ucran. 11 em
resulte que la capacitd minimale de cettt odmoire duit 6Cme de 512 x 512 moints.

Le nombre de bits par points depend dv type d'application. Len bits contrblent la
luminance vt la chrominance den pixels du tube:

-en monochrome le nombre de bits peut &tre compris entry 3 vt 8 (sousent 4 bits).

-en coulvur, 3 ov 4 bits peuvent dtre affectds A la chrominance et 3 a 8 pour la
luminance.

La capacite de la mdmoire de b12 v 512 points peut Atre augmentde pour mettre en
oevre dams de bunnvs conditions den fonctioms tel len guy

- agrandissement d'une partie de 1 'image pour mivux visualiser rcertvixn detailIn
zoom).,

-ddcentremnt pour ddcovvrir une zone nitade en aehors de 1 '6cran,

-remnence.

e etc .

Damn tous len can, Ia capacith de la edmoire ent dimentiunee pour gun, aprds mine
en oevre de la fonction agrandinsement xv ddcvntrvment etc, Ia nartie de la mdmxirv
correspondant a cv qui ent prdsvntd var 1 'cran ait ane capacit6 de 512 x 512 points.

3 .2. Paramdtres den sc ircu it s d 'dcri ture

Len circuits d'dcritare rd oivemt In signal viddo radar noun furme dchantillonmdv
recurrence par recurrence.

Les pamam~tmvn 6 prendre en cumpte nont

-le nombre N d'echantilloms pour la distance D a presenter sum l'tcran,

- I'dcamt angulaire cva entry deux mdcurrencen nuccesnixen,



-la precision et le bruit sur la caleur do la direction s des recurrences,

-la precision des calculs do la transformation de coordonodes.

Les principaso defauts qui uppuraissent a 1 'criture sont:

- la perte d'informution qui se produit lorsgue plusieurs echantillons sont inscrits
duos ]a mdme collule mdmoire. Sans traitenent particulier, seule la derniere inf rmation
inscrite est conserude. Plusieurs types de truitomonts soot possibles parmi losguols
a consernation du "plus grand' ou la conservation de la moynne. Coo traitonento soot

dits "truitomont points",

- Ins points mdmoires non adrossdo sans traitonont particulier, ces points rostent
sides et donnent des pixols noirs os gardent le cooteno inscrit au balaysge prbctdent.

L'analyse geonetriguo de l'opdration d'Scriture mootre quo

- in nombre d'echantilloos en distance doit 6tro as momns 6qul as nombro N do points
nemoires sur so rayon, soit:

N 512

- I'scart angulaire maxinal doit permettre d'inscrire doss points mdmoires coosb-
cutifo en Imi to d 'Scran soi t, so 6cart AB do

1/512 =2 milliradians =0,1 degrd

Coo colours do N et do AO Onront prises como reference dans la suite do I eupoob.

3.3. Circuits do lecture

Los circuits do lecture ddlicreot In signal video composite dans so format compa-
tible unec Its standards an tdltcision.

La lecture do 1]'ensemble do Ia mtmoire not effoctuen A la mdme cadence quo cello ds
renoscellemoot do 1 image our I 'tcrao. Cotte cadence pest 6tre do 25 os do 30 Hz comme
dans la television grand public mais, pour supprimor Ins phenomeoes do scintillation,
ii est prdf@rable de ontor a 50 00 60 Hzl.

En priocipo, la lecture n'iotroduit pus do defasts mais, 1 'nosemblo, compost des
circuits do lecture et do I'6cran TV pout engeodror des d~fasts d'aspect si la bande
passante des circuits o 'not pus suffiounto. Leo figures 1, 2 et 3 do la plancho N' 3
mntront quo in nicoas do luminance souls n'est atteint do musibre satisfaisante pour un
point msold gun si la bande pusoante not 2 a 3 fois ssperieure a Ia cadence do rbp@-
tition des points.

Des circuits do traitomoot pesnent 6tme asoocibs au circuits do lecture pour
attbosor Its consequences des dbfauto crt6 par la conversion do balaysge. Coo
traitomeots sont do typo filtrageou0 filtruge spaciul ;des enomplos do coo traitements
soot donns duos la suite do 1 'oposd.

4 - MISt EN EVIDENCE DES DEFAUJTS

Los caracteristigues gui soot priseo en compte pour luger do la isalito do la carte
radar our 1 '6crun soot Its suicantes:

-tau do remplissago aprbo so bulayago,

- ualitb do la restitution des formes,

-absence do porte d 'i oformations,

- ualitb cissello an 1 'image.

Los images represontdeo sur Ins planchos suicantos permettoot do mettre on ecidence
Its ddfauts.

Planche N' 4 :image nettuot en ecideoce In taso do remplisugo apr60 so balayuge.
Los points moirs qui apparaisoent soot coos qui n'oot pus et@ udreossb par la transfor-
mation do coordonobes.

Planche N' S signal video radar dont los 6chuntilloos sent ulternaticemeot Al"P
o A " 0". Si la restitution Htait boone, 1 'image docrait Htre compoodo do cerclos
concen trig s

Pluocho N" 6 :signal video dont lts 6chanti llons soot altoroaticomnt deuc "I"
suicis do doun "0". Los corclon plus Hpais et plus ospac~o quo our la pluncho N' 'n soot
reprtsomtns conenablomont (leo points mangoanto no snt pan trds cisibles).

Pluocho N' 7 figure 1 signal cidto domE Its Hchanti llons soot altornaticomont so
"I" sici do guinzn 0. L 'analyse fine montrn des cortlos "trouts" corn los ;rnndes
distances et nero 45 dogr~s.
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Planche N'S8 figure 1 signal video compose alternacinement de deun recurrences a
"I" suinies de deuu recurrences a "0".

Planche N' 9 figure 1 une recurrence a "I" et guloze rdcurreoces; a "0'.

Pour ceu deuu dernieres platches, la restitution des formes est loin 4 'etrc
sati sfai uante.

5 - INFLUENCE DES PARAMETRES, ITECHNIQUES E'AMELIJ RATION

5 .1 . Influence du trai tement point

Lorsgu'un mdme point odnoire out adresso plusiours fois, sans troiteort nt,-
culIier., seal le aernier echanti li on inscri t est conserve et don,' los aut s ','ir -
tilions soot perdus. Les tratesents gui peuvnt S6t apoliiqw' a, nilvos. l iFt
mbmoire pour eniter cot inconvenient soot

-conserver 1 'Schastil1lot ayant la plus grando amoplIitude,

- ffoctuor ]a soyonse des ochantillions.

L'uti lisation do 1 'un ou 1 'autro de cos 'troitetmonts point' dc-pond it, 1 a at o ,

signal. Sans co qui suit, seule 1 'influence du traitomont "in plus qrnd" ot aa

Le traitemoot point ost sans action Sur lo tas' do romoiilssajo, sais, sc'n offet tnt
fundamental pour on radar car, ii permet do no pas perdro let; ocnanttions doei
fortes amplitudes. Les offets du truitemest "in plus grand" soot ogalomnsot tros nuts
sur la qualitS de la restitution des formes ;cot effot not mis en euidonce sur los
figures 2 des planchos 7, 8 ot g gui soot a comparer aun figures I dos naemes piasches.

5.2. Influence du nombro N d'echattilions e-n distance

Les coarbes de la plancue N'" 10 dooneot lo pourceotage do points sot adressfs par

rapport uu nombre total de points dans ]a mesoire:

- dans le cas de reference, anec us Scart angulairo do 0,1 degr@ entro recurrencos
icourbe N' 4), le tauo do resplissage est boo pour N = 512 et donient 100 ' a partir
do 700 points.

- pour us Smart asgulairo do 0,05 dagrd, 512 Points soot suffisants (coarbo N' 5),

-pour den Scarts asgulaires plus grands gue 0,1 dogrd (courbes N' 1, 2 ot 3) ii
n .est pas possible d'outenir us taun de reoplissage do 100 ' god qduo soit le sombre N
d'6chantillots.

Leo courbes de Ia piancho N' 11 indiguont la rbpartitiot des points non attoints
en fonction do ]a direction do pointago a pour diffbrostos valeurs de N. La zone la
plus maunaise est situde a 45 degrds (par suite de la spmetnio do 1 'image, autoor do 0,
seulo la partie droite est analysde. anec extension do dumaine balayd jusgu'a 90').

Le nombro dechantilloo s reels dont dispose in radar on sortie do traitomoot doit
6tre adaptS a u n ombro d'Schanti lions odcossairos pour obtenir uno bonne image.
1 'adaptation pout se faire:

- si le nombre est a priori trop petit o n surechasti 1losant 00 en repetant
plusiours fois use mdme information,

- si le nombro est trop grand :soit offoctuer 1 'adaptation diroctomont duos los
circuits d 'Scritare grace au traitemnt "le plus grand", suit offoctuor un rogrouposont
prealable

[0 meillour procedS pour obtonir use bonne carte radar ost d'adaptor la resolution
raaar et ]a resolution do 1 'Scran. 11 no sort a riot duos on mode donne d'aunir use
resolutios radar tres superioure a celle do 1 '6cran. L 'analyse des courbes des planchos
10 ot 11 sontront quo

- at sombre d'Schaotillons en distance Sgalo au sombre do points mdmoiro donne deja
des rbsuitats satisfaisants,

- augmenter le ombre do points radar par at sur~citantilloooago dans n rapport
ontro 1 ot 1,4 amelioro sonsiblemnt coo m~nes resnltats,

-au-dola d'un rapport 1,4 lo surhchaotilloomage n'appurt plus netn.

.3. Influence de 1 'ScarE angulaire mue

Le taun (on .) do points non inscrits on funiction do 1 'tcart angulaire ent dono
sur los courbos do la plancho 12. Los diffbrootes courbos correspondent a differentes
valeurs du sombre N d'@chanti lions, too courbos coofirmoot quo pour N 512 (courbos 1,
2,3) guel gue Suit sO, la guantit6 do points nun inscrits moest pus tuihrablo.
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La courbe 4 qui correspond au cas de reference avec N = 512 montre que les perfor-
mances s'ameliorent quasi lindairement entre l'@cart de reference de 0,1 degr et
l'angle moitie ; diminuer I'@cart au-delA de cet angle de 0,05 degre n'apport, plus
d'amelioration sensible.

Les courbes de la planche 13 montrent que, pour une surface elementaire donnee, a
une distance donne, le plus grand nombre de points non inscrits est situe dans la
direction a 45 degrds (voir remarque § 5.2. planche 11).

La resolution angulaire du radar est constante ; pour les radars connus cette
resolution, quasi constante en fonction de la distance, est situee, en ordre Ce gran-
deur, entre 0,1 degre et quelques degrts. La resolution angulaire vue au niveau de
l'ecran est directement proportionnelle a la distance ; cette resolution tient a des
criteres objectifs mais egalement a des critdres visuels plus subjectifs. Dans les
meilleures conditions, c'est-a-dire avec N ' 700 points et ,A c 0,05 degres, la
resolution peut 6tre estimee a :

- 0,12 degre pour les distances les plus grandes (planche 14, couples de rayon au
pas de 2 degres avec un espace entre rayons de 0,12 degre),

- 0,25 degre (en moyenne) a mi-distance (planche 15 : couples de rayons au pas de

2 degrds avec un espace entre rayons de 0,25 degre),

- I degre au 2/10 de la distance maximale.

La position angulaire du faisceau, prise en compte pour les calculs de transfor-
mation de coordonnees, est :

- donnee sous forme numerique donc est quantifiee,

- issue de mesure et de calculs donc est affectee d'un bruit.

La quantification et le bruit doivent @tre pris en compte pour 1'evaluation de
l'cart angulaire maximal. Par exemple, si la position angulaire a est donnee en
14 bits avec une precision de + 1/2 LSB, un ecart angulaire theorique '9 de 0,088 deqre
(4 LSB) sera en fait equivalent, vis-A-vis de la qualite de l'image a u,. ecart de
0,1 degre.

6 - AM'LIORATION 08 LA QUALITE 08 L'IMAGE PAR FILTRAGE

La quantification de l'image en lignes et en points, au niveau de lecran proprement
dit et au niveau des circuits de memorisation, donne une image dont la texture est
n6cessairement granuleuse. Cet effet est plus ou moins visible suivant la maniere dont
est effectude la conversion de balayage et egalement suivant la nature de l'image.
L'effet de granulation est assez sensible sur les surfaces a faible gradient de
variation de luminosite et, les effets de la quantification sont tres marques sur les
contours a formes geometriques (lignes droites, cercle, etc.).

Un des procedes les plus efficaces pour reduire ces effets consiste A effectuer
un filtrage spatial de l'image. Les figures des planches 14 et 15 donnent des exemples
de 1'effet de tels filtrages. Le filtre utilis effectue une convolution spatiale
"3 x 3" de type passe bas.

7 - CONCLUSION

Les ecrans de visualisation de type televison etant imposts dans de nombreux
systemes, il est n@cessaire d'effectuer une conversion pour adapter le balayage en
rotation (polaire) du radar au balayage en translation (cartesien) de I'ecran. Cette
conversion qui, dans le principe, ne peut 6tre effectue sans degradation de la
qualite de l'image peut cependant donner des resultats tres satisfaisants si les
circuits electroniques qui effectuent l'adaptation sont convenablement parametres. Les
principales conditions A respecter pour obtenir de bons resultats sont :

- de dimensionner la memoire de la carte radar de maniere A utiliser au mieux les
performances de l'cran soit :

un nombre de lignes memoire tgale au nombre de lignes du balayage,

un nombre de points par lignes superieur au sombre de points par lignes sur
1'ecran (entre I et 1,4),

. que la capacite memoire definie ci-dessus ne concerne que la partie present~e
sur l'dcran, independamment des memoires necessaires pour effectuer des zoom ou des
decentrements,



-2 ~ ~ le l*- r n iqiau, video radar avant de Ins transferer dlans la odnoire
Iv eile 1e m an 1lore lie:

.:e r imre d rohaInti llons en distance soit au mains 6gal aunsombre de points
'tlrlco~rnponlant 3 Ia manme distance ;le cas optimal btant le rapport 1,4,

*I ecart angulaire entry dean recurrences successises soit supdrieur 1 Vangle
ienrntltnt de passer d'us point a la plus grande distance asu point suivant a la ndne

Jitnc.es ameliorations rbelles sont constatees jusqu'd us rapport 2.

- a'effectuer on traitement au nioeaa do point nemoire. Ce "traitement po'nt"
v,mnt de ne pas perdre des informations indispensables poor la detection radar et

, ,,,tantes poor la restitution des formes . Leo traitenents les plus simples consistent
jarlrer le plus grand dcnantillon os a effectuer Ia nopenne, des bchantillons video

iloscrits dans le mdne point nbmoire.

cnfin, one amelioration sensible de Ia qualite sisoelle pent 6tre apportee par on
liltrage soatial passe bas de la carte contenue dans la Pienoir11e, avant An a Prtsentcr

1, ldcran.

Bans on asenir procne, Ia gbndralisation des ecrans a haute resolution assucies a

des ovinoires de grande capacite perrnvttra d'dlininer leo consequences des derniers

itnfanjts residuels dos A la conversion de balayage.
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Linthgration de cartes radar, obtenues avec des radars adroportbs aantenne
synthodtique, aml iore la qualit6 des dites cartes par augmentation du contraste des
echos r~els par rapport au bruit de fond.

'amdlioration porte plus particulierement sur le bruit diE "granulation" mu
speckle", caracttristique des radars cohdrents.

L'intdgratiol de cartes radar reprdsentant use m~me scene, obtenues au cours de
balayages successifs, donc sinus des angles et ades distances diffdrents, nbcessite
une compensation precise des mouvements du porteur. Cette compensation est analydee
dams le cam d'un stockage des 6chos dams use memoire architecturee en my et dans le
cas d'une architecture en p-0.

Deux types de filtres mont examin~m

-filtre de type RC,

-filtre mmyenne glissante.

Diffbsrents r ,sultats exp4 rimentaux sont prbsentbs pour chucun des procedcs en
analysant les avantages et len inconvdnients.
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DUAL FREQUENCN NIM-AVE RADAR FOR ANTITANK HELICOPTER

bv

1 .X.JIchlc antd IfI Ncinel
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I cdcral ReplUbliC ot German.N

ABSTRACT

All ov er tle vsorid, lhelcopters arc ann iccsn sgicace or dir close support. ai rbortic landing, tank unit
Itetrdictiont and both helicopter and tank erigageiccu missions.

I he in issiuun phascs cani bc bro ken doss iti as luillowss:

- cruise flight
itose-on-eart h (N( ) and conttour flight

- ucapiif deliver.

I o support thecse mission phascs. ecnuorsarc required for

- obstaclc a artutne

- moving and fixed target indication for watpon designation.

The majority of the presetnt vsstems1, use Optical and infrared sentsors: somneof them apply laser svtems.'Fhicsc scnsor
.system% arc subject to considerable limutitations w ith respct to their capability of penetrating bad a cathcr zones. fog. and

battlcfield envirottment (dust. smilkc. int-made fog etc.)I. I'his paper prcsCnts% the design concept of at dual-freujucncy radar
operating in the millimctre wvck rante: it as oids these draw backs attd cotitplctncnts the existintg settsors.

It consists of aill 0 GI-, radar Subsystemn for obstaclc a aritine including thc detection of "wircs ilip to at rane ol
approximately 5001 mn: due to the selection of a frequency in the absorption lite of oxygen resulting in a high atospheric
attenuation (I f6 dl k in). the susceptibility to interceptioni and thus also ito interferetnce ([-- 'M) can be maintained at at very,
low level

A 510 (iFD radar subsystem ( attetnuatioin ats loss as 01.3 0d3likm) with its range of approxittnial 5 ktn against targets of
interest is used for naivigation. fixed and movitng target indicationt as %%ell ats a capoit designation.

DUtC ito the combination of tlte two subsvstents (51)6 (ill/) z. high-salueconipoitents (atnteitna. scantier. receiver

assemblies. control and indicator units) can be used jointly for both subsystems. so that the special features of each
subsystem become av ailable at reasonable expenses.
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SIMULATION OF MUITISTATIC AND RACSSCATTERIN6 CPOSS SECTIONS EpP AIRBORNE RADAR

Albert W. Signs
Department of Electrical and Computer Engineering

The University of Alabama in Huntsville
Huntsville, Alabama 35R9Q, USA

SUMMARY

In order to determine susceptibilities of airborne radar to Electronic Counter Measures and Electronic
Counter-Counter Measures simulations of multistatic and backscattering cross sections were developed as
digi*al modules in the form of algorithms. Cross section algorithms are described for prolate (cigar shape)
and oblate (disk shape) spheroids. Backscattering cross section algorithms are also described for diffe-
rent categories of terrain.

Backscattering cross section computer programs are also written for terrain categorized as vegetation,
sea ice, glacial ice, geological (rocks, sand, hills, etc.), oceans, man-made structures, and water bodies.

PROGRAM SIGTERRA is a file for backscattering cross section modules of terrain (TERRA) such as vege-
tation (AGCROP), oceans (OCEAN), Arctic sea ice (SEAICE), glacial snow (GLASNO), geological structures
(GEOL), man-made structures (MANMAD), or water bodies (WATER). AGCPOP describes agricultural crops, trees
or forests, prairies or grassland, and shrubs or bush cover. OCEAN has the SLAR or SAR lookinq downwind,
upwind, and crosswind at the ocean surface. SEAICE looks at winter ice and old or polar ice. SLASNO is
divided into glacial ice and snow or snowfields. StOL has bare soil, sand, lava beds, hills, mountains,
valleys, rocks or boulders, permafrost, and clay. MANMAD includes buildings, houses, roads, railroad
tracks, airfields and hangars, telephone and power lines, barges, trucks, trains, and automobiles. WATEP
has lakes, rivers, canals, and swamps.

PPOGRAM SIrAIP is a similar file for airborne (AIR) targets such as prolate (PROLATE) and oblate
(OBLATE) spheroids,

1.0 INTRODUCTION AND OBJECTIVES

The effects of Electronic Counter Measures (ECM) and Electronic Counter-Counter Measures (FCCM) on
modern radar systems are very difficult to evaluate analytically. These difficulties increase with the
continuously changing ECM environment. Current airborne radar systems have been designed primarily with
basic system performance as the maJor objective. Operation of these systems in ECM environments has not
received a corresponding level of evaluation. Furthermore, modern radar complexity has grown with, and in
some areas, paced the growth of technology. When this growth is combined with 'he neglett of ECM, the
result is a relatively unknown radar system performance in an ECM environment.

During the last few years there has been an increased awareness of the Warsaw Pact ECM capability and
the formidable threat it presents to the operation of our airborne radar systems. As a response to this
threat, the Department of the Air Force is committing resources to determine various suscept~bilities in
its radar systems. A sequence of simulations and analyses will be made to identify these susceptibilities
and areas for significant ECCM development.

As part of these simulations and analyses, diqital models of bistatic and backscattering cross sec-
tions for turrain and airborne targets were developed. Bistatic and backscattering cross section computer
programs are described for prolate (cigar shape) and oblate (disk shape) spheroids. Backscattering cross
section computer programs are described for terrain catemorized as vegetation, sea ice, glacial ice,
geological (rocks, sand, hills, etc.), oceans, man-made structures, and water bodies.

The computer programs appear in the Appendix of this report. When referenced in the text, they will
be written in CAPITAL LETTERS. Variables and parameters referenced in the text will be written in (CAPITAL
LETTERS) within parentheses.

2.0 THE RADAR EQUATION

The fundamental relation between characteristics of radar systems, terrain and airborne targets, and
received signals in the radar equation. In PROGRAM RADAREQ, the radar scattering cross section ob(SIGMA)
in m , is suitable for bistatic and monostatic radar systems. In bistatic form, received power (PRE) in
watts is - - _.. 'Ptc ,N

* * C

(1)

where P is transmitted signal power (PTR) in watts, G amd G, are receiving and transmitting antenna gains
(GRE, G R), P and P are distances from the receiver 9nd transmitter to the target (DISTR, DISTT) in m,
is the signal aveleth (LAMDA) in m, and L (r), (t). and L are propagation losses over receiver to
target and transmitter to target paths, and qystem tosses (LRF LTR, LSYS).
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In monostatic form, transmitter and receiver distances to the target are identical because their lo-
cations are the same, and the same antenna transmits and receives, so that

Rt  = Rr = R, Gt Gr - G, (2)

and the received power becomes

In bistati, form, the scattering cross section (SIGMAB) is calculated in PROGRAM BISPPULMP and
PROGRAM BISTATIC for prolate (cigar shape) spheroid targets. The letters MR designate a main program
without subroutines. In these programs, prolate pheroidal coordinates are used with foci (0, 0, 2,),
10, 0, -t) (L) and families of ellipses (when rotated about the major axis, a prolate spheroid is gener--
ated) of copstant u)U). The equation for a prolate spheroid, in spherical coordinates, U, T and ;, is

(4)

with 2,11 equal to the sum of the focal radii at the point (x, y, z) on the surface of the spheroid.

A more familiar form for a prolate spheroid is

to 2 (5)

where a and b are the major and minor axes (MAJAX, MINAX). The scattering cross section (SIGMAB) in this
form is found in PROGRAM BISPPABMP and PROGRAM BISPROAP.

A similar form For an ablate spheroid is found with

- - + i -ZI 'D >C4. 6

in PROGRAM BIS0OLMP and PPoGPAm BISOBLAB with major axes (MAJAX) in the x-y plane and minor axis MIIAX
along the Z-axis.

The backscattering cross sections (SIrMAB) ae calculated in ppT5R3SAM MONPPOLMP and PROGRAM MnT'PP(IIAT
f, r prolate spheroids and in PROGPAM MONOBLMP and 

M
OlOBLAT[ for oblate spheroids. Time major and min,)r

yxes format is used in these programs.

In hackscattering cross sections of terrain, the differential scattering coefficient n ( IGFTV) is
developed in empirical forms in, POOTRAM TIGTFoPA. If a subsequent qrart is received for additional re-
search, tois program will be "linked with PROGRQ!,' SIGx.AVt- to provide a more detailed - description.
Since J1 is the scattering cross section per unit area, it must be miltiplied by tile terrain area under
,rveillance in order to find the scattering cross section.

lot included are pulse widths, antenna patterns as ftnctions of and :, siqnal-to-noise ratios (Slip)
in terms of kTo noise, receiver noise figures, pulse repetitiosn rates, ani time Ielays between pulses.

Also excluded are computer programs for pro; aqation path losses, which are identical for monostatic
radar and different for histatic radar. Rain attenuation programs would include raindrop size distribu-
tion, rainfall rates, rain height, and slant path direction. Snowfall, hail, and fog (sand and dust in
desert areas) attenuations would have similar parameters.

5.4 ANALfSIS OF TIC IElSTATIC CROSS SECTION OF A PROLATI SPHEOIIi

This section is an analysis of the histatic radar cross section of a perfectly conducting prolate
sheroid which is much larger than the wavelength of the incident signal. The geometrical theory ssf onp-
tics yields mmsef.l results except in the shadow region in and near the forward direction. In Eq. (1),
.he first part was arrangei in i 'rrm to %eparate the bistatic cross sectitn (SIGMAR), or an anproximate
value (SB) for the bistatic cross section. The power density, in Fq. (1). reiching the target s

wk le the power density U, at the receiver is

Ur = <-1U~

with system loss L assumed to occur at the receiver. Fquation Issi contaiis the bistatic cross section
h' and rearranqin3 results in U

A L- "t 1)

u*



Figure 1 is the coordinate system which orients the prolate spheroid in space. The major axis of
the spheroid is along the Z-axis. The ratio of major axis to minor axis is 3.0 in this example. The
transmitter lies in the y-z plane which, because of the symmetry about the Z-axis, does not affect the
calculations for the prolate spheroid or for subsequent calculations in oblate spheroid and backscattering
cross section configurations.

Figure 2 is a geometric optics picture of an incident ray reflected from a curved surface on the
spheroid. The incidence direltion is given by the unit vector K with components k (K()), k (K(2)),
k3(K(3)), and the reflection direction is given by the unit vector ('. Since the sheroid s uface is con-
vex, there is no interference between reflected rays from different reflection points on the surface.
This divergence allows Ui to be described with V, and the decrease of reflected power density with dis-
tance r from each refleced point. At the receiving antenna location, r equals R (DIST). If negligible
path loss is assumed, Lr(r) is approximately unity. Reflected power density at te distance r is

t F') " U"': (10)

where trk)' describes the spreading loss associated with reduction of power over a sphere of radius r Sur-
rounding the spheroid in the Vdirection.

Each reflection point P(x, y, z) on the spheroidal surface dpfine1 a tangent plane. With the expres-
sion for the prolate spheroid in Eq. (5), the normal unit vector N at P is

with the coordinates of P given by (P(l), P(2), P(3)) in PROGRAM BISPRABMP, and C equal to

~(17.

The coordinate system with P as the origin appgars in Fig. 2. One axis is in the N direction. The

second axis is in the direction of the unit vector B,

-1K (~~~~O13)

and the third axis is in the direction of the unit vector r,

T N x B, (14)

where B and T define a tangent plane at P. B was chosen becaus of symmetry about the 7-axis. It is

tangent to any circle formed at Z = constant, and is normal to .

The incident and reflected waves have directions given by unit vectors h and k' with components of
equal to (K(l), K(2), K(3)), and located in a plane containing A. They are related by

k k - 2 (k * N)i. (15)

With the reflection direction from Eq. (15), the spreading loss function F(rk) is tvaluated. Figure 3
illustrates Issumpt-ons for this evaluation. Power is reflected from the mall ectanqle in the B-T plane
with sides "T and yI. Scalars , and , are small increments in direction, T and B, respecti qely. Power
reflected passes through the surface formed by the tips of the oectors r% , , ,k2 , and r

0

3 . The sur-
face formed by the tips of thce vectors has sides Al and 2o

The vectors I and 12 are the sides of the rectangle at the tips of r 1 (i 0 to 3), and F~r(o) is

Iz I f

Maclaurin's Series is used to find the first two terms of k, and 2

-a,,)

ift Ii
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where

(2?)

where the derivations are claculated In SUBROUTINE DERIVP. For the oblate spheroid calculations, SUBROU-
TINE DERIVO is used instead of DERIVP. With prolate spheroidal coordinates, SUBROUTINE DERIVL is used.
The main programs are also different, but the remaining subroutines are the sare for the above spheroids
and for the backscattering cross sections for these spheroids.

With substitution of Eqs. (19) and (20) into Eq$. (16) and (17), R1 and P2 become

7 - (23)

and with Eq. (23), F(rk) is -6

K N (24)

Equation (24) is simplified by differentiating Eq. (15) with k constant,

and then with N expressed in terms of x, y, z, in Eq. (11),

(2R)

Since -b has the form,

-V. V~ ~ (29)

and only r
2 

terms are kept,

(30)

In PROGRAM BISPRABMP, the input parameters are MAJAX, MINAX, THETA, DIST, INCAY, and INCAZ. THETA is
the angle of incidence of the incident field, and is measured from the positive Z-axis in the Y-7 plane in
the direction of the positive Y-axis. MAJAX and MINAX are the major and minor axes in meters. DIST is
the observation distance in meters. Coordinates of the observation distance )OBSPNT) are measured in
angles (ALPHA) and -(BETA). Angle , is in the Z-Y plane, and is measured from the positive 7-axis toward
the positive Y-axis in increments of . (INCAZ). Angle - is in the X-Y plane, and is measured from the
positive Y-axis in the direction of the positive X-axis in increments of (. (INCAY). Conversions to
spherical coordinates (THET) and i(PHI) are made. The output includes ALPHA, BETA, THETA, PHI, SB, and
SIGMAB.



4.0 BISTATIC CROSS SECTION FOR AN OBLATE SPHEROID

PROGRAM BISOBLAB and PROGRAM BISOBLAMP are similar to those programs for the prolate spheroid. Dif-
ferences are in the major (MAJAX) axes, Input data are MAJAX, MINAX, DIST, THETA, INCAZ, and INCAY. Out-
put data are ALPHA, BETA, THET, PPI, SB, and SIBMAB.

5.0 BA NGCROSS S CTIONS OF PROLATE AND OBLATE SPHEROIDS

PROGRAM MONOBLATE and PROGRAM MONOBLMP are similar to programs for bistatic cross sections of oblate
spheroids, but only one angle is considered because the incident angle (THETA) equals the backscattering
angle (THETA). Input data are MAJAX, MINAX, DIST, and THETA. Output data are THETO, SIGMAB, aid SB.

6.0 SUBROUTINES FOR BISTATIC AND BACKSCATTERING CROSS SECTIONS FOR SPHEROIDS

SUBROUTINE ADD (A,B,C) adds two vectors, A and B, and the sum is a thi-d vector C. The vectors are
expressed in terms of components along the x,y,z axes.

SUBROUTINE CONVRT (A,B,C,D) takes distance (A) and angles alpha (B) and beta (C), and converts these
to the observation point (D) desired. In the backscattering model, we use SUBROUTINE CONVRT (A,B,C),
where only distance (A) and angle alpha (B) are used to find the observation point (C). In this case,
alpha equals theta.

SUBROUTINE CROSS (A,B) is the cross produce of one vector (A) and another vector (B), equal to a
third vector (C), in terms of components of each.

.SUBDOUTINE DERIVL (P,T,UDLN) yields the derivative of the unit vector N (DLN) with respect to in
the T (T direction, or with respect to , in the B (T) direction, at the point P (P) on the spheroid
surface. Rolate spheroidal coordinate u (U) is indicated by L in OERIVL. When major and minor axes are
introduc d as input data, SUBROUTINE DERIVP (P, T, MAJAX, MINAX, DLN) and SUBROUTINE DERIVO (P, T, MAJAX,
MINAX, DIN) are used for prolate and oblate spheroids.

REAL FUNCTION DOT, (A, B) finds the dot product of two vectors (A, B) in terms of their components.
The resulting scalar is DOT.

SUBROUTINE FINDKP (K, N, B, T, KPRIMF) imposes the N, B, T coordinate system on the spheroid at the
reflection point. The vector (B) is obtained from the vector 9 (N), which is an input datum. The cross
prvduct subroutine, CROSS (N, T), finds the vector t (T). With k (K) as an input datum, k (KPRIME) is
calculated.

REAL FUNCTION MAG (A) is the magnitude of a vector (A) with three orthogonal components. The output
datum is simply MAG.

SUBROUTINE NORM (A, B) is the vector A (A) divided by the magnitude of A, yielding the normalized
value (B).

IN SUBROUTINE SCLMLT (A, B, C), a vector (B) is multiplied by a scalar (A) to yield another vector (C).

SUBROUTINE SUB (A, 3, C) is the vector difference (C) obtained when one vector (B) is subtracted from
another vector (A).

7.0 BACKSCATTERING CROSS SECTIONS OF TERRAIN

PROGRAM SIGTERRA is a file for backscattering cross sections of different types of terrain (TERRA)
such as vegetation (AGCROP), oceans (OCEAN), Arctic sea ice (SEAICE), glacial ice or snow (GLASNO),
geological structures (GEOL), man-made structures (MANMAD), or water bodies (WATER).

Vegetation is divided into agricultural crops, tree cover or forest, prairie or grasslands, brushes,

and shrubs, or flower cover. Oceans are divided into the radar looking downwino, upwind, and crosswind
at the ocean surface. Sea ice is divided into winter ice (less than a year old) and old or polar ice

(more than a year old). Glacial ice or snow is divided into glacial ice and snow or snowfields. Geologi-

cal structure is divided into bare soil, sand, lava beds, hills, moutains, valleys, rocks or boulders,
permafrost, and clay. Man-made structures include houses, buildings, roads and highways, airfields and
runways, aircraft hangars and farm buildings, railroad tracks, telephone lines, power lines, boats,
barges, ships, automobiles, trucks, buses, and trains. Water bodies include lakes, rivers, canals,

irrigation ditches, marshes, and swampland.

PROGRAM SIGAIR is a similar file for airborne (AIR) targets, such as prolate (cigar shape) spheroids
(PROLATE), oblate (disk shape) spheroids (OBLATE), and spheres (SPHERES).

PROGRAM SIGMAVEG receives input data in the form of frequency (FREQr) of the incident wave, type of
terrain (VEGETA), angle of incidence of the incident wave (THETA), and actual values of the backscatterinq
cross sections sigma. .,o (SIGV) for incremental values of angle of incidence (J) and increments of fre-
quency (FREQTN (1)). A set of sigma versus theta curves are computed for each frequency such as 5, 10,
15. 20, 25, and 30 GHz. Theta increments are at 0, 5, 10, 15, 20, and 25 degrees. Interpolation formulas
yield the value of sigma (S1GFTV) at the actual frequency (FREQG) and actual angle of incidence (J). Also,
polarization (POLAR) is included in the form of HH, VV, HV, VH, RHC, and LHC.



. RESUi TS

Figures 4-7 show - for various transmitter positions. The observation plane is the yz plane. The

prolate spheroid has ma.or axis one unit long, and minor axis .33 units long. 'b IS in square units.

Figure 3 shows b fir a sphere of a radius one unit.

Figures q-11 show b in varying cases when the observation plane is not the y,z plane. (These are

all ror a prolate spheroid with maior to minor axis ratio of 3:!). The observation plane in Figure 9
contains the z axis, but is at 450 with respect to the y axis. In Figure 10, the observation plane is
the ,z plane. In Fi'gure 11, the observation plane is the x,z plane, but rather than having the trans-
mitter on the v axis as in Graphs 7 and 0, the transmitter is at 300 with respect to the z axis ini the

YZ plane.

igure 12 shows , when the major axis to minor axis ratio is changed from 3:1 to 10::. In all other

respects, this is the same as riqpre 5,

The observation tistance was ejual to lOOl units in Figures 4-12.

It will be seen immediately that for a prolate spheroid with major axis, 1 unit, the maximum value
Of - is -. Figures 1_7 show that this maximum value In the y-z plane is at 1100 minus the transmitter

angl which is exactly as expected in terms of reflections, and geometrical optics. It is also interes-
tinq to note that the patterns in Figures -- 7 are exactly the same except for being rotated in space.

Figures 7-10 show another aspect of this pattern in space. The pattern has maximum width in the
plane containing the tronsmitter and z axis, and becomes increasingly narrow as we rotate the observation
plane away From the y,z plane. It is to he noted that the value of ,b as we approach the shadow becomes
inderterminate. In the x,y plane, 'b = - for all angles, while in the y,z plane, b approaches .0270?.

Figures 5 and 11 show the same behavior as Figures 7-10, except that the transmitter is now at an

angle of 300 with respect to the z axis rather than being on the y axis, Again, the pattern approaches
heinq infinitely thin, and is indeterminate as we approach the shadow.

lastly, a comparison of Figures 5 and 12 shows the effect of increasing the major axis to minor axis

ratio. If the py )late spheroid becomes narrower the maximum value remains -, but the pattern becomes much
narrower.
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THE USE OF SIMULATED SYNTHETIC-APERTURE RADAR SIGNALS OF SHIPS
IN THE DEVELOPMENT OF AN AUTOMATIC SHIP CLASSIFICATION SYSTEM

Malcolm R. Vant, am H. Wu J.K.E. Tunaley
Government of Canada London Research and Development
Dept. of Communlcatons 1495 Geary Avenue
Communications Research Centre London, Ontario
P.O. Box 11490, Station H N5X IG6
Ottawa, Ontario
K2H 8S2

SUMMARY

One of the major problems encountered in developing and testing any target classification scheme is
the collection of an adequate data base for training and testing the classifier. This is particularly a
problem if one must obtain radar information from a large number of viewing angles and over a large number
of targets, some of which my e unfriendly.

This paper descri" . a ethod for obtaining this information by simulation. Synthetic-Aperture
Radar signals such as would be obtained from either a moving or a stationary ship, are simulated and it is
shown how such a facility can be used in the development of an automatic ship classification system. The
images of stationary ships are used to train and test the classification system and the images of moving
vessels are used to show how the classifier performance degrades If the motion is left uncorrected.

A readily available data base such as Jane's Book of Ships is used to compile 3-D outlines of the
vessels of interest. These outlines, accurate down to the L-m level, are used to decompose the ship's
superstructure into a set of radar scatterers. The returns from the scatterers are then sumed, taking
into account the viewing angle of the radar. Using this technique, the radar scattering models for a
complete library of ships can be formed, and the Library used to develop and test various automatic
classification schemes.

This paper will give examples of simulated SAg images of ships, and compare the real image of a
particular ship to its simulated one. The limitations of the technique will be discussed, and the use of
the data in testing an actual classification scheme will be briefly outlined.
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REQUIREMENTS AND APPLICATIONS FOR RADAR SIMULATIONS
- A STANDPOINT OF AN AIRFRAME COMPANY

Dr. Werner Kohl and Dr. Wolfgang Hetzner
Messerschmitt-Bdlkow-Blohm GmbH

Postfach 80 11 60
D-8000 MUnchen 80

Federal Republic of Germany

SUMMARY

The paper gives an overview of requirements and applications for radar simulations per-
formed by an airframe company.

The discussion covers offline computer models either as stand alone or implemented within
air or sea combat simulations. The use for online models reach from interface simulations
to rather complex models for manned aircraft simulations.

The paper presents realized examples of radar models for air or sea combat simulations, an
experimental engineering tool which simulates a core avionic system, a I versus 1 advanced
flight simulation with a pilot in the loop and a radar signal simulation implemented in a
terrain following closed loop simulation at an avionic rig.

1. INTRODUCTION

Radar simulations performed by airframe companies are significantly different from simula-
tions carried out by radar manufacturers. Radar companies primarily emphasize the detailed
simulation of the radar itself whereas simulation work of airframe companies has to cover
overall system aspects.

These simulations are in general related to one of the following categories.

- Comparison of radar systems under identical operational assumptions.

- Combat simulations to evaluate weapon system effectiveness in a combat scenario.

- Avionic simulations to optimize and evaluate system or subsystem performance.

- Advanced flight simulations with a pilot in the loop.

- Avionic rig operations with equipment simulation or stimulation.

Typical applications at MBB cover the air combat simulation with a program called SILKA
and a naval simulation called MKRIEG. An Experimental System Engineering Tool (EXSET) is
a set up used o evaluate and develop avionic system concepts. For the development and
performance access of control-configured aircraft together with an integrated fire flight
control system an advanced flight simulation is employed with a pilot in the loop. Terrain
Following (TF) system tests have been carried out with the help of a TF-closed loop simu-
lation.

Fig. I shows these applications and their relation to project phases.

2. REQUIREMENTS

Several functions of airborne radars are considered in this paper generally divided in
air-to-air and air-to-ground modes, whereby radar mapping functions are excluded. Accord-
ing to the functions radar simulations are wide spread because of several different simu-
lation objectives. Before we discuss some special applications of adar simulation it will
be helpful to establish the requirements imposed on the radar system simulation.

2.1 GENERAL ASPECTS

The basic requirements of radar simulation arise from the main functions of radars which
are detection and tracking.

Detection

Detection of a target of interest is the principal function of the radar. To simulate
detection performance, the detection probability can be calculated as a function of
radar parameters, engagement geometry, target attributes and interference. A firm deci-
sion of target detection can be derived by comparing the de tection probability p with a
random variable u, distributed uniformly between 0 and I. A detection is defined if u
is less or equal p.



Tracking

The radar can track manoeuvering targets, which have already been detected, along their
trajectory by performing repeated measurements. To simulate track performance, the
tracking range can be calculated as a function of radar parameters, engagement geo-
metry, target attributes and interference. For modern radars single as well as multiple
target tracking is available.

General aspects of performance simulation cover the achievable accuracy of radar measure-
ments for both detection and tracking and the influence of interference on radar functions
and accuracy.

Accuracy

System simulations often require modelling of measurement errors which may be calculat-
ed in detail or with certain error distributions around the error free measurement
values.

Interference

The signals received from the targets are obscured by interference which might be ho-
stile jammers or clutter portions from ground sea or weather. The influence of inter-
fering signals is mainly determined by signal processing of the radar to be modelled.
Therefore especially ECM vulnerability is difficult to simulate at a system level with-
out appropriate inputs from the radar designer. Based on our experience this point is
one of the problem areas of radar simulations.

Integration aspects are related to the interaction of the radar with the overall avionic
system or to the operator. From a system point of view quite often requirements exist for
test-set-ups to simulate the radar interfaces very accurately. Normally in this case the
simulation of performance has minor importance.

Interface to the Avionic System

This interface is to be simulated if the radar equipment is substituted by a computer
model in a test-set-up or an avionic rig.

Interface to the Operator

The interface to the radar operator is characterized by the radar display presentation,
the moding of the radar and the handling by the operator which is most important for
simulations with a pilot in the loop.

Signal Generation

Inserting signals entering the radar receiver means a simulation of the radar interface
to the outside world. Since the radar is used as real equipment it is a very special
radar simulation usually called radar stimulation. Depending on the objectives a RF or
video stimulation can be applied.

There are several other requirements left, that are placed on radar simulations. The fol-
lowing one is of major importance.

Processing Time

The driving factor of radar simulation is speed, especially if there exists a real time
requirement. Otherwise even for large offline simulations a radar model is invoked
periodically and must deliver the desired results in a certain time slot. In any case
speed affects costs.

The complexity of radar models is tied to a large extent to the simulation objective which
determines the amount of detail which must be incorporated in the simulation. Since modern
multimode radars become more and more sophisticated, simulation complexity grows rapidly.
This in turn affects the effort necessary to establish, test and verify the models. Final-
ly complex radar simulations usually require a number of detailed input data which must be
provided by the radar designers.

2.2 RADAR MODEL CHARACTERISTICS

Offline radar models are used as stand alone computer simulation for radar comparisons.
The output of these models is the single scan or cumulative probability of detection
versus range. For the calculation the following aspects have to be considered.

- Radar parameters including details of signal processing.

- Target fluctuation and radar cross section.

- Atmospheric attenuation due to weather.
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- Ground clutter depending on waveform and geometrical situation.

- Performance degradation due to jammers.

The most critical point for this kind of simula in is the need for a number of detailed
radar data which are not easily available on mo rn radars. Therefore in many cases a
first approximation is a parameter assessment which can be adjusted by comparing simula-
tion results with those of the radar manufacturers.

Offline radar models more often are embedded in an overall air or sea combat simulation
with quite a lot of radar platforms equipped with different radars like pulse or pulse
doppler systems for airborne or shipborne applications and for missile seeker heads.

An air-to-air combat simulation deals with bombers and fighters which have to be appro-
priately modelled with respect to manoeuverability and tactics. Each platform has to be
supplied with sensor models (e. g. radar, radar warning etc.) with weapon models which in
turn contain sensor models and some sort of fire control algorithms.

In general the result of the simulation is a mass of detail information like times of mis-

sile launches, numbers of missiles fired, plots of the platform motion as well as missile
trajectories, kill probabilities and exchange ratios.

Fig. 2 shows a typical SILKA plot. The solid lines mark the aircraft manoeuvres, the dash-
ed lines are drawn for the missile trajectories with the dotted lines indicating the mis-
sile active phase.

Because of the above mentioned complexity of such simulations all models including radar
have to be fairly coarse. The radar models for this kind of application shall be able to
deliver detection ranges, track ranges, track accuracies and they should account for dif-
ferent radar modes, weather and jammer effects.

The decision of radar detection is derived from detection probability which is based on
signal-to-interference ratio, taking into account receiver noise, weather and jammer in-
fluence and ground clutter which is most critical for pulse doppler radars. For this type
of simulation it is too complicated to calculate clutter distributions in the range dopp-
ler domain. Instead it is possible i.o work with general approximations or look up tables
wil ch may be derived from the above mentioned stand alone radar simulation.

Online radar models normally substitute real radar equipment for test facilities like
EXSET or avionic rigs. For these applications the main requirements are low processing
time to allow real time simulations and an accurate modelling of the system interface.
Detection, tracking and accuracy have to be modelled depending on the actual application
which might cover the complete range of very coarse to very detailed simulation models.
That applies also for the moding and handling aspects.

The most demanding radar models generally are required for an advanced flight simulation
because they have to show a very realistic radar characteristic to the pilot. Therefore
the radar simulation must contain a detailed moding and handling module, it has to show
appropriate response times to the pilot and must be able to deliver representative display
information. This requires e. g. details of antenna scan and a fairly detailed operational
performance of detection, track and their associated accuracies.

Online signal simulations usually are neccessary to simulate real radar equipment inte-
grated in test-set-ups or rigs. In general the requirements for signal simulation are tied
to the radar system response which in turn is the result of signal and data processing.
Depending on the actual application RF or video simulations can be used.

Online signal simulations will be performed for

- Performance investigation
- System validation
- Auto-TF clearance achievment
- Initial pilot training

The simulation categories are shown in table 1.

3. CXAMPLES FOR RADAR SIMULATIONS

In the following some typical examples for radar models used in weapon system simulation
at MBB are presented. Requirements as pointed out in para. 2.1 are summarized in table 2
as they apply to the examples which will be discussed in the subsequent paragraphs.

3.1 RADAR MODEL FOR COM1BAT SIMULATIONS

3.1.1 MKRIEG

The purpose of the operational model MKRIEG is the evaluation of weapon systems effective-
ness within the scope of naval operations.
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In the model different navy weapon systems are represented within assumed scenarios allow-
ing naval operations like the concentration of naval forces in the presence of air threat
and a subsequent sea combat in a time frame of several hours. Anti-ship weapons are also
modelled in a way that the influence of different technical parameters can be investigat-
ed. Ship-to-ship and ship-to-air combat can be simulated simultaneously with a maximum of
48 participants.

The simulation is executed step by step in time based on a Monte Carlo method. A scenario
can be set up and technical parameters can be fixed via inputs. The outputs of the model
deliver the progress of the combat, a statistic of certain events like detections, missile
launches, kills etc. and a graphical representation of the results as well.

In the model MKRIEG a pulse radar model of a search radar on ships against air and sea
targets and a LPRF pulse radar model of an airborne radar against sea targets are imple-
mented. Modelling is accomplished with the help of formulas and equations wherein the fol-
loding quantities can be varied.

- Radar parameters
- Clutter depending on sea state and rain rate
- Atmospheric attenuation due to weather conditions
- Radar cross section of the target
- Jammer parameters

The radar model increases the efficiency of the overall simulation with respect to opera-
tional performance e. g. detection and accuracies. Fig. 3 shows a simplified program flow
chart of the airborne radar model after the geometrical target detection in azimuth and
elevation. During program initialization at the first call of the model, numerical values
are introduced for the desired parameter and calculation is executed for

- the integrated pulses per scan
- the detection threshold
- the atmospheric attenuation
- the rain attenuation
- the maximum radar range.

To cope with an ECM environment, the received jamming power is calculated if the actual
target range does not exceed the maximum detection range. For the detection calculation
the power ratio of signal to interference S/i is determined. The interference power I com-
prises all unwanted powet portions like noise, clutter, rain backscatter and jammers.

After having determined the signal to interference ratio S/I the detection probability is
calculated, which is a function of S/I, the detection threshold and the number of the in-
tegrated pulses. From the probability of detection a firm decision for detection is deriv-
ed using the statistical process pointed out in para. 2.1. In a further step the calculat-
ed values of range, angles and their derivatives are changed by error values. For these
errors a normal distribution is assumed.

3.1.2 SILKA

SILKA is a deterministic m-versus-n air combat simulation. It consists of offensive weapon
systems like bombers and escort fighters and air defence fighters. All weapon systems are
represented by aircraft and weapon capabilities as well as avionic or sensor performance
and counter measures. The number of blue interceptors is limited to four, the red attack
formation may consist of up to 26 aircraft. Using preliminary simulations like CAP or GCI
models input data for SILKA such as geometry, fuel- and armament status, altitude, speed
and information status are produced.

For SILKA a time intervall of I second is used, but there exists the possibility to apply
a seperate time step of .1 second for certain decisions. As it was mentioned earlier, the
model is deterministic to decisions but stochastic with respect to detection and missile
effectiveness. To get reliable statistical results it is necessary to perform about 30 -
50 simulations.

Both pulse and pulse doppler radars are modelled in SILKA at the level of signal to inter-
ference analysis. The pulse doppler radar originally represented in SILKA was a High PRF
coherent radar. Some improvements with respect to Medium PRF modes have been implemented
during the last years,

A Track-While-Scan mode was made available which can not be entered until the signal to
interference ratio for a target has raised above a threshold corresponding to the Medium
PRF noise and clutter level for the given circumstances.

For the pulse doppler radar the following modes of operation a7e available.

- Velocity Search
- Range-While-Search
- Track-While-Scan
- Single-Target-Track
- Silent
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The normal mode of operation is to run the model in Velocity Search or Range-While-Search
until the detection probability on a particular target rises above a threshold value at
which the model shifts to a Track-While-Scan mode and attempts to establish track.

If a preset threshold of the cumulative probability of detection is crossed, a auccessful
track is declared and track information is made available.

Fig. 4 shows the cumulative probability of detection increasing with combat time.

A single target track facility is also available and finally the radar can be flown in a
silent condition being activated by tactical considerations for example receipt of a radar
warning detection.

3.2 EXSEI

EXSET stands for Experimental System Engineering Tool. The main task of EXSET is practical
and realistic development and optimization of system concepts for the avionic/armament
system of future fighter aircraft.

A block diagram of EXSET is shown in fig. 5. The set up consists of a simulation computer
PDP 11/60 on which aircraft, sensor and target models are installed. A seperate computer
which can be programmed in ADA is used as attack processor. All the display surfaces and
the voice command and warning system are driven by a display management processor. An
interface unit allows access to an multifunction keyboard and various analog or discrete
signals. All the equipment listed above are interfaced to a MIL-153B avionic bus. Based
on this bus architecture EXSET has high flexibility to cope with additional equipment or
changing test requirements. During the different phases of EXSET upgrades, computer models
used will be replaced step by step by real avionic systems in order to limit the models to
a minimum.

Embedded in the core avionic system of EXSET is a radar model fed from an appropriate tar-
get model. Several targets can be generated flying on preprogrammed courses or operator
controlled by joysticks.

Since a multimode air-to-air pulse doppler radar has to be simulated, the following modes
have to be implemented.

- Air Combat Mode (ACM) with three different scan patterns, autoacquisition and lock-on-
reject facility.

- Range-While-Search (RWS) with selectable scan patterns, appropriate display information
and target designation.

- Single-Target-Track (STT)

- Track-While-Scan (TWS) for up to 8 targets with target priority allocation.

- Raid-Assessment Mode (RAM).

Fig. 6 shows the context of the radar model for EXSET.

The target model which provides target data to the radar is part of the environment simu-
lation. Radar information data are presented to the pilot on the displays. System control
represents these functions of the avionic system which either controls the radar or pro-
cesses radar data.

Fig. 7 is a graphic presentation of the highest level functional analysis of the radar
model. The MIL-bus interface appears as data store for all radar inputs and outputs except
target data.

Due to the fact that EXSET works on a real 1553B avionic Bus, the MIL-Bus interface has to
be modelled very realisticly including radar status information, track status and track
data. Therefore emphasis was given to the interface simulation at this early state of
EXSET.

At present detection performance is of minor importance. Thus it is kept as simple as pos-
sible allowing targets to be detected and tracked within fixed ranges and within the scan
limits. However a more sophisticated detection module can be easily implemented using the
modified algorithms developed for the offline pulse doppler simulation and a realistic
simulation of the antenna scan which has been developed for the manned simulation.

At a later stage error models have to be included to detoriarate the error free target
data to check system performance with respect to error sensitivity.
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3.3 ADVANCED FLIGHT SIMULATION

Advanced flight simulations with pilots in the loop became more and more realistic tools
for pilot training without spending fuel, ammunition or missiles and service life of the
airframe. For this kind of simulation there exists a large variety of applications for an
airframe company.

At first the simulation can be used for the development and optimization of the man-ma-
chine interface. That includes the display, control and warning concept, the cockpit lay-
out and the pilot vision evaluation of future aircraft.

At second the simulation is a very valuable tool to complement and extend operations re-
search studies or offline air combat simulations. In that sense a flight simulation is
used to evaluate weapon system effectiveness with respect to advanced aircraft layout,
avionic or flight control concepts, e. g. control configured aircraft, fuselage aiming or
integrated fire flight control system.

Finally a flight simulation allows pilot evaluation of flyability and acceptability under
operational conditions and tactical analysis of high dynamic air-combat duel situations.

The advanced flight simulation facility at MBB up to now was equipped with a computer gen-
erated image system and a beam splitter which is presently replaced by a projection dome.
Fig. 8 shows a simplified block diagram of the advanced flight simulation. All the simula-
tion models including radar are installed on a HEP I computer.

The radar model is based on a modern state of the art pulse doppler fighter radar but only
the air-to-air modes being modelled. A module serving for radar moding and handling has
been established according to the controls concept of a future single seated fighter air-
craft. At present a very comfortable antenna scan module is developed which allows the
pilot to select various scan pattern and to adjust azimuth offset and tilt of the patterns
within the gimbal limits. The output of the antenna module is used to decide on geometri-
cal detection of the targets and to drive some basic display functions like azimuth sym-
bol, elevation bar indication and target presentation.

For the range calculation a derivative of the simple SILKA algorithms is utilized up to
now, which is planned to be replaced by a more sophisticated module in the near future.

Further upgrades are concerned with error models and the influence of an ECM environment.

3.4 TERRAIN FOLLOWING CLOSED LOOp SIMULATION

Starting development of a TF-system a pure digital simulation consisting of adequate mo-
delled equipment is used to optimize the whole TF-loop.

For a more representative simulation a rig was built up to include the original aircraft
hardware. For TF-simulations the following equipment of an overall "Integrated Avionic/
Armament Test Rig" have been used (Fig. 9):

- Terrain Following Radar (TFR)
- Radar Altimeter (RAD/ALT)
- E-Scope
- Central Computer
- Head Up Display (HUD)
- Autopilot

The test rig cockpit is identical to the aircraft layout to provide the possibility of a
pilot in the loop. The TF loop has been closed via a simulation computer which contains
the aircraft model, the engine, the undercarriage, the Command and Stability Augmentation
System (CSAS) and the actuators as well as the sensors like Inertial Navigator (IN), Se-
condary Attitude and Heading Reference (SAHR), Air Data Computer (ADC) and the Doppler.

Because the TF-algorithms and a lot of monitors are executed in the radar processor, the
real TF-radar was used instead of a simulation model. Thus the TF-radar has to be stimu-
lated with none or only minor equipment modifications and of course with acceptable ef-
fort.

For the TF simulation an additional microprocessor is used for the real time computation
of the distance between aircraft and terrain. For this purpose various types of terrain
are stored in the processor. Using actual radar antenna look angle and attitude data the
range will be computed and submitted to the TF-radar via a delay generator (Fig. 10). So
in this case the radar simulation reduces to radar signal simulation.

In general the set-up was designed as a video-stimulation because of the high effort a
RF-stimulation would require. Therefore the RF-sections of the radar are not used for this
purpose. The choice of video rather than RF-stimulation is due to the fact that the test
set up is treated from an overall system level rather than an equipment level. Another
important system aspect - the radome influence on system performance - was explicitly
excluded.
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From the radar the following signals are supplied via a special designed interface:

- Momentary antenn, look angle which is used by the microprocessor to calculate the range
to the stored terrain.

- The Master Trigger signal actually derived from the transmit pulse, which is used as
the trigger signal of the delay generator whose delay time is programmed from the mi-
croprocessor according to the range calculated.

- Test signals sent during the antenna reversal on top end of scan which must be supplied
to the radar receiver to prevent a radar failure situation.

A comparison of simulation results and actual flight test data shown in Fig. 11 indicates
a very good agreement which in turn means that the simulation satisfactory represents
actual weapon system performance.

4. CONCLUSION

Modern multifunction radars have major influence on weapon system performance. To demon-
strate weapon system effectiveness, simulations have to be performed with emphasis placed
on system aspects. The requirements for simulations change with project phases. During
later project phases, radar designers normally participate in simulation work carried out
by airframe companies. However during competition in early project phases, radar manu-
facturers are well advised to support simulations which will reflect the operational bene-
fit of their advanced multimode radar systems.
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Radar Sensor Simulation Radar Signal Simulation

Off-Line Pulse/pulse-doppler To be performed by
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On-Line Equipment substitution Equipment stimulation

(Real time) for test facilities tor ground test tacilities

Simulations EXSET RF stimulation

Avioni C rig Video stimulation

manned Simulation TF Closed Loop

Table 1: Simulation categories

Requirements

3 ~ E
E ~ I

Simulation 0

\Model 10 cc

MKRIEG x X X -- x

SILKA x x x

EXSET x IX __X X x

FLIGH-T SIMUL. x x x

TF Closed Loop X x x

Table 2: Requirements of radar simulation applications
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RESUME

Les performances de port&e d'un radar soft en gi~neral donn~es soit pour une probabilit6 de detection en un balayage
egale a 50%. soit pour une probabilit de detection cumul~e dgale a 85%/ ou 90%, d~pendlant de la vitesse de rapprochement
de la cible et de la dur&~ d'un cycle de balayage. Ces valeurs n'offrent cependant qu'une information incomplkte sur les
performances operalionnelles en interception.

Une information plus complete petit trc obtenue en consid~rant. pour une cihic donn&e. la probabilit6 d'acerochage.
ou mieux. [a probabilite d'accrochage ddfinitif. ccst- -dire non suivi d'un dtkrochage it grande ou moyenne distance.

La communication fait part d'une miethode rapide de calcul dle ces prohabilit&s ce qui &vite lcemploi de simulations
slatisliques- Cette methode, fond~e sur I'emploi des chaines de Markov. prend en compte les logisliquc d'acquisition el de
decrochage. ainsi que les probabilit~s de d~tcction en un passage.

Des exemples sont pr~sent~s, montrant comment optimiser Ia vitesse de balayage et permellant de comparer des modes
avec et sans agilit6 de fr~quence d'6mission. Enfin. une discussion est effectue. visant a dinir le crit~re d'6valuation le
mieux adaple ii une situation operationnelle donn~e.
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- long range performance
- penetration of weather (fog, clouds),
- range and doppler estimation,
-flexibility due to electronic beam steering,
- various signal processing routines.
- high resolution imaging (SAR).

Different tasks such as target search, tracking and missile guidance can be fulfilled by radar.
In a military aircraft, additional tasks such as terrain following and avoidance, mapping,
doppler navigation and SAR imaging may be required. Since most of the output data is
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