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THEME AND OBJECTIVES

Radar is still the most important sensor in military aireraft. A number of important features make radar superior to
optical systems and other sensors.

— long range performance.

—  penctration of weather (fog, clouds).

—  range and Doppler estimation,

- flexibility due 10 electronic beam steering,
—  vanous signal processing routines,

—  high resolution imaging (SAR).

Different tasks such as target search, tracking, and missile guidance can be fulfilled by radar. In a military aircraft.
additional tasks such as terrain following and avoidance. mapping, Doppler navigation, and SAR imaging may be required.
Since most of the output data is combined in a single on-board computer. the question of which radar functions should be
integrated, and at what level, arises. Reducing size, weight, costoand power consumption are particular goals for
commonality in airborne radar systems.

However. integration of several radar tasks in one system may cause problems for the achievement of reliable overall
pertormance. Cemtralized systems may be more efficient because of the integration of different functions at the same radar
level, but they may be subject 10 catastrophic failure if proper attention is not given to design for fault tolerance and overall
svstem reliabitity. Careful attention must atso be given to mode timeliness and duty cycles in order that all functions can be
accomplished within the operating speed and capacity of the integrated system.

In the past decade. a number of new technologies have arisen and will have decisive influence on tomorrow’s radar
cancepts. VESTand VHSIC will open new dimensions of digital signal processing. New analogue technigues such as SAW
devices and optical methods promise new ways of analogue signai processing, Systolic processor structures can reduce
operation time. On the other hand, new antenna coneepts (in particular active and conformal arrays) and algorithms offer
new dimensions in the performance of airborne radar such as 360 degree coverage, jammier and clutter resistance. high
resolution, target tracking and multi-purpose operation.

The purpose of this symposium was to bring together specialists in the various fields in order o present the state-of-the-
art in the individual topics. The development of new concepts for the design of future airborne radar systems was
emphasized rather than the description of existing sysiems.

Le radar est toujours le senseur primordial dans les avions mifitaires. Un certain nombre de caracteristiques
importantes donne au radar la superioritd sur les systemes optiques et les autres senscurs. Parmi cos caractéristigues, citons:

- lalongue portée.

—  la pénétration par mauvaises conditions météorologiques (brouillard. nuages).
—  Testimation de distance et Vestimation Doppler.,

~  lasouplesse die a lorientation électronique des faisceaux,

~ les divers programmes de traitement de signaux.

~  Fimagerie & haut pouvoir séparateur (SAR: radar a ouverture synthétique).

Différentes tiaches telles que recherche et poursuite de cibles et guidage de missiles, peuvent Stre effoctuées par radar.
Dans un avion militaire. des taches additionnelles peuvent étre requises: par exemple. suivi de terrain et évitement d'obstacle,
cantographie. navigation Doppler et imageric SAR. La plupart des donndes de sorties étant combindes dans un scul
caleulateur de bord. Ta question gui se pose est la suivante: quelles fonctions du radar doivent étre intégrees et i quel niveas”
La déduction des dimensions, du poids, du cout et de ta consommation d'énergic représente autant d'objectifs particuliers de
commonalité dans les systemes radar adroporiés.

Toutefois l'intégration de plusicurs taches radar en un seul systeme peut étre cause de problemes si Fon veut obtenir un
ensemble de performances fiables. Des systemes centralisés peuvent s'avérer plus efficaces en raison de Tintégration de
différentes fonctions au meme niveau radar, mais ils peuvent étre sujets a des pannes catastrophigues si l'on ne consacre pas
toute Fattention voulue a une conception orientée vers la tolérance aux fautes, et la fiabilit¢ génerale du systeme. 1f importe
¢galement de prendre soigneusement en compte Fopportunité du mode et fes cycles de marche afin que toutes les fonctions
puissent ¢tre accomplics dans les limites de la vitesse et de Ja capacité de fonctionnement du systeme intdgre.

Au cours de ces dix dernieres anndes, un certain nombre de technologies nouvelles ont fait leur apparition: elies
exercent une influence décisive sur les concepts radar de demain. 1'lntégration a Tres Grande Echelle (V1.S1) et Jes Circuits
Intégres a Tres Grande Vitesse (VHSIC) ouvriront de nouselles voies dans le domaine du traitement numérique des signaux.
Les nouvelles techniques analogiques telles que les dispositifs SAW (& ondes stationnaires) et les méthodes optigues
semblent porteuses d'avenir en maticre de traitement de signaux analogiques. Les structures de processeurs systoligues
peuvent reduire le temps de fonctionnement. [Yautre part, de nouveaux concepts d'antennes (en particulier réseaux actifs et
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conformes) et de nouveaux algorithms offrent des perspectives nouvelles en ce qui concerne les performances des radars
acroportdés, comme la couverture sur 364°, la résistance. au brouillage et aux signaux parasites, le pouvoir séparateur cleve. fa
poursuite des cibles et le fonctionnement polyvalent.

L objectif du symposium qui vous a été présentd tut de réunir des spéciatistes de domaines divers afin d’exposer I'état
de Fart actuel pour les différents sujets abordés. Laccent fut mis sur le développement de nouveaux concepts pour ks mise au
point des futurs systemes radar a¢roportés. plutdt que sur la description des systemes actuels.
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The Coming Revolution In Radar

Verne L. Lynn
Deputy Director
Defense Advanced Research Projects Agency
1400 Wilson Boulevard
Arlington, Virginia 22209-2308 USA

Airborne radar will continue to be driven by factors which have long been critical
such as cost, size, weight and power consumption. Reliability, always important, must
receive new emphasis, especially in the era of highly integrated multi-function radars
where well designed redundancy management and efficient resource allocation will be essen-
tial. As new technology matures, these needs will cause the continuing evolution of
radars.

More importantly, two relatively new forces will drive rev lutionary change, First,
it is increasingly clear that detection is tantamount to negation in modern warfare. If
the enemy can find a radar, he can destroy it or jam it, and high powered radars are obvi-
ously susceptible to detection and precise location with only a few seconds of radiation.
In this same vein, the airborne radar's platform may be increasingly difficult for the
enemy to detect as a result of attention to its radar cross section and infrared signa-
ture but, unless the radar itself is comparably reduced in detectability, it will be the
“give-away." This need for radars to "hide" suggests strong new emphasis on bistatic
systems, low probability of intercept (LPI} techniyues and, where applications permit,
the wider use of shorter wavelengths in millimeter or infrared bands.

The second force driving revolutionary change is the decreasing target signature.
As radar targets shrink in visibility, the radar designer must cope with more than simple
signal-to-noise reduction. Clutter rejection, deception recognition and ECCM will be
vastly more difficult in the many cases where current operation is marginal.

The very difficult problems associated with detection avoidance and with dealing
with lowered target signatures will lead to new and much more complex radar concepts. To
a very large extent, solutions will lie in signal processing and computation.

Fortunately, a new generation of emerging technologies offer the orders of magnitude
improvement in processing which will be required. New analog devices can provide giga-
hertz bandwidths and extraordinary time bandwidth products. Likewise, optical processing
using non-linear techniques and binary components can alsg yielg prodigious capabilities.
Digital computational density continues to expand with 10° - 10° node multiprocessors com-
ing practical at moderate costs. In addition, custom-designed VLSI will be widely avail-
able so that unique problems will be able to afford optimized solutions. Expert system
technology will surely play an increasing and major role.

The challenge to the radar designer is to identify concepts and technology which will
do a better job of addressing long standing needs such as cost and reliability while simul-
taneously responding to the new demands for avoiding detection and for coping with less
visible targets.

J ‘



ABOUT THE FUTURE OF AIRBORNE RADAR
by

Protessor Michel H.Carpentier
THOMSON-CSF
23 rue de Courcelles
75362 Paris Cedex O8
France

1 - PRESENT SITUATION

During the last decade, has progressively being introduced a change in the design of combat aircraft.
The same plane is more and more capable of being used for various different missions, and the variety of
possible missions do not systematically involve a relevant variety in on-board equpments (except fot the
very armament). As a consequence, the radar has become more and more polyvalent, for economical as well as
operational reasons.

Technological evolution gives to a modern combat aircraft radar the possibility of instantaneously
switching to be adapted to very different missions such as faraway detection of ennemy penetrating air-
planes flying at low altitude, as well as accurate localization of small ships in heavy sea-clutter condi-
tions, or detection of trucks or detection of stationnary helicopters.

However, drastical improvements obtained in the field of transmitting tubes, of antennas of frequency
generation, of signal processing have not still been sufficient enough to provide complete flexibility.

[t is possible to switch from a given mode to an other one, but using simuitanecusly several modes,
as requested by the users, is generally difficult, if not impossible. As an example it is very difficult
to combate against a  fighter while keeping perfect protection against the ground returns, or it is very
difficult to provide a wide surveillance, while penetrating at low altitude in a terrain clearance mode.

To give an idea of the situation, I will try to recall operational needs, as they are now and as
they could be imagined for the future

Roughly, as seen Ly the radar designer, operational needs could be classified

- depending on the nature of targets and environments, the mission of the A/C being localization
and/or destruction of the targets

- depending on the auxiliary functions needed to permit the realization of the missions (terrain
following, navigation informations...)

1.1. - Air targets and their environment

Their are of various types, at any altitude, at any speed ; and their equivalent echoing area
(e.e.a.) is permanently reducing :
- interceptors at high altitude and high speed
penetration A/c at very low altitude
- cruize missiles at very low altitude and low e.e.a. (0.1 m2 or less)
- nelicopters at very low altitude and various speeds (including speed zero).

The aircraft equipped with the radar could also be at any altitude, above any type of earth surface,
and obliged to acquire the targets in a severe esvironment :

1.1.1. The ground constituted by a very large number of parasitic targets, fixed or mcbile, generally very
powerful.

1.1.2. The £,C.M. systems, operating from very sophisticated receivers and/or an a priori knowledge of the
radar characteristics.

The £.C.M. systems are of various types and several ones could be used simul.aneously

- noise jammers,
- active and passive decoys.

Active decoys become more and more clever : their mission is to make a replica of the radar signal,
but slightiy modified, in a manner realistic enough to either give wrong informaticn on target characteris-
tics (range, speed, direction, strength), or to give wrong information on the number of the targets in
order to saturate signal and/or data processing of the radar, incapable of making the good choice among
that large number of targets, ali of them looking live real ones.

Those decoys could be borne or dropped, either by the targets themselves (or at least by some of them),
or by stand-off planes, or by ground stations installed in the ennemy territory.




T.1.3.0 - Tme defense organizatinn of the ennemy, which could be

- the a1r fg air weapuns of the targets {guns, active radar missiles, passive i.R. or antiradiaticn
missiles)

some ground-based weapon systems, basically of the same nature, more or less dangerous, depending
orothe avrgratt altitude.

T.7.2. - and, finally, tre existence of the other friend aircraft which produce electromagnetic pollutio
with tre:r rader and'or E.C.M. equipments

T.2. - Syrface targets

ToLE Sea-surface targets coule pe very small and their acquisition should be possible in all-weather
sard rs e case of rescue, for instance). Recognition of the type of ship is useful - all € C.M. protec-
o srips are possible, specifically use of efficient decoys.

1.2.2 - On the greund. targets are of various types : tanks, mobiles of fixed, helicopters (stationnary;

fixed structures such as bridges, S.A.M. batteries. Target recognition is very often a must, in a natural
very dense environment, in front of various ennemys E.C.M., including drones or ultralight airplanes whicn
couid be used for a purpose of staturation.

1.3. - Auxiliary functions
fuciliary functions could be, for instance,

- system achieving navigation aid (correction to information given by inertial means). which gene
vally necessitates hign-resolution mapping of the terrain

- all-weather terrain following.

Technically speakirg, what is the impact of so0 mary missions. conditions, situations on the airborre
radar aesign

21 exasting soiutions are based «n the utilizatior of the flexibility of the transmitter (capable
sotransmiteing different sigeais, owing to the use of pulse compression techrnics and/or to the use of trans-
mtrers capadbie of mure thar sne peak power level) amd gre based o1 the use of real time very fast compu
ters for sigral and data processing.

rawever, 1eospite of the flexinility offered by modern electronic components, compromises remain
recessary

Fractacally. it ot overy often the air=to-air mission, when it is requested to be of good quality.
AnTCr g lves tre maro characteristics of an airborne radar @ frequency band, transmitted power. level of
parasicic radiation of the antenra, spectral quality of oscillators, etc.

“'ans1cal mecharical anternas are well-adapted to air-to-air mission {with exception for multitarget

sut they are not so well adapted to air-to-surface missions {even with use of beam-switching
ter.. 0o spite of all efforts achieved in order to reduce the inertia of mechanisms, terrain-follo-
anly by totally efficient when electronic scanning will be used.

rgar

wirg Wl
ir France, radars presently under development are designed to provide all air-to-air, air-to-ground.

ey Missions, tharks to the existence of about 50 different modes. 7o obtain sufficient perfor-

ar every made. transmitted signals need toe be of various nature, p.r.f. varying between a few hundreds

Hz and a tew hundreds kHz. duty cycles varying between 2 and 1000. [n those conditions it is very convenient

tn use a transmitter capable of different peak powers, depending on the p.r.f. and duty cycles.

A

The inertia of the antenna is requested to be small enough, in spite of its relatively big size. As a
banus, 1t ts useful, for some missions,to use simultaneously severil modes, such as

anticollision
- air-t6-air search
- air-to-air tracking (s}

“ne advantage of electronic scanring bicomes quite nbvinys nassive artennas 1n a first perind of time,

and ther active aatennas

‘he antenna, whatever be its nature [classical, or electromic scanning), 15 Strictly requested, in
“rger to pe relevant with performing Doppler modes. to provide excelient radhation patterns, tre parasitic
rde Inbes being extremely low.

Improvemert of the performance reached by processings (within a given volume] leads to avoid to lose
1nformatinn in tre receiving part of the radar @ 50 it appears reasonable to use simultaneously




- one sumchannel
- 2 monopulse ecartometry channels
- one anciliary channel

Those 4 channels with a large linear dynamig range provide after analog to digital conversiun a data
rate around 500 Mbits/s, to be processed in real time.

In order to reduce volume and cost of signal processing, it is interesting to utilize one very power-
ful machine (1000 MFlop/s) capable of achieving simultanecusly the complete processing of all the selected
modes. Depending on the radar mode, the configuration, the data rate, formats vary. This machine of M.[.M.D.
type present in fact a lot of problems of management, data exchange, etc.

But, in fact, if we follow the information all along the receiver, it appears, from the input to the
output that the formats and the data rates are reducing : for instance,
- at the input, 500 Mbits/s with 14 bits
- at the ouput, a few kbits/s with 4 bits (air-to-air display)
So, it appears more clever to replace the single machine by a cascade (or equivalent) of more specia-
lized machines, such as
- Systolic array
- F.F.T. organization
- $.1.M.D. machine
- M.1.M.D. machine
- Specific display interface.
In supplement to that organization of machines devoted to signal processing, a more general purpose
type machine has to be added, providing
- Computation at luw rate
- Management
- of information exchanges within the radar {optical bus)
- of information exchanges between the radar and the weapon system
- of built-in tests.

2 - PRESENT SITUATION, EVEN EXTRAPOLATED, IS NOT SATISFACTORY

Present technologies, or at least technoiogies under development, will permit to realize combat air-
craft radars the physical characteristics of which (volume, weight, consumming power, processing capabili-
ty ...) are compatible with the basic performance which are requested.

However, if we take into account the environment of the future, it appears that the present situation
is not satisfactory. Problems will probably appear in the integration of all the components of the weapon
system (they exist already, and compromises are needed to solve them), and more important, significant
insufficiencies could appear in hostile environment.

2.1. - Problems regarding the integration of all the components of the weapon wysten

For instance,

2.1.1. - Coexistence of the E.C.M. system and of the radar on board of the same aircraft involves obvious
problems regarding volume and power supply available, installation of antennas, general compatibility.

Others sensors (infrared or visible passive detectors, laser range-finders) involve similar problems.

Active cooperation between the radar and the other components appears not to be enough taken into
account in order to globaly reach a better total efficiency.

2.1.2. - Final testing in flight of the radar, within the overall system, is very long and is, in fact,
limited to the test of a finite number of punctual examples, generally in an simulated environment of
E.C.M,

In any case, for obvious reasons of discretion, some flight tests are not recommanded.

2.2. - Operational insufficiencies

According to me, they are essentially in two fields :
- Recognition of targets not accurate enough
- Yulnerability to E.C.M.

Both aspects are, by tie way, correlated
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2.2.1. - Target recognition

Regarding the air-target, present technologies, in connection with the theoritical Timitations, give
resolution cells, in search mode, of the order of some tens to a few hundreds of meters i1 range, of order
of some meters per second in speed, of a few degrees in angular.

This resolution appears to be insufficient in many cases, since it could produce too many false
alarms, with a risk of saturating the overall system, it could produce a range reduction, interruption of
target tracking in case of complex situation.

For instance, in search mode when time for observation in short,

- The radar is not always able to distinguish a penetrating ennemy aircraft from a drone whose Speed
is likely and equipped with a Luneberg lens or equivalent. There are trouble to count the actual number of
targets of a given raid, to separate close tracks.

- Targets generally presenting a spectral response very complex, that coeyld involve a saturation of
the data processor and/or troubles in extracting range and velocity if there are more than one target illu-
minated.

- Fast ground vehicles could have spectral components corresponding to speeds high enough to belong
to air-targets, with a risk of producing false alarms.

Regarding ground targets or sea-targets, similar problems exist.
Using synthetic aperture radars allows to get a very good resolution on fixed (or slow) targets, but

that technology is not adapted to the recognition of targets with compiex spectral characteristics. (Heli-
copters, rotating radar antennas, tanks on battle-field ...).

Present generation radars appear to be too much vulnerable to ennemy £.C.M, such as they could be
realized in the future.

For instance,

* Peak power transmitted is low in H.F.R. radars but it could be higher in other modes, which is a
real advantage strictly speaking on the radar side, but a disadvantage regarding discretion.

Otherwise, coding of the transmitted signal is generally very simpie and easy to be identified for
E.C.M. receiver {(Barker's codes, pulse compression with linear F.M., polyphased codes ...). That code is
gernerally fixed or at least not very variable. which facilitates the identification and the angular loca-
lization of the radar. Tnstantaneous copy of such codes is easy, from now, for modern equipments. in case
of active decoys, the future receivers, associated with analog to digital fast encoders. will probably permit
to copy, then to alterate the received signal with enough realism.

Other parameters {p.r.f. - pulse length) do not vary sufficiently, in a given mode, helping the radar
identification.

At least, it is obvious that flight tests, and pilot training, present a problem, giving mode or less
publicity to the radar signatl.

* Instantaneous spectral width of transmitted signals is narrow. Of course the radar is capable of
rapidly changing its frequency within a wide band. but this degree of agility risk to be insufficient, taking
into account the improvements expected from the E.C.M. systems.

* Regarding struggle against decoys, present generation radars appear not to be protected enough :

- Passif decoys (chaffs or equivalent) are g.nerally eliminated by Doppler radars, but new problems
will arise if this type of decoys could be animated with a likely average speed. Drones and R.P.V. (passibly
equipped with passive responders) are not identified as such by the radar if their speed is likely.

Active decoys will in the future reach such a sophisticated level that classical protections wil)
become totally insufficient.

3 - IN PRINCIPLE SOLUTIONS EXIST

That situation, not enough satisfactory for the far future, is such mainly because the present state
of the art in technology has not allowed the realization of more efficient solutions. Decisive improvements
will be needed in the future, of which the basic principles are known, the evolution of the technology pro-
mising to permit their practical achievement.

Roughly. in my opinion, 4 basic ideas could be used :

- Drastic improvement of the range resolution as well as of the cormplexity of transmitted waveforms.

- Better utilization of the information contained in the received signal,

- Improvement of the angular domain covered by the radar and of the means of exploration.
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- Cooperation with the E.C.M. system on board of the aircraft and generally with the other sensors.

3.1, - Range resolution and complexity of the transmitted waveforms

Velocity resolution is limited on one side by the characteristics of the target, on the other side
by the minimum observation time during which the transmitted waveform remain stable enough.

That time T has to be as short as possible (let us say around one millisecond, as an exarple).
The velocity resolution A v = J%T-is then limited (for instance 16 m/s at 9 GHz for T = 1 ms), and

nothing better could be expected {except a reduction of A, possible, for instance, for relatively short range
radars).

The angular resolution is limited by the antenna size. It could be significantly improved only by
spreading the antenna system all along the structure of the plane {for instance, by installing transmitting-
receiving active modules on the wings to improve resolution in bearing).

The improvement of the angular resolution by processing, well known technology at the present time, is
finally depending on the velocity resolution and suffers same limitations.

On the contrary, improving the range resolution is possible without basic limitations. Range resolution
is proportional to the spectral width of the received signal, and improvements by 10 to 1000 could be obtained
depending on the utilization and on the environment.

Only a very good range resolution could permit

to count the targets of a raid

to separate the "brilliant points" of a target and then to evaluate its size in order to facilitate
its recognition

to localize an active decoy on the target and then to reject it
to identify by their size dropped active decoys

to avoid confusion between close tracks

to reduce significantly the level of scattered clutter.

In the same time when instantaneous spectral width has to be wide, complexity of the transmitted wave-
form has to be increased to make the copy of it as much difficult as possible.

3.2. - Better utilization of the received signais

Present architecture of existing radars is based on the notion of a matched filter and on the utiliza-
tion of Doppler effect.

It would be stupid to forget all those basic principles, but they could be used in a more clever manner.

It could be accepted in some cases to lose in sensitivity in order to get more information on the tar-
gets ; or to recognize the decoys as such.

3.3. - Improvement of angular domain

Operationnally speaking, it is generally requested to cover a domain as high as possible in the minimum
time. That time could not go below a given value, for basic physical reasons.

However, explorations means must not depend on mecanical limitations.
Electronic scanning bi-dimensional array antennas, because of their beam agility :

- make more difficult identification and localization of the radar by the ennemy £.C.M. systems, and
that as much as the transmitted waveform is more agile and complex

- make possible to use simultaneously several modes, generally not compatible, such a- terrain follo-
wing, air-to-air surveillance, multitarget tracking, etc.

- make possible the management of the available power depending on the performance requested, by
sharing the energy in various direction and then, globally improve performance in comparison with a
conventional radar.

Passive phase-array antennas are possible to be used in the near fut're, but the real aim is to use
active antennas, compatible with a wide bandwidth and reduced microwave losses.Widening of the angular domain
will result from using several plane arrays or curved arrays.

3.4, - Cooperation with E.C.M. system and other equipments on board

Having in mind those new radar architectures using,

- complexity of the transmitted waveforms
- instantaneous very wide spectral bandwidth
- active array antenna




reception processing architecture capable of dealing with an enormous rate of the received information,
it appears that the radar could help the E.C.M. system on board of the same aircraft.

The first idea is using the radar transmission as a self screening jamming, either in time-sharing
with the very radar mode, or simultaneously by sharing the transmitted power.

Detection and localization of dangerous radars is also possible, at least in some portions of the 4 7T
steradians, the radar being in use or not.

Association with other sensors (in visible wavelengths or in infrared) could be generalized to give
confirmation on some radar alarm and/or to complement the radar, at the 1imit of the radar domain. It is
already known that association of tracking radar and infrared sensor provides a global efficiency much better
that the efficiency of every one. In an environment of intensive E.C.M. the advantage of using equipments
working at wavelengths very different from classical electromagnetic ones, is obvious.

4. - SUCH A RADAR SYSTEM IS FEASIBLE
Reslirzation of such a system, much more clever and cooperant, is feasible in a future not too far.
it necessttates, 1r some manner, a kind of revolution in the technical traditions, rather than an
By Tutcoa o wPren fould crsk to ingcrease complexity without enough advantages.
! Vaoomow’ «rcept f 5 radar, where techmical functions are physically separated, and rigidly cascaded,
Tan vt epsoea My seurritertyres arnowhicn transmission, reception and processing will be physically mixed,
) T4 otre, w7 te e ovame. Irotnat freld, active array antennas are only an example
e dor et ot reeded thoenarmoys - it 1s obviously needed in signal processing the capacity of
~ vttt ke s tomes 1L but 1t 1S also needed in microwave, in I.F., in internal links
Gy W . rwe mere 3nd more importance, compared to the present situation.
wr LTttt e grye amprovements are needed for the airborne multifunction
v - sre fearylt operational environment of the future.
‘vt s alar have to be able to be wused in an ambiance of electro-
“+ w7’ as trom friend radars. Obviously for peace-time (or
i <0yt ee radac needs to be able to adapt its configuration to
YoMyt toar padce-time.
. so ommert ot aetelligence and flexibility, while improving the
toot o rorre pquivalent echoing area of the targets.
“ut wratever Ge the level reached, the radar has its own physical
- T M Tete ystem for which exist limitation in voluwe, weight, con-
. R . ©orwea’ Ty amplement ar active cooperation between all the
- Caesoater 0 mase the uverall action globally more efficient and eco-
.
1
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Solid State Multifunction Phased Array Radar

W. D. Wirth
Forschungsinstitut fiir Funk und Mathematik (FFM) der FGAN e.V.
D-5307 Wachtberg-Werthhoven F.R. Germany

SUMMARY

With an experimental phased array radar system ELRA operational experience has been gathered. The system was
planned for solid state operation, therefore it consists of active receiving and transmitting arrays. Thé provisional

tube power amplifiers are replaced by transistor amplifiers, This change had some implications on the multifunc-

tion operation, especially on the selection of transmitted waveforms. The necessary considerations are relevant for
future solid state phased array radars. The introduction of monolithic microwave antenna modules will improve the
chances of active solid state phased arrays.

1. INTRODUCTION

There is agreement in the radar society about the advantages of phased arrays already for a longer time,
especially concerning the multifunction capability and the operational properties. The principal drawback preventing
their introduction up to now is their high investment cost. With the development of monolithic microwave integra-
ted circuits (MMIC) a dramatic cost reduction seems possible for the near future.

The MMIC-technology may be applied only to active arrays: each antenna element is combined with its indivi-
dual module with a transmit and receive amplifier together with the phase shifter. Because there will be a high
number of elements (1000 to 10.000), the low transmit powers of single modules add up in space by superposition
of radiated waves. Thus, considerable effective power densities within the main beam are achieved.

2. MULTIFUNCTION OPERATION WITH SOLID STATE ARRAYS

A typical operational condition with transistor power amplifiers is their low ratio of peak-to-mean power. For
bipclar transistors at S-band this may be about 2. With FET-amplifiers at X-band this ratio is even only 1. There-
fore the applied waveform should result in a high duty factor to use the available mean power. On the other hand
a wide variety of waveforms are applicable under the contraints of mean and peak power: short pulses with high
ptf or long pulses with low prf and even CW. This property has to be considered with respect to the different
tasks of a multifunction radar.

Multifunction array radars are attractive likewise for future groundbased air defense and for advanced fighter air-
craft.

The radar functions to be performed in the ground based case by one system may be:

- Long range search

- Medium range search with clutter suppression

- Short range search

- Horizontal search in clutter with doppler filtering
- Tatget acquisition with parameter estimation

- Multiple target tracking

- Target classification

- Passive jammer location.

in the airborne case there will be some alternative and additional radar functions /1/:

- High prf velocity search mode for long range

- Medium prf for look down search and multiple target tracking
Both modes are applied against the doppler shifted ground clutter. The problem of ambignous range and
doppler are solved by bursts of different p.r.f.s

- Ground mapping fcr navigation

- Detection of moving ground targets

- Synthetic aperture formation

- Precision velocity update for doppler navigation
- Terrain avoidance and following.

It seems very likely to me that multifunction array radars may be built in future with the same antenna mo-
dules fot both mentioned areas of applications. The difference between both types of systems will confine to some
special selected waveforms with their corresponding signal processing and the programs for the computer control
of the radar and for the data processing. The remaining one parameter for the selection of a module type then
will be the desired frequency band. Some aspects of the development for an X-band module will be treated during
this conference by the presentation (No 30) of E. Langer.

3. EXPERIENCE AND RESULTS WITH THE ELRA EXPERIMENTAL SYSTEM

An experimental ground based electronic steerable radar (ELRA) has been developed and operated under com-
puter control at FFM /2/. The experience with this active phased array multifunction radar may be useful for
future airborne systems as well.

The modular construction with separate transmit and receive arrays and using the concept of an active atray
has proven also very suitable for such an experimental system. Modules have been added piece-wise. Repair of
some modules was possible while operating the remaining part of the system. 300 transmit and 768 receive modu-
les are distributed in thinned arrays. The operating wavellength is 11 cm (S-band). In parallel subsystems for sig-
nal processing and the programs for radar control have been extended step by step.
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A multifunction operation together with a tracking computer /2/ is possible with the following individual radar
functijons:

- Long range search with sequential detection

- Medium range search with MTI-filter and sequential detection /3/.
- Horizontal search in fixed clutter with doppler filtering

- Target acquisition

- Target location for tracking

The parameters of all tasks can be chosen independently. Target acquisition and location with higher energy
compared to the search mode results in a stabilization of initiated tracks. An example of the experiments to ob~
serve tatgets of opportunity is demonstrated by the Fig. la, b, ¢, which show the integsated plots in a PPi-repre-
sentation during an interval of 10 min for the search, acquisition and tracking mode respectively. Remarcable is
the dense series of tracking piots, resulting from the track requests of the tracking computer and performed with
increased energy.

The first approach for the transmitter has been realized with individual tube amplifiers. These are meanwhile
replaced by transistor amplifiers for reasons of cost and reliability. They are developed as microstrip devices. The
mean and peak output powers are 5 and 10W respectively. Fig. 2 shows the output amplifier together with thera-
diating dipole. The principal problem with transistors arises by the fact, their peak power may be only about 1wice
their mean power. The most suitable operation would even be CW, which is not usable for long range radars. In
Fig. 3 we indicate an example for a receiving range interval equal to the blind range resulting at a duty factor
M=0.3. We take that ratio as a {imit for long range search. We will find by some following examles, that it is
not possible to make complete use of the available mean power of transistors, But we can achieve the highest
duty cycles for long range operations for search and tracking and for these cases the available power is needed
most.

Of course we have to control the scannir. of the agile narrow pencil beam, produced by a planar array, with
a computer dedicated to the radar control. specially it is necessary to select individually the pulse period and
dwell time in each beam postion. But this is no severe problem and therefore maximum performance can be
achieved with transistors for transmitting in a multifunction radar.

4. PARAMETER EXAMPLE

An electronic scanning radar is naturally very flexible and almost all parameters can be varied by computer
control. Nevertheless we have to establish a set of reasonable paramerters for a standard operation. At any time
necessary adaptations can be initiated by the computer, but the system may be reset to this basic parameter set.

fn the following we select a parameter set which is suitable for ELRA operation. The task of our radar shall be
the observation of the airspace, for example for air traffic control. {ndeed we want 10 observe targets of oppor-
tunity, that means air rraffic, with our system. It follows for all rargers a certain radar cross section @, which
we may assume the same for all targets at all ranges. A further arbitrary choice divides the radars load to
search and tracking into equal parts, or with other words, only 50% of the available radar power is dedicated to
the seatch function.

For the following discussion we have to look at the well known radar equation:

nTP G G A

S
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(n = number of pulses in a beam pnsition, E. = signal/nuise power ratio, T : pulse length, P - transmitted peak

power, (‘.‘, (}' = antetina gain fur transmitting and receiving, A = wavelength, G - target cross section, R = target
range, kTf = noise power in um: bandwidth, L. = losses).

{f we let the value of the product
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unchanged, the and therefore the conditions for signil processing and the time management, we are especially
interested in, is also unchanged. In this sense the ELRA-parameters may be compared to a hypothetical opera-
wnal system OS:

ELRA: 0Os:
(:( 300 2000
Gr 768 2000
P 10-300 W 0.9-2000 W
G 10 m2 1 mZ

Additionally we assume the same beamwidth for the pencil beams of both systems, which is achieved by ade-
quate antenna elememt thinning in case of ELRA. By this assumptions we expect our results to be applicable in
principle to future operational systems.
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For our purpose the radar equation (1) may be compressed to

s _ TP ¢
N

with C comprising all fixed parameters.

So we recognize, that to achieve a certain range R we have to apply a corresponding pulse energy TP, The
pulse energy 2P has to be repeated by a pulse period T, matched to the unambigous range R. So the mean power
of the transmitter is P_ = 7/..P, which is in the end determining the achievable range. By considering the detec-
tion petformance(P,,, P1) and the type of signal processing we get n, the number of pulses in a beam position,
or nT as the dwell time.

5. EXAMPLES FOR SEARCH:

We assume the already mentioned parameters for the radar equation and F = 4 dB, L = 8 dB (propagation,
scanning and matching losses).

5.1 Long Range Search:
R = 200km, T= 640 us

By applying sequential detection /4/ we achieve with a mean test length T = 5 a P, = 0.4. At maximum range
this results for five search periods in a cumulative detection probability of P. = 0.92. I:fhe blind range is given by
Tto R, = 96km. So we can search only for targets at ranges from 96-200km. According to Fig. 4 we have 6 beam-
positions (BP) for covering a height up to 20km. In azimuth there are 60 BPs, For T = 2 ms we get a search
time

T S=6-60-5-0.002=3.6Ss

LR
The duty cycles is 7 0.3,

For the repetition of the long range search we select a period of Y psg = 15s. A radial flying target at
v = 250? would have moved in 5 search periods 18.7km, which is less tffxen 10% of maximum range.

5.2 Medium Range Search:

This has to fill up the blind range of the long range search. But this is only necessary if there is a possibi-
lity for new targets coming up in this area. All targets coming inbound from maximum range are detected already
and tracked. We may have to care onlx for targets at low and high altitudes (h< 600m or h»20km). The neces-
sary energy may now be reduced by 2% and this is done by chosing 2" = 128us and n = 2.

The detection performance at R = 100km is therefore the same as for R = 200 km. The blind range is now
20km. With T = 0.8 ms and 8 BP in elevation we get a search time

TMRS =8-60-2-0.0008 = 0.7685¢
The duty cycle is only & 0.16.
For the repetition of this medium range search we select t

= 7.5s. The low altitudes are covered by the
coherent search along horizon.

MRS

5.3 Coherent Search along Horizon in Ground Clutter:

This search is performed with a doppler filter to achieve adequate clutter cancellation. Therefore we select a
relatively high number of pulses n = 8 and "= 32 us. This values are adequate for a range of 100 km. With
T = 0.8ms the search requires a time

TSC= 1-60-8.00008 = 0.38s

The repetition period is selected to tge = 5s. The duty cycle is only & 0.05.
A synchroneous multiple bearr operatioi is therefore possible, especially if there are more BPs which are occu-
pied by clutter, e.g. weather clutter.

5.4 Short Range Search:

If necessary the blind range of the medium tange search may be covered. A pulse length of = 2us and
n = 3 (MTI operation) is suggested.

With T = 0.2ms and 13 - 60 = 780 BPs this search is performed within

T =13 - 60 - 3 - 0.0002 = 0,468s

SRS ~

The repetition period is selected t 5s.

SRS ~©

5.5 Relative Search Load:

Within an interval of 155 the time dedicated to search can now be specified:
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L.ong tange 1 x 3.6s = 3.600s
Medium range 2 x 0.768s = 1,536
Clutter, horizon 3 x 0.38s = 1.140s
Short range 3 x 0.468s = 1.4045
= 7.68s

So we end up quite accidentally with 51% search load, The mean duty cycle is 47 = 0.19. So we don't make
use of the available mean power with 47 = 0.5, We used for different search tasks different dwell times in each
BP and different repetition periods. Here we recognize a fundamental advantage of a beam agile radar.

6. EXAMPLES FOR TARGET LOCATION (TRACKING)

Target Location will be applied after a search result for target acquisition or validation and for computer con-
trolled target tracking. The energy for each location task is increased by about 5 dB compared to the search
mode.

Because now the range of the target is coarsely known, the pulses may be extended to approximate 7e 0.5 at
maximum range,

6.1 Long Range Location:

For the range interval 150-200km we select according to Fig. 3 = 1ms and T = 2.333ms. In favour of doppler
estimation we select n = 12, (%= 0.42).

6.2 Medium Range Location:

For the range 75-150km we select T= 500 ps, n = 8 and T = 1.5ms (%= 0.33).

6.3 Short Range Location:
For R 75km we select T= 16us, n = 16 T = 0.6 ms {77= 0.026).

6.4 Target Location Capacity

How many targets may be located or tracked with this operational parameters? If in each area 10 targets are
tracked at a rate of 1s we afrive at a tracking load of 496 ms/s, that means 49.6% which is just compatible with
our search load.

For the short range location we may apply multiplex operation and thereby increase the number of targets
1o be Jocated e.g. by a factor of 5. By this means also 12 is increased to 0.19, Because false alarms from search
by clutter residues are most likely in this area, this multiplex operation should be kept in mind. The mean duty
cycle for target location is 7 0.35 and therefore remarkably higher compared to search. The overall mean would
be/7~‘= 0.27.

7. CODING OF PULSES

Up to now we selected pulse length 2 for each special task arbitrarily. Of course the pulses have to be modu-
lated, For the code selection the first step is to evaluate

v

d = fd'l = Zfo <

with fd = target dopplershift. For target velocity v = 250m/s and fo = 2.72 GHz (S-band) and 77= 100 us we get
d = 0.62

In most cases our pulses are even longer, so we have to chouse a doppler insensitive ode. The classical choice
is linear frequency modulation (LFM). Pulse compression by SAW devices seems impossible for long pulses up to
1 ms, So we are led to polyphase codes as the digital approximation of the .FM. The pulse compression has to be
performed after beam forming and MT! with a digital transversal filter or correlator. Recent publications of
Kretschmer and Lewis /5/ describe a version of the polyphase code, called P 3, which seems most suitable:

Po-Ti-nh ik

The phase for each subpulse Y. is of course taken modulo 2 and K 15 the code length or number of subpulses.
One interesting feature of the P 3 code results from the fact K to be any integer in contsast to the Frank code
/6/. On the other hand this P 3 cnde needs a finer phase quantization compared to the Frank code: for K = 64 we
would need 7 compared to 3 bit phase quantization. Some computations of the ambiguity functivns of the P 3 code
for a coarser quantization resuited in an only minor increase in sidelobes, if we teie cnly the number of bits
corresponding to the Frank code.

For the ELRA system a phase modulation is realized with one accurately adjusted 4 bit phase shifter operating
on the tf reference signal before distribution to the 300 transmitter channels. The codelength may be chosen 1,
16 or 64 and the subpuise may be 1,2 or 10us. All possible combinations provide values [or the pulse length of 1,
2, 10, 16, 32, 64, 128, 160 or 640us. The pulse compression (PC) is realizad by a digital filter with appropriate
flexibility. In Fig. § are shown examples of clurter echoes after PC with codelength 1 (unmodulated), 16 and 64
with subpuise length 1 respectively 2us. The amplitudes are normalized to noise after PC, so the processing gain
by the PU according to the codelength is obvions for some point targets.




8. MONOLITHIC MICROWAVE INTEGRATED CIRCUITS (MMIC)

The development of MMIC circuits seems to be the real and final chance for a break through of solid state
pt ed arrays. With our parameter example we have shown, a transmitter power of 1 W per element is plenty
enough for an operational system with some thousand elements. Developments are going on for complete T/R
modules at S and X-band /7/, /8/. A block diagiam is shown on Fig. 6.

The main parameters of such modules are of the following orders of magnitude:

transmitting power: 1w
transmitter gain 204B
Receiving gain : 20dB
Phase shifter : 3-5 bit

{depending on sidelobe
specification)

Noise Figure : 4dB
Dynamic range of
receiver : 7048

The bandwidth should be as large as possible. Perhaps it is possible then to use the same type of module for
different radar systems.,

9. AUTOMATIC TESTING OF ANTENNA MODULES

An automatic testing or monitoring of all antenna elements should be possible during radar operation. An auxi-
liary antenna in front of the array outside the scanning angle and an individual control of the phase shifters is a
precondition for a simple and effective procedure: each channel is phase modulated individually and the resulting
modulation analyzed /9/.

For 3bit phase shifters, as used in the ELRA system, the complex sum beam output (I and Q signal compo-
nent) should show eight points lying on a circle spaced 45° apart. The channels gain is tested with the circle
diameter. The zero phase can be evaluated and stored for phase compensation in connection with the computation
for the phase steering commands. So there is no need for hardware phase alignment. The deviation of the mea-
sured phase state from the ideal ones is also evaluated. By this means faulty channels are indicated together
with the type of error.

The complete test procedure may be petformed within some seconds or may be interlaced with the radar opera-
tion. A nearly continuous antenna test during field operation is therefore possible.

OUTLOOK:

No fundamental problems are existing to day for the realization of electronic scanning radars. By applying
computer control to the radar functions a high flexibility is given to accomplish different radar tasks with one
radar system. By the development and implementation of MMIC-technology the cost for investment and operation
will decrease substantially. Ground based and airborne systems may share the same antenna module technique, By
increasing the required number of modules there is a contribution to further cost reductions for hardware parts
and development.
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DISCUSSION

Efficiency of solid state modutes will be important for airborne applications of electromie scanning. What is the
proposed efficieney of the modules you intend to use?

Author's Reply
We hope for 20% to 25% DC o RF-efficiency.

K.Solbach

What are the definite adviantages of active array radar versus passive array radar in terms of operational
£ 3 Y
performance?

Author's Reply
The advantages are:

5

Prime power saving by a factor 2.

Redundaney of the radar antenna, ¢.g. 10% of modules may find. but the system can operate without repair with
reduced power (graceful degradation).

In future lower cost for investment and maintenance (many equal clements).




MULTINHSSION AIRBORNE RADAR FOR THE 19904
by

De Thomas 1 Robinson
Advineed Development Department
Advanced Programs Division
Radar Systems Group
P.O.Box 924l6
Los Angeles, CAYODOY
USA

ABSTRACT

The comtinuing trend towards the development and production of aircralt capable of multiple missions indicates thiat
future airborne radars must provide a broad spectrum of air-to-air and air-to-ground modes. This paper investigates the
modal and functional requirements of a multimode radar projected for the mid-1990s period. The paper is divided into twa
sections, [n the first, the muitimission capabiliues * current radars are presented to establish trends and capabilities. In the
second. the requirenients of the next generation system are established.

Current multimode radars Tay the basis for future systems. The expencnee gained on the APG-65 and APG 63 70
radars is presented and conclusions are drawn regarding their impact on future system reguirements. Not only are modes
and performance reviewed for these radars but also their system architecture. The discussion starts with the APG-6S radar
which is the first true multimission radar with programmable signal and data processing. Following this. the evolution of the
APG-63 radar, culminating with the most recent upgrading resulting in redesignation to APG-70, is presented. The
incorporation of air-to-ground capabilities in the APG-70, resulting [rom the Dual Role Fighter program, is reviewed.
Results from the Advanced Fighter Capabilities Demonstriation program are presented showing how high resolution SAR
was incorporated into a full weapon delivery solution.

With the context of today's systems established, the specitic radar requirements for the next decade radar system are
developed. This development is done in two parts. First. mode requirements are synthesized for air superiorily, navigation
and strike ‘interdiction operation. This includes low altitude penetration requirements and a review of radar imeline
constramts which arise. Second. the fundamental functional requirements needed to implement the mode requirements are
explored. Architectural issues and their impact on relisbility and sustainability are also considered.

DISCUSSION

Dortomb
Pourquot conservet une antenne de garde?

Qucel emploren st tant?
A quel mscau du tratement Dintormation de Fantenne de garde est-elle utilisee?
Author’s Reply

1y We have aguard antenngin order w reduce clutter in MPRE ang for BOCM reasons in carrent radar,

(2) I huture ssatems more such auxiliary apertures may be used for sidelobe jammer cancellation reasons

W.VLBoerner

(1) Have youimplemented polarimetric techniques?

2y Willyou soon?!

13} What kinds ot non-cooperative target identification technigues (matchy are vou implementing.
Author’s Reply

(1) Noobecause full advantage of imncreased range and doppler processing has set 1o be taken,

(2y  Probably notin the next generation tult control multimode radar systems

{3 Engine modulation signatures to name one. Target motion: plume exhaust identification,

R.Klemm
(1} Do voubehieve in the future of adaptive signal processing (e.g. tor ECM or clutter reductiony?

2y Wil vour signal processing be fully digital?

— et




Author™s Reply
th Estronghy believe that adaptive stenal processing wil be used and upderstand tiat saime of the newest Lrge radus

svstems ncotpolate adaptive provessing,

12y DPratal signal processing s expected vather than spectad analog processing.

E.Walfle
Fory
dehicreney of phased array antennas i this respect”?

shier anreradt there is the strong requirement for large antenna scan angles. How are vou poing to overcome the

Authar's Reply
Inter-clement spacing appropriate for scan angles of 657 are expected without giving rise to grating lobes Tor larger

sean angles, associated with shon range tracking some grating lobes miy be unavordable

A.Freeman
You didi't mention spotlight mode SAR as one ol two options for multi-function airborne radar.

Author’s Reply
Spotight SAR will be the primary SAR mode — in et SAR strip mapping may not be provided.

R.G.Cuthbert
I'he opening address suggested that quantum improsement was required in radar air-to-air performance to offset the

reduction i echoing arva and increise in sophistication of the threat. How do you think that this cun be achieved?

Author's Reply
First, I feel that we must improve ECM resistance through techniques inctuding inereased tunable RE bandwidih.
Second. we should look o improve sensitivity by superior signal processing and the expected improved etficiency of

active Array antennas.
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MULTIFUNCTION MILLIMETRE-WAVE RADAR FORALL-WEATHER
GROUND ATTACK AIRCRAFT

by

K.E.Pouter
Roval Signals and Radar Establishment
St. Andrews Road
Malvern
Waorcestershire
WR14 3PS
UK

ABSTRACT

AGARD Acrospace Applications Study No.19 (AAS-19) recently addressed the “All weather capability of combat
atreraft”.

The study looked at sensors and techniques required for the operations of take-off ‘landing, navigation 1o and from the
battlefield. and target acquisition. The emphasis was on poor weather operation and included the threat of Warsaw Pact
defences.

This paper preseats details of the millimetre wave radar performance which shows that with potentially available power
sources an all weather capability can be realised.

Performance is evaluated as a function of frequency and antenna size, and the use of polarimetry with wide bandwidth’
coherent processing is shown to offer potential enhancement for target discrimination.

The millimetre wave radar is shown to be potentially capable of satisfying the following functions:

(iy Take off/Landing

(ii) Terrain Following
(iii) Area Correlation

(iv) Tercom

(v) Acquisition of Targets

The above roles can be achieved in an all weather environment making the millimetre wave radar a valuable
multifunction airborne radar.
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MULTI-MODE MULTISTATICS FOR PASSIVE/ACTIVE
AIRBORNE SURVEILLANCE

by

Robert F.Ogrodnik
Rome Air Development Center (OCTM)
Griffiss AFBNY 13441-5700
USA

ABSTRACT

The increasing performance demands for air surveillance assets, as well as the necessity for continued surveillar:
operations in the presence of enemy jamming and Anti-Radiation Missile (ARM) attacks, have increased interestinp .ive
surveiltance, in particular multi-mode passive/active multistatic sensing. The use of noncooperative radiation as illuminators
of opportunity combined with passive surveillance Electromagnetic Support Measurement (ESM) sensors opens new
horizons to multistatic surveillance from a passive airborne platform. Such platforms remain secure from ARM attacks and
can preserve operations in the presence of a jammming environment while employing the jammer radiation as an additional
illuminator of opportunity.

Research and field tests have been conducted on ESM augmented bistatics as well as noncooperative multistatics which
support the development of airborne multi-mode passive surveillance technology. This work has been conducted under such
programs as the Bistatic Enhanced Altimeter Detection (BEAD) and the noncooperative multistatic Passive Cohcerent
Location (PCL). Both BEAD and PCL technofogy directly support the receiver, signal processing and target location”
tracking operations necessary for passive airborne surveillance. The demonstrated technologies for EM interference
rejection and multistatic multi-target tracking and location under PCL provide a promising performance bench mark for
passive surveillance in the presence of a complex electromagnetic environment. Passive receiver intercept performance
under BEAD has provided a receiver design baseline for both look-down and look-up surveillance applications.

This paper will present the technologies under development in BEAD and PCL. It will also present the field test results
and the sensor concepts. In particular. spin-off data such as bistatic look-down clutter, noise-floor limitations of
noncooperative multistatics and sensitivity limitations set by passive surveillance using signal intercept techniques and
illurainators of opportunity will be provided.




MOTION COMPENSATION REQUIREMENTS FOR A HIGH RESOLUTION SPOTLIGHT SAR
by

1.5.A.Hepburn
Huntec (70) Limited
Scarborough, Canada

and

G.E.Haslam and D.F Liang
Defence Research Establishment
Ouawa, Canada

and

W.S. Widnall
Department of Aeronautics and Astronautics
Massachusetts Institute of Technology
Cambridge, MA, USA

ABSTRACT

The Canadian Department of National Defence is developing a high resolution airborne spotlight synthetic aperture
radar (SAR). To attain the high contrast, high resolution and low geometric distortion objectives of the project. it is essential
that very accurate motion compensation be applied to the radar returns to minimize the effects on SAR image quality of
spurious antenna phase center motion. The motion compensation system being developed for the project includes a
gimballed master inertial navigation system (INS) located near the center of gravity of the host aircraft, a strapdown inertial
measurement unit (IMU) comprising gyroscope and accelerometer triads mounted on the radar antenna, as well as Doppler
velocity and barometric altitude sensors for damping the incrtial systems. The role of the master INS is to enable high
accuracy alignment of the strapdown IMU. The raw sensor data are integrated using a U—D factorized Kalman filter to
obtain optimal estimates of the motion of the radar antenna phase center while the SAR window is open. These data are used
to adjust both the radar pulse repetition frequency and the phase and displacement of the radar returns.

Huntec (70) Limited carried out the analysis of the motion compensation requirements. leading to the specification of
the motion compensation sensor configuration and accuracy. The performance of the motion compensation system has been
evaluated by detailed computer simulation. This evaluation accounted for all major system error sources, including errors
associated with sensors, transfer alignment and computation, with the system operating in a moderately turbulent
environment.

Results of the evaluations by analysis and computer simulation are presented.
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IMPLEMENTATION OF AN AIRBURNE SAR MOTION COMPENSATION SYSTEM

D. DiFilippo and D.F. Liang
Department cof National Defence
Defence Research Establishment Ottawa
Ottawa, Ontario, K1A 024
Canada

L. Poustema
Lear Siegler, Inc,, Instrument Division
Grand Rapids, Michigan, 49508
U.S.A.

B. Leach
National Aeronautical Establishment
Flight Research Laboratory
Montreal Rd., Ottawa, Ontario, K1lA ORé
Canada

ABSTRACT

The Canadian Department of National Defence .as entered into the Phase 1II
development of an airborne Synthetic Aperture Radar Motion Compensation (SARMC) system,
following a Phase 1 feasibility study which led to the specification of the SARMC
sensor configuration and accuracy.1 This paper describes the hardware and software
configurations of an airborne SARMC system implemented on board a Convair 580 research

aircraft. The hardware configuration includes a gimballed LTN-51 inertial navigation
system, a Decca doppler radar, a barocaltimeter and a Motion Compensation Inertial
Measurement Subsystem (MCIMS). The MCIMS 1is a specially designed strapped~down

inertial measurement unit mounted on the ring gear of the APS-506 radar antenna. Since
motion compensation depends critically on knowledge of the MCIMS orientation with
respect to the radar line-of-sight to the designated target, a laser alignment
procedure was developed and performed to calibrate the azimuth encoder of the antenna
ring gear. This procedure is discussed along with experimental results, Substantial
effort was dedicated to stteamlining the Kalman filter algorithms in the SARMC
processing package to obtain a high degree of robustness and computational efficiency
while optimally integrating the information from the motion compensation sensors.
Preliminary flight trial data are presented and compared with simulation tresults to
indicate the level of performance achievable with this optimized system.

REFERENCES

1. J.S5.A. Hepburn, et al., "Motion Compensation Requirements for a High Resolution
Spotlight SAR", presented in this Symposium
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MM WAVE SAR SENSOR DESIGN:
CONCEPT FOR AN AIRBORNE LOW LEVEL RECONNAISSANCE SYSTEM

by

Dr C.Boesswetter
DEFVLR Institute tor Radio Frequency Technology
8041 Oberpfaffenhofen
Germany

ABSTRACT

Airborne high resolution Synthetic Aperture Radar systems for reconnaissance applications are usually designed tor
high speed aireraft platforms operating in medium to farge altitudes. The sensor systems in most cases are operating in
X-band. This is in contrast to civil airborne remote sensing sensor systems which are designed from L- over C- 1o X-band., in
some cases operating simultancously in two different bands providing more degrees of freedom for evaluation.

Since some emphasis has recently been placed on imaging radar systems operating at very low altitudes and at shorter
ranges the question again arises whether alternative frequency bands are useful for designing radar mapping systems to be
operated under special constraints ¢.g. the “pencetrating” radar reconnaissance system operating at very low levels day or
night.

Because one of the possible carner platforms for the penetrator sensor system is considered ta be a RPV . available
space and clectrical power are of prime concern. This is why mm wave technology is considered for this application,
although the “classical™ choice of operating frequency for SAR mapping systems is at the “lower™ end of the frequency scale

1n the paper the basic system design considerations for a high resolution SAR system operating at 35 GHz or 94 GHy
are given.

Firstitis shown that only the focussed SAR concept in the side looking configuration matches the requirements and
constraints. After definition of ilumination geometry and airborne modes the fundamental SAR parameters in range and
azimuth direction ire derived. A review of the performance parameters of some critical mm wave components (coherent
pulsed transmitters. front ends. antennas) establish the basis for further analysis. The power and conirast budget in the
processed SAR image shows the feasibility of a 35 94 GHz SAR sensor design.

The discussion of the resulting system parameters points out that this unusual system design implies both benefits and
new risk arcas. One of the benefits besides the compactness of sensor hardware turns out to be the short synthetic aperture
length simplifying the design of the digital SAR processor, preferably operating in real time. A possible architecture based on
current state-of-the-art correlator hardware is shown. One of the potential risk arcas in achieving high resolution SAR
imagery in the mm wave frequency band is motion compensation. However it is shown that the short range and short
synthetic aperture lengths case the problem so that correction of motion induced phase errors and thus focussed synthetic
aperture processing should be possible,
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ECCM EFFECTIVENESS OF A LOW SIDELOBE
FOR SAR GROUND MAPPING

by

Dr C.Boesswetter
DFVLR Institute for Radio Frequency Technology
8031 Oberpfaffenhofen
Germany

ABSTRACT

Airborne Synthetic Aperture Radar i SAR; Reconnaissance Svstems in the strip mapping mode are susceptible to
jamming. The main ECM threat is commonly understood to be the grouad vased sidelobe jammer which includes a
sensitive intercept receiver and a tracking capability to adapt the jamming power in angle, frequency and bandwidth o
the SAR system. The most important of several necessary ECCM techniques is commonly considered to be alow
sidelobe SAR antenna which also improves MT1 performance. To charactenize the FCOM and cost eftectiveness of such
AT CXPensive antenia some measures are necded.

There are two separate phases: Intercept and Jamming, Accordimgly . two gains are defined: Intercept Ganm and
Jamming Gain. Both are based on the evatuation of the Signal-to--Jammer plus Clutier plus Noise: Rauo i the processed
SAR image for the configuration ~airborne sensor-ground based jammer”™. Both gaims describe the benetits of i low ade
lobe antenmain terms of jam-free flight distance Intereept and target contrast enhancenient Jumuung

Ttas shown that in the mostinteresting case of “heavy 7 jamming bothonterceptand gamnimg phases ate described by
the same set of equations if normalized to the pomntng direcuon Root the antenna 1 tollows that the Intereept Ratio on
the ground equals the reciprocal of the target contrast in the processed SAR wmage ey

SN S )

SN, S )

T'o discuss both the interceptand jamming gain perlorrance of a given SAR antenna 3-dimensional rehet plots and
2-dimensional contour plots are used. They allow the defimtion of both gains dicectly. For the parameters ot a gisen SAR
reconnaissance system the plots are caleulated inanarca of 120 nmi < 180 ame Azmuth < Runge . By replacing the
existing antenna with uniform weighting with an antenmiwith 22 dB lower sidelobe Teved the B COM eftectineness i
terms of intercept gain and jamming gain is shown, Since the equations are normalized to the ponting direction ol the
seasor antenna the results are given in relative terms, By aincluding actuab jamnier parameters the FCCM eflectiveness
may also be given in absolute terms.
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SYNTHETIC APERTURE IMAGING AIRBORNE RADAR

MARC LUCAS

THOMSON-CSF DIVISTON AV.S

178 8D GABRIEL PERD - 92240 - MALAOFF - FRANCE

ABSTRACT

Airborne synthetic aperture radars are systems
able to obtain high resolution ground images, by
day or night, independant of weather conditions.
Their applications are very broad, either mili-
tary : reconnaissance, or civilian : mapping,
remote sensing.

Following a brief technical account (synthetic
aperture, pulse compression), the paper describes
the operational features of an airborne radar
system providing high resolution images at long
range. Then a technical description is given.

This system can provide in real time, to the
ground, radar images by using a high rate data
link.

It consists of two main parts :

- An airborne part including the antenna, the
radar transmitter-receiver, the data link unit.

- A ground station that realises in real time,
data reception, synthetic aperture processing
and images exploitation.

1 - INTRODUCTION

The side looking airborne radars (SLAR), using
synthetic aperture technics, are systems able to
obtain high resolution ground images, vy day or
night, independant of weather conditions. Their
applications are very broad, either in the
military or in the civilian domain.

In France, the first studies started in the
sixty's. As for back as 1964, they allowed to have
some tens meters resolution radar images. Five
years fater, a synthetic aperture radar, using an
optical processing improved by ten the radar reso-
lytion, In 1978, a real time digital processing
was sucessfully tested. All of these experimenta-
tions have allowed to qet, in France, the know-
ledge in the synthetic aperture technics for
airborne radars [1| - {5]. They resulted in the
design and the realization of a side looking air-
borne radar, described in this paper, giving very
high resolution images at long range.

Such a system ensures real time radar images
visualization on ground by using a high rate
data-link.

Following a brief technical account, the paper
describes the operational) features of this system,
tnen a technical description is given including
various up to date techlological aspects

2 - TECHNICAL PRINCIPLES

The two dimensions of a radar image of the
ground are defined respectively by the waves
propagation direction and by the antenna scanning
This scanning is realized by an azimuth antenna
rotation for classical radar and due to the
carrier displacement for the S L.AR..

The image yuality is tied to the sensor reso-
tution. Two kinds of resolution can be defined

- the azimuth resolution (along track resolu-
tion) in a direction parallel to the aircraft
path

- the range resolution {across track resolu-
tion) perpendicular to the first one.

For a classical SLAR the along track resolu-
tion s is given by :
ry = D.ig
with D : radar range

g : azimuth aperture equal to :/L

L : antenna length

v wavelength

= 3cm, L = 1 meter

For instance D = 10 km,
gives ra® 300 meters.

The range resolution r, is tied to the trans-
mitted pulse length : ty the following relation :

d 7

with ¢ : light speed

For instance for a pulse length of 1 s the
racar range resolution is 150 meters.

The radar image quality requires the improve-
ment of these two resolutions. This is realized by
using two technics :

- synthetic aperture technics for the a long
track resolution improvement

- pulse compression technics for the across
track resolution improvement

2.1. synthetic aperture technic

The synthetic aperture technic uses the radar
displacement and the processing of the received
signa! and synthetizes a very large equivalent
antenna by moving a small one.

This processing is rmatched to the point
target signal, received by the radar during its
illumination time. For a SLAR, the antenna is
fixed at 90° to the aircraft course.

It is well known that the received signal
characteristics are :

- an amplitude modulation which is shaped by
the azimuth diagram of the antenna

- a linear Doppler frequency modulaticn due
to the aircraft speed and with a spectral band-
width B defined by :

with v | aircraft speed
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At the output of the matched precessing the
signal, in the time domain has a 3 dB width 'a

which is equal to the inverse of the Doppler
bandwidth :

& —

“a
This width defines
T that is given by :

the along track resolution

Y
s v 3

This kind of processing can be realized for
instance in the time domain, by a correlation
between the received signal and a reference
function which has the same phase law. This
law depends on the geometry of the system.

Pulse compression technics is used in the
SLAR systems, in order to obtain very short radar
pulses and a low peak power while having high
cnergy level

The technic is based on a lYong transmitted
pulse, which is linearly frequency coded and on
a matched filtering in the receiver.

The 3 dB pulse width, at the output of the
receiver is equal to the inverse of the signal
transmitted bandwidth.

This 3 dB pulse width defines the radar range
(or across-track) resolution, and the transmitted
high energy ensures very long detection ranges.

3 - OPERATIONAL FEATURES

The SLAR system described in this paper per-
forms high resotution ground images, by day or
nigth, independant of weather conditions. The
improved image contrast, due to the good resolu-
tion, makes easy the detection of low radar cross
section targets in heavy ground and sea clutter
{vehicules, small, boats,...) and also permits
to distinguish two clutter regions having diffe-
rent reflectivity coefficients o {011 spill
detection O sea...). In addition, these images
can be superimposed on geographical maps for dif-
ferent comparisons.

Due to these characteristics, this kind of
system offers a lot of applications either in the
military or in the civilian domain, for instance

- high resolution mapping

military reconnaissance

border surveillance

0il spill detection on the sea

iceberg detection and localisation

ship traffic monitoring, etc.

3.1.

This system includes a side looking airborne
radar (SLAR) carried by the aircraft, a data
Tink, and a ground station.

During the mission, the SLAR illuminates the
surveyed area ; the ground station receives the
informations transmitted by the aircraft, perfor-
mes in real time a synthetic aperture processing
and presents the qround images to operators.

The performances allows the visualisation of
the surveyed area, several hundreds of kilometers
far from the ground station,

This system architecture proceeds from the
important amount of information to manage that
needs 3 huge processing capacity in order to
obtain in real time, high resolution images.

In the airborne part, the modular design of
the sub-assemblies (radar and data-link units)
makes easier their installation on hoard different
carriers. Two kinds of installaticns are possible:

- in a pod equipped with an air cooling fan,
containing all the units and antennas

- inside the aircraft, except for the
antennas

In the ground station, all equipements are
sheltered inside movable and airtransportable
cahins,

3.2.

The system is based on a S.L.A.R. using a
pulse compression transmitter-receiver, with a
fully coherent chain, and a ground station that
realizes synthetic aperture processing and images
display.

The radar vidéo signal after adequate coding
is sent to the data-link system, and in parallel
to high density magnetic tape recorder. This
recorder is used, when the data-link transmission
is not possible for operational reasons (hills,
mountains, aircraft altitude...). In this case,
the radar signe! i¢ processed and displayed in
tae ground station, after aircraft landing.

In the airborne part, the data-link unit uses
one transmitter and two small anternas located at
the both ends of the pod. These two antennas have
a 360° total ezimuth cover. At any time, one of
them is slaved toward the ground station, by
using informations given by the aircraft inertial
navigation system.

In the ground station, the received radar
signal is demodulated and processed. The syn-
thetic aperture protessing is realized by a
digital real time correlator. After processing
the images are displayed on T.v. sets, and also
stored.

This ridar is fitted with several modes that
permit to visualize a ground area located on the
rignt or on the left of the aircraft course. For
each of these modes, the swath has a width of
some tens of kilometers, und the resolution is a
few meters for the fixed targets modes, and a
few tens meters for the mc ring targets.

The data-link system has a maximum range of
several hundreds of kilometers, depending on the
aircraft altitude. The information rate is about
50 Mbits/s. The transmitted data includes the
digital radar video, the radar status data and
different aircraft informations (geographical
coordinates,...).




In the ground station, the real time digital
processing input is the direct signal received
from the data-link, or the airborne tape
recording.

Several modes for the exploitation are fore-
seen in the ground station. They allow a real time
or a delayed exploitation. At the output of the
digital processing, the images are sent towards
two T.V. sets via two images memories.

On the scre ns, the operators can see the.
radar image of the surveyed area, moving verti-
cally with a speed whith is proportional to the
aircraft's one.

These two T.V. sets allow one operator to
watch the whole surveyed area, while the other has
the following possibilities.

- to examine only a part of the selected

swath. For this selection the operator uses cursor.

Thus it is possible to have localy on the T.V,
screen the best resolution of the radar.

~ to stop the image and zoom to investigate
details and to obtain the geographical coordinates
of an image point.

The radar images are also sent towards
photographic film recorders with continuous paper
development and towards an high density magnetic
tape recorder.

The magnetic tape can be used :

~ for a delayed exploitation of the radar
images on the T.V. sets

~ to achieve several images processing and
make, for instance automatic targets detection,
or image correlation between different flights,

4 - TECHNICAL DESCRIPTION

4.1. Side looking airborne radar

The radar is composed of several sub-
assemblies or units, that contain all the radar
functions and use high level technologies.

The transmitter-receiver unit uses SAW
devices to make pulse compression. Thus it is
possible to achieve a very high compression ratio.

In order to obtain a high sensitivity recei-
ver, this unit contains a low noise microwave
amplifier using field effect transistors (F.E.T.)
technology. The radar signal detection is ensured
by a fully coherent chain, using an ultra stable
oscillator.

The power amplifier unit contains a high gain
travelling wave tube (T.W.T.), associated to its
own high voltage and power supply circuits.

The radar aerial is constituted of a flat
slotted wave guides antenna which can be moved
around the yam and roli axis. Thus it is possible
to slave the antenna to the left or to the right
of the aircraft path.

At the output of the transmitter-receiver
unit, the radar signal is sent to a preprocessing
unit. This unit includes the analog to digital
converters (A.D.C.) circuits and the preprocessing
filters. The A.D.C. are used to digitize the
radar signal. The number of range bins digiti-
zation, defines the processed swath. This number
is about ten thousand. The preprocessing filters
are used to reduce the amount of informations to
be transmitted and to be processed. These low-pass
filters limit the received Doppler signal band-
width, in order to keep only the usefyl spectrum
needed by the defined along track resolution.

Iy-3

The data-link unit, includes a very low
power travelling wave tube amplifier and also the
microwave carrier generation circuits. Before
amplification this carrier is modulated by a qua-
dratic phase shift keying modulator (QPSK) which
is o good compromise between the required band-
width and the bit error rate.

The ground station is composed of an antenna
Tocated on a turret, and of two cabin., one for
the processing unit and the other for the images
exploitation.

The turret ensures the passive tracking of
the aircraft during the mission, and contains the
data receiver and a 2 meters diameter antenna.

The synthetic aperture processing is jocated
in a cabin, and uses a digital correlator, to
compute in real time for each range tin, the cor-
relation result between the radar signal and a
reference function. This device has a powerful

capacity up to the equivalent of 10° multiplica-
tions per second. 11 is composed of several
modular units, that realize the processing of
the swath. Each of these units includes

- a Jarge digital memory to store the radar
video samples

- a correlator which calculates the corre-
lation function between complex signals

- a reference function generator. These
functions depends on the range

In the second cabin the exploitaticn of the
mission is ensured by two high resolution T.V.
sets (1000 x 1000 points). associated with a
large memory enabling the following functions

- image freeze
- zoom

- symbols and markers generation

The explnitation uses aiso two alphanumeric
monitcrs to display all the parameters of the
mission (radar modes, geographical coordinate
of the aircraft or of target located on the
image...). The storage of the mission is made by
two kinds of recorder.

- photographic film recorders

- high density magnetic tape recarder-
reproducer

Each photographic film recorder is composed
of an optical block, a paper transport unit and
electronic circuits, The optical block is equipped
with a He - Ne Laser source with a spot diameter
of 100 um. This recorder provides a naper image
with the following features :

Resolution : 2000 spots per line

Size : 200 mm width
Length D up to 150 m
CONCLUSTON

The SLAR system described in this publication
has high operationa® features associated to an up
to date design that make it a very efficient
product.

It has the following high-lights :

Operational aspects
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~ all weater, day or night capabilities

~ real time surveillance

- very high resolution mapping at long range

Technical aspect

- synthetic aperture and pulse compression
tecnnics

- modular design for easy installation on
ditferent aircraf:.-

- fully integrated and airtransportable
ground station
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Millimeter Wave Transmission through Man-Made

Obscurations in a Battlefield Environment

H. Essen, E.P. Baars
Forschungsinstitut fir Hochfrequenzphysik
Neuenahrer Strasse 20
5307 Wachtberg-Werthhoven

Germany

Abstract

It is quite well established that millimeter waves exhibit superior transmission
features for natural obscurations, i.e. mostly adverse weather-effects, if compared
to those in the IR-region. Therefore mm-wave sSystems are competitors for military
surveillance and guidance systems.

Fcr these applications the knowledge of the amount of degradation of mm-Systers due
to obscuration in a battlefield environment has to be assessed in compariscn to IR-
Sensors. The results will be important as well for optiral sensor design as for the
development of camouflage measures.

The data dealt with in this paper have been gathered during various measurement
campaigns. They cover smoke and dust trials with mm-waves-instrumentation systers

at 47 GHz and 94 GHz and experiments on screeninag smckes., All trials were perfeormed
in conjunction with IR-measurements.

For the dust and smoke-trials a bistatic configuraticn was used with transmitters
and receivers located at two opposite sites across an artillery impact area.
Artillery barrages of different type of ammunition were fired into the impact area
and the attenuation over the path due to mud, soil, debris and smohe by tle deto-
nations was measured.

Results are discussed by means of attenuation-curves for different transmit. receive-
polarizations. A comparison of the results of the two erploved mm-wave frequencies
with the simultancously measured IR-data is given for selected events and on a
statistical basis over the whole measurement period.

For the experiments on screening smokes a monostatic confiquration was chosen with a
pulsed 94 GHz instrumentation radar operating over a folded transmission path against
a corner reflector and armoured target vehicles. By recording the echos from a number
of consecutive range gates the attenuation caused by the smoke as well as the back-
scatter of the smoke cloud and the location of scattering centers within the cloud
coald be evaluated. Results from optical, IR and radar smokes are discussed in the

paver.

—
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A CFAR DESIGN CONCEPT FOR OPERATION IN HETEROQUENEOUS Cl

Harold M.
ADAPTIVE 5 SORS, INC.
2l Pico vd., Suite 8
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SUMMARY

When the heterogeneous LlULLLr ficld spanning the spatial sampling sliding window
can be modeled as two contiguous homogeneous clutter fields with the statistical parameters
of cach field unknown and independent from field to ficld and with the transition point
between fields also not known, then the cell averaging CFAR performance significantly
degrades yielding target masklnb effects and loss of false alarm regulation. For the same
defined and encountered environment spanning the sliding windows, the performance degrada-
tion effects are shown to be largely eliminated when a newly de\cloped class of CFAR test
is employed designated as Heterogeneous Clutter Estimating CFAR's (HCE-CFAR). The test
initially involves the combined use of multiple Rypothesis testing and maximum likelihood
¢stimation procedures to estimate the statistical parameters of each of the two fields,
and the transition point between them, and then makes use of the relevant estimated clutter
field parameters to effect the final decision rule. HCE-CFAR Designs are presented for
both the cases when the contiguous fields have Rayleigh first order probability distribu-
tions, and log normal probability distribution. However, the focus of the development and
the conducted performance evaluation is for the Rayleigh clutter cases

1. INTRODUCTLON

Fer a homogeneous Rayleigh distributed clutter limiting environment, automatic target
detection modes (commonly referred to as cell averaging CFARs) can be designed which pro-
vide efficient detection and constant false alarm rate (CFAR) operation by a spatial
sampling of the resolution cell outputs in a sliding window surrounding the cell which is
under test for the presence of a target [1,2]. The modelling constraint imposed (in the
above cited references) is that the clutter field spanned by the sliding window is either
a homogeneous one (that is to say, the statistical paramcters in each of the resolution
cells covered by the sliding window and governing the detection output of ecach cell are
identical), or that the clutter field is a heterogeneous one but where the functions
controlling the values of the statistical parameters over the parameter space arc known,
a-priori, within scaling constants. However, when the sliding window is spanned by two
different and contiguous homogeneous clutter fields with the cell under test embedded in
only one of these fields and with no a-priori assumptions introduced of the relative
levels of the parameters of these two fields or at what resolution cell the transition
between the two clutter fields take place, then it is shown [1,2] that the detection per-
formance significantly degrades--false alarm regulation is no longer maintained, and
serious target masking is introduced.

Motivating the subject Constant False Alarm Rate (CFAR) development is the fact that a
number of frequently encountered clutter phenomena involve interfaces of clutter fields
with markedly different intensities of backscattering, for example: sea to land, dry to
moist terrain, non-masked to masked terrain, light to dense foliage fields, and resolution
cells free of clutter to resolution cells in a rain or chaff cloud. Synchronously gated
or pulsed noise jamming is another possibly encountered radar envirvomment adhering to the
same type of transition between interference fields.

A newly developed class of CFAR tests, the subject of the paper, designated as
Heterogeneous Clutter Estimating CFAR's (HCE CFAR) is free of the a-priori assumptions of
the heterogeneous clutter fields introduced in the earlier work fabove cited references)
and overcomes the performance degradation effects noted in these references for the classes
of non-uniform clutter models considered.

1.1 HETEROGENEOUS CLUTTER FIELD MODEI. EMPLOYED IN THE HCE-CFAR DEVELOPMENT

The heterogeneous clutter model employed in the HCE-CFAR -development is a construct
of a number of contiguous homogeneous clutter fields covering the radar parameter space
but with the constraint imposed that no more than two of these clutter fields span the
sliding window at any one time. (One homogeneous clutter field encompassed by all the
sampling cells in the sliding window is also an admissable subset of the model.) The
underlying statistical parameters of each clutter field are independent of one another and
are assumed to be unknown, and the transition points between fields are also assumed un-
known. The sampled envelope detected outputs of all resolution cells of all the clutter
fields are statistically independent, and these observed random variables are assumed to
have the same form of first order probability distribution. For example, they are all
Rayleigh, or log-normally distributed. The model also includes the assumption that jumps
in the carrier frequency can be effected which yicld statist.cally independent frames of
data without changing the underlying statistical parameters of the modeled probability
distributions.

This work was supported by the U. S. Army.




While the described heterogeneous clutter model provides an appropriate description
of some radars, or radar modes, and their encountered heterogeneous clutter limiting en-
vironment, it obviously is unsuitable for others. In addition, for this initial work,
the sensitivity of the HCE-CFAR designs to encountercd clutter deviating from the stated
heterogeneous clutter model has not been established.

1.2 BASIC CUONCEPT

The concept of the HCE-CFAR design is outlined in Fig. 1. Bascd on the N spatial
sampled outputs included in the sliding window, estimates are first made of the statis-
rical parameters of each of the twoe clutter ficlds sampled by the N cells, and of the
transition point between them. The combination of maximum likelihood estimates and
multiple hypothesis tests arce used to make the estimates. The statistical parameters of
the relevant clutter ficld, that is to say, the clutter field which is estimated to have
the vell under test embedded in it are then used to form the decision statistic--the
function of the observables used in the [inal decision rule. The detection threshold is
made a fanction of the inputed design single cell false alarm probability (Pp,) and the
number of samples (n) which are estimated to be in the relevant clutter field.
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FIGURE | CONCEPT OF A HETEROGENEQUS CLUTTER ESTIMATING CFAR
The HCE-CFAR desipgn concept is iidustrited here for the clutter models exhibiting

vigh first order probability Jdistributions Jdescribing the sampled envelope detected
outputs, and also those cruttuer Uields which are best charvacteriz *d by the log-normal
probability distribution. Referrine to Fig. 1, it is noted that for the Rayleigh distri-
buted clutter case, the statistical paramcter estimated for cach of the two clutter fields
is the fquanrity (32) which s propoviional to the variance of the eavelope detected output
(x). and for the loge-normally distribated clurter case, two statistical parameters (m and
o) are estimated for cach of the twe clutter rields.  (These parvameters are the mean
and variance of the Horzal discribarion desceribing the vatural lorarithm of the envelope
doetecred ourput of the sampliced clutter ticid.)

An alternate CFAR techmique (3], 04] for accommodating the two clutter fields spanning
the U threshold control cells simply involres estimating the residual clutter level on
cach side of the coell under test, and using the greatest of these two estimates Lo set the
detection threshold., While this procedure works well in controlling the false alarm rate
when the clutter field at the vdge has a lower clutter level than the clutter field en-
compassing the cell under tesy, it is not Jdu cgned to overcome the significant target
masking cffect which results when the cells at the edge are in a clutter field with a
higher clutter backscattering level than the clutter field in which the cell under test
is embedded.
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s FORMUTATION OF THE HETEROGENEOUS CLUTTER ESTIMATING CFAR FOR RAYLEIGH DISTRIBUTED
CLUTTER

Ll DEVELOPMERT OF [HE UNBIASED VERSLION OF [HE HCUE-CPAK DESLTGH
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A Zlow chart outlining the computational steps nceded to
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. . [ and s Led resolution cell envelope detected outputs of the sliding
i Med Lo span two diftferent clutter backscattering media.  The

cld to oanother takes place after the MUP resolution cells,

avd foroLo> M, g?L @i, The heteregencous cluttor estimator invelves
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i
Ny el eilen ol Q‘I' indg 3 and the transition cell (M) based on the sct of observables
w0 The development starts with the formation of the likelihood

o

I,(,VA, _,.‘.4,_\‘..\‘,/H‘) = II exp
i=1

wiere Hoois the hypothesis that the transition of the two clutter fields takes place after
the L0 ocell. { e oare N-1 hvpotheses of where the transition occurs within the span
vl the N celis with observed outputs y; ). For the - th hypothesis, the maximum likelihood
estimates i ., oand g2 are determined from the equations

Tl Tiey f

Aln L . Aln 1 ;
—5—= =0 () and — 0 (3)
31 Aadz(

The c.‘é’,iiﬂ.,l[us,o'f(:) nndg’%(‘). are formulated in Fip. ,J. Su{)sliiLULiﬂplo’f(v) :mdg.i(‘)
in the expression for In [, maximizes this likelihood function for the H  hypothesis.
Eliminating the constant term ¥ in In L, yiclds L' (see Fig. 2) which is a monotonically
related expression to the maximized "ikelihood L. The estimate of the sampled clutter
fields may now be determined. The estimate of the transition cell M is defined as the
Gt cell, and i, is any one of the hypotheses -H which maximize the likelihood expres-
sion, or ’ !
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The corresponding estimates ot and $ are

G N
1 1
O3y =& & 7. (2 and i o= gt O Y. (6)
(&) G & i 2(6) NGy T
Thus, a complete description of the sampled clutter ficlds has bueen achicwed.  The

estimated field partition point (after the G cell) is then compared with the position
of the cell under test (N.) in order to determine the relevant clutter field tor the CFAR
test (i.e¢., the one which has the cell under test embedded in i also the number
(n) of statistically independent samples of the clutter ficld or in making the
estimate 2. The alternate hypothesis test for the presence vr absence of a target
return in the cell under test involves a comparison of the test ceil output Yo with the
threshold K? The threshold proportionality constant ¥? is determined for a specified
single cell xa{se alarm probability P.,. If the estimate of the partition point between
the two fields was exact, then the false alarm probability expression developed in

Ref. (2] would apply
1 n
P, = . N
FA [1* ~_]
n

with the number of cells n interpreted as in the procecding discussion and wiclding <he
expression of K? presented in Fig. 2.

In this manner, if the partitioning point of the two clutter f{ields spanned by the
N threshold control cells is accurately estimated, the false alarm probability will be
close to the design value.

Only a single frame of tl.e N resolution cells sampling the clutter fields has been
assumed to be available for the HCE-CFAR formulated here. 1f, in fact, N. statistically
independent {rames of the N resolutiun cell vutputs are available for use in the HCE-CFAR
design, the number of statisticaily independent samples in cach resolution cell is
increased from unity to N, and che values, for example, of ., N and n in the presented
equations must now each be multiplied by the number NF.

2.2 BIASED VERSION OF THE HCE-CFAR DESIGN

The unbiased HCE-CFAR design described in the preceding section involves giving equal
weights to each of the hypotheses of where the transition from one ficld to another takes
place. However, to make the HCE-CFAR concept providn a satisfactory control of the false
alarm rate, especially when only a sxngl; carrier frequency is employed, it is necessary
to 'bias' the multlple hypo[hesxs test in favor of the hypothesis that the cell under
test is embedded in the more intense clutter field.

The rationale for the biased version of the test is made clear by viewing (see Fig. 3)
the cases of the cell under test being in the more and less intensc clutter fields and the
consequence of transition point estimating ervors for each case. In both cases, the trans-
ition point error can erroneously 'place’ the cell under test in the wrong clutter field.
When the cell under test is in the more intense clutter field (the upper sketch), an error
placing it in the less intense clutter field will yield a highly probable false alarm
event, causing an increased false alarm rate. On the other hand, the reverse situation,
(depicted in the lower sketch) yiulds a highly probable false dismissal (or target masking)
event, which does not appreciably atfect the overall detection probability. Since CFAR
control is, typically, of paramount concern, the test is biased tewards a regulation of
the false alarm probability at the expense of some masking events but with the target
detection performance still substantially better than that obtained with the conventional
cell averaging CFAR for the same non-uniform clutter fields.

The desired modification is effected by introducing a test of the alternate hypotheses
of whether the cell under test is in the more intense clutter field or not and 'biasing'
this alternate hypothesis test in the direction of accepting the hypothesis that the cell
under test is in the more intense clutter. (The test is designated here as the (+)/,(-)
test.) The developed alternate hypothesis test is again based on the use of the observed
square law detected outputs of the N surrounding threshold control cells and involves
computing the ratio of the maximum likelihood that the cell under test is in the more
intense clutter field to the maximum likelihood that it is not. The ratio of these maximum
likelihoods is then compared to a fixed number, and if greater than or equal to the con-
stant, the more intense clutter field hypothesis is accepted, and the clutter field
estimates used in developing the maximum likelihood under the hypothesis that the cell under
test is in the more intense clutter are used in escablishing the threshold. If the ratio
is not greater than the constant, then the estimates of the clutter field yielding the
maximum likelihood under the hypothesis that the cell under test is in the less intense
clutter field are employed in the threshold control procedure. The 'bias’ to the test is
introduced by setting the constant to a value less than unity. Since logarithms of these
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maximum likelinoods are employed in the development, the ratio becomes a difference of
the two likelihood quantities, and the constant value less than one becomes a negative
number. [Since the introduction of such an added biasing test, in effect, distorts the
estimate of the encountered non-uniform clutter field, it would not be included in a
clutter 'mapping’ function of the radar.]

A flow chart describing the development of this alternate hypothesis test of where
the cell under test is located--the more or less intense clutter field, and how it is
employed in the CFAR test is presented in Fig. 4. The CFAR procedure described in the
flow chart of Fig. 4 also includes the alternate hypothesis test of whether the N
threshold control cells are sampling one uniform clutter field or two completely inde-
pendent clutter fields. If the one field hypothesis is accepted, then the detection
procedure reverts to the siuple cell averaging CFAR procedure. [This test is designated
here as the U/H test.} If che two field hypothesis is accepted, then the alternate
hypothesis test of whether the target cell is in the more or less intense clutter field
is conducted.

Lf the thresholds of the (+)/y(-) and U/H alternate hypothesis tests are set to
unity, (or zero for the logarithmic versioms), then the HCE-CFAR design reverts to the
unbiased version described in Sec. 2.1 and the flow chart of Fig. 2, with the uniform
clutter field hypothesis (the transition point at M=0) added to the N-1 hypothescs of
where the transition between the two clutter fields takes place.

Moreover, while the subject 'biasing’ tests are formally introduced here as the
addition of separate alternmate statistical hypothesis tests, they can also be interpreted
and implemented by applying the appropriate weights to the multiple hypothesis maximum
likelihood heterogeneous clutter field estimation procedure descrited in Sec. 2.1 and the
flow chart of Fig. 2.

3. DERIVING PERFORMANCE DATA FOR THE HCE-CFAR AND 'CELL AVERAGING' CFAR WHEN BOTH ARE
OPERATING IN THE SAME NON-UNIFORM CLUTTER ENVIRONMENT

3.1 HCE-CFAR EVALUATION METHOD

In Sec. 4, a performance evaluation of the biased version of the HCE-CFAR (described
in Sec. 2.2) is presented. The evaluation involves a comparison with the conventional
cell averaging CFAR design when both are operating in the same 'split field' Rayleigh
distributed clutter environment, and the target to be detected is modeled as a Swerling
Case #1 Type.

For the inputed partitioned two-clutter field statistically defined environment,

embraced by the N threshold control cells, each replication involves the generation of the
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N(N_) statistically independent Rayleigh distributed envelope detected outputs of the N
threshold control cells spanning the two clutter fields and the N_. frames each assumed to
be developed at a different carrier frequency and yielding statistically independent sets
of N returns. The heterogeneous clutter field estimating CFAR procedure, as outlined in
Sec. 2.2 and Fig. 4, is then employed to detcrmine the estimate ((y2) and the number n of
samples employed in sampling what is 'tagged' to be the relevant c{utter field. The
threshold T = KICT% is computed with the value of K? determined, as decribed in Sec. 2.2
as a function of both the inputed design false alarm probability and the number of samples
n used in estimating g% on that replication. The computed threshold T for each replication
is then used to determine, analytically, a conditional probability of false alarm and de-
tection on the hypothesis that the computed threshold is T. For the single variate
detection of a Rayleigh distributed target (Swerling Case #1) with a reccived signal to
noise ratio of X, the conditional detection probability is expressed as

P[') = exp|- T — (8)
5{.[1 + XJ
and the corresponding value of the single cell false alarm probability
v T
Pry = exp[- B_—%—] 9

withgl defined as the inputed true value of the statistical parameter(g?) of the clutter
field with the test cell embedded in it. The final estimate of P, and pFA are obtained
by taking the average over all replications of the defined P[') and PI"'A obtained on each
replication.

The Pjy and Pp, of the HCE-CFAR, when operating with the two Rayleigh fields spanning

the window, are inéependent of the clutter level 0'11, ot the cell under test, but can be a
2
function of the clutter parameters, M and y. (, =g7;- ando’é is the Rayleigh parameter for
E
the output of a cell in the edge field.) Therefore, the performance evaluation is con-
ducted as a function of M and ,. The HCE-CFAR is exactly a CFAR detcctor when only one
homogeneous Rayleigh distributed field spans the window. For this case, M has the value
of zero and ; of one. (The HCE-CFAR detection efficiency relative to that of a cell
averaging CFAR for this one field case is also presented in Sec. 4.)




3.2 CELL AVERAGING CFAR EVALUATION METHOD

Using the analysis procedure of Ref. 2 (Appein.dix 5) (applied for the Swerling Case #3
Target Type), it is easy to show for the Swerling Case #1 Target Type, that the detection
probability of a cell averaging CFAR for the situation when the N sampled cells span two

different Rayleigh clutter fields may be expressed as

- K2 (11)

o .
P, = T (1) with —
D N-M N(1+%)

I+’

(10), the corresponding expression for the

(X is the signal to noise ratio.) From Eq.
single cell false alarm probability can be obtained by setting X equal to zero yielding
) M
Ppa = TN M an
(i +5i)
N

Equations (10) and (12) express cell averaging CFAR performance for the case when a
single frame of N resolution cell samples of the clutter fields is used to estimate the
clutter level and set the threshold. When more than one statistically independent frame
of the N cell outputs is employed for this function (say, NF frames), then the value of
N in these equations must be replaced by the product of N and Np» and similarly the value

of M must be replaced by the product of M and Np.

4. PERFORMANCE EVALUATION OF THE HETEROGENEOUS CLUTTER ENVIRONMENT CFAR

Detection and false alarm probabilities for a wide domain of the modeled non-uniform
clutter conditions are presented for three representative HCE-CFAR designs and correspond-
In general, the HCE-CFAR designs

ine cell average CFAR designs., (See Figs. 5 through 12.)
are noted to overcome the performance degradations--target masking and increased false

alarm rates--experienced by the cell averaging CFAR when encountering the non-uniform
clutter environment. 1f , is defined as the ratio, expressed in dB, of the clutter level
of the cell under test to the level existing at the edge, it is noted that for positive
:'s,--the condition of the cell under test being in the more intense clutter--the cell
averaging CFAR false alarm probability increases unacceptably from its design value,
especially at the value of positive y becomes large and as the transition point M butwee
the two fields approaches the cell under test. On the other hand, each of the three
illustrated heterogeneous clutter estimaging CFAR designs are noted to effect a control of
the false alarm probability for the same encountered non-uniform clutter conditions.

When the cell averaging CFAR encounters a clutter field of negative (i.e., when the
clutter field at the edge of the threshold control cells are in the more intense clutter
than the clutter field encompassing the cell under test), the detection probability is
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drastically reduced with targets esscentially
uniform clutter conditions. Conversely, the

encountering the same non-uniform clutter environments maintain a relatively good d
capability for most of the non-uniform clutter fields considered (see Figs. 6, 8, 1

12y,
countering a positive

[The relatively high detcction probabilities of the cell averaging CFAR, when en-
. non-uniform clutter condition, is achieved at the expense of

TRANSITION PQINT BE TWEEN THE TWO CLUTTEH FILLDS
UCLURS IMMEOIATEL Y AFTER THE M THCELL

THCME 10 an HCE AR
SAMELL L IR b
MOAC AN D T T

TTATISTE oy INDEPENGENT FHAMES ) Thd
SO R AL NG N GE TR THANT IR N
THE AT L TNER G E it RS A EIYED PARAMET &

completely masked for a wide domain of non-
representative HCE-CFAR designs when

ction
and

unacceptable large increases in the false alarm probability over the design value.)

Each of three representative HCE-CFAR designs involves the use of a different number

of statistically independent frames of the sampled non-uniform clutter fields.
two, and four-carrier frequency design are represented.

A single,
For the multiple frequency design,

the incremental change in carrier frequency from one transmission--or group of transmis-
sions in the MTI radar case--to another is assumed to yileld statistically independent
clutter returns, but with no perturbation of the underlying statistical parameters.

An intuitively satisfying result is that of the three presentative HCE-CFAR designs
presented, the best performing one (see Figs. 5 through 8) is the one based on the most

frequencies of operation (or statistically independent frames of data) namely four.
second best performing design (see Figs. 9 and 10) involves the two frequency operation

The
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case. Obviously, as the number of statistically independent frames of the N cells sampling
the non-uniform clutter field increases, a more accurate estimate can be made of the en-
countered non-uniform clutter field, leading to a more effective HCE-CFAR design. A view
of the RMS and mean errors made in the estimation of the transition point between the two
clutter fields (Figs. 13 and 14) also illustrates this behavior. A significant reduction
in these e¢rrocs is noted to take place when the number of statistically independent frames
of data is iucreased. Since in many radar applications, frequency hopping is employed, any
way, to force a decorrelation of the tarpet and clutter returns for improved detection, the
additional frames of sratistically independent clutter returns may be available for use in
an HCE-CFAR design.
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The transition point estimated errors are also noted (see Figs. 13 and 14) to rapidly
decrease as the absolute value of . increases. (The more marked the jump in clutter levels
at a transition point, the easier it is to 'see' the transition point and accurately
estimate it.) This behavior should result in better performance of the HCE-CFAR design for
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large values of .. And, in fact, the best performance for ecach of cthe three designs is
noted to be obtained at the largest positive and negative value¢s of . for which the detec-
tion and false probabilities were determined (£ 30 dB). On the other hand, the perlormance
of the ceil averaging CFAR is noted to degrade rapidly as the absolute value or o increases,
and exhibits its worst performance at these largest values of

The detection perfurmance in unlifurm clutter of the HCF-CFAR designs and the corre-
sponding cell averaging CFAR designs is obtained for the ca.e of M--the transition point--
made equal to zero. For the four frequency HCE-CFAR design, the detection efticienc
uniform clutter is determined to be within .048 dB of that achievable with a four
cell averaging CFAR design. The additional CFAR loss of the two and one {requens
designs relative to that of corresponding two and one Irequency HCE-CFAR designs is
and 0.85 <o respectively. in uniform clutter, the HCE-CFAR desipns arc aliso
exactly Cran in performance.

When the performance is presented of an HCE-CFAR design bascd on the use
statistically independent frames of data--assumed to be achicved by multd
operation, tne accompanying cell averaging CFAR pertormance is bascd on the use
number of frequencies. However, only a single statistically independent turpet s
employed in the computation of the detection probability for the muliiple frejuen
CFAR and cell averaging CFAR dJesigns. Consequently, these multiple froeguency
applicable tfor the evaluation of each stage of an M of ¥ Jdetection me. W transmissions,
each at a different carrier frequency are assumed, the received data in each resolution coeld
are stored, and the detection decision at cach stage is deferred until the HCE-CFAK thresh -
olds baseJ on che N statistically independent frames of clutter return Jata are received.

5. HETERUGENEOUS CLUTTER ESTIMATING CFAR APPLIED TO LOG-NORMALLY DISTRIBUTED CLUTTER

The case of log-normally distributed clutter is used to illustrate the application of
the HCE-CFAK concept to a two-parameter distributed clutrer. A flow.chart summarizing the
steps involved is presented in Fig. 15. The spatial sampling of the encountered clutter
is assumed to encompass two different homogeneous clutter ficlds but with each one log-
normally distributed, and with the cell under test embedded within one of the two clutter
fields. The approach again involves estimating the statistical parameters of the two
clutter fields sampled and the transirion point between these fields, and then to use the
statistical parameter estimates of the relevant clutter field (the one in which the target
cell is embedded) to make the CFAR detection test.
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FIGURE 15 FLOW CHART OF A HETEROGENEQUS CLUTTER ESTIMATING CFAR FOR LOG-NORMALLY
DISTRIBUTED CLUTTER

The heterogeneous clutter estimating procedure is developed in a manner similar to
that used for the Rayleigh distributed fields. The observables are the N envelope detected
outputs iX,' which are employed in the threshold control procedure. For each Xis the
probability density function

o———
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The subject CFAR procedure invelves first obtaining maximum likelihood estimates of
ml,o-i. m,, (T3, and the transition cell M. HJ is the hypothesis based on the set of the
Ny - th

N ubservables that tlie transition takes place after the J cell. There are N-1 such
hypotheses, and for each one, the set of maximum likelihood parameter estimates
H . 2 are generate They are .d i i - .
@y oiony My O_Z(J)) are generated. They are formulated in Fig. 15. The estimates
2 Com : 8 se on 3 o set (L'} [y s s
(ml(J)'QW(J)' @0y T3y ) arelthpn used to LOWPULL the set \LJ‘: LJ can be shown to be
monotunically related to the maximum of the likelihood on the condition of the HJ hypothesis

and is exprossod in Fig. 15. The maximum of the set 'Lj‘ is now found
Ly = Max{Lj}
Jo=1,...,N-1
th

G then becoanes the estimate of the M transition cell (G=M), and H. is any one of the
hypothesis iy which yields a maximum of the set ‘Lj:. Consequently, clutter field #1,
with ggrameter estimates ml(G and o} Gy’ is estimated to extend from the first cell to
the G cell, and clutter fie{d #2 with the statistical parameter estimates G and

O? ., is estimated to embrace the cells from the G+l cell to the NP cell. The relevant
estimated clutter field for use in the illustrated CFAR test statistic is the one in which
the cell under test (Xp) is embedded. The decision statistic (t) for this heterogencous
clutter estimating log-normal CFAR test (see Fig. 15) was introduced ecarlier [5] for
effecting CFAR operation in a homogencous log normally distributed clutter environment.

This formulation of the HCE-CFAR test for leog-normally distributed clutter involves
the application of an unbiased multiple hypothesis test. Just as the HCE-CFAR designs
for Rayleigh distributed clutter were determined to yield improved pertormance with the
addition of 'biasing' alternate statistical hypothesis tests of the +(+)/,(-) and U/H
type, it is anticipated that similar biasing tests added to the presented log-normal
HCE-CFAR test would also lead to improved performance.
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DISCUSSION

W.L.Simkins
Can you provide a gualitative assessment of how sensitive your technique is to the assumpuion that the two fields have
the same statisties but 2 ditferent means? That is. if the first field was Ravleigh and the seeond field was non-Raylcigh,
how wauld the CEAR performance change as the seeond ficld™s statisties increasingly deviated from Rayleigh”

Author’s Reply
The HOE-CEAR design has been configured to date for the case where bothindependent ficlds within the sliding
window are vach single parameter distributed (Rayleighy; and also for the case where both clutier ticlds within the
window are two-statistical parameter distributed. This latter HCE-CEFAR design also applies to Weiball distribution
clutter.

For the case of the HCE-CEAR designed for Ravleigh distributed clutter. §believe there could be subsantial
degradation of performance if one of the fields is two-parameter distributed — espectally it itis the ficld with the tea
celt embedded it On the other hand. the HCE-CFAR designed for 2-parameter distributed clutter, since itis
applicable to Weibull distributed clutter. could accommodate the case where ang (ield is Rayleigh distributed and the
other fickd is Weibull distributed. since the Rayleigh distribution is one case of the Weibull distribution, This testis an
netficient une, however. if both fields are Ravleigh distributed. So that, if the question is one of real practical interest.
perhaps the latter approach would be to further devetop the HCE-CEFAR concept to accommodate the ficld differences
desenbed.

A.Biggs
The view-foils indicate results of heterogencous clutter which were not in the AGARD pre-print. Can vou include these
as part of the discussion phase which will appear in the finalized copy of the AGARD proceedings?

Author’s Reply
I believe that the pre-print of the paper contains all of the HCE-CFAR performance results, and that no new results
weie presented in the talk. A fuller presentation of the results and anatvtical development is scheduled for publication
inthel Procecdings of Acrospace and Electronics.

C.Boesswetter
Is there any connection between the theory of design for CEAR systems and radiometric resolution. which is one of the
important design parameters for imaging radar antenna, to separate between two distributed clutter fields?

Author’s Reply
The theory which | presented is mainly for target detection. However. it could probably also be applied for imaging
clutter fields.
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SYNOPSIS

Sequential adaptation uses only two sets of receivers, correlators, and A/D converters
which are time multiplexed to effect spatial adaptation in a system with (H) adaptive de-
grees of freedom. This technique can substantially reduce the hardware cost over what is
realizable in a parallel architecture.

A three channel L-band version of the Sequential Adapter was built and tested for use
with the MARK XII IFF system. In this system the sequentially determined adaptive weivhts
were obtained digitally but implemented at RF. As a result, many of the pust Rb lardware
induced sources of error that normally limit canceilation, such #s receiver mismatch, are
removed by the feedback property. The result is a system that caa yield high levels of
cancellation and be readily retrofitted to currently fielded equipment.

SEQUENTIAL ADAPTATION TECHNIQUES

Identification and Significance of the Problem

Military communication systems can be severely degraded by cnemy jamming or, in sonc
cases, by unintentional interference. Adaptive antennas are used in some communication atd
radar systems to automatically place nulls at the angles of jammers or interference sources.
When N jammers are present, at least N adaptive degrees of freedom are required to provide
N simultaneous nulls. The cost and complexity of a conventional adaptive nulling system
increases with the number of degrees of freedom.

It is also important to minimize the cost and complexity of future systems. One
possible method of simplifying these systems is to use a scquential algorithm for updating
one adaptive weight at a time, i.e., multiplexed control of N weights using a single circui
for adaptive weight computation.

Technical Objectives

Adaptive Sensors, Inc. and its subcontractor, Technology Service Corporaticn, have
had two major contracts to explore utilizing a Least Mean Square algorithm and multiplexed
control of several adaptive weights using a single circuit for weight updating. Three
important problems arise in designing a system with these properties, viz.:

a. Configuration of the LMS system. In an LMS adaptive system, thc¢ weights on anteiawa
elements are controlled to achieve a least mean square match between the array output and
some reference signal. The specific reference signal used varies from system to system.

If a pilot signal is transmitted by the source during some time interval, and both the
temporal structure and timing of the pilot are known at the receiving site, this pilot
signal can be generated locally and used for array lock-up. This is the basic LHS array
concept originally described by Widrow([l]. 1Its time multiplexed sequential version is
depicted in Fig. 1.

In some systems the reference signal at the receiving array can be set to zero and
the array adapted to minimize the output power. This technique can be used during the
adaptation interval if the desired source is turned off for intervals known u-pricri at the
receiving site. The experimental test bed is an example of such a system. In sone
systems using spread spectrum coding with a large ratio of signal bardwidth to information
bandwidth, the desired signal is so small that a zero pilot signal can be used for adapta-
tion. The Global Positicning System fits into this category.

b. Convergence Rate in a Sequentially Adapted Array. When a single weight computing
circuit is used to sequentlally update several weihts in an adaptive nulling system, some
slowing of convergence to a good adaptive antenna pattern must be expected. Systems in
which N separate weighting circuits are used to compute the N weights will generally provide
faster adaptation. ASI investigated the convergence rate in a sequentially adapted system
for a variety of configurations and numbers of jammers. The worst case convergence time
increases by a factor approximately equal to the number of channels multiplexed over what
would be obtained with a parallel LMS architecture.

c. Method of Computing Updated Weights. In an adaptive array with N adaptive weights
which are updated In sequence, using a single multiplexed weight computing circuit, a
variety of different methods can be used to obtain the weights. These include both analog
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Figure 1. Adaptive Nulling Antenna with Multiplexed
Control (MARK XII variation)

and digital techniques. The major emphasis of the studies was the comparison of soveral
likely candidate methods of computing the adaptive weights or incremental weights. Digital
determination of the weights was selected for implementation on the MARK XII adaptive arrav
experimental system.

BACKGROUND
During 1983 and 1984, ASI investigated methods of simplifying the adaptive circuiiry

in large receiving array antenras with the requirement for nulling many wide bandwidth
jammers. A sequential method of controlling subsets of element weights in a large array
)

was evaluated. A functional block diagram of this technique is shown in Fig. 7. A subso!
of array elements is selected for adaptation elements kl, k2, and k3 in Fig. 2. Separate
receivers are required for the main array output and for thesce 3 channels. The receiver

outputs are A/D converted at a rate equal to the bandwidth, retaining both in-phase and
quadrature components. The sample covariance matrix algorithm ] is uscd in the digit.el
processor to compute optimum increments for the 3 weights. The corrvesponding arrav weipgh::
are then incremented by the computed values of ‘W, selected to minimize this jammer power
in the output.

The option of updating a single weight at each iteration wias investipated during the
study. One typical result is shown in Fig. 3. The upper curve in Fig. 3 shows the
antenna patterns before and after adaptation. The initial pattern for the 30-clement
linear array with Chebyschev illumination is shown by the dashed curve. Five jammers are
present in the simulation as indicated on the upper curve, and nulls are obtained at the
5 jammer angles after adaptation as shown by the solid curve. The lower curve shows the
transient response obtained with scquential adaptation. In this example, a single weight
is otpimized at each iteration. The ten clements with adapted weights are shown on the
lower curve (viz., 29, 30, 6,...). After 40 weight iterations, during which each of the
10 selected weights are incremented four times, the output power is reduced to 4 ¢B above
the recciver noise level. A total of 10 independent samples was used for computi each
weigh' increment. This example illustrates the ability of a system with a multipicxed
single weight processor to null multiple jammers, in this case > jammers.

During the study, a series of cases were run with a single weight updated per itera-
tion. As expected, the convergence slowed as the nurber of jammers increased. The effect
of varying rhe number of samples uscd in the sample covariance matrix was investigated as
in an Applebaum-Howell system. 1t was tound that convergence is much slower when jammers
of unequal power are present.




RF SUMMING NETWORK

Array Output
} Ea & o2 B3
E;t:' Receiver
Chains
1

|
A/D A/0 0] 1.0 A/0

Converters

DIGITAL SIGHAL PROCESSGR v]
L AT Ws
Figure 2. Hybrid Adaptive Arrays with sequential

Control of Element Weights

i
1
i1
ig
nw
——
s
A
3
m
.
3
«
=
€
£
i
£
e -
- ‘\
- . L
Figure ). Sample Covariance Matrix: 10 Samples, 5 Jammers.,

1 Auxiliary Channel

-4




s to )
XiL IFF receiver, as depicied
Jvdsible to rerlace the
tarned adaptive beanlormer
antenna (a). This appreach len
ficlded svstens with ne roditicationm
Mas boen Jdemenstrated )

Armroon dontr

revide an adaptive beantformer that is

completely auronomous
in Fig. <. by providing an adaptive
present antenna with an adaptive array which

sse RE output (b)) replaces the RF outp
ttsell to potential retrofitting of cu
thie extunt hardware.  The viabitity of this
laboratory Jemenstration model developed
and DAAKIO-U4-0-0157 for the L-band
system 1s scheduled to be tested at
torropertics are:

[*2%

Lhe Ples

ntlwv

[

IFY transceiver.
ichuca during

® JAutinom us
nade ¢sac
adaptive

addaptive antenna syb
ranspunder by providing

tetm Is

an

Bave developed a unique time multiplexing
rueduces tihe hardware complexity and the
in this appreach only two reccivers
o auxiliary antennas. As shown in
me murtiplexed into one channel and the
adaptive bean the sveond receiver. On any given itera-
tion, ¢ multiplexed channel (#1) is inerementally
updated b tieh is b by the implicit inversion of a (2x2)
covariarce est' (Cwyj for that iteration). This is
vguivalont L LMS array where the gain and time constant
that 4-8 samples are optimum for obtaining

N

TTaar v o
adaptive ao,

cangummi L4

are reguired, ind

3. (Y o

Arve it

POSSIRIE ¢
SIGGL

Aces present ante

e ~daptari
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. riane sheppared, Contrac

tvst bed tor ERADCOM, Ft. Monmouth, NJ (monitcred by
RKJU-84-C-0878) . Under this contract, AST/TsC have de-
A, buile and ¢ an adaptive nulling antenna for the MARK XI1 1FV system.  The
ive of rthe o : is te obtain a simple system which can be retrofitted to existing
rne [FE tran wriers at minimum cost. This adaptive antenna uses a single signal
irocessing circuit with multiplexineg te sequentially update the weights on two of the

v osystem block diagram is the same as in Fig. 1, with the

-

1

‘ve elements in the ar Tt )

. 1
piier o signal in Fig.o 1 oset to zero.  In addition to designing the adaptive system, ASIL
i ulated the civeuitry in detail to Jdeternmine the tolerances on all hardware compo-
and the transient respense of the adaptive array. The adaptive system was built and
hias teen bench tested by Technology Service Corperation, under subcontract from ASI. This

svstem wiil be field tested at Ft. Huachuca under rhe current contract.

The signal processing circuit used in the IFF adaptive arrar is hybrid--the array
sutrut and the output of one clement channel are cross-correlated in an analoy circuit,
the ¢orrelator output is A/D converted and the updated weight is computed digitally.
his weight is then DA converted and applied to the selected element. The two variable
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weights are updated in sequence using a multiplexer to switch the clement outputs alter-
nately into the signal processing circuit.

Figure 6 depicts a block diagram of the complete system and Figures 7a-7f give details
of the hardware confipuration.
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PERFORMANCE

Limitations on Cancellation

Analog beamformers at IF or digital have inherent limitations on the achievable
cancellation due to sources of error introduced by the hardware itself. One of the most
important of these error sources is receiver mismatch. Since only one complex weight is
applied to each channel, the match between two receivers can only be exact at one frequency
in the passband. Mismatch across the passband between two receivers results in residual
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noise power residue at the output of the cancellor as shown in Fig. 8. Figure 9 indicates
the required RMb phase and amplitude match across the passband for a given level of can-
cellation. Note that in order to aspire to 45 dB of cancellation, less than .2° RMS phase
error is tolerable, which is impractical to achieve in a relatively narrow band system

(~5 MHz).
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Figure 7a. Weight Computation with Limiting

ANTENNA @ C TO MARK XI11 IFF

T0 AUTQ CORRELATION DETECTOR

FROM VECTOR MODULATORS

Figure 7b. Front End Block Diagram




8
1 VIDEO (\ A/D p—pt 1 DATA
FROM L
AUTO CORRELATION 70 WEIGHT
DETECTOR PROCESSOR
8
Q VIDEO —{> A/D <= Q DATA
FROM N 8
AMPLITUDE A/D }—~—em AMPLITUDE DATA
DETECTOR |
Figure 7c. Video Amplificrs - A/D Convertoers
Block Diagram
(<} LOW PASS §—
1
FILTER V10e0
FROM
FRONT END +
() LOW PASS §— o
. FILTER q viDEo
LINITER
— AMPLITUDE
DETECTOR §——w AMpLITUDE
FROM — C NETWORK t VIDEQ
VECTOR
MODULATOR N
o ] swiTcH
::i DRIVERS [—————=< FROM WEIGHT PROCESSOR
Figure 7d. Auto Correlation Detector Block Diagram
AUXTLIARY o TO AUXILTARY

CHARNEL CIARKHEL COMBINCR

Pt

DIGITAL
husmmnama s N $11H1
1

LINEARIZED DIGITAL
T0 ANALOG
ORIVE ELECTRONICS

DIRITAL
L——————__“g WETGIT
[}

Figure 7e. Vector Modulator




‘—-h——*-‘

o e

P grey—

14-8
8 ! MOLTIPLY RAM | I Y
1 -~ — ]  aNp e - | MULTIPLY  j——f  AND —_— JERE
REG ACCUMULATE ALV REG
8 1 MULTIPLY RAM 0|8
Q -/ AND —{ MULTIPLY |— AND —_ /o
REG ACCUMULATE ALU REG
] — -
| 8 A MULTIPLY 1
|A] -A— —|— ANU —
REG ACCUMULATE TKT

Figure 7f. Weight Processor

ADAPTATION AT RF

By applyin_ tle adaptive weights at RF at .100 MHz bandwidth, (even though they were
determined narrcwband digitally) the receiver mismatch constraint is essentially removed.
It is required that the cancellor perform over a very wide dynaric range of input signal
levels. It is difticult for a correlator to operate over such & wide dynamic range with-
out introducing bias errors that would not be removed by the fec.back loop. This is solved
by introducing sufficient gain in the muxed auxiliary channel to force liwmiting. Figure 7a
shows the slight modification to the 'optimum' adaptive incremeutal weight that is intro-
duced by this limiting operation.

Receiver £1 (R, (f}))
Residual noise ff” Receiver #2 (Rz(f))

Min / (R (F) = wRy(£)1% af
w

/- INGILRT

Figure 8. Receiver Mismatch

SIMULATION AND TEST RESULTS

Figures 10-14 depict typical simulations of convergence ratc and null depth that were
corroborated in laboratory tests. Figures 10 and 11 depict the transient response to two
jammers with zero and 25 dB of eigenvalue spread, while Figs. 12 and 13 show } and 4 jammers
respectively for a hypothesized system with more adaptive degrees of freedom than actually
implemented in the demonstration model. Of particular interest is the effect of various
error sources in the system.

The important point to note is that all error sources excepi lias errors, as shown in
Fig. 14, do not limit the level of cancellation. The bias erro1r ..encmenon is eliminated
as shown in Fig. 7a by limiting the auxiliary channel.
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Figure 12. Effect of Quadrature Errors

In effect the only penalty for errors is a slowing of the convergence time. This

results from the fact that the adaptive weighting is performed at RF prior to hardware
induced sources of crror such as receiver mismatch, soft limiting and imperfect quadrature.

This system has been demonstrated in the laboratory to provide 40-45 dB of cancella-

tion against two jammers over a wide dynamic range of input signels.
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HIGH RESOLUTION SIGNAL PROCESSOR FOR
LIMITED APERTURE MULTIMODE RADAR
Robert L. Nevin
General Electric Company
Aerospace Electronic Systems Department
Utica, New York 13503, UsA
and
M.R. O'Sullivun
O Sullivan Consulting, Inc.

30466 Via Camhron
Rancho Palos Verdes, California 90274, USA

ABSTRACT

The maximum attainable point target detection capability of a search radar s receiser toe mmited situation i~ fundanentally inated
by the radar’s power-aperture product. However, the degree to which practical systems approach Uns mavimum performance may be
linted by processor power (1.e., processor throughput, resolution, etel), Furthermore, in clutier limited situations, such ds air-to-ait
look-down scarch modes, greater processor resolution, in both range and doppler, can reduce the ettective size of the clutter cell compet-
ing with the target, and thereby improve subclutter visibility. Recent and ongoing desclopments have contributed to the application of
high-resolution, high-throughput signal processing to multimode, muhifunction atrborne radars. Both wit-to-air and wir-ta-ground modes
benetit in performance from increased processing power and tlexibility .

The solution to the high resolution processor is based on the experimental Modular Survivable Radar deseloped by General Electric
in the fate 19705, and extended to airborne multimode radar projects. This modular, reconfigurable pipeline consists of high-ctficiency
stages, each with a narrow range of assigned functions, cascaded to form the full signal provessor. Baperience in system integt.inon
and testing has proven the adaptability of this architecture, which can be particulatly usetul to achieve the detechon range requirements
ina small fighter aircraft where physical space and cooling capability limit the power and aperiure avadable to the radar.

The architecture of a programmable signal processor (PSP) currently in development for future application i described. This architecture
allows processing elements (PE’s) and memory elements to be configured into parallel pipelines. The PEGare designed to pertorm linear
and nonlinear operations at the same high throughput rate. These features make it highly sitable 1or ntegration mto the radat signal
Processor.,

With respect to this integration, the degree of flexibility required at different points in the pipeline 1s considered. The nonhnear and
bandwidih reduction processing which comes between the linear processor and the target data processor has the greatest sariety of function
The tinear processor, and in particwdar the FET or spectram analyser, Ras @ more consisien) Function oser vanous tadar modes. The
baseline architecture is very receptive to replacement of any section by a PSP hi tact, replacement of all post FF T procesang by a PSP,
while maintaining the reconfigurable pipeline for the linear processing, is shown to be a very efficient near term solution Replacement
of the linear stages can follow as improvements in the PSP Tunctional efficiency make it worthwhile

INTRODUCTION

Modern airborne multimode radars for fighter type aircraft require a wide range ol air-ta-air and air-to-ground modes. A tvpical
suite of required modes for such an application is presented in Table 1, along with represemtative performance requisements and an
indication of the 1vpe of waveform used to implement each mode

In some applications, aircraft constraints impose limits upon the size of the antenna aperture area available for the radar. This creates
difficulties in achieving the required performance since, for most modes, antenna aperture and related antenna parameters (e.g.. gun,
beamwidth, etc.) are strong determinants of the achievable performance. In many instances, however, increased progessing capacity
can compensate, to a signiticant degree, for a shortlall in avaitable aperture. fn what follows, this tradeoft (e, available aperture sersus
processor capacity) will be iltustrated tor the specific case of a medium PRE search mode.

A summary of the types of processing functions required to implement the modes listed 1 Table 1is presented, followed by a description
of a high resolution, high throughput signal processor developed at General Flectric Company which has tound application i one such
case. The requirements for programmability at various points in the processor ase analvzed, with a view towards staged incorporahion
of a programmable signal processor. A Programmable Signal Processor under desetopment at General Electric to meet these provessing
requirements is described. along with a plan o integrate it into a multimode radar in stages.

Medium PRF Search Mode Design

The range performance of a volume scarch radar, operating in a receiver nowe limited environment with a fised constraint on sean
tune may be expressed as [1, pp. S0):

P T Ac ol

R4 ; L th
41 KT (S NIRegW

where: P average transmtted power
Tee time to complete one scan ot the search solume
Ag cflective antenna aperture
Oy target radar cross section
1 total loss tactor
K Boltzman’s conviant
T System noise temperature

(5 Nireg signal-to-nofse rahio required for detection
v total solid angle of the scan volume.

Fquation (1) assumes that the radar processing approsiniates matched filter processig. A processing loss, 1 pe vonstitutes one of the
factor<in 1, and measures the degree to which the processing is impertectly matched. From -quation (1)1t 18 seen that the fundamemal
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TABLE 1. MULTHUNCTION RADAR MODE SUMMARY

Maode Waneform Representative Performance Requirement
AIR-10-AIR
Range While Seaich Low PRE. Look Up 30 nmi detection of § m2 target
Med PRE. ook Down 18 nmi detection of 3 m? target
Veloanty Search High PRF Look Down 23 nmi detection of § m2 target
Track While Scan Med PRF K simulbtancous targets
Sigle Targer Track Med PRFE Angle accuracy, 4 mr

Range accuracy, 100 1t or 1% of range

A Combat Med PRF Detection range, 1000 f1 to 1)} nmi

AIR-TO-GROUND

Real Beam Ground Map Low PRF 4 azimuth resolution
Dop. Beam Sharpening Low PRF 20. 1 beam sharpening ratio
Sea Search Low PRE 30 umi detection on SO m2 target - S5 41

25 nmi detection on S0 m2 target - S§ #4

Ground Moving I ow PRE Detect tank at 15 nmi
Target Indication

Ground Moving I ow PRF Angle accuracy, 4 mr
Lurzet Track Range accuracy, SO 1t or 0357 of range
Air-to-Ground Rangimg Iow PR} Accuracy, 50 [t or 0.3% ol range

radar parameter determung the masimum achies abe range performance in noise is the radar’s power-aperture product. The processing
toss, however, meastires the degrec to which i given processing implementation causes the radar pertormance to fall short of that inheren
inits nower-aperture product. fmproving the processing efticienay can reduce the processing tosses and thus cause the radar pertarmance
ro more ddosely approach the masunum potenial of ity power-aperiure product.

The average transmitier power for an arborne radar s typrcally limited by the prime poser and cooling available from the aireratt
e .. 200 watts average RE power iv g reasonable tigure for modern lightweight fightersy, When the available aperture iv also tightly
limited. the only reasonable alternaine asalable 1o achieve adeguate performance s to expand processor capacity 1o achieve greater
processing efficiency and thereby reduce the processing loss 1 p

Medium PRE mode doesten s doven primandy by the reguirement to detect small airborne targets while looking down into intense
ground clutter, and to deternune thers range, azmuth, and velocity coordinates unambiguousiy. Thus, over and above the foregoing
considerations pertaning to detection m aoise, 4 number of additional factors refated to clutter discrimnation dueectly aftect the wavetorm
election and signal provessing structire. Nonetheless, the tinal structuee typrcatly retlects the attempt 1o approach matched filter processmg
as nearly as possible, while implementing the necessany clutier rejection and ambiguity resolving tunctions.

The principal design features driven by the need 1o accommodate ground clutter are as Tollows:

& Asigniticant porstion ot the doppler spectium, containing ground clatter and ground moving targets s rejected

® The PRE values are chosen high enough so that the doppler rejection is not an excessive fractnon of the doppler spectrum, but
stll Jow enough 1o permit substannial tange dischimination

The time-on-target s broken up into a aumber e, typically eight or nine) of coherent burars of transmitred pulses, with
PRE vanation from burst-to-bust, to reduce range and doppler eclipsing and permit range and doppler ambigaity resolution

.

The number of pulses transuntied m cach voherent hurst exceeds the number to be processed in order 1o allow for **clutter setthing”
(i, to allow for returns Trom lopg riange clutter 1o establish coherency)

Fhe processor must mattam a high dynanic range, o accommodate ground cloter, throuzh the linear stages ot processing
(e, up o the point ar which mamlobe cutter o rejected)

Cell averaging CEAR v emploved 1o adaptivels set thieshalds i response 1o sidetobe clutter, which can exceed recener noise

over Toval regions in the range doppler plane
Comparison of MPRE Mode Parameters

Table 2 presents representative parameters Jor two medium PRE maode devigns tor atactical Highter application. The tirst or basciine
costenn assumes a 24 inch diameter apertare The second s a reduced aperture svstem in which the baseline aperture has been reduced
By fector of two in the vertical dimension. Table 3 presents representative processing losses for the two designs presented i Table
2 Nore that the total provessing fosses 1o the bas-line design are @ substantial .8 dB, allowing constderable room tor miprosement
throueh more etticient provessing The reduced aperture design has total losses o 5.8 dBL a net reductian of 2.7 dBL nearfy compensating
the 3 dB reductson i poswer apetture product In what tollows, cach of the processing tosses will be discussed for these two designs
e the manner m which added processtme power can reduce the processing tosses will be illustrated.




PABLE 20 MEDIUNM PRE MODE PARANMETERS

Partamera Baseline Reduced Aperture
Average Transmitted Power 200 W 200 W
RE Wavelength IRl Nl
Peakh Antenna Gan 3 dB RIEIN}
Mverage PRE 1t ki o ks
Average Compressed Polse Wadih 1 pisey 023 ped
Antenna Halt Power Beamnadth 4 4 arbv v
Number of Doppler Bilters i FET Size) L8} 128
Number of Chutter Settling Pulses 10°CPL 10 C Pl
Dopples bilter Bandwdth PRI- 64 150 11, "0,
Vverave Numbet of Range Bros 64 2
CEAR Window Siee 16 cells 125 Culis
Recener Nopse biginge 3 dR 1dB
Sean Rate T ey LRSI
Tame on larget ST [RESITINY
Mawlobe Clutter Rerection Ratio 60 3B 48 B
Clutter Bachsaatier Coethivient [{(AN] 0.1s
Tatget Cross Sechion sml <2
AManfobe Clutier and GATE Rerection Bandwideh RN 4 4k
False Atarm Rare I ounote 1 minure
Antenna Frame Lime TRt TN e
“Fora 2 bar - 60 Raster Scan.

TABLE 30 REPRESENTALIVE MPRI PROCENSING T OSSES

24 Aperare Reduced Aperture
NN Loss 22dB 2.2dB
Clutter Setthing T oss 0.6 JdB 0.3 dB
Range bidter Mismatch 1oss [JR IR 0.9 dB
Range Gate Straddle 1 os [{RaN 1) 0.2 dB
Duoppler Filter Mismatch 1o s di 1.2 dR
Doppler Filter Straddle Loss 0.7 dB 0.8 dB
CEAR Toss .6 dB 0.2 dR
Fotal Processing 1 osses 2.5 dB s.8dB

M N Low

The NN Toss tor Medim PRE radars occurs 1or two redsons:

e the peed to switeh PRE values during the timeon-targer 1o reduce blind zones and 1o resolve ambiguines
e the signal processor tvpically limits the amount ot cohierent integration (hat s possihe.

Connder now the impact, on the basehine design presented in Table 2, of a tactor of two reduction in antenna apettare. To simplity
the discussion, it s assumed that the reduction s predominantly in the vertical aperture dimension. The effect ot such i reduction would
be toteduce antenna gian by VAB and broaden the elevation beamwidih by a Factor of two. The incieased elevanion beamwidth makes
11 possible to scan the seirch volume with a single elevation bar, rather than two bars, which effecrively doubles the time-on-target.
o trame time s keptamvanant, s s necessary for a valid comparison between the (so designs, To udidze the mereased time-on- tarpet
ciicienty . howesers without mcuering added M- N of noncotierent integration loss, requires doubling the length of cach coherent processing
nterval tCPD, therehy doubling® both the number of pulse returns being coherently processed and the FFT size required. The net result
s that the MON Joss gs the same for both designs, but the reduced aperture system achieves twive the doppler resolution by doubling

the BRI size to 128 points,

Clutter Seitling Loss

Clurrer setthing loss i medsure of the fraction of trapsested pulses which are “wasted™ 1o ectablish clutter coherence on cach €CP1
betare the recanved signal retirn can be provessed. The namber of setthng pubses required at a 10 KHZz PRE s approvimately 10, which
should be adeguate to cobiere’™ clutter ar tanges ap ta 80 nautical miles, The resulting loss s theretore:

\ Nt ' ‘ 06 dB. Baseline Svatem
Nibpoco 1o \

10 Tog (B3]

' 0 dB, Reduced Aperinre Ssstem
Since the reduced aperture ssstem processes iwive as mamy pulses vohegently in cach CPEas the baseline ssstem, the pumber of clutter

ertling pulses represents a smaller fraction of the number of pulses tranamitted i cach coherent burst. Consequently, the dintter setthng
toss s smaller tor the reduced aperture svsiem

TWhen Jatter setthing pulses are mcluded. the toral time on-target morcases by dightdy wess than a tactor ot two, sinee the number
of setthng pulses regutied s a constang




Range Filter Mismaich Loss

In pulse compression systems, the compression stage is {requently weighted to reduce the time sidelobes of the compressed pulse. The
amount of weighting. typically determined by the requirement 1o distinguish a small target in close range prosimity 10 a large target,
is unaftected by the reduction in aperture. Consequently, this component of processing loss has the same value for both the baschine
system and the reduced aperture system.

Range-Straddling Loss

Range-straddiing loss is presented in Figure 1 as a function of range sample spacing for both an unweighted, compressed chirp signal
and tor the same signal with cosine weighting applied to reduce range sidelobes. The straddling loss listed in Table 3 101 the hasehne
system (i.e., 0.7 dB, assumed weighted chirp with a 1B sample spacing). By increasing the sampling rate by a factor of two (¢ reducing
the sample spacing to 1- 2 B), the straddling loss can be reduced to 0.2 dB for the reduced aperture system. a net gain of 0.5 dB.

+3
2
@
s +1
-3
a
<
3 01 02 03 04 05 06 07 08 08 10 LR} 12 13 14 15
%) o I n 4 +4 } % 4 I I 4 + 4 4 |
-2 + $ + + t T t 1 + t t+ t 1
-1
COS WEIGHTED
CHIRP
~2 =
UNWEIGHTED
- CHIRP
Y -

SAMPLE SPACING-1/8

Figure 1. Range Straddling Loss Versus Sample Spacing

Doppler Filter Mismatch Loss

Doppler filter mismatch Toss s a function of the amount of time domain weighting applied to the sequenve of coherently processed
pulses, in the FET processor. The severity of the weighting required s determined by the vluster-to-noise spectral density rano of the
coherent spectrum at this stage. Let us examine the behavior of this quantity as the aperture is reduced

sSince the aperture reduction is vonfined 1o the veniical dimension, the spectral width of mainlobe clutter will be relatively unaftected.
Conseguently, the clutter-to-neise spectral density ratio will vary proportionately 1o the b clutter-te-noise ratio.

Recenver and A D vonverter dynamic range is determined by the received clutter-to-noise ratio, which can be expressed as:

Go? L
Pe PN - K R 3
€ N B
where: K a factor containing a number ot radar parameters bemg held vonstant hete
B transmitted wignal bandwidth

Sinve the aperture, and hence gain. has been halved. the clutter-to-noise rano and dynamic van ze requirement have been reduced by
6 JB 1t we addimonally increase the range resolution Gand transmitted stenal bandwidth) by g tactor of toar, the dynamie tange wall
he reduced by an additional 6 dB- Thus, the requirement on doppler clutter repection, and heece on dopples tilter sidelobes, s reduced
by 1 2dB wath the result thar tilter wenthting con be reduced and hence nlter waghtng loss wall abo be reduced by approvimatels 0.6 4B
as shown i Tahde 3

Doppler-straddling | oss

A~ the amoani of dogpes Dilter weehiome s reduced. the mamlobe ot the doppler tiftet transter tanction narrosms, o that dopphe
straddhng Toss snareases shchilv o os JB

CEAR low

CEAR toss ca strong tunction ot the pun ber ob cells composmy the € F AR average. The size of the range doppler region over which
averagmy s beneticial i, however, mited by the Jobimg stouctore of adelobe clutter. By increasing the range resolution 0 e, reducing
the range cell szer by a tacror o tour and the doppies cosobison Dy atado of two, the toral number of cells averaged can be increased
by a factor of eight (trom 16 ta £ 24 withour changing the size of the averaging region. The resulting redustion in CEAR loss, assuming
a talse alarm probabdity of 10°60 can be seen trom Fieure 2 1o he approvumately 1d dB. as previously presented in Table 1
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Processing Loss Summary

Asslhustrated o Table 3 the torad processing tosses tor the redoced apertine desien have been reduced to S 3B a 27 dB reducnon
trom the processimyg toss total tor the baselme, 24 mich aperture designe Thus, o substantial tracnion of the 3 AR lost due te apenturg
reduction has been regamed. This has been accormplished prmartly through ncreased processor capaaiy, that s, the vaeee tesolnnon
has been guadrupled, the range sampling rate increased by a factor of aghr, and the doppler resolunon doubled High cesolution, ineh
throughput processars capible of aecomphishimg these mmprovements wie desctibed i the temainder o1 this paper

GE Pipetine Processor

The General Electmne pipeline processor began with desclopment and tlight testing ot its expernmental Modular Sursinvable Radae, shown
i brgure 3 and described in 2y, The MSR teatores aodistributed, recontigurable signal processor. The signal processor elements are
connttucied prnapadls from custom MOS ESEarcnts desipned and prodoced by General Flectnn Phe tadar elemi sisomduding the

vartons st processing elements, are vontrolled from a central radan controtles sy mcans ot g muliplesed divital dara bus

The MSR theht testincluded sany tadar tunctions sumsbar or identical to reguired multimuode tadar toncions, such as Ground Moy
me Farget Indwcation (GMTHand Doppler Beam Sharpenting (DBS), o these testss the Tlexiblity of The processor andiirecture was pro
vens thus, i became the basis tar design ot a multimode radar [3] Waih the ST nnaococuns i place and i basic processor ardhitectone
proven, the ssstem developaient time was shortened siemhcantis

Modular Pipeline Approach

Table 4 preseiits a summany of the provessing tunctions sequised (o smplement cach ol the modes which were previomsdy presenied
mm Jable Note that Table 4 distnguishies between Binear processing tunctions te.g.. pulse compresaot, compley multpheanon 1o
motion compensation. and tiltermg) and the more dnverse and mode dependent nonlinear processing operations which tollow the hnean
stages of processing . This table suggests that an extremely efficient modular processor can be provided for the most computationally
mtensive case - the Took down air to-wr mode whose parameters can then be modified to provide the maoniy ot the processng re
quired tor any other mode,

Fach of the major pipeline functions is implemented by a hardware clement. This element has a standard input-output timing relation
stup Flements wath complex internal timing have their own timing and control generators. In this fashion. cach processing element is
a4 stand-alone module. requiring only parametric control and mymmal timing triggers from the previous element. The resaltis a modular
pipelie which can be casly recontigured vig the parametric controls

Figure 4 shows the linear signal procesang portion of the pipeline. The processimg elements required are universal to modern coherent
radar [V4.5] wath only the parameters and details of implementation varving between radar 1ype and mode.

The wasetorm generator and pulse compressor are devices matched to cach other. When used together. they allow higher duty ovdle,
henve higher average transmat power. without sacrilicing range resolutton (6, chapter 20]. The doppler compensation removes the primarny
cttect of ownship monon fram the received signal. The M canceller ehmanates most of the ground clutter trom the sienal 1o reduce
spectral leakage and dvnamie range problems i the FEE The FET s wsed as a spectrum analvzer 10 separate the recened signal imto
s doppler 1requenay components. The tinal step o the linear processing s i rescaling, to ad)ust the signal dynamie tange for the processing
steps which foblow .

Freure S shows the nonhnear and bandwudth reduction processane The priman radar modes reqanie i constant search tos processed
tarpet video m the range doppler many represented by the 11 T output This s mechanized by searchimg for vells whose video magmitude
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sahstantialy exceeds that of peghbormg range-doppler cells, by a background averagime and theesholdinge process [7]. U nder some vondinions
this is tollowed by a preprocessing stage which resolses the range ambriguty resalting when the pulse repetition interval is less than the
eoho e (5, pp. 442-334] Target reports are then ginen to the Track Computer tor tall post-procesane. Anotaer bandwidth reduction
stage selects sum and ditference monopulse video Tor g acked target, 1o be used in post-provessing 1or angle errar measurements

Display processiog iy included mthis category also. After the compley videe s magnstade-detected, it is smoothed by integration along
range and azimuth dimensions tor best display readabhity. The same averaging mechanism is used in the DBS display processing 1o
average several looks ar a particular range-angle cell

Table § shows the computational and memory capacities 11 the various signal processor modules, Computational capacity s shown
in equnalent real integer additions and multiplications on ihe basis that either is a “‘one-chip™ operation with current 151 circuns, 1t
should be noted that the computationally ntenvve modules do not correspond to the memory intetsive moditles, The abilty 1o provude
the resourees needed at the point where they are needed 1s aninherent advantage of the recontigurable pipeline processar over the tvpical
current programmable signal processor.




d —— ————
Y
~-
El
Al
1
14
(
WAVEFOAM AD  PULSE DATA DOPPLER |
GENERATOR - CONVERTERS COMPRESSOR MULTIPLEXER COMPENSATOR 4‘
SELECTABLE SELECTABLE SELECTABLE SUM VS LINEAR & ‘
WAVEFORM CLOCK RATE WAVEFORM DIFFERENCE QUADRATIC
VS GUARD DOPPLER
PARAMETERS
SELECTABLE FFT BYPASS
CORNER
M TURN Fhst outeut PHOCESSED
CANC R f—e{ MEMORY | w{ FOURIER OLES
CANCELLE FFT INPUT TRANSFORM SCALING VIDEQ
BUFFER 4
8YPASS up 10 SELFCTABLE SELECTABLE
SINGLE OR RS 32 64 128 OR FILTER KEYED
DOUBLE DELAY OATA POINTS 256 POINT SCALING
CANCELLEA
Pioure 4 b Sicna! Proocesany
SELECTABLE SELECTABLE
AZ RANGE INTEGRATION SCALING
OR DBS OVERLAY B.SCAN OR PP
DISPLAY DISPLAY DISPLAY
PRE PROCESSOR MEMORY ™ yipeo
MODE
CEPENDENT
PRE-PROCESSING
UNEAR DETECTION ACK
iU BACKGROUND T
PROCESSED “HETECToR AUERRGE [~  tiRcenoLd e [ comPUTER
VIDEO PROCESSOR INPUT
SELECTABLE SELECTABLE
PARAMETERS THRESHOLO
MULTIPLIERS
DELTA
CHANNEL
OF MUX
SELECTABLE
PARAMETERS
re S Nonfmiear and Bandwadih Reducton Procesane
FTABLE 5 SIGN Y PROCESSOR ¢ AP HTiES
Foun alord by alent
Processar Stage Real Op Sec Mo Byres
Pulse Compressat 144\
Doppics Compensaton RIAN
ML Cancdlia RN NN
Corner Ten Maemaon 230k
East Fonrer Tramstorm 12N E1N
Scabime Mulnphcr b
Magontude Detecton BAN
Backeround \wetapmy [IAN| LN f
Delta € hanoel Ocnies Nh
Dplay Proprovesaor N\ IIN (
Phsplas Moy Uk |
TOT AL L “36M I AAREN 1
i
Programmable Nignal Processor Tntegration
{
It crrent mdtaede tadur market ma sostems have Peen ot are betny modined fo mootpotate o progcaieblo el procesas {
PSPy T detimon and the g phicanons of the PSE can sodely trom sastenn to sy aems This cecnon sl show orie approsach o de o N

VST e e peeatiee o mntmeede aeda




el

' 2N

Fleaibility Requirements vs Processor Stage

A senetic tadal processor consists of o linear signad processon toflosed By a nonlinear wnd bandwideh seduction pipeliie peocessar,
which in turn teeds the stored-program postprocessor.

The mear portion can be divided into the P D and the preprocesser. The FET operates s g dinerent dimensionabes than die clemenis
that precede st e ., the pulse compressor and the MTHL thus it s segregated by whatwe call acorner-turn memotsy . Hhie FET s weneradls
the Last hinear processiag stape. Phe FET s aovery etticient arcait. and could nor be replaced saith carrent PSP elements wathout gy
up packaging density . burthesmore, the ondy sanable parameter s ity size, and posably wetghtiong coctinoents, so the PSP Heabilion

In not needed

[ he remainder of the Tincar provessor is ot as tehthy intlenable as the FET bun generally pses the samie 1y pe ol processimg tor cach
radar mode. Major preces are the pulse compressor and the MTE canceller twhich may also be used tor presumnuny i Doppler Beam
Sharpenimy (DBSH These swill vary from mode 1o mode in then parametens, and are venerally insensitive to order, with o st
O new tunctions to be expected as new modes are added. As dcandidace tor PSP application, tie section tates @ medim ™, ton segiiged
tHeubiliny and for pachaging efticienay

On the other haad, the processes which tollow the FET are mapy and savied. Tis at this point shiere intormanion i~ cstradted trom
the processed video. Thiv mtosanon is then ted to the computers, and it exact nature is highly dependent on the radar mode. [ the
busie search modes, CEAR tareet detection and ranee ambiguity resolution are required. In the dedicated ack and anto sround tangmy
Maodes, The processor muost extracl monopulse infornnaion. o the map mades, the raw vdeo an the case o) real Do mappimgey or
the BT processed sideo (tor DBS or Synthetic Aperture Radar (SARD most be integrated. overlaved, and othenwse readied 1or dosplas
Modes for terrain tollowimg  avordance require more extensive processing of monopulse dat than airto-ground ranging, i order (o
achieve the tequired angular coveraee. L all ol these cises, speciadiy taifored pipeline provessing s rievessar s sath arequired throuehput
bevond the capatubity ot 1he stored prozram targel data computer

[ zeneral 1as seen that the masinin fexebadity is regaired of the sienad processor i s Lanies stages These stapes e bevond the
hincar processing section, where the ugly work, between signal processing and computing, must be done. This conchusion may also be
Jrawn by looking at implementaton erhicieney . Uhe linear portion of the APG-67 signal processor pipehine. pattienlaris the FH s
mote compact than a procranimable sicnal processor capable of doing the vame ob However, the nonhaear pracessing s abour o
the crossover, where a PSP winch changes Tunction with mode, can replave the existimg specil purpose stiages with o ictegse i s,
and provide tevibiliny Jo1 tutuee groswth Teis anticipated that as the capahilits and tunctional density of the PSP orows and as 1he
tequired radar siynal processor tront end Functions grow . the PSP mstallation ahead ot the FE T widf afso become worthw infe, and esentuoadis
the PET aselt

PROGRAMMABLE SIGNAL PROCESSOR DEVELOPMENT

friorder (o realize o« Bighty cttrcicnt signal processing contizaration, the architeciure smnst be swell suited 1o the dara flow encoungered
w the wtended applications. A gencrad prrpose” 1vpe ot drchirecture, which provides tor “random™ data tlosws hetween processing
clements and memory clemertts, is aot elticient i tadar signal processing application where the data How s gencrally welb stnuctured
and predictable,

Fueure 6 shows an architecture developed by General Flectric which takes advantage of this data How [8] The contigaranion shown
husiiates it taesie canicep of a parallel pipcline architecture wedng small, high speed programmable Processig Flements (PF). The
communcition berween the paraltel pipelines is reatized using a rmg networh . Butter sorgee of Laree data blocks, such as s done by
the Corner Tuin Memory, takes place m the memors modules, Fach PEocontains Local Memory . so that Functions not requining mass

storage can be implemented o the pipeline.
HEwoRY ‘
- l ")

MEMORY

MEMORY

Figure 6 Programmable Signal Procesor Arcluteciuee
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The Processing Elements execute independent programs with program controlled synchronization interlocks EBach PEancludes internal
hardware controllers which allow instruction execution on a data vector to proceed concurrently with data transters o and oot of
the PE, instruction fetches, and main memory transters. Figure 7 shows how the mubtiport T ocal Memors Umiz s mierconnected with
the processing and inpat output devices o form he PL.

TOIFROM HOST

SYNC LINKjN SEQUENCER SYNC LINKouT

MU

FROM PRIOR PE —ami (4

[———® TO NEXT PE

TO/FROM RING
AND MEMORY

Figure 7. Processing Element (PE) Functional Partitioning

T'he diagram shows two processing devices in the PEL For any processing step, the data may be passed through cither the Signal Processing
Unit (SPU) or the Coordinate Rotational Digital Computer (CORDIC). The SPU is used tor linear and logical operations such as add,
multiply, and “or. and maximum - minimum, and can pertorm comples arithmetic in a single pass. The CORDIC is a digntal ditterential
analyzer, which can caleulate nonfinear functions at the same throughput rate, such as sine - cosine, magnitude  phase of a compies number,
divide, and square root. The inclusion of the CORDIC provdes the PE with the capability needed to perform many more ot the functions
required n the nonlinear portion ot the radar signal processor at the high rate required.

PSP Integration Into Multimode Radar

The nature of the PSP described above makes it very usetul for piecewise integration into an existing multimode radar, because the
architecture provides for a number of identical, relatively simple processing elements. Coupling these together in parallel pipelines altows
them to be configured according to system processing needs. In contrast, a PSP architecture which depends on one super-fast processing
clement muse deal with two probiems. One is that the processor capability will nearly always be substantially difterent trom the needs
of an arbitrary system. The other is that contention for resources will be a never ending problem in allocanng the tme of processor
and peripherals,

The coneept tor staged integration ol the PSP into the General Llectric Multimode Radar is shown in Figure 8. The area of most
serious need has been identitied as the downstream end of the pipe. The current svstem architecture is vers amenable to miroduction
of 4 PSP ar that point, without disturbing the remaimng pipeline. This will allow flexibility and expansion of detection, integration,
and data reduction tunctions which are the most changeable. The second stage will be introduction of the PSP into the upstream end
ot the pipeline. Flexibility in thivarea will allow such functions as spotlight SAR preintegration and focusing. Because the pipeline stages
carry data in PRI or CPI@batches, and carry the iming cues with i, the upstream PSP can also be accomplished without major disturbance.
The tinal stage to be converted o PSP operation will be the FE T, at such time as ihe PSP stages become more efticient, or more likely,
when the benefit of a total PSP outweighs the inetficiency.

SUMMARY

Radar requirements for a small high performance airplane with Air-to-Air and Air-to-Ground missions often place constraints on
the radar power and aperture. These constraints make it more difficult (o meet specified performance reguirements. To some degree.
these can be compensated by increased processor throughput, with particular attention to reducing mismatch losses

This paper has described a high resolution radar signal processor designed in response to this s‘tuation, using high densiry [ S logic

and a very efficient pipeline architecture. We have also described how this processor iy to be changed by evolution 1o meet the needs
ot the small fighter airplane of the next decade.
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DISCUSSION

Lazzareschi
(1) What type of pulse compression is utilized?

(2) The number of instructions shown is for the 1 or 0.25 ps pulse?
Author's Reply
(1y Itis not specified. only the BI product is defined.

(2) .25 pseconds but without oversampling.
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Angular Super-Resolution with Array Antennas - Application to Seeker-Heads

U. Nickel
Forschungsinstitut fur Funk und Mathematik der FGAN (FFM-FGAN)
D-5307 Wachtbery 7, F,R. Germany

Abstract

Monopulse seeker-heads «can g¢give large errors due to closely spaced targets or even
completely wrong directions in the case of cross-eye deception. The eftective counter-
measure against these errors is resolution enhancement. Super-resolution methods offer
the possibility to resolve taryets closer than the antenna beamwidth., Such methods are
favourable for seeker-head applications, because the target separation as well as the
signal-to-noise ratio increases as the missile approaches the target.

All effective super-resolution methods require an antenna array with access to the
single element outputs, Thus mechanical scanning is replaced by electronical scanning.
Depending on the type of missile (SAM, AAM, ARM), sumetimes antenna pattern restrictions
have to be tolerated. Among all super-resolution methods the parametric target model
fitting (PTMF) wmethod seems to be most appropriate for this application., This method
tries to fit a completely parameterised targyet model directly to the measured data. It
can be rather easily computed (compared with other powerful methods like eigenvector
decomposition), and it is the only method which can resolve completely correlated
targets, which arise in the case of multipath and cross-eye deception., for Seeker-heads
with few antenna elements an implementation with digital signal processor chips is most
suited. Computer simultations and experiments with measured data using the UDESAS test
equipment at FFM show that two targets separated at 0.3 beamwidth can be resolved in
azimuth and elevation and that the switch from conventional monopulse to two-taryet
estimation (super-resolution), which is crucial for the approaching missile, can be done
by a reliable automatic test procedure,
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DYNAMIQUES ET ALGORITHMES DE TRAITEMENT
DU SIGNAL DANS LES MODES RADAR A HAUTE FREQUENCE DF RECURRENCE

par

Philippe LACOMME
THOMSON-CSF
Division Equipements Avioniques
Département RCh
173, avenue Pierre Brossolette
32120 MONTROUGE
FRANCE

RESUME

Le probléme de la dynamique importante des signaux a traiter est
particulieérement ardu dans le cas des modes radars a haute fré-
quence de récurrence (HFR). La dynamique de réception et de trai-
tement du signal nécessaire sera d'abord définie et évaluée dans
un cas typique. Les effets de la quantification sont ensuite
analysés aux différentes étapes de la chalne de traitement du
signal (codage, filtre réjecteur, transformée de Fourier). Il

est montré gue les bruits de quantification dépendent beaucoup
des algorithmes de traitement utilisés. Ainsi, la p:“4sence d'un
filtre réjecteur des échos de sol peut indirectement accroitre
les probleémes de troncature dus aux éléments situés en aval de

ce filtre. De méme, les différents algorithmes de calculs de la
transformée de Fourier (Fast Fourier Transform (Cooley et Tukey)
ou Winogrul Fourier Transform) ont un comportement trés différent
vis-3-vis des troncatures effectuées dans les opérateurs. Le choix
des algorithmes de traitement devra donc prendre en compte, outre
leurs performances en nombres d'opérations élémentaires, leur
sensibilité aux bruitsde quantification.

DYNAMIQUES DES SIGNAUX DANS LES MODES HFR

1.1. Dynamigue totale et dynamigue instantanée

On a représenté sur la figure 1 1l'évaluation des variations de la puissance des échos
de sol et de la puissance de 1'écho de cible, en fonction de la distance, lorsque

la cible, centrée dans le lobe de l'antenne, se trouve 3 proximité du sol. Cette
évaluation correspond 3 un cas typique de mode HFR (puissance créte : 3 KW - cible

5 m* - fréquence de récurrence : 200 KHz - altitude porteur : 5000 ft).

La dynamique totale des signaux {(contraste entre la puissance minimale de la cible et
la puissance maximale du sol) dépasse 100 dB. Toutefois, ces niveaux extrémes ne sont
pas regus dans la méme configuration (les sites antenne sont différents).

Le contraste le plus élevé entre la puissance du sol et la puissance de cible recgus
simultanément gest obtenu pour une cible en limite de portée (distance maximale). Ce
contraste instantané est alors de 55 dB.

La dynamique instantanée nécessaire pour traiter correctement ces signaux doit étre
supérieure 3 ce contraste. En effet :

- le signal minimal détecté est supérieur au bruit thermique (typiquement 5 dB) aprés
traitement Doppler,

- le signal maximal doit @tre regu et traité sans saturation. Il est nécessaire de
prendre une garde de 10 dB pour tenir compte des fluctuations.

La dynamique instantanée nécessaire (rapport entre le bruit thermique et le signal
maximal traité sans saturation) est de 1l'ordre de 70 dB.

1.2. Evaluation des parasites maximaux

Les traitements effectués dans le radar introduisent des signaux parasites par effet
de saturation ou par effet de quantification. Ces parasites ne sont pas en général

des bruits blancs et se traduisent par des faux échos localisés. Le niveau tolérable
de ces échos parasites, donné par la courbe de probabilité de détection du radar
fvoir figure 2), doit 8tre tel que la fausse alarme dans la case fréquence considérée
reléve d'une fagon insensible la fausse alarme globale. On admet que ce niveau se
situe environ & 10 dB sous le signal minimal, soit environ 5 dB sous le bruit ther-
mique. Ce parasite doit donc 8tre de l'ordre de 75 dB sous le signal maximal, ce qui
fixe le taux d'élimination du radar et donc la dynamique des traitements.
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DYNAMIQUE DE CODAGE ET DE TRAITEMENT

2.1. Généralités

2
Il est bien connu que le bruit de gquantification a une puissance égale A %7, ol g est
la valeur de l'échelon de quantification. Toutefois, ce "bruit" de quantification n'est
pas toujours blanc et la densité spectrale de bruit se présente souvent sous forme de
raies parasites dans lesquelles toute l'énergie de bruit est concentrée.
Nous allons étudier une chaine de traitement classique composée (voir figure 3)

- d'un convertisseur analogique-numérique (CAN},

- d'un filtre de simple annulation (SA) dont le rdle est la réjection partielle du
lobe principal,

~ d'une transformée de Fourier rapide (FFT) implantée dans un calculateur travaillant
en 16 bits fixes,

- d'un dispositif de compensation du gain de la SA et de blanking des zones inutiles.

2.2. Influence du codage

Choix_du_poids_du_LSB (least significant bit)

La théorie indique qu'en présence de bruit gaussien de valeur efficace {(écart type)
g, le pas de quantification maximal est q = 2 o.

Les figures 4, 5 et 6 nous montrent une analyse spectrale du bruit de quantification
(différence entre le signal quantifié et le signal d'origine) en fonction de

% pour un codeur sans défaut, le signal codé étant composé de bruit gaussien superposé

a une sinusoide de grande amplitude (o constant).

Le bruit de quantification, constant en valeur relative pour % = 1 (figure 4} et
% = % (figure 5), produit de nombreuses raies parasites pour % = % {figure 6).

En fait, les codeurs ne sont pas parfaits et les tolérances admises (: % LSB) peuvent

entrainer, localement, des variations de la valeur de g dans la dynamique de codage.
De telles variations induisent des raies parasites (voir figure 7) qui peuvent étre

masquées en accroissant %.

De plus, le gain de la chaine de réception pouvant varier de quelques dB, le pas de

codage maximal doit &tre q ¢ % .

Le traitement Doppler effectué (FFT) accroit le contraste entre le bruit codé et le
signal de 25 dB environ (FFT 512 points).

La contrainte de codage étant g = g, 1a dynamigque minimale de réception étant de 70 dB
et le codeur devant prendre en compte les valeurs crétes (et non les valeurs effi-
caces), la dynamique minimale de codage doit &tre 70 - 25 + 6 + 3 = 54 dB, ce qui est
obtenu avec un codeur 10 bits (9 bit + signe).

En fait,ce choix impose que la dynamique totale du codeur soit en permanence utilisée
ce qui ne peut 8tre obtenu gqu'en régulant le gain de la chaine de réception par une
boucle de contrdle automatique de gain (CAG) précise.

Si on souhaite s'affranchir de cette boucle (sensible aux brouillages), la dynamique
de codaqe doit &tre supérieure 3 12 bits.

2.3. Influence du filtre de simple annulation

Le rdle de la simple annulation (SA} est de réduire la puissance des échos de sol avant
FFT pour diminuer la dynamique de traitement de ceux-ci.

Avec une dynamique de codage d'environ 12 bits et un calculateur de traitement du
signal travaillant en 16 bits fixes, il n'y a pas a priori de probleme de troncature
au niveau de cette simple annulation.

En fait, l'effet de filtrage de la simple annulation atténue le niveau de bruit radar
pour les faibles fréquences (modulo FR). La figure 8 représente le spectre d'une :inu=-
solde superposée ddu bruit blanc codé avec q = % aprés simple annulation et FF™ .ans
troncature.

En réaiité, le calculateu- de traitement du signal (16 bits fixes) comporte un multi-
plieur qui tronque le résiitat. Le bruit de troncature (équivalent 3 un bruit de quan-




tification) se présente comme un bruit blanc superposé au bruit radar comme le montre
la figure 9. Pour les faibles valeurs de fréquence, ce bruit ecst supérivur au bruit
radar et désensibilise le radar. La figure 10 montre le résultat obtenu aprés compen-
sation du gain de la SA.

La solution 3 ce probléme est de remonter le gain entre la UA et la FFT pour gue le
bruit de troncature du multiplieur devienne négligeable vis-a-vis du bruit radar
méme pour les plus basses fréquences utiles ([voir fiqure 11). Ceci réduit évidemment
la dvnamique des signaux de cibles traités.

2.4, Influence de l'algorithme de transformée de Fourier

Il existe différents algorithmes pour calculer la transformée de Fourier du signal
dont les performances en temps de calcul sont importantes pour le dimensionnement des
processeurs de traitement du signal. La transformée de Fourier de Winogad (WFT} par
exemple assure un gain de calcul supérieur & 50 % par rapport a l'algorithme classique

de FFT (algorithme de Cooley - Tukey) pour l'application considérée (N = 300 points).

Par contre, le comportement de ces algorithmes vis-a-vis des problémes de troncatures
l1iés aux multiplieurs utilisés dans les processeurs est trés différent. Ainsi, 1l'algo-
rithme de WFT est beaucoup plus sensible aux troncatures. De plus, méme pour l'algo-
rithme de WFT, l'ordre d'exécution des transformées de Fouricr élémentaires est
important comme le prouvent les figures 12 et 13 qui montrent le signal en sortie de
WFT 504 points effectué dans l'ordre 7-9-8 (figure 12} et dans l'ordre 8-7-9

(figure 13}. Pour ces deux exemples, le signal d'entrée est composé d'une sinusolde

superposée & du bruit blanc (codées avec % = 2) et le résultat a été moyenné sur 10

tirages pour mettre mieux en évidence les raies parasites générées dans le cas 7-9-8.

L'algorithme FFT (512) est dans ce cas préférable méme s'il est moins optimisé en
temps de calcul.

CONCLUSIONS

La dynamique des signaux & traiter dans les modes a haute fréquence de récurrence des
radars aéroportés impose des contraintes sévéres au niveau de la réception et du trai-
tement de ces signaux.

Aprés avoir évalué 1la dynamigue strictement nécessaire vis-a-vis des signaux de
retour de sol, de cibles et de parasites, nous avons abordé le probléme des bruits

et parasites de quantification aux différentes étapes de la chailne de traitement. Le
but de cette étude est de permettre le cadrage de la dynamique utile dans la dynamique
disponible donnée par un processeur de traitement du signal travaillant en 16 bits
fixes.

Il a été montré que 1l'étude des bruits de guantification est primordiale dans le choix
des algorithmes de traitement du signal et que les solutions a retenir ne sont pas
tovjours les solutions optimales en temps de calcul.
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SUMMARY

Systolic architectures for digital and analog, electronic and optical signal processing are presented
along with specific applications to adaptive nulling. It is shown how the various architectures provide
for the implementation of adaptive algorithms and how technologies affect performance. Their effects on
adaptive degrees of freedam, convergence time, null depth, signal to noise ratio are presented along with
size, weight, and required power. Adaptive algorithms covered are of two basic types: feedback/iterative
and direct methods. Examples of each include the Least Mean Square (LMS) for the iterative type and the
QU factorization based on the Givens Method for the direct method.

Simulation results have verified the performance of the least squares and the systolic array for QU
factorization by Givens Method. Improved performance was obtained using the modified minimum variance
distortionless response algorithm based on the maxinum likelihood criteria. An optical implementation of
the least squares algorithm over a continuously adaptive multi-path was experimentally evaluated. Thus
far, 24 dB of cancellation was achieved over a 7 micro-second multi-path window for 10 mega-Hertz
instantaneously bandwidth.

Adaptivity in the spatial, temporal, and Doppler damains are illustrated and their embodiment into
the various architectures are presented. For example, an analog optical processor which generates weights
in the spatial and temporal (multi-path) domains for broadband systems is shown. Also shown is a digital
systolic architecture which is applied to a direct decomposition method for generation of adaptive weights
in the spatial and Doppler domains. A description of brassboard models representing both type
architectures that will be tested in RADC (Rome Air Development Center) laboratories is included.

THE ELECTROMAGNETIC AIRBORNE RADAR ENVIRONMENT

A typical radar system contains a large steered array that alternately transmits and receives RF
pulses. The array is focused so that energy is directed primarily in a single direction, and so that the
array has maximﬂ receiving gain for returns from the same direction. Returning pulses have powep
proportional to r ~ while jamming and other forms of active interference have power proportional to r
where r fs the distance from the airborne radar to the emitter. Returning pulses also have a Doppler
shift proportional to the relative velocity between the radar and the target. A typical air based radar
is shown in Figure 1. Many signal processing techniques have been developed for receiving desired radar
returns in the presence of jamming, clutter, and multi-path ([1] Applemaum 1966, [2] Brennan and Reed
1973, [3] Masak, Kowalski, Lackey and Saggio 1980). These techniques employ adaptive spatial filtering to
reject signals from other than the lock direction, adaptive spectral nulling to discriminate between
desired and undesired signals on the basis of Deppler shift, and adaptive time delay equalization to
cancel delayed replicas of these noise like signals due to multi-path environments.

In order to achieve such multi-domain nulling, radar systems usually combine the received signal from
the main array with signals from one or more low gain auxiliary elements as illustrated in Figure 2. In
practice, the auxiliary elements may physically be a subset of the large number of omnidirectional Tow
gain antennas that comprise the majn array. Because the auxiliary elements are Yow gain and the desired
returns are very weak (due to the r™" attenuation), the signals from these elements are dominated by
jammer, clutter, and multi-path and can therefore be used to compute the adaptive weights.

The paper focuses on algorithms and architectures for combining the signals from the auxiliary and
the main array so as to separate the desired returns from sources of interference caused by clutter,
jammers and associated multi-path.

ADAPTIVE ARRAY PROCESSING

We shall now review the standard mathematical model that is used in adaptive array processing.
Figure 3 fllustrates the generic adaptive array processing problem. In the hasic model, an array of
sensors recefves a linear superposition of multiple signals and noise. The adaptive signal processor
separates the signals, and generates as autput the waveforms or parameters of one or more of the signals,

An adaptive array processor typically fs based on an adaptive linear combiner of the type shown in
Figure 4. The processor forms an estimate of a desired signal as a linear combination of a set of mp
samples received at m sensors at p different times. This linear combination is determined by a set of mp
coeffictents that are generated by an adaptive signal processing algorithm.




The tapped delay line structur- ot the linear combiner allows for discrimination among signals on the
basis of their spectral or time deley characteristics. This is important when the frequency range of
interest is large compared with the carrier or center frequency (the wide-band case]j. In narrow band
problems it is sufficient to combine only one sample from each sensor. A single wide-band problem can
often be separated into a large number of distinct narrow-band problems by Fourier transforming the data
that is received at each sensor.

The optimal weight vector is given as the solution to the discrete Weiner-Hopf equation, R w = d,
where R is the covariance matrix of the incomming signals taken across each element and d is the cross
correlation between the received data x{t} and the unknown desired signal, s{t). The covariance matrix,
R, and cross correlation vector, d, are unknown quantities, and thus it is not possible to compute the
optimum weight vector. However, an approximation to the optimal weight vector can be found by solving the
deterministic least squares problem, minimize ::Aw ~ b::, where A is the snapshot matrix of the time
sequence of all the array elements and b is the so called desired response. Constraints may be introduced
to the least squares problem in the form of Cw = e where C and e are defined as a complex matrix and a
complex vector respectively and are based on apriori knowledge, e.g. the look direction. Combining the
deterministic data and constraints leads to the formulation of the soft-constraint least-squares problem
that will be the subject of the algorithm and architecture discussed later. In this case, we find a
weight vector, w, that minimizes

1AW - b::2 + 10w - e::2
The solution to the soft constraint problem will not satisfy either the normal equations determined by
the data, or the constraint equation, but will in effect be a compromise between the two.

We will assume that the colums of A are linearly indepengdent which guarantees that the LS problem
has a unique solution. This unique LS solution is given by w = A'b where A" is the m >¢ M generalized
inverse of A. The LS solution of Aw = b is also the unique solution of the normal equations

AMaw =y

Under our assumptions that the columns of A are Tlinearly independent, the m >< m matrix, AH A is
nonsingular, and therefore the LS sclution is given by

we=@lataty

In computing the LS solution, it is best not to form the normal equations. The LS solution can be
found with better accuracy and less computation through a facﬁorization of the data matrix A of the form,
A = QU where Q is an N >{ m matrix with orthonormal columns, @ Q = I, and U is an m >< m upper triangular
matrix. There are well known procedures for computing a factorization A = QU based on Gram-Schmidt
orthogonalization, Givens rotations and Householder reflections (GVL).

It has been shown by [4] B.P. Medoff et al that a soft-constraint formulation of the LS problem
includes as a special case a relaged hard-constraint LS problem. The hard-constraint problem is as
follows: minimize ::Aw:: subject to d'w = 1 where A is an n>m complex data matrix as before, and d is
an n element columm vector. The equation dw =1 is a so-called hard constraint, It is easily
verified that the solution to the hard-constraint LS problem is given by

_ 1 Hy -1
w = -;—(A A} d
where a = dHAHA d

To obtain this vector as the solution of a LS problem with soft constraints, consider minimizing the cost

J(w) = ::Aw - b::2 + 1:Cw - e::2

where b =0 C=dH e=1

The solution to the unconstrained problem can be written (Medoff et al) as
H -1 i Mool
w= (AR +dd")7d = co-mpp---(AA) T d
1+dAAd

This is a scalar multiple of the solution to the hard constrained problem.

We have shown that both the soft-constraint LS problﬁm, minimize ::Aw - b::z + 1:Cw - e::2 and  the
hard-constraint LS problem, minimize ::Aw:: subject tod w = 1, can be embedded in a larger unconstrained
LS problem. Many algorithms for solving unconstrained LS problems have been investigated. We will
concentrate on the QU factorization based on the Givens Method since this method has both superior
numerical properties and an excellent systolic implementation. We start with the Gram-Schmidt algorithm
as a basis from which we go into the Givens Method.

MODIFIED GRAM-SCHMIDT (MGS) ALGORITHM

The Gram-Schmidt algorithm computes a factorization of the data matrix, A = QU, where U is an m >(m
comptex upper trfangular Nmatrix with positive real diagonal elements, an¢ Q is an N X< m complex matrix
with orthonormal columns, Q@ = 1 sim® @ unit matrix. The MGS algorithm generates the colums of Q by
sequentially processing the columfls éf A. Let a; denote colum i of A,

A=[a1a2...a'1




and let q; denote column i of Q
Q=Tla q---q]
Let the elements of the upper triangular matrix, U, be

P01 Brp Bi3e - Byp
: a2 823 - !

u=s o3 - i
H S i

The factorization generated by MGS can be used to solve the LS problem as follows. Substitute A -

in the original equation Aw = b to obtain QUw = b, or Uw = Q'b. The solution is found by comupting e = Qb
(matrix multiply) and then solving Uw = e for w (backsubstitution).

GIVENS METHOD

Givens Meﬁhod is a QU algorithm that computes the LS solution of Aw = b without explicitly forming
the matrix A'A that apears in the normal equations. Instead, the algorithm applies a sequence of 2 >< 2
complex Givens rotations that transform the matrix A into an upper triangular matrix U with a positive
real diagonal. The matrix U 1ﬁ related to A by an orthogonal transformation Q such that A = QU where the
columns of Q are orthonormal, Q'Q = I. Note that

A = ufou = oMy

We cRnclude that U is the same upper triangular matrix that is obtained by applying the Cholesky algorithm
to ATA.

We will first state the complex Givens algorithm for determining the upper triangular matrix U. The
algorithm applies plane rotations that are defined as follows. Given a complex number, x, and a real
number, £, we define a 2 >< 2 complex matrix, M(x,e) by

C
M(x,2) = : _
ST

with elements ¢ and u such that

C u

DewoC oD olog : 0

where u and p are real. The quantities o, ¢, and u are given by

p £-- (12* :)(:2 )1/2
T <-- %/t
u <== t/p

It is easily verified that M is an orthogonal matrix, NHN = m" = 1. To simplify the algorithm we will
assume that the last row of A is zero. The algorithm overwrites the elements of A forcing zeroes below
the diagonal starting from the left column and the last row. The triangular factor, U, is left in the
first m rows of A.

ALGORITHM REALIZATION

Algorithms that form the sample covariance matrix, AHA. solve a problem that is more sensitive than
the problem solved by algorithms that work directly with the data matrix, A. The sensitivity of the first
problem is governed by the ratio [5] Golub 1983 of the maximum eigenvalue to the mimimum eigenvalue of the
covariance matrix. On the other hand, the sensitivity of the second problem is governed by the ratio
[6] Elden 1980 of the maximum singular value of A to the minimum singular value of A. Because the first
problem can be,mich more sensitive than the second problem, this increased sensitivity means that methods
which form A'A can require twice as many bits of precision to achieve the same accuracy as methods that
process A directly.

0f the methods that process A directly, two methods -- Gram-Schmidt and Givens Meﬁhod -- are QU
methods: that is, they compute a factorization A = QU where Q has orthonormal columns, @Q = 1. In QU
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methods, the input data is subjected to orthogonal linear transformations. Because an orthogonal
transformation preserves angles between vectors and the lengths of the vectors, no large numerical values
can occur at intermediate stages of the computation. In addition, no ill-conditioned matrices can be
created if the input is well conditioned. The absence of large intermediate results is essential to
control the introduction of roundoff errors. The preservation of conditioning prevents unnecessary growth
in the effect of roundoff. The numerical stability of QU algorithms is well established in the numerical
analysis literature. The stability of the Givens Method is shown by [5] Golub and Van Loan (GVL) and
[7] Wilkinson (AEP). See also [8) Gentleman 1973 and [9] Hammarling 1974. The stability of the Modified
Gram-Schmidt is shown by [10] Bjorck 1967.

The MSG algorithm selected here works within the dynamic range, r, of the input data. Hence fixed
point precision of r bits is adaquate. However, the use of floating point arithmetic representation will
greatly simplify the design by eliminating the need for complicated scaling thus allowing hardware
flexibility for problems of varying size and dynamic range.

HARDWARE REAL [ZATION

The QU factorization based on Givens Method has both superior numerical properties and an excellent
systolic implementation. The general characteristics of systolic arrays are well documented in the
Titerature (117 Kung 1980.

Reliability and Fault Tolerance:

The important issue of reliability and fault tolerance is common to all of our systolic designs. We
will consider two approaches to fault tolerance in systolic arrays: reconfigurable arrays, and fault
tolerant algorithms. In the reconfigurable array approach a defective cell is bypassed. The bypass
requires staging registers, but there 1is no increase in interconnection length. For a unidirectional
linear array, 100% utilization of live cells is achieved for any number of failures as illustrated in
Figure 5. For two-dimensional arrays, a reasonably good utilization of live cells can be achieved if the
faulty cells can be bypassed to create a smaller two-dimensional array as in Figure 6.

An alternative approach is based on fault tolerant algorithms. These algorithms use error correcting
codes--similar to checksums--that are preserved by the matrix computation of the array. A low-cost
weighted checksum scheme can detect and correct single errors. The hardware and time penalties are
minimal. Fiqure 7 shows that if a properly encoded matrix, A, having two checksum vectors is multiplied
by a simlarly encoded matrix, B, the matrix multiplication preserves the checksums. I[f the checksum
indicates an error, a simple correction algerithm is invoked. The checksum technique is applicable to
matrix addition, multiplication, various decompositiaons, transposition, and scalar matrix products.

Hardware System Architecture:

A block diagram of the signal processing system is shown in Figure 8, Signals received at the
antennas are down converted to an intermediate frequency, then digitized and stored in a buffer memory.
The digital processing system is divided into two parts; the Systolic Weight Camputer (SWC) which reads
blocks of data from memory and computes an optimal weight vector and the Digital Weight Applier (DWA)
which computes complex dot products between a weight vector and the data from the sensor array.

The same architecture, and all of our Systolic Weight Computer designs given below, are applicable to
a hybrid system that uses an analog weight applier. We believe, however, that an all digital approach has
many advantages. The digital weight applier does not suffer from the phase and gain inaccuracies that are
inherent in an analog beamformer. Furthermore, by digitizing and buffering the data, non-causal
processing is possible. The weights can be applied to the same data from which they were calculated.

We assume that all processing is done on blocks of N snapshots. The system memory must accommodate
at least three blocks of size N: one being filled with new data from the sensors, one holding data from
which a weight vector is being computed, and one from which outputs are being formed (it may be possible
to overlap the input and output blocks). In addition, if we assume that the system is pipelined with k
stages, the memory must be capable of storing data for d distinct problems. Thus roughly 3kNm complex
integers must be stored. Note that the number of bits per word is the number of bits provided by the
analog-to digital converter.

VLSI/VHSIC Chips:

ESL has studied the use of custom VLSI chips and commercial VLSI chips in their hardware designs.
The characteristics of these chips are summarized in Table [. A1l of the floating point chips (labeled
FP} in Table | are applicable to the Systolic Weight Camputer. The remaining chips are fixed point and
are applicable to the Digital Weight Applier.

The ESL Systolic Chip is a custom VLSI chip that has been specifically designed for use in systolic
arrays. The chip is a high speed floating point multiply/adder designed to support both complex and real
arithmetic. A functional floor plan of the chip is shown in Figure 9. Chip operands are 32 bit IEEE
format floating point numbers. In complex mode, successive operands are treated as the real and imaginary
parts of complex numbers. In real mode, each floating-point operand is treated as a distinct real number.
The chip has 3 input data ports {A, B, and C) and 2 output data ports (BD and CD) operating at 10 Mhz.
A1l 5 data ports are 1 byte {9 bits) wide requiring 4 consecutive 1-byte data transfers to complete a real
operand transfer. The principal operation performed by the systolic chip is to accept 3 {input operands
(A, B, and C) and produce 2 results (8D, and CD) such that

BD <--- B

D <--- A8+ C
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Control lines are provided that can selectively invert and or conjugate the A, B, and ¢ inputs. The 8D
output, a delayed version of the B input, is useful for interchip data propagation within a systclic
array. Special input and output controls are provided for interchip synchronization. The chip employs
extensive pipelining to achieve high throughput. It is implemented in a 1.5 micron CMOS process with
approximately 55,000 transistors. Power dissipation will be approximately 2 watts at the 50 ns maximum
clock rate. Finally, ye point qut that the ESL Systolic Chip meets the VHSIC I functional throughput
specification of 5 > 10" "GATE-Hz/cm“.

Systolic Weight Corputer:

The Systolic Weight Computer (SWC) reads data from the data memury and computes an optimal weight
vector using the Givens Method as follows.

o i C g

1. Form A <--! H
A

a HE-
b<--t

H

2. Form K<o- 1A b}
3. Apply Givens algorithm to B to obtain

=il

°
4. Solve Uw = QH b for w by backsubstitution.

The hardware implementation of Givens Method makes use of two systolic arrays. The first systolic
array which we will refer to as the QU array, appifes an orthogonal transformation @ te & large matrix
formed from A, b, C and e as follows.

where U is an m > upper triangular matrix with positive real diagonal, O denotes a (N-m) > m matrix of
zeroes, and f is an m element vector. The optimum weight vector is the solution to the triangular system

Uw = f

The second systolic array is therefore a backsolve array which solves for the optimal weight vector.
Figure 10 shows a block diagram of the SWC with the two systolic arrays that are used in Givens Method.
We will describe both systoric arrays in detail. For each array we will give the cell definition and
interconnection, and then consider tradeoffs in cell implementation.

The QU factorization array is based on a decign given by [8] Gentlemen and Kung (1981), and on
extensions given b, [12] Schreiver and Kuekes (1982). The basic QU array is triangular with m rows and
m+l colums. The topology of a 12 >< 13 array is fllustrated in Figure 11. The arrays contain cells of
two types: boundary cells (circles) which generate plane rotations, and internal cells {squares) which
apply plane rotations. Data is ~locked into the array from the top. The upper triangular matrix U and
vector f are computed in the arra . Figure 12 depicts the operation of the boundary and internal cells in
more detail. The boundary cell r ads a complex input value, x, and stores internally a real number, .
it computes real numbers, p and u and a complex number, ¢, as

p <= (12 + :)(:2)1/2
c <= x/p
u<-- 2fp

A1l cells 1in the array change state with a clock input. Thus if g is the current state of the boundary
cell, ¢ is taken as thc next state (by state we mean the value stored in the cell}. The quantfties ¢ and
u define a 2 >< 2 rotation such that

o]
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The internal cell applies a 2 >< 2 rotation to a two element complex vector. The cell stores a
complex number, y, internally. It reads a complex number, x, from the cell above, and the quantities, ¢
and u, from the cell to the left. The internal cell computes the gquantities, y and z as

The rotation, ¢ and u is passed to the cel) on the right, z is passed to the cell below, and y becomes the
next state of the cell.

The operation of the QU array is best understood by the following inductive explanation. Let ﬁ be an
N ><-m matrix and suppose that we have an m >< m upper triangular maﬁrix U such that A = QU where QG = I.
Let A be the (N+1} >¢ m matrix formed by adding an additional row x to A.

- - - -H-
Given-A and U, we want to find an upper triangular matrix U such that A = QU where Q Q = I. In order to
find U we form the (m+l) >< m upper Hessenberg matrix

o i
U= !
HI P

This matrix has real nonzero values on the firstosyb-diagonal. Although it is not triangular, it is
related to A through an orthogonal transformation A = Q U where

ot o
The wupper triangular matrix U is easily computed fgom U by aﬁplying a sequence of m Givens rotations,
gach of which zeros one element on the subdiagonal of U. With Qi denoting the rotation that zeros

”1’+1,1’ we have

Figure 13 shows the operation of the QU array in more detail. The input data are skewed in time so
that at each internal cell a rotation arrives from the left at the same time as the corresponding input
value arrives from the top. A single snapshot is read in on m consecutive clocks, and an additional m
clocks are needed to update the entire array. Thus, N+2m clocks are neoded to compute the m XX m
triangular factor for a matrix of size N ><m.

This concludes the subject on digital systolic arrays. Simulation results are contained in [4].
Next we shall describe the Acousto Optic Adaptive Processor.

ACQUSTO-OPTIC ADAPTIVE PROCESSOR

This particular sidelobe canceller lends itself to radar operating ir. an interference multi-path
environment and is configured using an optical signal processing approach. Optimum weights, distributed
over the time domain, are generated through the use of Bragg cells, a liquid crystal spatial 1light
modulator and an optical detector.

Major effort has been applied toward the cancellation of interfering/jamming signals incident on
radar/communications systems [13]-[18). The most frequently occurring situation is the reception of
interfering signals through the antenna sidelobes. To cancel such forms of interference, an auxiliary set
of antenna elements, co-located with the main antenna, are electronically weighted and applied to the
antenna output in such a manner so as to continuously place pattern nulls in the directions of
interference. In general, one complex weight must be applied to the antenna system for each source of
interference located in the electromagnetic environment.

Normally, one interference source as seen by the system may consist of a noiselike signal via the
direct path propagation from its radiating element. In narrow band systems, the direct path and all
assocfated multi-paths provide a superposition of correlated replicas of the interfering signal to the
system. The net effect is the presence of one interfering signal despite the fact that each replica was
received from a different direction. One complex adaptive weight is required to cancel such an
interfering signal. For wide band systems the situation is different. As shown in Figure 14 each

-
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multi-path propagation gives rise to a delayed replica of interference, which becomes time decorrelated
with respect to the direct path. In order to provide for cancellation against such complex interfering
environments, one may be required to deploy and weight (1) additiona) auxiliary antenna elements, or (2)
taps off delay lines each driven by an antenna element per independent interferor as illustrated in
Figure 15, In the case of time decorrelation due to multi-path, the delay 1ine approach is more desirable
since it eliminates the need for additional auxiliary antennas. When deploying such a large number of
weights, the circuitry and tap delay spacing become very umwieldy. This is due to the fact that a tap is
required at every time delay increment corresponding to the bandwidth rate of the system. For realistic
multi-paths, the number of weighted taps can easily become greater than one hundred.

An acousto-optic {AD) version of the canceller shown in Figure 15 was perceived by Dictey [19] in
1975. This original suggested architecture was developed by Rhodes and Brown [20] and more recently by
Penn [21] [22]. In such a system, the set of tapped delay lines across the auxiliary channels are
implemented through a set of Bragg cells as shown in Figure 16. Each Bragg cell corresponds to a tapped
delay line in which the tap spacing is continuously distributed. The reference signal containing the
interference enters from the auxiliary channel whereupon it is delayed along the first Bragg cell and
multiplied by the main channel signal. The muTtiplication is the interaction of the optically modulated
light diffracted by the stresses set up in the Bragg cell due to the acoustic wave excited by the
interference signal. This occurs at reference plane A.

Next, the product of the system output and the delayed auxiliary channel are integrated at the
optical image detector integrator and mapped as an image on the surface of a liquid crystal spatial light
modulator at plane B in Figure 16. Typically, the integrator weighting function, pr(t) is an exponential
decay such as illustrated in Figure 17 with typical storage times from 10-100 ms. 'The image appearing at
the 1iquid crystal surface represents the weights which must be applied across the second distributed
tapped delay line shown at plane C in Figure 16. At this delay line, the interference signal entering
from the auxiliary channel is delayed and multiplied by the weight pattern which has been imaged on a
second laser beam reflected off the surface of the spatial light modulator. Summing of the weighted
delayed interference signals is accomplished through the lens, L4. This optical sum is then detected and
subtracted from the input of the main channel. This completes the canceller 100p.

One can write the following relation between the detector output and the 1ight modulating input for
the entire optica) chain as follows:

- .. A . - .o
e =4 a8 pPrglsg i2,i? K? G e Mg - F ) et -0 @ > E - RO

where a, g, and are gain parameters of the laser modulator, integrator, and output detector,
respectively; P 0 is the input laser power; I 9 is the space correlator laser intensity; A;, A. are the
aperture areas 1; planes A and C of figure 3; ang px(x) is the spatial weighting function in Elan§ C.

The entire operation of the optical architecture is displayed in this equation. The inner {ntegral
represents a coherent cross-correlation between the input r__ and the reference signal a_ with time offset
x/v.. This represents the weight function as a function of x, which corresponds to multi-path time
offet. This weight function, in turn, is multiplied into the reference signal a (t - x/v_) in the manner
of a transversal filter. This represents a summation of all interference inwuts ovef’ an possible
muiti-path offset times.

From the generic diagram in Figure 15, or the more specific optical diagram in Figure 16, it can be
recalled that the residue signal, r(tg, is formed by the subtraction of the predicted signal, m (t), form
the input main channel signal, m(t). B8y this subtraction the Toop is closed. Thus,

m{t) = r{t) + m(t) (2)

By combining this relation with equation (1), the integral equation 1{s generated which describes
precisely the dynamics of the closed loop. The equation is general enough to include the case of
uncorrelated noise in a(t) or m(t). Uncorrelated noise means that the noise component in either m(t) or
a(t) does not correlate with the signal components in these two channels and also does not correlate with
the noise component in the other channel. With a given m(t), the integral equatfon (2) provides a general
solutfon for r(t). This equation is not solvable in analytic form for any but the simplest forms of m(t)
and af{t).

Experimental System:

In our present experimental system, a Galium Aluminum Arsenide (GaAlAs) semiconductor diode laser
provides the illumination for the time integrating correlator. Such diode lasers can be amplitude
moduTated to bandwidths in the 1 GHz region. Typfcally, the output radiatfon of such lasers is at the
optical wavelength of 830 nano-meters (nm).

In the original design, which was reported eartier [23], an opticaily non-coherent mode was planned
for the space integrating correlator, using a birefringent effect of the second delay line and using cross
polarizers around this delay 1line to achieve the desired amplitude modulation. Results with the
non-coherent correlator were disappointing, and it is believed that the primary reason for this 1{s the
poor efficiency of delay line modulation of non-coherent light.

The solution to the difficulties associated with the non-coherent light losses is to convert the
space integrating correlator to the optically coherent mode. In the coherent mode the detay 1line, which
can now be of Bragg mode thickness, acts as a volume hologram with much superior efficiency. Essentially
all of the coherent illuminating laser light can be delivered to the output detector with a loss incurred
by the modulating factor only.




Coherent operation requires an image detector-integrator, i.e. the output device of the time
integrating first correlator, which also serves as a coherent spatial laser light modulator. The combined
function of square-law detection, optical integration, and coherent spatial output modulation can be
provided by a single device or a combination of devices. The device which provides all the needed
functions is the liquid crystal light valve (LCLV), manufactured by Hughes Aircraft [24]. This device was
selected both for its integration time, which is approximately 30 ms, and its ability to modulate coherent
lignt, which is then used as input to the space integrating correlator. This device detects an input
image as an {intensity pattern. It transfers the image electronically to a liquid crysta: layer which
modulates a uniformly collimated laser beam which is brought into the rear, or liquid crystal layer. The
modulation achieved is proportional to a time integrated history of the input intensity pattern. The
tnput and output planes are optically isolated from each other by a light blocking layer, so that the only
coupling between the planes is the electrical one referred to previously.

One major problem encountered with the introduction of the LCLV in the time integrating correlator is
an optical wavelength incompatibility. Figure 18 shows the spectral response of the LCLY (dS
photoconductive input film. [25]. As seen in this graph, the response peaks at an optical wavelength of
about 530 nm, and has virtually no response beyond 600 nm. For this reason, an image converter which was
part of the original design was left in the new system with the LCLV. The image converter being used has
an 5-25 "extended red" photoemitter which has appreciable response at 830 nm.

The time integrating correlator now operates at 830 nm (GaAlAs laser). The output correlator image
is received by the image converter, which converts the light carrying the pattern to a wavelength of
530 nm, obtained from a P20 phosphor radiator (non-coherent broad-band). This intensity image, in turn,
is imaged to the input plane of the LCLV which is almost perfectly matched to the 530 nm radiation. The
beam which illuminates the LCLV is taken from a HeNe Taser at a wavelength of 633 nm. Thus the entire
space integrating correlator operates coherently at 633 nm.

A new phase is planned in which the system will operate at 515 nm throughout, this wavelength being
obtained from an argon ion laser. The argon beam will be used to illuminate both correlators. The time
modulation which is currently performed by electrical current modulation of the GaAlAs laser diode will be
performed by an A0 modulator external to the laser. This arrangement will produce a time integrating
correlator output which is directly compatible with the LCLV, eliminating the necessity of using an image
converter. The cancellation ratio and S/N is expected to be quite superior.

The promi-e of an LCLV using a silicon receptor, with a response well beyond 830 nm, offers the
possibility of returning to the semiconductor laser, but now this wavelength of 830 nm could be used
throughout the system. The advantages of a laser diode with its small size, and convenient modulation
mode, as compared to a gas laser/external modulator is obvious.

Experimental results prove the concepts described. Figure 19 shows the spatial pattern developed on
the detector-integrator when a CW carrier waveform is applied to both the time modulator (laser source)
and the first delay lire. This is a spatial presentation of the auto-correlation function of the sine
wave carrier, which is itself a sine wave. The spatial frequency observed correctly corresponds to the
carrier temporal frequency, which was 37 MHz, scaled by the delay 1ine acoustic propagation speed.
Figure 20 displays the auto-correlation of a pulse modulated carrier, The envelope of the spatial carrier
is a triangular function, for which the width is twice the pulse length of 0.25 y sec. When the
electronic detector output is amplified and fed back to the subtractor, the system becomes a closed loop
adaptive processor.

The final experimental result to be shown is a demonstration of such closed Toop cancellation. Here
g single CW carrier is applied to both delay lines, and the laser main channel signal simultaneously. In
Figure 2la, the electronic output signal is displayed, with the feedback removed. In Figure 21b, the same
signal is observed with the feedback connected. The amplitude cancellation ratio ocbserved here is 16:1,
or 24 d8. A number of flaws in the optical system have been discovered, and with correction of these,
improvement in the cancellation ratio has been steady.

CONCLUSIONS

The soft-constraint least-squares algorithm and systolic array for QR factorization by Givens Method
has been presented. The algorithm is taylored to the needs of a particular application through the choice
of input data and constraints.

Simulations have demonstrated the use of soft constraints. At first, the simulatgions were chosen to
implement the conventional minimum variance distortionless response (MVDR) algorithm. When the algorithm
proved to give less than optimal performance, a different choice of constraints [4] was used to implement
a Modified MYDR algorithm that gave improved performance.

An optical implementation of the time domain adaptive processor as perceived by Dickey [19] has also
been the subject of this paper. In this configuration the required operations of multiplication and time
delay are provided by AQ delay lines. The required time integration fs cz-ried out by an image detector
having a suitable time constant. In the optical realization, each resolvable optical element along the AQ
delay lines, used as input modulators, represents an additional delay time degree of freedom. Thus, a
continuum of correlation weights is developed spatiaily along the AQ delay line which is analagous to an
infinite number of time delay taps. The optical dimension transverse to the direction of acoustic
propagation can be used to provide for other array elements.

The electro-optical architecture which has been described offers an efficient, compact, and
eventually economical realization of a multiple correlation loop adaptive canceller. Further effort will
result in a reliable design which should provide a high cancellation ratio for a large number of
independent interference sources in a distributed mult{i-path environment.
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The Application of Multi-dimensional Access

Memories to Radar Signal Processing Systems

David Hayes and Bill Strawhorne

Signal Processing Design Department,
Research Laboratory,
GEC Avionics Limited,
Elstree Way, Borehamwood

Hertfordshire, England.

ABSTRACT

A multi-dimensional access memory {(MDAM) allows a word to be accessed from store
either in the manner it was entered or as part of a bit slice of equally spaced or
contiguous words. Conceptually, data may be regarded as being stored in an 'n’
Jdimensional  hypercube of side length equal to the word length that usefully maps onto a
wide range of signal processing operations, f(e.g. FFTs, matri¥ inversion, multiple
moments,  dJistance metrics, sorts, searches and correlation decodes), when associated

processing units that can carry out both bit parallel and bhit serial arithmetic are used.

The mappang of the natural multi-dimensionality of a signal processing task onto the MDAM
structurs 1s shown to be particularly useful when bit serial, word parallel processors
are  employed. In these circumstances the facilities of the MDAM make possible a range of
usoful  operations that could only be implemented with great inefficiency using

conventional memories.

Furthermore, the MDAM considerably simplifies address generation for the 1/0 of real
and  complex words (e.g. the corner turn of incoming samples) waile allowing useful
permutations, such as  barrel shifts, to be applied on each memory access for a

insignificant cost in extra circuitry.

Highly efficient and deeply pipelined, implementations of MDAM/processor structures
are  discussed that are particulary well suited to VLSI methodologies, 1in that very wide
bandwidth interconnection networks of high complexity can be achieved at relatively low
gate and pin counts, (at both super/sub-micron levels). Thus it is possible to form
nighly parallel multi-MDAM/processor structures that support very high 1lev:ls of
concurrency, identified as necessary for future radar signal processing systems.
Moreover these structures translate over classes of operations that are not normally
associated with each other [e.g. histogramming and FFTs). Conscquently, these forms can
be made extremely general and modular to produce powerful and compact processing kernels
for programmable systems that embody high level signal processing constructs in frheir

VLST fabric and lead to high performance at the minimum silicon cost.
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On a Single Step Technique for Adaptive Array Processing
Josef Worms
Farschungsinstitut fur Hochfregquenzpuhysik der FGAN e, V.
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ABSTRACT

A improved adaptation algocithm designed for real time signal processing in anteana arrays Vs presented.
The method is used for determining the filter weights in a sidelobe cancellation system, The Wiener
filter equation is solved by using the well known Gauss - Seidel method and a sample matrix estimate.
This algorithm {(SSM - Single Step Method) combines rapid convergence and numericai Stability. Compared
with the direct SMI-technique and the Widrow LMS-algorithm, the properties of the proposed algorithm

Yead us to the conclusion that it is especially well suited for airborne antenna array applications.

INTRODUCTION

Due to progress in digital technalogy it appears feasible now to process digitally real - time data of
adaptive antenna arrays in airborne radar applications. The popular gradient technique proposed by
widrow, Griffiths e.,a. (Applebaun Loops, Widrow - Hoff Algorithm) is not the appropriate algorithm for
solving the optimal filter equation by adaptive arrays in the following cases:

. a rapid change of the interference enviromment
due to antenna scanning or blinking of noise sources

. different jammer directions with different power
The reasons for siow convergence are given by the facts that

. iteration methods are only approximations of the
optimal solutions

. the "Widrow-Algorithm" does not lead to a consistent
estimator (Ungerboeck 1972 /1/)

Looking for other methods, it can be shown, that the SMi-method /2/ has excellent convergence properties,
but may lead to severe numerical problems,

Here an algorithm is considered which - based on the Gauss-Seidel method - employs a sample covariance
matrix estimate. An application of a modified Gauss-Seidel method on clutter processes has already been
described /3/. This paper quantifies the performance of the proposed algorithm in temss of convergince
rate and statistical properties. It will be shown that in contrast to the LMS-algorithm the proposed
algorithm is a consistent estimation of the optimal filter, The paper presents a comparison of thz [MS-,
SMI- and the SSM-method by computer simulation. It turns out that in spite of less mathematical ope-
rations (multip)ications and additions) the SSM-algorithu performs nearly as well - in terms of con-
vergence rate - as the SM[ method.

DESCRIPTION OF THE METHOD

There are several mathematical methods leading to the splution of the well known classical optimization
problem of Gauss-Markov, which finds an application for example in the sidelobe canceller as a spatial
filter (fig. 1), The received array signals establish a data vector X*, which has to be weighted by a set
of coefficients W, in order to build the best approximation of the inter fering processes Xg 1n the radar
antenna. Assuming that the target signals are not processed in the array we know that the minimization
task

2 . 23! i
EC =F ()x, - W*x X = min 1
,o _~{) W ()
is solved if
E(x* X-XX*H) : =R-HW=0 2)

(by the projection theorem in Hilbert spaces)
There are in general two ways of solving (2):

. direct methods
. iteration methods
The direct methads tead for example to the MI-technique, to the Kalman filter {in form of a sequential

estimator), to the Gram-Schmidt or Lattice filter, or to a combination of the Hcuseholder and Cholesky-
algorithm /4,5/.

*Matrices are designated by double-underlined, vectors by
single-underlined letters
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The iteration methods lead to the gradient, to the conjugate gradient or tp the Single Step methods.
In general the SSM-technique is a gradient technigue using all calculated coefficients

-1
Woep (V) = W 1) + 0 fROT) - é; M1,) Wy (1)
L4 (3)
- Z,' M1, 1) Wl i)

Since the covariance matrix M and the correlation vector R are unknown, we estimate them by the observed
data.

Ld
My = (1/m) z X &_t
= A
» (4)
Rp = (1/m) - Xp,i* Xi
ceq

In the context of this, we obtain a stochastic approximation method, called the SSM-Algorithm,

1-1
W (1) = Mgl )) + T f R (1) - 2; Mal131) Wy (1)

4 (5)
- D M)
&7
Next we show the consistence property of this estimate of the optimal filter.
CONVERGENCE PRUPERTIES
First we devide the covariance matrix M in two matrices MJ, MO,
M(1,1) M(1,2) . . . M(1l,n)
M =
M(n,1) M(n,2) . . . Mn,n)
0 0 0 M(1,1) .. M(1,n)
M(2,1) 0 . 0 M(2,2) .
= . . . + . . .
M(n,1) ... M(n,n-1)0 0 0 ... UMm,gJ
.= u 0
- mey (©)
dsing (2) this leads straightforward to:
Wox (L oeym)-lo(p-mo) we () ramcl R oy (7)
Equation (5) may now be written:
LA (l +fva)-1 (l 'nﬁmo) LN ®)
e el Rer
With reference to {7) and (8}, we ohtain
My <M LTRSS IN0) (- W)
,{“: ,rzmu)-l (1 _!mmo) -u '”gu)-l
RO ]
ST ) Ry - 1)
+ T[(L ‘rrmu)-l - (l *)»QU)-I} R (9)

Tub = Teast upper bound
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Now we get the following inequality by using the triangle inequality and the definition of Tub /6/:

(L1 = sup {1 [(1= *x—me)-l (1 ";Wno)-“
L2 = sup {lub {(L +Jvﬂnu)'1}})

oy = Mg UL 0 My - Wl + FEL2 U Ry - R,

a.e.**

#u0 F( e feQwd fnY - W2 R, 107}

e 7 L T LT - Ty
(1 -rwORR Y2 puy,

(10)

It is known that the estimators (4) {methods of moments} have the following order of convergence

IRy - RUp = 0(1/YVT)
1My, - Miip = 001/ )
Choosing an appropriate ¥ , it is now possible to show

“Emol

-, scifm+ L1 I/Em'ﬂllz

Analogous to the proof of convergence of the SMG-algorithm /7/ it follows for
t1 <1
Phyey = Wihp = 0(Tog(m)/ I m)

Using the Tschebyscheff inequality, we obtain *he assertion.

Remark: (1) By a simple proof it is possible to show, that
Moo= UML)
is a convergent choice. {compare /8/, p. 225)
Ty is dependent of ) and m. In this case ¥ has to be
replaced by a diagonal-matrix Dn throughout the proof,

(2) Using {14) in (5) we get the well known Gauss-Seidel method,

(3) In the m'th estimate of W, we choose My, Ry for M, R.

COMPARISON OF THE ALGORITHMS

(1)

(12)

(13)

(14)

A computer simulation of the SSM algorithm in a radar application shows the superiority of the processing
scheme with respect to the convergence rate compared to the Widrow algorithm. A stationary case has been
considered (fig. 2). For the SSM method we choose ¥ as in (14). The MI method is simulated as a sequen-
tial filter. The Widrow LMS algorithm has a step size of (1/10...1/20 » 1/QA max*) in order to avoid in-

tolerable fluctuation noise. Non-stationarity of the interference environment has been taken intg account

by a moving average (moving window) or Wiener extrapolation. (see for example (4l))

In order to compare the numerical load of the various algorithms, we look to the rnumber of complex multi-

plications per iteration

Algorithm Number of complex multiplications
SMl {direct inversion) (n3 + 502 & nYr2
SMI (sequential filter) 2n & 4n 4}
SSM-algorithm (3n2 + 5n)/2
LMS-Algorithm n + 1
* Amax  maximum eiqenval.e
oy, = oabagst o e
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CONCLUSTONS

There are various mathematical methods to solve tne Wiener filter egquation, among them the discuyssed $SM
algorithm. The SSM method has some advantages in terms of convergence rate and numerical load. It has
been shown that the modified Gauss-Seidel method is a consistent estimator of the optimal filter, we
then have proved that the filter coefficients converge by an order better than 0 (log (m)/[m,.

Compared to the Widrow alyoritim the convergence rate of the SSM algorittm is 1mproved and may be com-
parable to the convergence rate of the direct metnods, This result is achieved at the expense of a mo-
dest 1ncrease in complexity. Une of the advantages of the SSM method is i1ts numerical stability espe-
cially in the case of large antenna arrays.

LITERATUR

/17 G. Ungerboeck
Theory of speed of convergence in adaptive egualiser,
1BM Journal Research and Development,
pp 546 - 555, 16/1972

12/ L.E. Brennan, J.D. Mallett, 1.S. Reed
Rapid Convergence in Adaptive Arrays,
1EEE Trans. Aerosp. El. Syst., Vol. AES-10, No. 6,
pp 853 - 863, Nov. 1974

/3/ R. x1emm

Adaptive pre-whitening filter

AGARD CP-103 1972
/47 J. Womms

Rekursive Algorithmen fur adaptive Gruppenantennen
basierend auf beliebigen linearen Schatzverfahren,
Forschunygsbericht 5-84 FHP, Wby.-Werthhoven, April 1984

/57 J. Worms
tin Vergleich von Algorithmen zur adaptiven Storunterdruckung
(mit Gruppenantennen},
Forschungsbericht (to appear), FHP, Wbg.-Werthhoven

16/ A. Householder
The Theory of Matrices in Numeric Analysis,
Dover Publications Inc., New York 1964

/17 J. Woms, K, Krucker
On an improved yradient technigue for adaptive array processing,
Radar Conf. 1985
(to appear)

/8/ JuN. Franklin
Matrix Theory,
Preantice-Hall Inc,, nglewood Cliffs,
New Jersey, 1968

79/ B. Widrow, L.J. Griffiths, E. Mantey
Adaptive Antenna Systems,
[EEE Proc., Vol, 55, No. 17,  pu 2143 - 2159,
Dec. 1967




“AD-A173 978 %Ii?y %8? wnmy&@gﬁﬁnﬁ

JUNCLASSIFIED a = -




=
(55
[ =
[
[

\\\\\o

2'
%

\\\\\
fa

it - o
2 flis e

|y
1y
[
(70

\:

OOOOOOOOOOOOOOOOOOOOOOOOOOOOO
““““““




g

7

/%o //"1 /;‘2 /;3 ’
AN AN
4 /S /
wé
Wy W: Wa* W
WX =T W x,
i=1

-0

Figure 1: Structure of the Spatial Filter
(Sidelobe Canceller)
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Conditions : Partially adaptive array
with 3 degrees of freedom
2 interference Directions (20°,45°)
Receiver Noise: - 40dB related to Interference Power
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DISCUSSION
J.Dorey
You have to make the whole caleulation for cach look direction?
Author’s Reply

We considered only stationary targets. For non-stationary targets you can use the Wicner-extrapolation or by moving
k\\'c\"dgc.
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FRANCE

RESUME

En émission a haute fréquence de récurrence, donc
a faible facteur de forme, les éclipses et 1'é-
chantillcnnage conduisent 3 des pertes importantes
sur le signal. L'cbjet de cette communication est
de présenter des méthodes d'évaluation de ces
pertes, a partir de courbes de probabilité de dé-
tection en fonction de la distance et d'utiliser
ces méthodes pour rechercher, sous certaines con-
traintes de puissance émise et de charges de cal-
cul, l'optimum & adopter pour le facteur de forme.

1 - INTRODUCTION

La forme d'onde HFR (haute fréquence de répétition), du fait du faible facteur de forme

(2 & 20) conduit a des pertes d'information importantes en raison des éclipses. De plus,
la discrétisation du signal (échantillonnage) conduit, elle aussi, a des pertes supplé-
mentaires. On présentera ici différentes méthodes pour évaluer la probabilité de détection
en tenant compte du facteur de forme et du nombre d'échantillons pris dans la récurrence.
Ces méthodes permettent de déterminer 1'optimum sur le facteur de forme en tenant compte
des contraintes de puissance d'émission (moyenne ou créte) et des charges de calcul lides
au nombre d'échantillons utilisés dans la récurrence.

2 - PRESENTATION DES MODES HFR

2.1, Définition (figure 1}
TE : durée d'impulsion émise

Tg

période de répétition
FR : fréquence de répétition = T%

T

période d'échantillonnage
TB : temps d'occultation

Celui-ci est le temps de commutation du récepteur avant et aprés émission. Le temps d'oc-
cultation total sur une récurrence est 2 x Tp = 400 ns.

On considérera ici deux fréquences de récurrence FR = 100 KHz et PR - 200 KHz.
T
Le facteur de forme est F = T%'

2.2. Filtrage de 1'impulsion regue

On considére un filtre adapté d une durée AT, c'est-d-dire dont la fonction de trans/.
est la conjuguée de la transformée de Fourier d'une impulsion rec*angulaire Jde durde "T.
La réponse d'un tel filtre & des impulsions rectangulaires de durée TF et d'amplitude
est présentée sur la figure 2.

Par la suite, on considérera un filtre constamment adapté & la pé.iode d'échantillennage
T, le filtre étant réadapté artificiellement & la durée d'émission Tg, apreés échantillon-
nage du signal recgu filtré, par recomhbinaison en sommes qglissantes de N dchantillons suac-
cessifs, de fagon & avoir TE = N.T (figure 3).

2.3. Puissance de bruit

Si b est la densité spectrale de bruit, la puissance de bruit pour un échantillon ¢lémen-
taire {(avant recombinaison) est PR = b,AT = b.T. Le filtre étant optimal ot adapté a t,
les bruits sont décorrélés d'un échantillon élémentaire d 1'autre, donc dans le cas d'ane
sommation de N échantillons successifs, la pulssance de bruit est 'y - N.bh.T.

De plus, on suppose l'cntrée du filtre mise & la masse en méme temps que le récepteur est
fermé (soit sur une récurrence pendant TE ¢ 2 Tp). Le filtre 1'intéarant alors plus de
bruit pendant les éclipses, la puissance de bruit pour les échantillons voisins des bords
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de la récurrence est plus faible.

2.5. Puissance de signal

Si To est l'instant d'arrivée de l'impulsion regue (de durée Tg) dans la récurrence, le
signal utile est fonction de To. En effet

- si To ¢ T : le signal est complétement occulté,

- si TB < To < Tg + Ty : une partie seulement du signal est hors éclipse. Le signal utile

a donc une durée To + Tg - (TE + Tp) = To - Tg,

- si Tg + T < To < TR - T - Tg : le signal est entiérement regu. Le signal utile dure
TE,

- 81 TR - TB - Tg < To < TR - TB : le signal utile dure TR - TB - To,
- si TR - TB < To ¢ TR : le signal est complétement occulté.

La puissance de signal regue, dépendant de la durée du signal utile, est donc fonction de
To, instant d'arrivée de l'écho regu dans la récurrence.

3 - PRESENTATION DES RESULTATS

lLes résultats des différentes méthodes décrites ci~dessous seront présentés sous forme de
courbe : Pd = f(D) avec Pd = probabilité de détection
D = distance cible.

On prend comme référence le cas d'une cible telle que avec un filtrage adapté a 1'émission,
si on échantillonne au maximum en sortie du filtre et si la cible est en dehors des
é¢clipses, on ait une probabilité de détection de 50 % pour D = 100 km. On considérera par
la suite des cibles stationnaires. Ceci fixe don~ le rapport signal & bruit SBo de réfé-
rence donnant Pd = 0,5 et correspondant a 100 km.

Le rapport signal a bruit d'une cible située & la distance D se déduit de SBo par

sB = 3o 220,
D4
La figure 4 représente la courbe Pd = (D} de référence {cible stationnaire perpétuelle-

ment hors éclipses et hors pertes d'échantillonnage). On peut dire également que cette
référence correspond au cas d'un radar CW, a condition que l'antenne de réception soit
différente de celle d'émission.

4 - METHODE 1

Cette méthode consiste & faire varier la distance de la cible avec un pas de quantifica-
tion petit devant l'ambiquiIté distance (AD = CIR avec ¢ : vitesse de la lumiére). Ainsi,
1'instant d'arrivée de l'écho varie lentement dans la récurrence et les phénoménes

d'éclipse et d'échantillonnage sont visibles.

On suppose pour cette méthode l'échantillonnage adapté a l'émission, soit T = Tg. En fonc-

tion de To, instant d'arrivée de l'écho (To = %g), on peut positionner 1'écho dans la
récurrence {(figure 5). Du fait que T = Tg, il n'y a au plus gque deux échantillons conte-
nant du signal. Pour chacun d'eux, on connait l'atténuation & apporter au rapport %
4

{= SBo 99—). Cette atténuation tient compte de la position de To dans la récurrence

D
(éclipse) et de 1'échantillonnage par rapport a la sortie du filtre. On peut donc calculer
les probabilités de détection Pdy et Pd) pour chacun des 2 échos. Du fait que la cible est
stationnaire et que T = Tg, les deux probabilités sont indépendantes. On peut donc dire
pd = 1 ~ (1 - Pdy) {1 -~ pPd2).

5i Ppdo = f(D) est la courbe de référence (échantillonnage au maximum et hors éclipse}, la
probabilité Pd varie donc entre 0 et Pdo en fonction de la distance.

Pd - o guand 1l'écho est en éclipse totale

pd < Pdo quand l'écho est en éclipse partielle

Pd = Pdo quand To est tel que 1'échantillonnage ait lieu au maximum

Pd < Pdo sinon.

La figure 6 présente Pd = f{D), D variant de 100,5 km a 101,25km (Pdo voisin 0,5) avec
comme hypothése

PR = 200 KHz (TR = 5 us, AD = 750 m)

Tg = 1 us (F = 5)
Tg = 0,25us
T = 1 us.

Les différents temps et instants d'échantillonnage y sont représentés.
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La figure 7 présente Pd = f{(D)} dans les mémes conditions, D variant de 50 & 150 km. On y
constate les fluctuations importantes dues au fait que Pd varie entre 0 et Pdo.

Cette méthode, représentant la vraie probabilité de détection en fonction des éclipses et
de 1'échantillonnage, est inexploitable simplement du fait des fluctuations importantes.

De plus, cette méthode n'est valable que dans le cas d'une cible stationnaire et d'un fil-
trage et échantillonnage adaptés a 1 dmission, de fagon & avoir 1l'indépendance des proba-
bilités de détection des différents échantillons {(gqui ne serait plus assurée en cas de
sommations glissantes d'échantillons successifs).

5 - METHODE 2

Pour une distance D donnée, le calcul de la probabilité de détection est identique a celuil
de la méthode 1 : Pd = 1 - (1 - pd1) (1 - pPd2}.

Mais on effectue ici, pour chaque distance D, le calcul pour plusieurs fréquences de ré-
currence voisines de quelgques pourcent de la fréquence de récurrence moyenne et on effec-
tue la moyenne des Pd obtenues. Une méthode équivalente consiste a n'avoir qu'une seule

FrR mais & faire varier aléatoirement la distance sur une récurrence autour de la distance

D et A effectuer une moyenne des Pd obtenues. Les deux méthodes donnent des résultats équi-
valents.

Les fluctuations importantes de la méthode 1 sont ainsi moyennées et on obtient une courbe
Pd = f(D) d'autant plus lisse qu'on a pris plus de FR ou plus de points dans la récurrence.
La figure 8 présente Pd = f(D), D variant de 10 & 150 km dans les mémes conditions que

précédemment, calculée avec une moyenne sur 200 points par récurrence pour chaque distance.

On constate que la courbe ne tend pas vers 1 quand D tend vers 0. En cffet, en raison des
temps d'occultation Tg, la probabilité maximale de détection est la probabilité pour que
l1'instant de réception To soit supérieur a Tp et inférieur & TR - Tp, soit :

2Ty

Pdmax. = 1 TR

En l'occurence : Tg = 0,25us : Pdmax. = 0,9
Tg = 5 wus
Cette méthode permet de travailler avec un pas de quantification plus élevé pour la dis-
tance que pour la méthode 1. Elle permet surtout d'obtenir une courbe moyenne de probabi-
lité de détection directement utilisable.
Les limitaticns de cette méthode sont les mémes que pour la précédente, 3 savoir :
- cible stationnaire,
- filtrage et échantillonnage adaptés a l'émission,

6 - METHODE 3

Celle-ci consiste & calculer une probabilité dc détection moyenne sur une ambiguité dis-

tance AD. Le domaine distance pour lequel on veut la courbe Pd = f(D) est découpé en
ambiguités. Pour une ambigulté de rang K donné, on fait varier la distance Jde la cible de
K.AD & (K + 1).AD avec un pas suffisamment fin.

L'écho regu est échantillonné : on a ainsi des amplitudes Ai de signal (0 < AL < 1), dé-
pendantes de 1'instant de réception et de sa position par rapport a 1'échantil)lonnage.
Dans le cas ol Tg = N.T, chaque échantillon avant sommation a donc un rapport 3 valant
spo D04 Ai?
N

Xi’ de chaque échantillon. On peut donc effectuer les sommations glissantes de N échantil-

(D : distance centrale de l'ambiguiIté). Connaissant B, on a donc la puissance

N
lons. Chaque échantillon résultant a comme puissance de signal PS = (:E: X1)?. L'échantil-
i=1
lon résultant tient bien compte des corrélations des échantillons élémentaires dont il est
la somme.

De plus, on connait pour chaque échantillon résultant la puissance de bruit Py (Pp ¢ N.B),
fonction de la position de l'échantillon dans la récurrence.

Cette puissance permet en ocutre de déterminer le seuil de détection connaissant la proba-
bilité de fausse alarme. Il est en effet possible dans la pratique de mettre des seuils
différents selon la position de 1'instant d'échantillonnage dans la récurrence.

On peut donc générer un signal complexe Z de puissance Pg par rapport a4 Pg. Ce signal est
généré avec deux gaussiennes de moyenne et d'écart type fonctions d'une part de Pg et Pg,
d'autre part de 1'hypothese de cible stationnaire ou fluctuante. Z? est ensuite comparé au
seuil de détection. En cas de non détection, on passe 3 l'échantillon suivant et on recom-
mence. En cas de détection, on peut passer 2 une autre position de 1l'écho dans la récur-
rence. Il ne reste plus qu'd calculer la moyenne des détections obtenues sur la récurrence,
donnant ainsi Pd fonction de D.
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La figure 9 montre un exemple de courbes calculées par cette méthode et par la méthode 2
sans les mémes conditions que précédemment. Les deux courbes sont tout & fait semblables.
La figure 10 représente la courbe Pd = f(D) dans le cas : Fr = 200 KHz
1 TE = 1 us
T = 0,5 us.
On effectue dans ce cas des sommations 2 a 2 d'échantillons. L'avantage de cette méthode
par rapport aux autres est, d'une part, de permettre le s:réchantillonrage car elle ne

suppose pas l'indépendance d'échantillons consécutifs, et 1'autre part, de permettre,
pour la méme raison, le calcul dans le cas d'une cible fluctuante.

7 - METHODE 4

Cette méthode est purement analytique. Elle consiste a évaluer les pertes que les éclipses
et 1'échantillonnage apportent sur le rapport signal a bruit,

Pour cela, on suppose un €cho de rapport (%'0 donné et on fait varier son instant de récep-
tion To de 0 & TR. Pour chaque valeur de To, on calcule de la méme facon que précédemment

P : : <
le rapport —% pour chaque ¢chantillon (aprés sommation éventuelle) et on ne conserve ue

P
le maximum. Puis on effectue la moyenne, sur le nombre de position de To, de ces maxima
Pg S
de g’ solit (8)1‘
Le rapport L = (%)1 / (%)0 caractérise les pertes sur le rapport signal & bruit initial,

dues aux ¢clipses et a4 1'échantillonnage.

Pour obtenir la courbe Pd = f{(D), on calcule pour chaque valeur de D le rapport :
S _ SBo Dod . i .
57T .2 puis la Pd associée.
C'est la courbe Pdy représentée sur la figure 11, Cette méthode ne prend pas en compte le
Sy
fait que dmax. = 1 - £.TB
Tr

Ainsi pour introduire cette influence des occultations, on considére des pertes L calculdes
comme précdédemment mais en supposant Tp = 0 . on multiplie ensuite la Pd obtenue avec cces
2.TR
TR
courbe obtenue avec cette méthode avec celle obtenue par la méthode 3 dans les conditions
suivantes @ Fgp = 200 KHz

pertes par 1 -

- . Ceci donne la courbe Pd; de la figure 11. La figure 12 compare la

T = v us

T = 0,5 us.

Les différences sont faibles. L'intérét de ceotte méthode est sa rapidité. Une fois le
lecul des pertes effectué (pour une seule récurrence), la courbe est immédiate. Cette
méthode permet d'estimer rapidement ia distance donnant une Pd donnée (0,5 par exemple),
pour ensuite effectuer la méthode 3 autour de cette distance pour aveir des résultats
vracts.

8 - OPTIMISATION DU FACTEUR DE FORME A PUISSANCE MOYENNE EMISE CONSTANTE

51 F ecst le facteur de forme et Pc la puissance créte émise, la puissance moyenne émise
est pe

Pm=F

nn se place ici & Pm constante, donc Pc varie avec F.

La puissance moyenne d'une cible est donc indépendante de la variation de F ainsi que la
courbe de référence Pdo = f (D). Rappelons que celle-ci correspond au cas d'une cible per-
pétuellement hors éclipse et hors pertes d'échantillonnage et que Pdo = 0,5 pour Do =

100 km, ce qui fixe Pm,

Avec la méthode 4, pour estimer la distance a Pd = 0,5 et la méthode 3 pour affiner les
résultats autour de cette distance, on va calculer les variations de la portée & Pd = 0,5
en fonction du facteur de forme, ceci en gardant une période d'echantillonnage constante.
Quand F varie, Tg varie. Le nombre d'échantillons successifs a sommer pour réadapter le
filtre varie donc également.

La périole d'échantillonnage étant constante, la charge de calcul pour les traitements
en aval reste donc la méme quelque soit le facteur de forme (mis a part les sommations
d'échantillons consécutifs qui représentent cependant trés peu de calculs).,

Pour un échantillonnage donné et une période de récurrence dcnnée, on calcule donc pour
chaque valeur de F la distance D donpant Pd = 0,5 . Les résultats sont exprimés sous

forme de perte par rapport & la référence Do, soit L = 40 log (é%).
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La figure 13 représente cette perte L en fonction de F pour Fp = 200 KHz et pour des pé-
riodes d'échantillonnage différentes : T = 250 ns (courbe 1)

‘T = 500 ns lcourbe 2)

T =1000 ns (courbe 3}.

La figure 14 représente les mémes courbes pour Fr = 100 Khz.

On constate que le minimum de pertes est obtenu autour du facteur de forme 5 (entre 4 et
6). Ces pertes tendent vers -« (en dB) quand F tend vers 1 : on se rapproche alors des
radars CW oli il n'y a plus de réception possible par la méme antenne.

Quand F augmente, les pertes augmentent également : si il y a moins d'éclipses, 1'écho
étant moins long, l'influence de l'échantillonnage devient importante. Ceile-ci diminue
quand on augmente la cadence de l'échantillonnage (courbe 1). S$i on l'augmente beaucoup,
les pertes diminuent guand le facteur de forme augmente et l'optimum tend a disparaitre :
on a alors intérét a prendre un facteur de forme élevé.

9 - OPTIMISATION DU FACTEUR DE FORME A PUISSANCE CRETE EMISE CONSTANTE

Si Pc est constante, Pm varie avec F. La courbe Pdo = f(D) de référence va donc dépendre
de F, le maximum de portée étant atteint pour F = 1 (radar CW). La figure 15 représente
diverses courbes (hors éclipse et hors pertes d'échantillonnage) pour différents facteurs
de forme.

La portée de référence restant 100 km, on peut déduire les courbes précédentes (a4 Pm cons-
tante), les courbes & Pc constante en ajoutant aux pertes déja calculées des pertes supplé-

mentaires égales a 10 lo ll). La figure 16 représente ces pertes pour :
g g (g p

FR = 200 KHz et T = 250 ns (courbe 1)
T = 500 ns (courbe 2)
T =1000 ns {courbe 3}.

La figure 17 représente ces mémes courbes pour FR = 100 KHz. On constate que le minimum

de pertes est obtenu pour un facteur de forme voisin de 2. Quand F est faible, la puissance
moyenne est élevée mais les éclipses sont fréquentes. Quand F est élevé, les éclipses sont
moins génantes mais la puissance moyenne est plus faible.

10 - CONCLUSION

On a présenté ici 4 méthodes pour estimer la probabilité de détection. Si les deux premiéres
sont restrictives guant aux conditions d'utilisation (cible stationnaire, filtrage et
échantillonnage adaptés a 1'émission), les deux derniéres ne le sont pas. Do plus, la
quatriéme est trés rapide.

Ces méthodes permettent d'obtenir facilement des portées de détection pour des radars HFR,
en estimant des pertes par rapport a un radar CW qui aurait la méme puissance et ceci
pour différentes charges de calcul.

Ces méthodes permettent également de déterminer, pour une puissance moyenne donnée et un
échantillonnage donné, 1'optimum du facteur de forme (qui éventuellement n'existe pas si
la c.dence d'échantillonnage est trés édlevée).

e
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DISCUSSION
A.Pratesi
Which fluctuation case did you assume for the target? Probably the model adopted wiss that of a non-fluctuating target
otherwise the performance would have been much worse.

Author’s Reply

Yes. we assumed an ideal non-Muctuating target in order to simplify the analbvsis of the statistical process,
2 targ ) 3 f
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A GENERAL SOLUTION FDR THE SYNTHESIS OF BINARY SEQUENCES WITH
DESIRED CORRELATION SEQUENCE

Robert J. Polge
Department of Electrical and Computer Engineering
The University of Alabama in Huntsville
Huntsville, Alabama 35899, USA

SUMMARY

Binary sequences are of considerable interest in many applications. In particular, the performance of
a radar depends on the ambiguity function. For the case of binary phase modulation, the zero-doppler per-
formance of a pulse radar is a function of the discrete autocorrelation of the corresponding binary sequence.
Alternately, a binary sequence can be expressed as a sequence of runs where the length of a run is equal to
the number of contiquous bits of same sign. Given a run pattern the discrete autocorrelation can be com-
puted easily and more rapidly than with the standard technique. The inverse problem, which is the s ~the-
sis of a run pattern given the desired discrete autocorrelation sequence, is much more difficult.

This paper develops a set of sequential relations which relate the desired autocorrelation sequence to
properties of the run pattern. For example, the autocorrelation at lag 1 defines the number of runs for a
sequence of specified length. The autocorrelation at lag 2 now determines the number of runs of length 1.
More generally the autocorrelation at lag (k+1) establishes a relation between consecutive runs with sum
exactly equal to k. Judicious use of these relations greatly facilitates the computer synthesis of binary
sequences. While the method is quite general, emphasis is on tracking applications where it is desired to
minimize the sidelobes as far as possible.

1.0 Introduction

Binary sequences (elements +1 or -1) are of considerable interest. In radar, one is frequently inte-
rested in pulse compression, which involves the transmission of a long coded pulse and the processing of
the received echo to obtain a relatively narrow pulse. In particular, the performance of a radar depends
on the ambiguity function. The desired goal s to achieve high range resolution, as in a narrow pulse,
and good doppler resolution and high average power, as in a wide pulse. In the case of binary phase modu-
lation, the zero-doppler performance is determined by the discrete autocorrelation of the corresponding
binary sequence.

A new and efficient technique to compute the discrete autocorrelation of a binary sequence in terms
of run structure was presented in [1], where a run is defined as the number of contiguous bits of the
same sign. The inverse problem is the synthesis of binary sequences with specified correlation. It was
illustrated by the synthesis of binary sequences of length 17 such that the absolute value of the sidelobes
of the corralation sequence is not greater than 1 up to lag 7.

This paper develops new relations and an efficient strategy which makes possible the synthesis of
binary sequences of much greater lengths. Assume for ex?ggle a length of 128 bits. A brute force approach
(using only symmetry} would require the computation of 2 correlation sequences which is clearly impos-
sible. In the proposed technique each element of the desired correlation sequence determines necessary
structural run relations which eliminate must of the binary sequences. This is done sequentially starting
with lag 1 and continuing with lag 2, then lag 3, and so on. For example, in a tracking appiication one
may want minimum sidelobes as far as possible. Very rapidly, the combined relations define a very narrow
class of sequences and the synthesis becomes practical.

e paper is organized as follows:

} the run correlation technique developed in [1] is reviewed,

) the structural relations necessary for synthesis are derived,

} a method to define the allowable set of tails for a specified correlation sequence is presented,

) the procedure for the general synthesis of binary sequences using a digital computer is discussed,
) the last section contains conclusions and recommendations.

2.0 Run Correlation Technique

First, let us consider a general finite sequence of length N, defined as {a., 10, 1,...,N-1), where
the ali) are arbitrary real numbers. We define the autocorrelation function clk} as follows:
c(0) = N
N-1-7%f
clk) = sooali) ali=kl), Tkl = 1,2,...,N-1
i=0 (1)
“lk) = 0 k!N

Let us now consider a rectangular waveform x{t), defined as a sequence of N contiquous pulses of dur-
ation T and height a(0), a(l), ..., a{N-1). Thus

N-1

x(t) = a(i) rectT(t—(i‘OAS)T)‘ @
i-n




23-2

where rectT(t) is a unit rectangular pulse of height 1 and width T, centered at the origin.
I't can easily be shown that the autocorrelation of this waveform is

N-1

¢ (0 =

x T clk)ayp(r - kT) (3)

L
k=-(N-1)

where the c(k) are given in (1) and AZT(t) is a triangular pulse of height 1 and width 2T, centered at the
origin. Note that for v = jT.

6., (JT) = T e(j) for |j| <N
xx ()
=0 31 2 N

and the remaining values of ¢ . (1) are obtained simply by drawing straight lines between these points. For
convenience, we assume in the Sequel that T = 1 as a simple chaice of time scale.

Let us now specialize to consider only binary sequences; that is a(i) takes only values +1. Fora
binary sequence, it is convenient to introduce the concept of run length, the number of consecutive pulses
of the same sign. For example, consider the sequence

[a(i), i=0,10] = [3,-1,1,1,1,-1,-1,-1,1,}1] (5)
with autocorrelation function

[c{k),k=-10,10] = [-1,2,-1,-2,1,2,1,-4,-3,0,11,0,-3,-4,1,2,1,-2,-1,2,-1]. (6)

In terms of run lengths, this sequence could be identified as

[r(i),i=1,6] = [1,1,3,3,2,1], (7}
where we can assume, without loss of generality, that the sequence starts with +1.

The rectangular waveform x(t) is still given by (2) where |a(i)] = 1. Alternatively x(t) .an be viewed

as a sum of step functions, where a new step function is introduced to effect the changes of sign in x(t).
Thus our example can be written as

x(t) = u(t) +2 £ (1) u(tny) + u(t-10), (8)

1

[T,

i

where u(t) is the unit step and g s

r., with oy = 0. Assuming that the seguence starts with a +1, the
general formula is J 3

Wt e

-1 i R
e ) (<) u(eeN), (9)

x(t) = uf{t) + ¢ j

i=1

R
where N and R are, respectively, the length and number of runs and N = & r,.

The autocorrelation is

o ft) = x(-t) * x(t), 00)
where x(-t) = —u(t) + 2 ¢ (1)1 e ) v ()R]
i=

ult+N) and * stands for convolution. Using

u(t-a) * u(t-b) = u](t-(a*b)), (1)
where u](t)=t for t > 0 and zero elsewhere (the unit ramp), it follows that

R R

) 5 E 80 ey o), (12)

R i o )
where do=1, dp=(-1)", d= (-1)7 2 for i = 1,... R-1

Each step of x(t) and of x{-t) is described by a pair of integers: coefficient and delay, Similarly,
each ramp in 3 (t) is described by a pair of integers: coefficient and delay. Therefore the correlation
can be performeéd using a tabular arrangement, where the horizontal and vertical entries are, respectively,
the pairs defining x(t) and x(-t). The elements of the table, which are obtained using {11), define a)
the ramps which combine to form ¢ (t). This is illustrated in Table | for an arbitrary six-run sequence.
Pairs with the same delay must be Collected by adding the coefficients algebraically to find the net co-
efficient for the ramp starting at that delay.

Starting with the most negative delay, -N, one can work forward to the greatest positive delay, N, to
obtain the entire autocorrelation function. Let us take our original example, defined in terms of run )
lengths, [r]=1.6] = {1,1,3,3,2,1). Using these numerical values in Table 1 and gathering terms, one obtains

&XX(T)=-U1(1’11)‘AUI(C‘10)~6U1(1‘9)*ZU‘(t08)*4u1(t+7)-2u1((*6)-2u1(t#s)-du](t*ﬂ)%Gul(t‘3)¢2u1(t02)




ey

»

+8u1(t+1)-22u1(t)+8u](t-1)+2u](t-2)+6u](t-3)-4u](t-4)-2u](t-5)-2u](t-6)*4u1(t-7)+2u1(t-8)-6u1(t-9)
*+4u, (t-10)-u, (t-11) (13)

To evaluate ¢__(j) replace each term such as u,{j+k) by j+k if j > -k and by zero otherwise, and
accumulate. Alteréately, one can use an iterative procedure as follows:

Let ¢, = autocorrelation at lag k (change in slope)
By = slope of ramp originating at lag k
Sy = net slape of ramp leaving at lag k.
Then
Sk 7 Sk T Ak
Spa1 = O * S for k= =N, N (14)
with initial conditions
SNl 7 0wt 0

and the p, are read from the table (o (- 1) ). Since the autocorrelation is symmetric it needs to be
computed only for positive lags using ?14) for k = 0, N-1 with initial conditions

sy = 2R, 0y = ~4R+2, ¢, = N,
Thus in our example
[¢i,i=0,10] = [11,0,-3,-4,1,2,1,-2,-1,2,-1]
[pi,i=0,10] = [-22,8,2,6,-4,-2,-2,4,2,-6,4] (15)
[si,i=0,10] = [-11,-3,-1,5,1,-1,-3,1,3,-3,1].
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Table 1: TABULAR ARRANGEMENT FOR CORRELATION CALCULATION
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Table 1 is a square array of dimension M = R+1 with interesting structural properties. It is skew
symmetric, with each entry above the principal diagonal having a corresponding entry of opposite sign below
the principal diagonal., The magnitude of the coefficients of the corner entries is 1; the magnitude of
the other coefficients along the edges of the table is 2; the magnitude of all other coefficients is 4.

The principal diagonal contains all the ramps starting at lag zero, resulting in a change of slope p_ =
-4R+2 and a net slope forward so = -2R+1, By symmetry, since ¢, = N, it follows that $y 7 N-2R41, Nte that
:*, the autoco(relatlon at lag ?. depends only or. sequence 1en8th and number of runs. In pa-ticular, for

3 { se?ugnce with 1 odd and R=(N+1)/2, the autocorrelation at lag 1 will be 0. Also, the change in slope at
elay 1 is

by =, - 2t ae)
where n. is the total number of runs of length 1 and t, is the number of such runs occurring at the end of
the sequence. Because of the symmetry, all the remain]ng information is contained in the elements above
the principal diagonal, and the element in the upper right corner is always N.

The lag values along the first diagonal above the principal diagonal are list of runs, i.e., Tr Too
...y ry. The coefficients of the end terms on this diagonal are 2; the coefficients of the remaining tgrms
are 4.7 The lag values along the next diagonal are sums of consecutive runs taken 2 at a time. Al! coef-
ficients on this diagonal are negative, with the end coefficients being -2 and the other coefficients -4.
A similar pattern can be seen on the other diagonals. To facilitate both visualization and computation,
it is convenient to present a revised tableau, as shown in Table 2.

This tableau gives just the delays of the ramp pairs. The first column contains the delays of the
first diagonal above the principal diagonal; the second column contains the delays of the next diagonal;
and so on. The coefficients to be associated with each delay can be determined by a simple rule. All the
coefficients associated with any given column have the same sign, and the signs alternate from column to
solumn, starting with a plus for the first column. In each column the magnitude of the coefficients for
the first and last delay is 2; the magnitude of the remaining coefficients is 4.

The table is computed in a straightforward manner, one row after the other. At the same time the set
of slope changes [..] are computed; that is, when the element of the table is equal to i, then ;. is in-
cremented by the appropriate signed weight. Thus the elements of the table are used immediately and need
not be stored. The number of additions in the table is (R-1){R-2)/2 plus R(R-1}/2 additions for accumu-
lating the o values. Following (14), we need 2 additions to compute s, , and g1, Trom s and y , using
.., for a total of 2(R-1) additions. Thus the computation of [°i] reqbires (R—Tsz addit?éls. As"a general
rh]e. R=N/2; hence, using the table, one requires approximately (N-2)2/4 additions and no multiplications.

The direct calculation of the autocorrelation function requires N(N-1)/2 multiplications and {(N-1)
(N-2)/2 additions. Even if we assume that the multiplications can be performed as exclusive or's at the
same cost as an addition, the proposed technique should be four times faster than the direct method.

3.0 Structural Relations
It is easy to eliminate Sy in (14) and to express ok in terms of So and oy’

SN S
%, =6+ 25 +o
2 o 4] 1 (17)

B = o+ kst (keldoy + (ke2hoy + b oy

where ¢0 = N and S © -2R+1.

Observe a binary sequence, from left to right, through a moving window of width m. For each position
compute the sum of the m runs in the window and tabulate. Let s,  be the number of times that the sum of
m runs is exactly equal to k, within a complete window scan. Le*mtk be the number of times that the sum
of m runs is exactly equal to k for the two ending positions of the Window; t o Can take only one of three
values: 0, 1 and 2. It can be shown that the incremental slope ok is a funct*cn of Skm and tkm where m
ranges from 1 to k:

R ) | Ry(-) [Ry(4) Ry(-) R(+)

" ritry | rytrptey FUHrgtratry [ ritrptratrsrg
r2 rz+r3 r2+r3*r4 r2+r3¢r4+r5 r20r3*r44r5:;g_
"3 | "3Ta | "aTratTs [ ratratrstre R
"4 |Tatrs [ Tatrstre

s | "5*Te

Table 2: Revised Tableau
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oy = Asyy - 2ty

by = 5y - 2ty - 45, + 2ty Na)

Py =4Sy - 2ty +dsyy - 2ty - Ay, b2ty

and so on. For a more compact notation, let « be the number of times that the sum of runs is equal to k
for windows with odd width and 1et % be the numter of times the sum of runs is equal to k for window with
e

even width. Let also w; and n' be the number of times that the sum of runs is equal to k for ending windows
with odd or even width, respecb1ve1y Then, the relations for Y become
py = dw -Zﬂ
1 1 (19)
o = 4( - qk) - 2( - qk) for k = 2,3,...

The spec1f1c run patterns are denoted by a second index which is defined by ordering the patterns as
increasing integers. For example,

T A TV #(a) + #(112) + #(121) + #(211)
g T ey * ez t ozt lgg = #13) ¥ #(22) + A(31) + 4(1INY) (20)
Woomown bW, Fwa b, tougp Fug, g Fuy = #(5) + #(113) + #(122) + #{131) + #{(212)

5 51 52 53 54 85
+ #(221) + #(311) + #(001T1)

56 57 58

“5 = qs' + 752 + W53 4 q54 + 55 + 56 + Y57 + Tgg = #(14) + #{23) + #(32) + #(41) + #(ON12)+4(N121)

+ #(1211) + #(2111).

Sometimes one may want to count together a pattern and its symmetric, this is indicated by underlining
the pattern index. For example

= #(14) + #(4i)

n =n .+
t

51 " sy * lsa

msg =k¢52 + u57 = #(113) + #(311)

(21)

We have shown how the sequence of incremental slopes [o ] relate to the sequence structure in (18).
The sequences [sk] and [DkJ can be computed from the desxred correlation sequence [ok] using (14):

Sk T bker T % (22)

P T Sk Skel T 0k T 2t o

Together (19) and {22) establish a connection vetween the desired correlation sequence and the required
run structure.

As an illustration, assume that a tracking application requires
[ok, k=0, N-1] = [N,0,-1,0,~1,0,-1, as far as possibie]. (23)
From (22) one obtains
[s,+ k=0, N-1] = [-N,-1,1,-1,1,-1 as far as possible]
(24)
[o)» k=0, N-1] = [-2N, N-1, 2,-2,2,-2 as far as possible]
Since s = -2R + 1 =-N, it follows that N is odd and that it can be written as N = 4j + 1 or

= 4j + 3. Consider the case N = 4j + 3, then R = 2(j+1) and ¢(N-1) = -1. The number of runs of lennth
1 is determined from

0 = N-1 = do) - 205 (25)
which becomes
25 +1 = 2 - mi_ (26)

The solution of (26) is w; = 1 which means that the sequence starts with a run of length 1 and that the
number of runs of length ‘ is noFwy ® J + 1. The remaining relations can be written as

=20k - fuy - 2a) - An ¢ 20

k
X , : .
or (1) = 2 =y - 2y, ¢y for k=2,3... (27)

Relation (27) establishes constraints on the sequence structure. It also shows that the sequence endings
(tails) must satisfy

Sp b s for ko= 2,3, (28)
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4.0 Set of Allowable Tails

Continuing the example defined by relations (24) through (28) let us determine the set of aliowable
tails. Assume that we want to satisfy (24) for the first m steps, i.e. through ¢__ .. Relation (28) means
that for each k, where k=1 to m, the runs in the tails will add exactly to k exac y one time_  The set of
allowed tails can be defined sequentially. Ffrom (26), the sequence is of the form

1...2 (29)
where 7 denotes a run of length 2 or more. Now, to satisfy (28) for k=2, one has two choices

M .03 or 12...2 (30)

To satisfy (28} for k=3 one must expand each of the two choices

N...3 > 11 ...% or NZ...3

~ _ (31)
12 ...2 - 12...22 or 13...12
Continuing this procedure through m = 5, i.e. 4g» ONE obtains 16 sets of allowable tails
NI L6, 1INMZ L5, 1112 L. 24, 113 L, 1
M2 .33, 0122 ... 23, 13 L., 213, NG L, N3 (12)
210 ... 82,102 ... 32,122 ... 222,123 ... 22
131 .. 312,132 L. 212,14 . M12,05 . 12,

5.0 Procedure for Synthesis

We want to find binary sequences of a given length which will match a specified correlation pattern
for as many lags as possible.

An optimum procedure is presented to define the class of binary sequences which satisfy a specified
correlation pattern up to lag 6. While the technique could be extended beyond lag 6, this may not be neces-
sary. Indeed in order to satisfy the correlation pattern up to lag 6 one eliminates most of the bimary
sequences and the acceptable class of sequences has very few degrees of freedom left. Thus an intelligent
computer search becomes feasible even if it is not optimum.

To determine the class of sequences which satisfy the desired correlation pattern up to lag 6, the
steps are as follows: (1) Select N and compute the number of runs R from ¢ , (2) Compute the sequence of
incremental siopes [p ., k=0,5] from the specified correlation sequence [¢, , k=0,6] using (22}, (3) Oetermine
the set of allowable Eai]s as explained in Section 4,0 and incorporate th*s information in [ ] to obtain
{[0f] where the end effects have been removed, (4) Define the class of sequences which satisfy all the
stFuctural constraints implicitly contained in the relations p¥, 05‘ p%, pk, and o*. This is the most dif-
ficult part of the synthesis, (5) Translate the set of constra]nts obtgine above ?nto a list of acceptable
sequences,

To illustrate the procedure Tet N = 4j+3 = 31 and assume a correlation sequence as in (23). Then the
number of runs is

Ro= Nel = 2(3*1) = 16. (33)
2

From (24)

lo,+ k=0,53 = [-62,30,2,-2,2,-2]. (34)

Among the sets of tails listed in (32) select one, say

21 ... 33 (35)
The sequences m& and q; are easily computed for the selected set of tails

lwps k=1,51 = [1,0,2,1,0]

[npe k=1,5] = [0,1,0,0,1]. (36)
Write Wy and Ny 35

wy = m; * bwy (37)

T Mt Ak

where By and 8y, are the contributions from the tails. One reads
sw,, k=1,5] = [3,1,1,2,0]
(b (38)
[Aqk. k=1,5] = [0,1,2,0,1]

where 3 is not yet usable.
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Compute the sequences [p*] by plugging [ué], {Wé]‘ [Auk], [Aqk] into the sequences [ok] given by (25)
and {27) and solve. One obtakns 5 relations

w?=5

w37

ERRA (30
wg t e %

“5 %

Denote as frame the part of the sequence which needs to be specified,

1...3, (40}

from there on the discussion will refer to the frame unless indicated otherwise. Equation (39-1) defines
n? the additional runs of length 1

»T = nf = 5. (41)

It follows that the number of runs of length 1 is (O 6, that the rumber of runs of length 2 {2 or more)
is ny = 6, and that these ms runs sg?n N? = 18 bits. Let n, be the number of runs of length 2. The first

set 8f bounds for n, is K(nz) = (0

Define p, as the number of packs of 1, where a pack consists of consecutive identical runs. Based on
1, ny, and t%e structure of the frame, the first set of bounds for P is (Pl) = (1,6). Eguation (39-2)
egtab?ishes a relation between n, and 8

ny, = N3y ny = p

or 2 n- " 1 (42)
ottt 6.

After combining the bounds of ng and Py, one obtains the final set of bounds for P,
E(v,) = (1,6). (43)

In other words there are 6 choices for (p,, "2)' Let the packs of 1 be partitioned into packs made of a
single run and packs made of multiple run;

RN E (44)
The first set of bounds foc- -., & (c]). is easily obtained given L and Py From ns B and oy one can
compute the first set of bounds o9 wy,, & {w,,), using
32 32
wyy = H(1IT) = 0 - 2p) 40y (45)

Similarly one can compute the bounds for w,y = #(3), ¢ (m31)‘ given Nz, n, and M5 These results are
listed in Table 3 for our example.

— T
molon "3 & Loy & {ugpl
T

1 5 1 0, 0 4, 4
2 a 2 0, 1 2,13
33 3 0, 2 0, 2
4 2 a 2,3 0, 1
5 1 5 4,4 0, 0
6 0 6 6, 6 0,0

Table 3: Constraints Through 7y OF g

The number of runs of length k and the number of packs of runs of length k have been denoted as n, and
, respectively. Llet r and n,_ be used, respectively, as symbols for a run of length k and a pack of runs

of length k. We define §s a 1ebe1 k block an interlaced sequence made of packs n  and ni—z, where me—v is
the symbol for a pack of runs of length k+1 or more. Let 1 and m, denote respect*vely. %ﬁl number o¥ acks
"y and the number of packs "o T in the block. As a concise representation a level k block will be written

glk,1,m,i) (46)

where i = ) or 2 depending whether the block starts with ™ OF Ty At this stage, the frame can be re-
presented as a level 1 block

8(T, oy As 1) (47)

T
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the last element of this block is the right edge of the frame and it will be denoted as Tie.

Tie is a n3 which is made up of one or more 3 (including the visible 3). Our next step is to speci-
fy Tie as a levgl 2 block,

Tie = 3(2, 1, m, 1).
One needs to distinguish 4 cases:
Tie (1) = 8(2,0,1,2)

Tie (2) = 8(2,1,1,1)

"

(48)

Tie (3) = 8(2,3.3+1,2)

Tie (4) = 8(2,j+1,j+1,1)

where j=1 (one or more). Table 4 expands on Table 3 by specifying the choice of Tie for each p,. Denote
as Window the remainder of Frame minus Tie, then W _ denotes the maximum number of runs r availLble for
use in the window. Obviously W, and %= will restrict the selection of level 2 blocks within the window.
Also the choice of Tie is restr?cted by 04, ng and s given in Table 3. The Tast column of Table 4 gives

the first set of bounds for n, in the frame, £ (13).

— -
Py Tie (k) W, ws ARC YOI I (X;YT
1 2 g 0 0,0 empty
2 1 4 1 1,2 2,3
2 2 3 1 1,3 2,4
2 3 3 0 2,2 3,3
2 s 2 0 3,3 4,4
3 1 3 2 1,4 2,4
3 2 2 2 1,5 2,4
3 3 2 1 2.4 3.4
3 4 1 1 3,3 4.
4 1 2 3 1,4 2.4
4 2 1 3 1,3 2.4
4 3 1 2 2,2 3.3
5 1 1 4 1,2 empty
5 2 0 4 1.1 empty
6 1 0 5 0,0 empLy

Table 4: Constraints Through oy Including Tie

For each allowed choice of p, and Tie(k) the bounds on w

2 and 14 are specified in Tables 3 and
4. We are now ready to solve (39.3}). It can be written as

310 %3

uy e Tt Ty (49)
where ), is the intermediate solution. The bounds on \., which are obtained by merging all bounds in {49),
are alsd listed as £(x.) in Table 4. Altogether there 3re only 23 distinct combinations of p,, Tie(k}, and
A,. By completing the“solution for each of the above combinations, one defines CLASS-4 sequeAces, i.e.,
saquences which satisfy the specified correlation sequence up to 4y

As an illustration, Table 5 lists all the necessary and sufficient structural constraints for the mem-
bers of CLASS-4 generated by two combinations: (p,, k, 13) = (3, 3, 3) and (3, 3, 4). Consider for example
the member of CLASS-4 defined by the first row. IA FRAME, the runs of length 1 are organized as 3 packs,
two of which are single. Tie is completely defined in terms of packs

Tie(3) = 8(2,0,2,2) = r5r,r3. (50)

Window contains 8(2,1,0,1) =1, and 8(2,0,1,2) = 75. [In the third row 4(2,1.1,x) means 7, Ny or 73 1,.
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P Tie(k) 3 1 ey i, 3 EN §(2,1,0,1) [8(2,0,1,2) Je(2.1.0,%)
3 3 3 2 2 2 1 1 0
+ —
3 3 3 2 1 2 1 1 1 4]
3 3 4 2 2 3 2 1 0 1

Tabie 5: Structural Constraints for CLASS-4 Sequences

Now we want to follow up on each member of CLASS-4 to see if it can generate one or more members of
CLASS-5, a class of sequences which matches the specified correlation up to ¢.. Consider the sequence of
packs 1, and ignore for the time being the interlacing blocks 8. This sequence consists of p, packs of
runs of length 1 which are divided into o, = p;; singles and py7 muitiples; the symbols are ryy and T;r,

respectively. Group the consecutive Ip, lnd the consecutive T into Bunches with symbols ry, and Iy,
respectively. Llet v, and y.+ be respectively the number of :;; and I';7 in the frame. The sequence of
packs =, can be viewed as one Cluster of Bunches

1 X) (51)

» 1]1: ’|17v
where X is 1 if the ry sequence starts with a Bunch made of 7, and 2 otherwise. One can view the Cluster
as defining Holes which will contain the elements 8. There ave four kinds of Holes: {1) H;; between two

1ov {2) H > between 1y and 17, {3) My between Tyy and My, and (4) Hrr between Myy and Iy, At this
stage, we do not need to distinguish between Hyy and Hry and we use the symbol Hyz = Hy7 or Hyy. Llet hi;
and hiw and hy denote the number of such holes. It is easy to show that h;y = py: - vyys b = pyy - Y5,
and bz = v, 4 v17 - 1. As an illustration, consider the first row of Table 5 which defines a memder of

CLASS-4. Ffor this case there are 3 possible Cluster patterns and for each pattern one can easily find ﬁ(ma—:
+he bounds for wyps assuming various assignments of the g8 blacks in the Holes: ‘

C(1,1,1,1) = ryqTy3, Eluy,) = (0,1)
(AR FARA ) (52)
€(1,2,1,1) = ryqryarygs Hlugy) = 0,0)

€(1,1,1,2) = ry5lygs E(wag) = {(0,1).

The Timits on other elements of ., are easily obtained: £l(wy;) = (1,1}, £fuys) = (0,1). Similarly
the bounds on n, are a(n,2) = (0,2), c(qu;) = (3,1}, and clquu) = (},}). One is ready to solve (39-4)

wep twug Feny Pl S e e e T (53)
The bounds on 3. are obtained by merging all the bounds: #(3,} = (3,4). The four solutions for the firs*
cluster patternare

(s wats wuzs we3s quls quzs few) = (2,1,0,0,0,0,1) or (3,1,0,1,1,1,1) or (3,1,1,0,1,1,1) or (54)

(4,1,1,1,2,1,1)
Together with the third row of Table 4, the first row of Table 5, and (52), these sulutions define the
structure of members of CLASS-5,

The next step would be to consider each member of CLASS-5, to partition it, and to check for possible
generation of members of CLASS-6. We have developed algorithms for this purpose, but discussing them wuuld
require too much space.

6.0 Conclusions and Recommendations

We have presented a powerful technigue for the gemeration of binary sequences with specifiet correlation
secuence. It was shown that for a binary sequence of length 31 there are only '6 sets of tails allowed,
and that for each choice of tails there are only about 200 members of CLASS-5 seguences which match the
specified correlation through ¢,.. We are in the process of developing a compu.er program which will synthe-
size binary sequences of length’up to 128 which match a specified correlation pattern as far as possible.
It is expected that new sequences will be discovered which will significantly improve the performance of
many radar or communication systems. Future plans include the synthesis of cyclic binary sejuences.

7.0 Reference

POLGE. R. J. and Stern, H. E., "A New Technique for the Design of Binary Sequences with Specified Correla-
tion,"pp. 164 - 169, 1EEE SOUTHEASTCON 81, Huntsville, Alabama.
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{t has been well known that high frequency radar interrogation may (will) disclose fine geometrical
as well as indepth material decomposition of radar targets, whereas low frequency interception may (will)

only recover su
frequency struc

resonant freque
defined on a hi

ch coarse information as target size and target volume. At low frequencies, a target
behaves as if it were a point source; within the resonance frequency regime it may disclose its natural
ture; and at high frequencies (P0O/GO) its geometrical fine structures. Any target des-
criptor which is intended to describe the geometry becomes somewhat loose in its validity at low and
ncies. For a target descriptor to describe fine geometrical structure, it has to be

gh frequency basis.

In the phenomenological wideband polarimetric approach of the polarimetric radar target description

first introduced by Zonnaugh [2,11] and further extended by Huynen [7], the proper specification of
frequency range of validviy; has not been pointed out.

In both treatments little care was given to this

fact, which resulted in an haphaz3rd early rejection of these important high resolution polarimetric radar

target imaging theories because the resulting algorithms were incorrectly applied to the total spectral

region,

In view of these unsubstantiated claims of the "Complete Uselessness of High Resolution Polarimetric
Radar Imagery"”, here, the main objective is to show, based on rigorous electromagnetic vector scattering
theory, that the Kennaugh, and particularly the Huynen polarimetric target descriptors, at high frequen-
cies, can be closely related to specular geometry {in particular, specular curvature).

For the purpose of verifying our approach the perfectly conducting ellipsoid is considered versus
Numerical verification with measured scattering data for these shapes is
shown, and application of the Kennaugh and Huynen target characteristic descriptors in downrange target

similar spherical target shapes.

discrimination,
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I. INTRODUCT

imaging and identification is suggested or demonstrated.

Specular Coordinate System

Return Due to Relatively Narrow FDG Pulse

Specular |va| Obained From Figure 2

Creeping Wave Component of ISVVI Obtained from Figure 2.

Decomposition of SHH Into Specular SHH and Creeping Wave
Component {Nose-on Incidence).

BO/AO, Broadside [ncidence,

BO/AO. Nose-on [ncidence.

Comparison of Ao'

Determination of Orientation Angle from Measured Data.

ON

Huynen's target descriptors [7] have been successfully applied to polarim tric radar target discrimi-

nation [12]. For instance, by comparing descriptors of different targets (at fixed aspect angles) at a
fixed freguency, depfction of target shapes can be conceived; by comparing downrange values of the des-
criptors of a fixed target, a ‘tune' of downrange description can be obtained, and any abrupt change of

the tune direct

rather qualitative and some mental gymnastics may be necessitated to figure out target shapes,
nattve is to build up an enormous target shape and signature 1ibrary, in which correspondence between
hape is to he matched, Yet the problems of uniqueness and exhaustive search may render

signature and s
this logtstic a

hinted a recons
of intrinsic in

retrieve curvat

ly indicates target characteristics or singularities, However, all these descriptions are

One alter-

pproach practically futile. What is proposed and initiated here is an imaging algorithm by
which kennaugh (9] and Huynen's theories are applied and extended to reconstruct the specular shape of a

target, As suggested by Chaudhuri [4] and Borden [3], the theories of differential geometry have already
truction scheme, The solution to this so-called Christoffel-Hurwitz problem requires input

variant geometrical parameters such as cyrvatures, Since curvatures do not depend on
frequency, whereas Huynen's descriptors do, Huynen's descriptors cannot, in general, be applied to

ures ar any other invariant geometrical parameters. Recently, Chaudhuri, Foo and Boerner
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{5,6) have investigated the frequency dependence of Huynen's descriptors in the high frequency regime, and
they demonstrated that the high frequency Huynen's descriptors behave in such a way that its asymptotic
values are directly related to specular electrical curvatures.

To have an overali view of the relation between the high frequency descriptors and specular geometry,
the Kennaugh-Cosgriff's [10] physical optics approach, which links the backscattered impulse response and
target geometry, is iatroduced in the next section. Since physical optics suffer from polarization-
independence, Bennett's first order correction (1] to physical optics is adopted. Bennett et al, {1]
simplified their space-time integral equation approach and found that first order correction is propor-
tional to curvature difference. By taking the Fourier transform of the corrected impulse response, foo,
Chaudhuri and Boerner [6] obtained the high frequency dependence of the monostatic relative phase scat-
tering matrix elements in terms of curvatures, polarization, frequency and an aspect-dependent geometrical
function, as described in Section 111, In Section IV, Huynen's algebraic approach [8] is followed to
obtain the elements of the Mueller matrix in terms of the elements of the scattering matrix., Hence, the
Huynen's descriptors, based on the Muellar watrix elements, can be related to the specular curvatures and
target orientation, as shown in Section V, Numerica) results are presented in Section V1. Some
applications of Kuynen's descriptors are discussed in Section VII. Conclusions and recommendations are in
Section VIII.

T1. FIRST ORDER CORRECTION TO PHYSICAL OPTICS SCATTTERING
For a perfectly conducting target, the far scattered field ﬁs can be expressed in terms of current
induced on the target surface due to incidence field [1]

P (Ft) - %; I %; (P xa dst (1)

where J denotes the induced surface current density, T and ' denote position vectors to the observation

point and integration point, respectively, a, denotes the unit vector of F and t is the retarded time.

A space-time integral equation derived by Bennett [1] enables J to be written as a sum of physical
optics currents 5po and contribution of retarded currents 35, where

po = 2a x fi. (2)

- - u
and Je= {a, 9, -a, 9} +—=¢ (3)

a, denotes the outward normal vector, a, and a, denote unit vectors along the principal directions with

curvatures Ku and Ky Ju and Jv are the components of J along a, and a,, respectively, Equation (3) is a
first order approximation derived [1] from integrating over a small specular patch of radius €4° Dis-

cussion here is restricted to the illuminated side of a smooth, conducting, asymmetric convex target. B8y
assuming physical optics currents for Ju and Jv in £q. (3) and then substituting Eqs. (2) and (3) into Eq.

(1), the total impulse response far scattered field ﬁs due to both 3p0 and ﬁt can be obtained [6,1]

2 N K =K .
S LT
i

eada - (3, ®a)a) (4)
21 ot o at §oouu o TH T v

where a, is the unit vector along the incident field ﬁi (Figure 1), and A(t) is the silhouette area of
i

the target as delineated by the wavefront moving at half the speed of light,

..... Principal
curves

propagqation
direction

Figure 1: Specular Coorindate System
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The first term in Eq. (4) gives the Kennaugh-Cosgriff formula [10], which is polarization-indepen-
dent. The second term gives the first order polarization correction and takes the functional form of the
first derivative of the area function A(t) and is proportional to the principal curvature difference
(KU-KV). The polarization correction to the Physical Optics approximation is essentfal, if the high

frequency scattering matrix elements containing polarization information are to be related to tarjet
geometry,
TI1. SCATTERING MATRIX IN TERMS OF CURVATURE DIFFERENCE

Taking the Fourier transform of £q. (4}, expressions for the scattering matrix components can be
obtained [6]

1 2 K, - Ky
Sy = = ()7 ALK) = (jk) A{k) ——— cos 2a (5)
2n 4n
! 2 Ko Ky
Sy = — (3K)° AK) + (jk) A(k) ——— cos 2a (6)
2n An
o Ky = K _
Sy = (Jk) A(k) ———sin 22 = 5., (7)

4n

where A{k) is the Fourier transform of A(t), k is the wave number, and xz is the polarization angle (Figure
1).

Note that from Egs. (5-7), a phase-curvature relationship [6] can be arrived at:

K =K k oy = %
u v o_ o tan 22 11 (8)
C0os2x 2

~

A special case of Eq. (B) in which a = 0 or n/2 occurs when the incident linear polarization coincides
with one of the principal directions at the specular point, implying that there is no depolarization of
the eneryy in the backscattered direction.

The recovery of curvature difference in Eq. {8) is not practical since it requires accurate
neasurements of relative phase, yet the extension of Eq. (8) to the bistatic/dielectric case and the
relative phase difference (@22-011) have become important in remote sensing.

To apply £qs. (5-7) to Huynen's descriptors, which are based on Mueller's matrix, the relation
hetween ¢ o scattering matrix elements and the Mueller matrix elements must be investigated.

[V, THE SCATTERING MATRIX AND THE MUFLLER MATRIX
The scattering matrix [S] can be defined by the incident [£'] and the scattered [E°] fields:

[E%7 = (S1E')

where

[s]

"
I

The matrix [S] contains two co-polarized elements and two cross-polarized eiements. In the mono-
static backscattering case, SVH = SHv by reciprocity of the propagation in an isotropic medium, The

subscripts V and H denote a pair of orthogonal polarization bases (e.g. H 2 horizontal, V = vertical).
Properties of the relative phase scattering matrix [S] were investigated in the pioneering studies of
Kennaugh [11] used and further interpreted by Huynen [7], as Summarized in Boerner [2].
The vnltage induced at the receiving antenna is given by:

vh o= [S10ET JeCE"] (10)
in which [Er] is the polarization vector of the receiving antenna. The power received is given by:

" = [M1gle’ Jon(e"] (11)
in which g{Eil and [E"] are the Stokes vectors of [E‘] and [€7] respectively, and [M] denotes the 4x4

Mueller matrix., The elements of [M] and [S] are related through Huynen's algebraic approach [8], in which
[S] is represented by algebraic variables a, b and ¢, as follows:

a+b [4
[s]=[" - ] (12)
L

¢ ab

In [B]), [M] is given as:




e
Ay*B, f ¢, H,
F A8 6 )
) - oo e Y
¢ Gy AoBy  Ey
H, D, £, A8,
1
where Ay == lg[z
2
1
By = = (2l? + 1e1D)
2
1 2 2 ,
B, = = (1o1% - Icl?) (3
2
o
Ctb + JDQ‘ EE
€, +IF=ber
i+ G = ac*
Hy+d6 = ag

{with * denoting conjugation)

and now using Eqs.(9), (12) and (13) for the purely coherent case, the Huynen descriptors are expressed in
terms of the elements of [S] as follows [8]:

2 2
Ay = 18ISy 1% + IS0 #2015,y 11S,c0s65) (142)
B = 17815, 1% + 1512 -215y0 ][5y, lcosa) + s (2 (140}
) v Wi vyl Pyl 0S8l + 515y
B = 17801512 + 15,12 25,y 15,0 ]cose;) - L[5, |2 (14¢)
" W HH w i iy 8!~ 2%y
_ 2 2
C, " 18(1Syy 1 = 15,419 (14d)
B, = 1/2(|SVVI|SHHISInoB) (14e)
I . -3 Jd
EQ + jF 1/2(|SVV| ISHHIe B)lSHvle A (14f)
. =ity je
Hy 36, = 1720151 + I le™ ) IS, fed % {14g)

where ¢,=4,~6,, and 938y~ 0,y the &'s being the corresponding relative phases of the elements of [S].

In Huynen [7], the sum AO+BO is considered as a rough measure of half the total power ia the wave
returned from the target. Ao is associated with reguiar, smooth, spherical types of surface scattering,
which contributes to specular returns such as from a sphere, Ro may be considered as a4 measure of all the
target's non-symmetric, irregular, rough-edged, non-spherical depolarizing components of scattering, C
is related to oblongity and F to helicity,

¢

If the specular region is smooth and convex, and if the incident field is alony one of the principal

directions, then the cross-component !SHV' =0 (6], and
BO = Bw (15)
Ew:F=G1b=H¢=O

In particular, in the simple case of a sphere, Bo and B’L vanish because of symmetry. In contrast, for an
ellipsoid-like target, a non-zero value for Bo is expected, Thus Bo may serve to discriminate between
spherical and ellipsoidal targets.
v. INTERPRETATION OF HUYNEN'S DESCRIPTORS IN TERMS (F SPECILAR CURVATURES

By substituting Eqs. (5-7) in Eq. {14), the Myeller matrix descriptors can he written as [5]:

-

K
o (ati) |2 (16}
n

A =
[}

x| -




RETA
2
] ¥ -K
B, = 1k, |A(k)|2( ,ii__!) (17)
8 v 2k
S 2 K
B, = - JA(K) | ( cosda (14)
g n? 2k
4 K =K
0, - :£4|A(k)|2( u v )cos?l (19)
gn? 2K
A 5 KK 2
€= T A B sinax 120
Y anf 2
4 K =K
5, V)smzﬂ (21)
s 412 2k
C,» Fy H + 0 witn increasing frequency (22}

It is now obvioys here that %O is a mneasure of non-spherical symmetry, and hence serves to

differentiate hetween spherical and non-spherical target shapes, The orientation invariance of Bo as
shown by £q. (17} enhances its practicality.

The high frequency assumption {equivalent to the specular region contributioas only) is alrsady implied in
this interpretation of the Huynen descriptors, as Eqs. (5-7) are derived on the assumptions of leading
edge {niygh frequency) conditions,

[t Zan be observed that £qs. (14a to 14g) do not explicitly show the freguency dependence ¢f the des-
criptors, whereas £9s. {16-21) do. Morever, in (4] it has been shown that A(k) takes the functional form
of L on the case of ellipsaids for large values ot k. Consequently, all tne descriptors escept Ao

2

eventually tend to zero with increasing frequency., This is not surprising as the target then virtually

Tooks like a flat plate, (specular "patch"), and there is no polarization dependence in the optical re~
gion. It is conjectured that tnese arguments can he extended to any target with smooth, convex specular
sections.

The taryget orientation explicitly appears in the form of the polarization angle x, Ao and Rq, which
are related to total power, are orientation invariant. Otaer orientation invariances, namety, B; + B
and Qi + Gi , are also separately satisfied as required in [7]. It is important to note that target

orientation with respect to polarization basis directions can be recovered practically anit accurately hy
taking the ratios Bw/B0 and Eu/Bo

cosda = B /B0 , or (23

sinda = Ew/Bo (24;

A smooth convex scatterer can be roughly modeled as a combination of two scattering centers, one at
the specular region, which gives rise to the specular return, and the other being the creeping waves which
circumnavigate and return energy characteristic of their paths. At low resonance frequencies, the con-
tributions of both the specular return and the creeping wave return are comparable and interfere with each
other. This interference masks correlation between fine geometry and Huynen's descriptors. The correla-
tion between the specular geometry or orientation and the Huynen's descriptors at very high frequencies is
expected to be good. This is because at high frequencies, it is known that the creeping waves decay and
the specular return dominates the backscattered signal. In order to extract the specular geometry infor-
mation, it is thus suggested that the specular contribution and the creeping wave contribution in the
tnotal backscattered signal be separated, A method for such separation will be discussed next, and will be
applied to the bandlimited measured data, Based on the separated specular data, which are approximately
equivalent to high frequency data, Huynen's descriptors will be computed, and the results will be compared
with the theoretical predictions of Eqs. (16-22).

vi. SEPARATION OF THE SPECULAR RETURN AND NUMERICAL RESULTS [5]

The purpose is to decompose the measured scattering matrix, which is in the frequency domain, by
time-gating, into the specular component and the creeping wave components. For the simple canonica)l
shapes of the sphere and the ellipsoid, complete scattering matrix data are available from the Electro-
Science Laboratories at the Ohio State University (ESL-0SU} [13]. In general, the data consist of
an:pl itudes and phases, from 1 to 12 GHz, in steps of 10 MHz, with different aspect angles.

>
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The range of the spectrum of a "first derivative Gaussian" pulse (functional dependence: gte_gL ) is
made to coincide with that of the measured data, by adjusting the narrow pulse width, By multiplying the
pulse spectrum with the measured complex spectrumn and inverse Fourier transforming the product, the specy-
lar return and the creeping wave return are distinctly separated in the time domain, provided that the
first derivative Gaussian (FDG) pulse is sufficient)y narrow relative to the target size, Either returns
can thus be time-gated, Fourier-transformed, and finally divided by the spectrum of the FDG pulse to form
new elements of the separated [S]. Obviously for very broadband measurements, the FDG pulse is very nar-
row relative to the target size, and hence the creeping wave has a large delay with respect to the specu-
lar return, sp that the time-gating process becomes trivial, In practice, measurements can pe band-
limited, and the taryet can be small, and partial overlapping may occur for the creeping wave and specular
returns in the time domain, Yet by lacating the transition point in the overlapping reygion through the
approximate knowledge of the “space width" of the interrogating pulse (~ pulse width x free space propa-
gation velocity) and the creeping wave path length, reasonably good results have heen obtained by this
technigue, Figure 2 corresponds to the former case (very broadband data}, in which ka ranges from 0.3 to
9.5 {1 to 12 GHz), where a is the smallest semi-axis of the ellipsoidal target; the semi-axes are 6": 3“:
1.5".  Nose-on aspact and vertical polarization data were taken in this case.

The separated co-polarized specular contribution is depicted in Figure 3. QOue to the nature of the
deconvnlution involved in the signal processing, the end portions are not accurate. However, nther than
the end frequencies, the whole range shows that the amplitudes are steady in general, The r..ason is that
with the creeping wave removed, the target behaves as if it were the specular portion, which «esembles a
small flat plate. Therefore, there is less freguency dependence at low frequencies than (f the data were
not processed. Thus the separation technigque enables equivalent high frequency information to bhe
approximated from low frequency bandlimiteu measurements,

The other component of [S], due to creeping wave contributions anly, is shown in Figure 4. dnce
ajain, the end portions are not accurate, but the whole range, in yeneral, is in accurdance with the fact
tnat the creeping waves decay as the freguency tacreases. Figure 5 shows that the two components add up
to the original measured scattering matrix [S] fur the case of horizontal polarization, At high freyuen-
cies, the measared (S] approaches the specylar [S]. Duviously, if the Huynen descriptors are computed
with seasurad [5] at low frequencies, the fluctuations 1 contrast to the steady, flat-plate behavior at
ntgh freguencies will not lead tu an observable correlatinon with the target specular geometry.

YIl. APPLICATION OF SPECULAR [S] [5]

() Comparison between the exparimentally procmssed and
theoretically calculated target-descriptors

The target-descriptor Mueller matrix elenents, norma’ized with respect to Au‘ are computed from the
specular 7S] using the expressions given in Eq. {131, For instance, F‘.O/A0 values are Compdred with the

corresponding theoretical values calculated using tas. (14Y to (272} and are shown in Fig, 6(i}. The scat-
tering geometry used for these data involves hroaiside plane wave incidence on a conducting ellipsoid of
semi-axes 6":3":1.,5", with the polarization angle 1730, Tne agreement between the theoretical and
eaperimental results in Fig, 6(1) is good ana acceptable. It is emphasized here that the theoretical
values are derived from high fregquency assumptions, thus as the frequency ircreases the difference between
the theoretical and experimental resuits decreases,

{ii A as a measure of specular size
(11} p

Since AO is approximately related to the vector, i,e,, involving two orthononal polarizations, specu-

far return, larger values of Ao are gssocidated with larger sizes of the specular region, This is verified

- ; 5 " : : ; 1.6", 1,5 1.5"
hy comparing Ao of a sphere of diameter 1,5" and AO of an ellipsoid of the semi-axes e atiie o for
anse-on incidence (Figure 7).
(iii) B8 /A as a measure of electric specular curvature difference
From Eqs. (16 and 17),
2
8 K =K
o _( u v
Ol ;,k) (25)
o

The normalization of B0 with respact to AO is introduced to remove the factor A(k). At any rate, BO or
%OXAO should be zero for a sphere, and should deviate from zero for 217ipsoidal targets. {[n Figure
6(ii), the values of BO/Ao are plotted for the ellipsoid of 6": 3": 1.,58", with nose-on incidence.

The specular curvature difference KU-KV ,in this case, is 78,74 per meter as computed from

Minkowski's support functions [4]., 1In Fig. A(i1), the theoretical values predicted by Eq. (25) is also
compared with the measured values, showing good ayreement at high frequencies. At low frequencies,

Eq. {?59), based on the high frequency leading edge assumption, does not hold, and thus causes discrepan-
cies. Again, at the nigh frequency end, the deconvolution process iatroduces inaccuracy of BO/A0 computed
from the specular [S].

The BO/Ao curve for the case of broadside incidence (a = 30°) on the above ellipsoid has heen given

in Fig. 6{i). There the ayreement hetween the theoretical predictions and the processed measurement data
is axcellent, This clearly indicates that the correction term added to the physical optics in Eq. (4)
holds more accurately for smalier curvature difference at the specular point (for Fig. 6(i}), KU-KV = 49,21
aer mneter).

I SO
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{ (iv) Orientation recovery from BW/B or £ /B

[n some of the measurement data described so far, the incident field is along one of the principal
directions of the ellipsoid. Under such circumstances the cross-polarized element of [S] is zero provided
5 the target is sufficiently smooth so that finite principal curves exist at the specular point, On the
other hand, if the incident field is not along one of the principal directions, then the cross-polarized
elements are non-zero, and the orientation can be recovered using €q. (23) or Eg. (24). In Fig. 8, both
values of  computed from Eqs. (23) and (24) are shown separately, and match the value of the polarization
angle set up in the ESL-OSU measurement arrangement, The conditions in shich neasurements were made are
the same as those of Fig, 6(i).

VIII. CONCLUSIONS

The target descriptors are related to specular geometrical information such as specular size, curva-
ture difference and orientation, Although the discussion in this paper is restricted to smooth, convex
objects, the proposed time-gating technique can be applied to a certain class of objects with one or nore
specular regions which may include edges, or wedges, etc, £Each specular region serves as a scattering
center to interfere with others, but the response of each center, time-gated out of the total time-domain
return, should provide Mueller matrix target descriptors characteristic of its geometry, Thus objects of
complex shapes may be studied through modeling and decomposition into simpler scattering centers; and
separately for each scattering center, the target characteristic polarimetric operaturs must he analyzed
for the object c¢iassification and identification algorithms,

The creeping wave component, which can be isolated by the separation technique described, should
deserve more investigation in the future as it certainly contains information about the geometry wiihin
the shadow region. This multifrequency inverse scattering approach requires a broadband neasurement. Not
only broadband measurements are required, but also the phases in the scattering mnatrix must Se coherent
and as accurate as possible to enable curvature differences to he detemmined correctly. In contrast, the
arientation angle has been quite accurately determined with the existing ESL-0SH data. Ry knowing the
curvature difference sufficiently accurately, the taryget profile can be reconstructed through the
application of differential geometry [3],
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DISCUSSION

Y.Brault
In your paper you mention the influence of R.F. frequency upon the disclosing of the geometrical structure of the target.

You even talked about the resonant frequency for a specific target.

(1) Can you comment on the R.F. frequencies which will be best matched to the size of a specific target 10
achieve the best recognition?

(2) Do you feel that a frequency scanning will be required when multiple targets of different size will be
encountered?

Author’s Reply
Please. refer to paper by Mr L.A.Cram. NATO-ARW-IMEI- 1983, Proceedings and also to papers by Dag T.Gjessing.
Torleif Orhang and André J.Poelman. “Target imaging™.

(1) Radar targets of finite closed, but arbitrarily complicated structure (e.g. helicopter) all possess eigen
resonances which are independent of aspect and polarization (SEM/TEF-methods). See Gjessing's books
papers.

(2) Yes. absolutely! Best ranges for current aircraftsizes 8 to 18 GHz/20~24 GHz/38—46 GHz/60—63 GHz/
92—98 GHz. In each “spectral window™ are different target problems. target size: shape exhaust plume
propertics. detection of detailed substructures. See papers by Lend ‘Gjessing.

(3) Important for target in clutter detection “unproved and more logical clutter description™
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MULTI-(BI)-STATIC HIGH FREQUENCY (PO/GO) RADAR TARGET IMAGING
OF AIRBORNE SCATTERERS
by
Sujeet K, Chaudhuri
Department of Electrical Engineering
University of Waterloo
Waterloo, Ontario N2L 3Gl Canada

and

Wolfgang-M. Boerner
Communications Laboratory
Department of Electrical Engineering & Computer Science
University of I11linois at Chicago, P.0. Box 4348 (m/c 154}
Chicago, IL 60680 U.S.A.

SUMMARY

Electromagnetic scattering at distances remote from a complex-shaped object, at high frequencies
(Physical Optics/Geometric QOptics), is dominated by certain specular components which are highly bistatic
aspect and multifrequency dependent, The locations of these specular points on the complex object are
known as the scattering centers, Generation of these scattering centers is dependent on the local geom-
etry and local material in-depth decomposition of the object with respect to the aspect directions of the
transmitter and receiver locations (monostatic as well as bistatic cases). The knowledge of the locations
and the local geometries plus underlying material decomposition of these scatteriag centers can be useful
in developing air-target discrimination/identification algorithms. Based upon this existing available
basic multistatic scattering formulation, which is highly polarization-dependent, a basic vector inverse
scattering model can be developed to recover these scattering centers from poly-{bi)-static polarimetric
(bistatic scattering matrix) signatures which then may be used to formulate target classification, imaging
and identification algorithms,

The approach adopted in this investigation is based on the solution (direct problem: analysis) to
the general poly-(bi)-static high frequency isolated scattering center recovery problem. Once this direct
model solution {analysis) is established and verified with the analytically model-generated and measured
model test data, it is used as a building hlock toward the following more complicated inverse problems
{synthesis) for the following realistic situations:

Analysis: A.l Multiple distributed scattering centers: no interaction between the centers
(Direct Problem) using multi-(bi)-static and monostatic scattering matrix input data.
Analysis: A,2 Multiple distributed scattering centers: ane or more interactions between the

scattering centers (bi/di-hedrals, cones, flat plates, dipoles, left/right
helices, semi-spherical/cone nose and afts, wings and fins, etc. of an air
target); poly-{(pi)-static and monostatic input data.

Synthesis: B.1 Scattering center recovery with aspect/frequency restricted measurements for

(Inverse Problem) more economic/realistic implementation (limited bi/mono-static aspect angles,
narrow bandwidth, CW multi~(bi)-static angle data, etc.) for the development of
classification/imaging/identification algorithms,

Synthesis: B.2 Shape/surface material decomposition pattern recognition algorithms based on
the knowledge of the recovered distribution of 3-dimensional distributed
scattering centers on a complex shaped target,

1 INTRODUCTION

Electromagnetic scattering from a complex object, at high frequencies (physical optics, geometric
optics), is dominated by certain specular components, The locations of these specular points on the
complex object are known as the scattering centers. Generation of these scattering centers is dependent

on the geometry of the object with respect to the aspect directions of the transmitter and the receiver
{general bistatic case). The knowledge of the locations and the local geometries of these scattering
centers can be useful in developing discrimtnation/identification algorithms, Therefore, a basic inverse
scattering model to recover these scattering centers from polystatic polarimetric signatures of the target
is investigated here,

This work deals with the development of a solution to the general polystatic high-frequency isolated
scattering center recovery problem, Once this model solution is establiched it can be used as a building
block towards the following more complicated and more realistic situations,

2 PARAMETERS OF A SCATTERING CENTER

For the electromagnetic scattering analysis, the isolated scattering center is modeled as a conduct~
ing rectangular flat plate, This tangent plane approximation to the specular region has been used suc-
cessfully in sea surface scattering models (Barrick and Peake, 1968; Kwoh and Lake, 1983}.

The geometry of a scattering center with respect to a given coordinate system is shown in Fig. 1.

In this figure n denotes the unit normal to the scattering center. The vector location of the scattering
center with respect to the fixed reference coordinate system is given by d. The vector sides il(sslaS )
1

and 32(=s2$s ) determine the local geometry of the scattering center, and they point in the directions of

the principal curves of the scattering target at that specular point, The magnitudes of 5 and 5, are




-

5.

indicative of the radii of the curvature of these principal curves. DNetermination of n, Sy 550 d from

the multistatic polarimetric scattering matrix (with plane wave incidence) data in the context of the
present work is known as the "scattering center recovery" problem,

A2

ORIGIN =~ — .gé

B

}s‘ Flate Plate Model of the Scattering Center

Fig. 1: Scattering Center Geometry

3 COORDINATE SYSTEM FOR BISTATIC POLARIMETRIC SCATTERING DATA

There is a certain ambiguity associated with the measurement of the scattering matrix by a bistatic
radar system. ln the monostatic case, the transmit-receive antenna polarizations are defined in the same
system of coordinates, The bistatic configuration implies physical separation of the transmit and receive
antennas, therefore, requiring two separate coordinate systems to define the antenna polarizations, In
such a case, the idea of common transmit-receive antenna polarization has no physical meaning, and must,
therefore, be given an artificial definition, based on the scattering watrix [S]. By choosing a fixed
glodbal spehrical coordinate scheme, the transmitter and the receiver polarization basis vectors can be
defined Eonsistent\y. At each location the orthogonal polarization basis is given by the spherical unit

vectors ag, and a,, at that point. Thus the transmitter polarization is

o
By = hy "ei 6. %
and the receiver polarization is

Er =hy ag +h, a
[

Now the bistatic scattering matrix [S], is defined as:

Pe Sea  Sos 9,
r i
th.1 = (s1lng] => -
[ ", Ss6 See Py
The elements of the bistatic scattering matrix (BSM) above are complex and, tn general, the matrix is
not symmetric, {.e., S°9 # Seo {Davidovitz and Boerner, 1983; Davidovitz, 1983). Thus a total of eight
parameters are required to give the complete bistatic scattering matrix (seven, if only the relative

phases are of interest}),

Two other conventional choices of the coordinate systems for BSM measurements have been used by Peake
and Oliver (1971) and Heath (1983), respectively. The system used by Peake and Nliver is shown in Fig, 2.

There, the two orthoganal palarization states are spectfied by (i) the horizontal components g? N E: in

x-y plane perpendicular to 54 and 55, respectively; and {ii) the vertical components E: = p? = kg and

E; 2 E: x Es' From this description it is clear that (R?, E:; E:- g;) are the same vectors as (a°i' aei;

LI F ) introduced in the previous paragraph., iherefore, the coordinate system proposed here is essen-
r r
tially the same as the one used by Peake and Oliver (1971).
The coordinate system used by Heath (1933) defines the vertical polarizations as the direction normal

to the plane formed by k. and 55, i.e., E: and E; are same directions, and the horizontal polarization is

i
v v N

in the plane of 5‘, 55 and normal to 2y and 5‘_ £ and 55, respectively., This system is useful only for

*he bistatic cases; for polystatic cases, sfnce the planes defined by 5‘ and 55 corresponding to different

recelver directions wi)l generally be different, one cannot define a cansistent polarization basis for the

whole problem, Thus, for the present application, this coordinate system is pot recommended.




[
»

-7

Fig, 2: Bistatic Scattering Matrix Coordinate System

4 DERIVATION OF THE BISTATIC SCATTERING MATRIX (RSM)

To obtain the BSM of the geometry in Fig. 1, first the physical optics approximation is used to
obtain the induced current on the flat plate. This is done for a given direction of incidence with the
transmitter polarization in ag (or e, ) direction. Next, these induced surface currents are used

i i

in the scattered far-field integral to obtain the vector scattered field at the receiver location,
Finally, this vector scattered field is decomposed to construct the elements of the BSM. These analytical
expressions are in terms of the scattering center geometry parameters na, i]v Sos and d. Therefore, these
relations can be useful in inverse scattering applications, B

from electromagnetic theory, the induced surfdace current, Qj, on the conducting flat plate mndel of
the scattering center is given by

= gr;xﬁi - (" x f

J'. x VGds') (1)
s - S

I

'
where ﬂi is the incident magnetic field, S' is the surface of the scatterer except the observation point,
r and r' are the position vectors tn the observation point and the integration points, respectively, G is
the appropriate Green's function, and g; represents the surface current at the integration patch ds'., The

first term on the right hand side of £q. (1) is the physical optics term and the second term represents
the interaction between the currents at the various points of the scatterer, In thu: physical optics (high
frequency) formulation, the interaction term is assumed to be small, and only the first term is retained
for obtaining 95‘

The contribution to the radiation fields from the electric surface current, ﬂs‘ is found by
evaluating the magnetic vector potential
-jkr .
. e 4 PRV 130 N
A= ) Is 4 (£')e ds’, (2)

where, as shown in Fig, 3, § denotes the surface of the scatterer, and k = Zn/A, A-wavelength of the

operating frequency; this means £i=kki' and ks=kks. The far-zone scattered electric field is found from
the components of —

Es = -jupA, (3)

For a general formulation of the scattering problem one should also consider the electric vector
potential F, which is associated with the magnetic current density, In the present case, however, F=0,
since the magnetic current density on a perfect electric conductor is zero (tangential electric fieTd
boundary condition),

Using physical optics formulation (g5=2n'ﬂ‘) Oone can now write




~jkr . e -jkr .
e krer ' e
e ISE(QJ A T (4)
where, 9 = [ Hed* a5t {5)

N

SCAT'TERING
SURFACE

fig, 3: Geometry for Calculating Vector Potential

If the conponents of Q in ag and ;sz directions are written as Qsl and QsZ’ respectively, then using
Eqs. (3) and (4), the far scattered field is written as
o pndkr - .
£ = 0k S (0558 - 959500 (6)
where n is the characteristic impedance of the propagation medium. In deriving Eq. (6) use has boen made

of the fact that digs Ag0e P form an orthogona) unit vector basis [unitary matrix),
ELEMENTS OF THE BSM

{n the global fixed spherical coordinate system of this work, a general polarization of the electric
field associated with an incident plane wave is represented by

E, = nE,a,+E,a,) n
=1 8' ei °i oi

In order to calculate the elements of the BSM one considers two special cases of £Eq. (7). In one case,

Ee = ), which yields the 5»9 and SM elements of the BSM, Yo obtain the remaining two elements (Seo and
i
See) of the BSM, one considers £y = 0. The detailed calculations are as follows:
i
(a) g =0, f, *avE, = m [e-kiry-alikicyiey
X - ¢
i i 1 3
Using the plane wave equations, the corresponding magnetic field is given by
- ] N L}
Hy =3y Led¥ifymdleikkirty (8)

With Eq. {8) describing the incident magnetic field on the scattering geometry of Fig. 1, the integral in

£q. (5) is used to obtain the corresponding components of the Q vector in ine directions a and as?‘
These are
% 4Kk k_+k
s _ .9 X =iy, =1y,
) = Heysp5n smc[(h's > )il} sinc{(:s——é-——) -5—2]’ (9a)
kK k_*k
L— =iy, =y,
Qgy = Hops s, sine [(‘52 )51] sinc[f—sz )32}. {9b)
He = H .a and Na = H . ;
wnere Mgy = Mo T2 s27 Mo T %2
Now, by using Eqs. (6) and (9) one obtains the normalized (w.r.t. jkm'Jk"/zw co- and
cross-polarized stgnals at the bistatic receiver site as follows:
S . R . ¢ (a va)-qYia . ea
Boo ™ Se0 " Fi9%e * Usaleg =g ) - Osyldgp%2g ) t10a)
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LI - 3 Qb.(a a4 ) -Q0 (3 .
500 Seo E50 a0 52(aS . ao ) - Q2 (g, aor) {1ub)
(b} For the remaining elements of the BSM, consider E , E i = This will
yield, for the plane wave incidence: 8
W= [endkIny - gl dkeg .oty
T4
Using the same method as used for y-polarization incidence, one gets:
k_+k. k_+k:
8 _ =iy, : s =iy,
Q) = 49155581 {(_52 ) 51]5’"°[‘ 7) 52]' {11a)
K _*k. k_+k.
[ =y, : —s =iy,
Qgp = Hgpsspsine [(—52 ) 5-]5‘"°[\ 7) 32}' (110)
where WY = . 5 and B> = H . a
sl ¢ s1? s2 ¢ s2°
i i
Now the corresponding co- and cross-polarized components at the receiver are
s -‘e " -A 82 -h
Ee° = QSZ(asl a°r) - Qsl(aSZ a°r) {12a)
S L%l v oo0% i s
Eao 7 O5ptagy aer) 01 {ag, aer) {120)
Using Egs. {10) and (12) the complete BSM is given as
H s
Sgo S8 Fae Ego
(s1 = :
H s
SG@ S®¢ E09 E@@
(i 8 (o RO (s s
logplagyaag ) - 0 lagptag Vb {0g5(ag 2ag ) - 0 (ag,0ag )}
r r r r
= {13)

O N R T VAL R LRI
r r r N r

Substituting for Qsl and 052 from Eqs. (9) and (11), and making use of the vector relationships between
LT PP and n, the final form of the BSM of a flat rectangular conducting plate is given by

(Hy =ag it e (Hg =ag) *n 1
i - i r
[S]= a - - - (1d)
(R xa ) °n {H xa ) *n J
~% ® = ¢
k_+k. k_+k
. R ; =iy, sl sy,
with £, = s;s, sinc [ rﬁz ) 31] S\nc[\ 5= 32} . (15)

Tne form of the BSM in Eq. (14) is an interusting one from the imaging or recovery point of view,

since all the elements of the matrix are independent of frequency and involves only one of the unknowns
{n}. Thus this form of the BSM will be exploited in the next section to recover the surface norma) t3 the
scattering center. It must be noted, however, that the radar measurables are the complex numbers S

1M
890, SOB’ and Swo. h{nce EO% in (14} is not known from the measurement and 1% nas to be determined by
calculations before n can be obtained.
5 RECUVERY OF THE SURFACE NORMAL n("l‘ iy n3),
Vector algebraic expansion of the elements of the BSM in (14) results into the folowing four
equations:
898 = EOS[HISInOSCOSQi ¢t nysindsing + n3c0905c05\93-0‘)] (16)
Seb= [n sin(¢, - t)] an
S°9=Em[%(ﬂn%ws%ﬂn%-ws%ﬂnmmn%)
*nﬁms%ms%mn% - sinj.cos9;cose;)
+ ”Jcosesc"sei“"“i - os)] (13)
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Soo = -E()S[nlcosossina1 + n?sinossinei + n:‘cose,icos(@s - °~i)] (19)

Here ( 8 oi), (es, °s) are the spherical coordinate representations of the ii and fs' respectively. from
€q. (17) one gets

S
ol 8¢
"y (E()s) SINta;-og e

Using Eqs. (16) and (17), and Eqs. (19) and (17), the following two equations are abtained

nysing ¢ nycose = Ro/E (21)
njcoseg ¢ nysing. = -R6/EOS (223
S - S_cosg cot{s. -y
.\ . 89 9g 0 05 iT%
with RS ST (22)

S+ s%cosa‘cot(gi-gs)
& sing;

o
3
a
x
"

Solving Egs. (20), (21}, and (22) for 5, one gets

R‘cosas + R6s1n¢i

1 5
n, o= . (233)
Te; )
1 cosTe; + 3,
N Rgcosey * RSS’"°5 (230}
? E—i)s o5l + ”sj
i i
I P ST b5 <o, (23¢)

Ry inspecting fqs. f20) to (23), it is clear that the solution given in £q. (23} is valid with the
conditions,

9, # LI and

2] "
Bie B #0or .

The first of the two conditions rules out the use 0f the monostatic scattering matrix (MSM) as a
special case of the BSM in obtaining the solution 1n £q. [23). The second condition is expected because,
EI 9§=0. or n represent a radar site at the poles [north or south, respectively} of the fixed spherical
coordinate system, At these twe points a, and ao directions are not defined uniquely, and consequently

the mathematical representation of the system breaks down,

In the solution given in £q. (23) the factor EOS, as noted earlier, is still ynknown from the radar
measurables, Seo° SQQ, Soe. and Soo. To determine Eggr the expressions in Eq. (23) are substituted into
the condition

al = i 24 n2 =
In| =1, i.e., nf +nd s n§ 1.
This gives
52 1/2
8¢ (20)

24R2 i
. ’ R5»R6 + ZRSRSsvn(oi+osn
L‘ cos2(gy+e.) sin2(s.-0,)

The + sign of £, from Eq. (24), substituted into Eq. (23) will simply result in two anti-parallel

solutions + n, which is inconsequential., If it is essential, then the proper sign of Eos in £q. (24) can
be decided by using the condition

" i‘< 0.

[t is fnteresting to note that if one attempts to use the MSM for the recovery of n by substituting i‘ =
kg (i.e., 8, = 9. 0 " .s) into Eqs. (16) to (19) one obtains:




Seo = -SW H Se0 = 569 = 0 (when 8,=0,, °i=°s)

Obviously, now these elements of the scattering matrix cannot be used for the recovery of n. This, in the
opinion of the authors, is a clear demonstration of the usefulness of the BSM in the target recovery
problems.

Another interesting situation is the special case of the BSM where °i=°s=°’ hut eifés. This means

that the transmitter and the receiver are placed along a polar great circle of the spherical coordinate
system (therefore it can be referred to as the vertical stacking). For this configuration, from £gqs. (17)

and {18), we find that Seo=0' but 509#0. This is expected, since now a¢_ a

, and a, #a. , which means
i ei Os

*

half the potarization basis is iike that for MSM and the other half follows the general definition given
for BSM in Fig, 2,

For the vertically stacked configuration, the nonzero elements of BSM in Eqs. (16), (18), and (19)
reduce to the following (Se°=0):

Sap = EOS[nISInOScos¢ + nzs1ness1no + nzcoses} (29)

= r i -8.)si - i - )
va EOS*"ls'"(es 8;)sine nzsm(oS ei)cos»] (26
Sw = -EOS[n151n6icos» + n251nosin91 + n3cosoi] (2

Solving £Eqs. (25), (26), (27} for n o= ("1' o n3) one gets:

S, eCOSQ‘.COSO + SOGS‘M + chosescos«»

1 9
N = . (28a)
1 Fas COET@S-G{T
- 1, Soec°59i51"° - 5@96050 + S@¢c°59551"° (28)
2 I-’.r,S ws@s£i)
S .sing, + S . simd
1 680 i [ S
n. = . (28¢)
3 EES cos(es-ei;

Once again, hefore the solution in Eq. (28) can be useful £ has to be known. Applying |El =1

condition on £q. (28), the expression for F_ is obtained as 0s

9s
[(s2, + 82 + 52 ) +2(5.5 cos(a_b.)}?
- 96 49 (1) 99 "9¢ s
£ =+ (29)
0s C"s(es'ei)

6 RECOVERY OF THE SCATTERING CENTER SURFACE GEOMETRY (EI and s,
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In the BSM representation of Eq. (14) it is seen that the information regarding 5 and S5 is
contained only in the common factor EOS. The dependence of EOS on sy and 5, is complicated due to the
multivalued nature of the sinc function, Furthermore, only a partial information regarding N and 3,
k_+k.
=3 =1

{namely their components in the

direction, and their scalar magnitude) is contained in the factor

EUS' Therefore, a straight-forward reccvery of the surface geometry from ¢ single BSM (i.e, single

frequency, single receiver) is not expected. Hence, in the following, this problem is approached from two
viewpoints; one with the multifrequency BSM input data, and the other with the multistatic (multi-receiv-

er) single frequency input data. It s pointed out here that the partial information about 54 and 52 in
EOs‘ in conjunction with the knowledge of n (from Section 5) and the orthogonal r2lationship between Ay
350 N owas found to be sufficient to construct 5 and Sy uniquely.

(8) sMultifreque. .cy BSM approach
Once f is known, EOs for the bistatic matrix at three harmonically related frequencies can be

manipulated to extract information about s

1 and S

Consider three frequencies corresponding to which the wave number k is given by 0.5ko. ko' and ZKO.

respectively. By using the method of Section 5, F s 2t each of these frequencies can be calcylated from

0
the measured BSM. These calculated values can in turn be related to 5 and 3y by using Eq. (15}, i.e.,




hdl N —
- e
15K
slszsinc(wllz)sinc(¢2/2) = EOle.Sko (30a)
slszsinc(wl)sinc(wz) = EOs‘ko (30b)
slszsinc(zwl)sinc(zwz) = EOsIZko (30c)
k + K, k + k.
_(Sso_ =0y, . (89 ~io oy,
where@l-(————-—z Yrs . 4, (=) S (30d)
Using Eqs. (30a) and (30b), one gets
Ege !
cos(¥;/2)cos(¢,/2) = ¢ Us ko, c (3la)
0s'0.5ko
similarly, combination of £qs. (30b) and {30c} yields
Eos
cos{y, Jeos(v,) = EOS Zo . ¢ (31b)
Os'ko

By manipulating the non-linear system of £gs. in (31) one can solve for wl and wz. These solutions are

4 1-C
2 1 1 1
cos ,;_ = s [[MZ yrrzg( F*R)E(7+R yey o (32a)
Ml 2
, cos — oS wz/ s (320}
where R = zczltl-cll, and €y # L, €, 6y <L

By analyziag £gq. {31) one nates that when C1 = I, C, must be equal to 1, and

2
wl, wz + 0, or22nm n=1,2, ...

Since all four solutions of £q, (323) are real, we must select the appropriate one before 3 and s,

can be constructed from the knowledge un n, &1. and wz. The following observations are made reyarding the
selection procedure:

- The outside * sign in Eq. (32a) will give a pair of solutions which will differ by nr, where n
is odd;
- The inside ¢ sign will give two solutions; one will be in the region 0 < ¢?/2 < afz
(+ solution), and the other one will be in the region %/2 < yz/z < n {- solution).
By using these observations in conjunction with the expressijons in Eq. (30) for EOs‘ unwanted solutions of
E£q. {32) can be identified,
(b)_ Multiangle BSM_approach
from the practical point of view, the requireneat of three harmonically related freguencies may not
be desirahle, Thus it is thought that the recovery of 5 and Ss using a single fraquency, multiangle BSM
should also be attempted. .
The main problem in this approach is that it may not be possible to generate & system of equations
similar to £q. {30} from the origina) expression in fq. (15). Consider three receiver sites identified by

the reception direction, 551, 552, and 553, respectively. Now, the arguments of the sinc functions in Eq.
{15) becomes,
LN LR
(——=L ) s, ana [ ——=) o5, 5 1,203
2 2 :

Unless these arguments for different values of j are harmonically related, one will generate six unknowns
instead of two as in the Eq. {30D). Consequently, the solution procedure presented earliar in this section
cannot be applied,

One possible way to solve the myltiangle problem is to control the transmit directions fsay 5im) and

the receive directions (gsj) such that for various comhinations of m and j the vector (k, + ks))/2 yields

im

(k

Kip ¥ Keo) /2 (kg v ko) 20kt k) e, (33)

—to = ~s0 —~io  ~s0
where kin‘ and 550. as used in the earlier multifrequency case, represent some reference directions. To
elaborate on this method, consider

IR Kiydy * Kigdy

"
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w
[
+
x
+
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o

ks Zxx sy y sz
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where a,a, 2, represent unit vectors in x,y,z directions in the global spherical coordinate system, The

argument of the first sinc function in Fq. (15) can now be written

kit k kit Ksx kiy ’ sy kig T ks,
(= eg. =g | {
(g symsy (s 7 s (34)
In £g. (34) it should be possible to manipulate the values of (k. , ksy‘ ksz) to meet the requirements

specified in £q. (33).

Another adhoc, but straight-forward aproach to the multiangle problem, is to generate EOs for a

nunber of arbitrarily located receivers (the mininum number is expected to he 3) and then apply these to a
suitable computer generated data fit to match the theoretical behavior of EOs given in £q. (15). This can

he accomplished by using a non-linear optimization routine, with 5 and 52 as the optimization variables,
This computer aided approach can he initiated only when some suitable, theoretically ang experimentally
generated numerica' multistatic scattering matrix data is made available,

To construct 51 and 32 with the knowledge of *1‘ w7, and n, one npeds toa consider the lacal geometry

of the scattering center, This is shown in Fig, 4,

Fig, 4: Local Geometry of the Scattering Center

‘Ising this scattering geometry, one can write

- -lk, - 5
cosf, = -lkyg * Eso) n (35)
Next, from the geometrical interpretation of b and ¢? (i.e., prajection of 5 and R onto the

k. +k 2
vector 319—132, respectively) one can obtain
2
Sl‘? 2
lez =7 cos®651nzp(cns q
3 b

or sin2e, = ————-L;3-;—— . (36)

(s‘s?,cos 2,

ising the expression for Ens |k in Eq. {30b), with the ¥nowledge of wl and wZ, one can calculate the
0

value of $157 (area of the rectangular scattering center). Once 515, is known Ge and g can be calculated
from £qs. (35) and (36), respectively. With (QP, Oe) and ZOR7Y from the fig. 4, s, and S, is determined
conpletely. i .

7 RECOVERY OF THE LOCATION VECTOR (g)

The information about the locatinn vector d is contained in the phase factor of the RS” and MSM. In
going from £q. (A) to £q. (14) these phasa temmi were suppressed, since they were absorbed in the
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normalization factors. The normalization factors for the BSM (denoted by NB) and the MSM (donated by NM)

are as follows:
omIklirg=dl + [r;-0]]

NB = jkn ——zu—rﬂ.r———

o-ik[2]ri-al]

Ny = Jkn =3 ri-d

(37a)

(37b)

The relationship between fgr 0o and d is shown in Fig. 5. It is to be noted that since the location

of the radar sites with respect to the fixed global spherical coordinate system is known, the vectors Bi

and Es are known, and the only unknown in the normalization factors of Eq. (37) is d.
-

&

FLAT prATE
SCATTERING CEN TER

Fig. 5: Geometry for the Recovery of the location Vector (d).

Because of the muttiple valued nature of the angular function measurements (i.e., 0<8<27, and A+2nm
both will be measured as & on (W systems), the phase of NM in £q. (37b) cannot he used directly to obtain

d. To illustrate this point, consider ng to be the measured phase of the MSM elements with the fixed

origin as the phase raference, Then using Eq. {37b) one can write

ke, -dl =

o + 2ne,

!

where 2 is an integer numher which is unknown. [f the operating frequency is fl'
wavelength A then

L

z

In order to determine the unknown integer ¥, consider a second frequency f2

with corresponding

(38)

which is very close to

the frequency fl (say a few megahertz in a GHz range). Corresponding to this frequency the wavelength is

kY
2, and the measured phase is °M2; now from £q. (37b)

2
dl . - . mei
2\[1 di ; dyp * 2wm; m-integer.
2
Substituting for |Ci-g| from £q. [38), one gets

3
+?19).“:?qm;3
b2

- wp

M2

ar m o= f

Tne solutinn of Eq. 139}, subjected to the restriction that the solutions m and ¢ must be
provide some interesting conclisions, First, there will be an infinite set of solutions [(mi,

(39)

integers,
ey, 1 +=1,

?2....]. Second, the separation between the snlution sets (mi. li) will depend on the “rational fraction®

corresponding to (\‘/A?). {t can be shown that if Al and 1 are ‘20 real numbers very close to each

2

other, then the separation hetween salutinn sets (mi. 2. ) will be large. Consequently, the multiple

1

values of |£ﬁ-g[ obtained from Eq. (38) corresonding to the multiple values of £{2,; i = 1,2....} will be




251

spaced far apart. The knowledye of the approximate distance to the target space from the MSM radar site
in conjunction with the above large solution separation will be useful in rejecting the unwanted solutions
of Eq. (39).

Once |£i-g{ is known, using the geometry of Fig. 5 one can determine the location cf the tip of the

vector d, since the transmission direction ki is known,

8 CONCLUSTONS

A high frequency bistatic/multistatic scattering matrix mode) for an isolated scattering center of g
complex target has been developed. The elements of the resulting BSM in Eq. (14) has heen aralyzed to
recover the following parameters:

99° 500' S’be'

. An analytical solution for 5 and s has been obtained by recovering the expression EUS given in Eq.

. The BSM at a single frequency is sufficient to obtain n=(n1,n2,n3) in terms of S

(15) at three related frequencies, namely 0.5k0, k and Zko. [t has been suggested that in a

0
realistic experimental situation the above data requirement is not very economical. Therefore, an
alternate method using a multi-receiver (i.e, multi-angle or multistatic) instead of the mylti-
frequency concept, has been proposed.

. Analyzinyg the phase of the normalization factor of the MSM in Eq. (37) simultaneously at two
frequencies (which can be accommodated i a very narrow bandwidth), the vector location (d) of the
scattering center with respect to the origin of the fixed coordinate system can be recovered. Ffrom
the target identification point of view, this is deemed to be a very important paraneter of recovery.

It is possidle to extend the isolated scattering center model of this paper to two and three
scattering center models. This will require simultaneous processing of multistatic (minimum 3 and 4
receivers, respectively) data. Thus, a judicious combination of multi-frequency and multistatic
scattering matrix data should be the focus of future polystatic radar target imaging investigations.
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DISCUSSION

Y.Brault
How do vou foresee the practical applications on your theories in the near future 1o achieve the automatic target
recognition?

Author’s Reply
Please refer 1o NATO-ARW-IMEI- 1983 Proceedings. where about 30 of 72 papers deal direetly with the NON-
COOPERATIVE 1arget recognition problem from match sign proc metrolog design and devices point of view
Especially, carefully study the working group reports (7 total) on specities of this subject matter

What was shown 1o this date: Mathem. signal processing methods deseloped. were cheched positively agatnst
measurement dita. Result: still not sufficient but highly (processing-dependent) promising.

Basic direet inverse scattering theories must be rapidly advanced simultaneously with signal processing technigues
(advancing rather well in US/Europe, Pacific Orient. and Russia).

Metrotogy (Scattering Matrix) for various low RC and other targets embedded in free space clutter multiset operations
must be advanced (requires substantial increases in funding and construction of testbed modubar expermmental radag
systems covering continuously 06 to 200- 300 GHz: EMEapproach).

More emphasis on “clutter” description (hvdrometeoric: ground-terrain sea. coastal batletield ete yand ground paths
assessment (talk to Mme Dr Thuy le Toon: World Expert Superieur).

Signal processing. transeeiver device technology using acousto-clectro-opt. device need to be rapady advanced (eommy
along most impressively).

More interaction on national level between Academic Industry, Governm. Nat. Lab
More specialists workshops on NATO-level.
More funding more equipment and facilities required.

Prioritization reassessment of National Edectronic Programs on Feole Supericure bevel
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DISPOSITIF D'ANALYSE DE CIBLES PAR DISCRIMINATION
FINE EN DISTANCE

par

R.Ambos
THOMSON-CSF
178 Bid Gabriel Péri
92240 Malakolf
France

RESUME

Lanadyse fine de cibles en fonction de la distance necessite Uémission d'un spectre i barge bande instantanée. ainsi. pour une
resolution de 30 ¢m. 300 MHz sont nécessaires.

Pour réaliser un dispositil d'analyse fonetionnant en compression d'impulsion modulee ingairement en frégquence. il est
necessaire de réaliser des lignes dispersives a tres fort BT, coder et traiter des impulsions comprimées tres breves,
Le principe proposé consiste & contournet ces deux difficuites de la fagon suivante:

—  realiser Ie fort BT néeessaire a Fémission par Futilisation de lignes dispersives existantes suivie dun traitement
analogique spécifique.
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CONSIDERATIONS IN UTILIZING IR SIGNATURES
by

Mr Wayne H.Tanaka
Naval Weapons Center
China Lake, CA Y3555

USA

ABSTRACT

This presentation will discuss on a tutorial basis the relationships of RE and TR systems, charactenstics of both active
and passive IR sensor data, applications of luaser radar sensors, and show signature data to llustrate these topies. The paper
will begin by showing the radar equation and how itis used by both the RF and laser radar communities. This includes a
carrier-to-noise budget anatysis performed for both technologies Tor a proposed altimeter development. This leads w
considering the basic features an active and passive IR sensor can exploit from a target. Issues of background rejection will
F: raised. A general discussion of the types of uses the Dol is considering for laser radars will then follow. These include
altimetry, Doppler Navigation, obstacle avoidance for avionics, and remote sensing lidar,

Examples of signatures to be included are Forward-Looking-Infra-Red (FLIR) data of ships taken under Navy Target
Signatures Program (TSPYauspices, Active CO, laser radar signatures of ships. again taken under TSP auspices. within the
last two years. and laser radar signatures of tanks and vehicles taken in support of the Navy's Hybrid Target Acquisition
System (HYTAS) program (recently merged with the Army's Infra-Red Surveillance, Targeting and Acquisition Radar for
Tunk Locauon and Engagement (IR-STARTLE) program) taken this spring.

The stress for this presentation will be the applicability of laser radar signatures 1o aid in target acquisition, detection,
and classification.
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he mixture of different semiconductor technolaoies an Radar npodinlen ard 1 Try s
on ceoling problems and reliability™

Prof. br. Frik Langer, Siermens A.G., Bereich Bauelemente, L=-8000 vunich 80

Summary:

The T/R-modules of Active Phased Array Radars contain clectronic circuits made by wvers
different materials and technologies, The power dissipation of the dense packed mid
produces much heat in the array which has only mederate cocline conditions. In o
guence, the eolectronic devices must operate at ambient tenperatures up to 90%C,
careful optimizing the heat paths, junctiocn terperatures can rise up to 1609C, e
also failure mechanisms with bigh activation eneraics e.a. 1.85 cV) arc relevant, «ves
they can be nermally neglected for reliability estimations.

By optimizing the individual devices one can expect with "scft Jdearadation
mean repair interval (MRI) of the array will be about 1 ... 3 years accurulated ccervn o
times. That is better than for other porticns of the equiprernt.

The Jearadation of electrical performance at high temperatures s liratine only e
transmission power and the receiver noise fiaure,

By application of an Arrhenius graph and mcdification of the “bath tube” curve, onc
derive first reliability figures from stress tests with small numbers of samples ar
early state of development.

The reliability and packaging problems can be solved, so that T/R-modules can meet tiu
requirements of active PAR.

that i

1. Introduction

Active Phased Array Multi Function Radars (subsequent abbreviated as "PAR") oontain
a areat nunber of very dense packed Transmit/Receive modules. The packaac density 1
determinded by the wavelenath of the microwave transmission sianal and must be
mised with respect to the beam focusing and sidelobe levels. In case of an ¥-ban!
PAP the cross section of the modules is restricted to about 15 x 18 mmé (fia, 1), T
realise all the functional devices for transmittina and receivina with the re
control functicns, nearly each advanced electronic components technoloay mu
used,

in details there are (Table 1):

Furction Technology
Transmitter power amp. GaAs-hybriad (Thin=-filry)
T/R-power switch Si-hybrid (Thin-film)
Small signal and LNA GaAs~monolithic-1C
Digit. controlled MW-phase shifter GaAs- and MOS-IC
Digit. controlled Mw-attennator Gaas— and MOS-IC
Small sianal T/R-switch GaAs-monolithic-I¢
Digit. countrol & menitor circuits MOS- and bipol. Si-1C

Table 1

In addition there are also needed discrete active devices as Gaas-FET, PIU- and
4ener-diodes, Schottky-diodes and bipolar- and MOS-transistors, All the active
devices must be inteurated on chip carriers in thin-film technique. The chip carrier
have to be bonded on metallic base plates to allow a suitable mountina 1n the module
case, Because of the very small space inside the modules there are not only packaaina
problems but also some critical temperature problems with respect to the very re-
stricted cooling conditions of the array (see in fig. 1 the limitel cross sections of
cooling channels).

Considering the heat problems we have to examine the power consumption of the parti-
cular functional devices and their thermal resistance, because the operatina tempera-
ture of the semiconductor junctions respectively FET-channels is the most important
parameter for the reliability of the modules,

2. Power consumption and thermal balance

The power consumption and dissipation is mainly depending on the required transmis-
sion power and in consequence on the operational performance of the PAR. The power
dissipation of the power amp. is direct proportional to the duty cycle. ltut nore,
one must distinguish between the DC-duty cycle (DC-DC) and the PRF-duty cycle. The
PC=-DC must be longer than the RF-DC to ensure a sufficient thermal stability o the
amps before transmittina. Hence the DC-DC is important; in addition, the maxim
dissipation occures with activated power amp. and without RF-input. This can happen
in specific operational situations (e.g. during tests) or when the RF-input fails.
Under these conditions, the power amp. can dissipate more thar, 80 % of the total C-
power consumption of the module, as it is shown in table 2 for two examples with 1 &
resp. 3 W RF-power and 30 $ DC-DC:
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Levice Mean puwer consurption (hatt)
Transmit mode Receive mode
power  amg. 2.5 6.75 -

power switch .03 0.2 0.04 0,12
sianal and LNA .25 0.5
“hifter 0.03 0.07
ave attenuator 0.03 0.07
slanal T/R-switch 0.02 0.04
Contr., & monltor clrcuits 0.05 0.10

total 2.9 7.33 0.82 0.9

In surma the mean power dissipatrion can vary according to the RF-power between ca,
3.75 ... 8.25 W. This power produces adeguate heat and must be transfered throuah

1 vhailn of thermal resistances to the surface of the module case, where will he an
Leat exchandge with the cooling air. With respect to cooling efforts and noise crea-
ticn the ceoling ailr velocity must remain below 1 m per second, that means the exter-
nal surtace of the modules will have a temperature in the ranae of 609... 850C,
ascwrding to the particular surface area to the coeling air entrance.

inimise the thermal resistance of the module case, we prefer to use a material
tiah thermal (and electrical) conductivity. But there are also cther points to
inte account, e.a. the therral expansion, weight, corrosion and aood performance
tor specifie mechanical treatments., At least it is also required the ability for
electron-beam or Laser welding, because the module case has to be hermetic secaled
afrer assembling the electronics, With regard to restricted space, the majority of
active elements has to be used as naked chips, hence the hermetic sealing can not be
fiwpenzed with,

In screening rthe availlalble materials for the module case, there are copper, aluminium
and their alloys (s.Table 3):

u Rrass Al AlMali
Heat conductivity 3,800 o080 103207 700 2.0 W/ ek
Lin,therm.expans,coef i, [17(25%9) 34 . 205C) 18.4 23,6122 ... 23 ppm/K
Specif, weight 8.y 8.4... B.7|2.7 2.7 a/emd
Flectr. conductivity 58 - 20 36 26 ... 32 5/cm
Table 3

Comparing these raterials it is clear, we have tc make a compromise in choosina a
licht weight material as aluminium or its derivates,

So far the material and the ‘Jcometrical configuration of the module case is fixed,
cne must calculate the local thermal resistance of the case in the area of the insaie
mounted electronic circuit. This 1s a hard job with respect to the radiator fins of
tke case, In general it can be stated, that the local thermal resistance of the case
can be reduced to about .5 ... Q.8 K/W.

Considering the thermal resistance of the electronic circuits up to the juncticons ot
channels of the active elements, we have to take into account the heat paths of the
semiconductoer chips, the chip carrvier, the hase plate and - very important - the air
uaps od solder layers tetween the particalar parts (s, fia, 2).

With respect to thermal condustivity and gocd matched thermal expansion to Gads antd
Silicrn, the most faverabdle substrat material is Beryllium oxide. But because of

price and the toxic mrashining waste, 1n the majority aluminium oxide cervamic
fered for the chip carriers, 1

is proe=
mplite 1t ca. nine times worse thermal conductivity,

A serious problem is the selection of a proper material for the base plates of the
hybrid devices and chip carriers. Because the ceramic sulwstrates are too brittle to
be fixed direct in the module case, wne needs metallic base plates with good matched
thermal expansion to the ceramic .ubstrates and excellent thernal conductivity., These
reguirements are very contrary. The curmmon uned Fovar has the optimal thermal ex-
pansions, but is here to be excluded because of the very poor thermal conductivity.

& permissible compromise is the application f Copper-Fovar=lamninates for the bLase
»lates.
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Using all these Gptimizing instruments carefully, we can only achieve a junction
temperatures fo the semiconductors approx. 30%... 709C above the internal case
temperature. That means T, = 1009 ,,, 1600C, a temperature range with accelerated
failure rechanisr=and 1ts” impact on reliability.

Relialb:ility of the T/R-module electronics

The manifold of components and technologies exhibits also a great diversity of failure
mechanisms.kxcluding the mechanical failures, the majority of troubles are tempera-
ture sensitive processes with activation enerdies in the scope of 0.2 ... 2.0 e.V.,
in extremum even more.

The activation energies for specific failures are mostly different for silicoun and
GaAs=devices.

The acceleraticon of failure mechanism is consistent with the specific activation
erergy E,;. By transforming the Arrhenius equation {1} one g~ts for the acceleration

facter from temperature T, to T, (Ty < Ty
x:«:\i 1 1
Eg. (1) l-‘l('l‘l/’l'z) = exp (T 7 - T—)}
1 2
with T T, ... Junction cor channle temp, (K}

12
k ... Boltzmann const. (8.65 x 107 eV/K)

Because P is expenentially aincreasing with Fggo failurerechanisns with dreat acti-
vation energy are for the hiuh temperature operations in T/R-uodules important,
though they may bc reglected at normal conditions,

Example:

In a collective at terperature T; 1s a fraciton ny of pieces with the failure rate
Y 1(Tq) for small 5 and the rest of pleces ny = 1 -ny has the failure rate Yo (T)
for high E5; then the expected failure rate 1is

~n,-

Fy. (2) AT = nge g (T) 4 nyh, () 1 (T

By increasing the operating temperature tc T then we get

2t

Bp. (3 VT, = g eF T /T,) (T (T)/Ty) + 25Ty

That means, if the acceleration facter is very high (as partly in the case of T/R-
mocule operation conditions F, (100/150) T 750) the term bp x ) can becore sianifi-
cant, also wher %, is much smiller than .

while for silicon components very rmuch experilence and statistic data are available,
in casc of GaAs the situation is not so satisfactory. But with respect to the much
higher band gap of GaAs compared with Silicon, we can assume that GaAs-devices can
operate at higher junction temperatures than silicon semiconductors.

In particular, there are the following failure mechanisms:
3.1 MOS-LSI:

This technology, used for the control and monitor functions in the T/R-modules
has failure mechanrisns with activation ceneraies Ld analogous to tabele 4:

Table 4
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The distributior for these failure scurces depends or the specifac oobut o
the averaae there are e.a, for MICro-processors ca. 63 % of failures with, oomall
activation eneraies, ca, 15 % with mediun and ca. 22 % with hiah activation ener -
gies {2}. This Jdistritution is rcuaghly valid also for the MOS-part and likewioe
for the bhipolar part of the module electronics.
By riagurous fully dynamic Burn-in procedures, a considerabie part of +he fayiore
with srall activation eneruy can be elimipated, s0 that a more sultaile driera-
bution remains. The reduction of faylures with small activation eneray 1o airper-
tant, because these fatlure sources are extremely relevant for the reliabiliry,
Because ¢f the permitted ¢peraticn temperature of silicon 10, thiy pare of o
module electronics should te arranced at the best cooled places 1n the reds]
case.,
3.2 GaAs-power FETs:
Also for these componer nut only one failure mechanisr 1s t0 le constdered,
Clearly, chips with "via holes® have other preoblems than sheet arcanded lovioo
cr "flapmchan” mounted FRis, But twe fallure mechanisme e clomirant at Sanc-
power FETs, 1t s electromiarataien and cuntact dearadation 30, o4,
Alveady years aac 1t was expertenced thar aold metallizatio s saperio: to g1~
min , there mrust ocnly consider MideAu-systers for the Crain oand Yonre
contacts and vma for the schaoteky gates, Beoadve an *he talricatis t
power Jdevice:r a rigord 1nspectien of the crystal gquality and carefal o !
G oal and 1n ocontro MOS devices Ga WEFET bave noooate oxitie, electromr-
graticn of the gate © at iiigh channel temperatures and tearadiat 1o
daro significant for the tire ot ‘e sermiconductor farluxd
cechanisa the activation TOTdY 1n abs 1.85 resp. 1012 ov, mush Rrab
than for Si-power devices (0,6 ... 0 ey,
The hial actawation energy jromises on the one hand a long rean life tame B
Put also a hiah dearee of temperature sensitivity for MTE and the farlure rate.
Cause the power arps ave the mest heat producine elements in tle T/R-mos
snes must caleulate with channel tepperatures of 1309 L, 1hH(C; hence we
here into acceunt the raximal acceleration factors for the failure rates.
res oare pul hished for CW-cperation, but oin i
lsed cperation. For the MTF 15 the pulsed operation pri Lecaur
the LU=LC the 078 are on supply veltage, and only an per ol
electri=cherical processes occur.  Luring the pulse intervals are
it r diffucion processes in action, likewise as at DROTAt e shoraa,
Therefore the accumilated acti Orerating tlre is orelevant Cor o the MTE, thas
meais . peredtna) for the GC-L0) s
L. ) wTE ) NT{(C‘)
In this way, the effective life tire is (o twenty t1 longer than Jdata ‘
fisurcs expell,
3.3 Gahks-IC:
Gahs=1C for T/R-modules are 1n majority linear cireui! <. Tioaah thes devices have
little power dissipation, they will be heated by the aliacent power -lev
Therefore the channel temperatues of the FETs are about lToo@ [, 130,
tie actave elements of the monolithic ICs oocupy only a purtien of the
B fecause of the peor thermal conductivity of Gads, tho hearv can nes
i, the eontire chip volume. Hence the active elepent:s produce local ner
the chip. For the active elements of these IC: we car exject similiar fairlure
mechanisms as for GaAs=power devices, but with less acceleration, cavalent con-
Aditions are also valid for the hybrid circuits with discrete semiconductors,
soft degralation of the array

Fhe
1

ht
tor

of the very aood reliability figures of electronic circurts (MTRE v!”bL)
consider the life time of the complex T/R-modules. Because of the dreat nunber
les a1 a PAR, the eguipment will not fail, when one or fow meodules fail, at
:otvlition that defective parts are approximately uniform distributed in the arvay.
than a distinct percentage of modules may fail, we speak of "soft deqgradation”.

5 percentaqge and the fallure rate iy 0f the modules determ.one the an_repalir in-
val (MRIY of the PAR (fig. 3).

raph shows the MRI-figqures for continucus operation. At intermittendt service,

I will be adeguate longer.

plee

1f we can ec.g. tolerate that 5 % of the modules fail in a periode of 1 .,. 3 vears,

the

The

the

Wil

n a nodule failure rate iy may be in the scope of about 2 ... 6 x 10~61-1
rodule failure rate is additive composed of the individual failure rates b, of
different devices and some other failure sources (mountina faults cte.), what we

1l neglect in a first estimation:

B A Y \ +
5) *u ‘powor small Slqn‘ ‘T/P‘&wx(ch‘ ‘phasosh. control
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ALl tarlure rats at oot are not experilenced today on areat S B
bt Cpced theers are s eratloerpors of a factor twe or threc, Tt i
tothe arr t- le rich longer than other portion. of roo wonogpre. e
pertere, inieroune the T/R-module faiiure rate i onot by for thy

c, L.t for the repalr costs.

Flectrical jerteroatoe

Ciervating terierartures anfluence also the performance of the electiorng 1ronLt .
Irpaerrant ares

- limaowf aaln sned gnorcare o noase fioure of LNA

- Lo b aann anct cutiat power o Uorower anpn

- Iovlavurn b R e L e Ny

- Iocresandte: tio et 1ig. L cotanl orrdre crrorsd oot

The croerwved dearadatien b tann oo e T H R
sing electron mob ity with rising tesjelatares, ISR 2
te QUMC a dearadartion f caln per stadge 8 d b e [
(sree fra. 4 and 5) munt be oxpected,

Reaarding als=c the insertaicn Lo Fotbe T o Ee o bl renn bt teopoe biaure o i
receiver will be ateut 4,7 000 0 by

In the sare way the power arps are 10 laenco by Conender e S ! -
vidual power amp bar a draver amnpoand = frearpo, 4t o tht o the drane
variation for the sitanificant interrnal tenmperarure ranse [ e U L1l e

1.5 ... 2 dB. This variation o

CHtput pOWeY can Lot tee tulerateens Thaoorete et

of the transrissicn path must be controlled,

The degradaticn ¢t the phaze shifter: deponids Croothe Lo
"Switched=1line" phase vhifters, the Influence of temperatur . HE
increasing loss, no notable phase crror), but for "Vecotor reednd t
the phase error can Lo censideralble,
Jded=-line phane chifter are alsc not severily tenperature s
- characteristic, hut =omewhat mor inflienced than switctu HERE
cvind the insertion loss iup tc 1 4B an the temp. intery P
The Jlearadaticn of the puwer  T/R=uwitel 1@ important, Cause 1t ncar 1 :
isolation to the receiving path of the module durirnag the bF oo d pren
an anrutficient isclation ope rast desiarn some redundancy, . LS T

consumption expecially in case of PIN-dicde switches,

fvaluataon of reliatality data

ed 1n o =ecticn 4 not for all specific circulty of 70k duler experionced for-
ratrs or MTEFE-figures are available.lspecially in case of the joower lovicoe.,
subreguent modifications to improve the reliabiility arve expensive ard very Yire moo-=
sumina, In suarrmary however the reliability must be include? 3 priori an the Jdesien

and e vroven inoa pillot proeduction,

Te et reliability data of new products, vfress tests at hiuh temperatares are ocon=
venticrnal. Mased on the Arrhenius araphs 1) extrapclations ¢f the reliability at
the specific cperaticn temperature can be made. But these extrapolated life time:
are expected values of the median life (MTF) and not of the mean time hefore failure
(MTBF) lurina a substantial period before “wearout™.

1f we modify the well known “"bath tube" curve, the twe sivinificant periods in the

life span of a device after burn-in can be plotted as shown in fia, 6. Fach of the

three curves is relat.d to o specific operation temperature. The first two (marked

with Ty and Ty} are stress tests results, but the third on is an extrapolation for

the desired cperation temperature Ty. By means of an Arrhenius araph the figures MIF

5 and MTEy could be derived but not the significant 1, which marks the end of
ful life and is a corner-stone for the evaluation of the MTHE,

In persuance of that idea, one must make two stress tests; the first with a small
number of devices cnly to find MTF;. The second one witl. a moderate number of samp-
les (30 . 35 pieces) to ascertain the moment of increasing failure rate around 13
and then the MTFZ—fiqure. If we have these .data, 1t iz easy to calculate the end

of the useful time 1, at the desired temperature by extrapolation of MTFX with an
Arrhenius graph and then insert it in the tormula

HTF)’
Ey. (6) Ty T Ty ot T“— thy
R
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tor o the sur oof farlures at constant rate up to a certain point of time t, the
following relation 1s valid
Lg. 17 T2 N, ) -~ oexp (= T1+x)}
1 o

with N — number of samples at the begin of the test (after burn-in) and »= failure
rato Juring

It in the second test up to 1) n samples were defect (If;=n) then there exists a good
:" "X
Ir. traxy "x otk ot 1 is applicable, so that with formula(4)

Pay.oo08) N
X
dil.od
N
P HTBFX = ; o {h}.
i course, o approexirations definite reliability figures are net available,

ant time in avoiding wrona desiagns or not suitable technoloai-

T proddaction starts. This is extremely impertant for T/F-
active PAk are pilitary egquipments with very big guantities of
that producticon lines must have capacities comparable to the

SreoaNaw

el tan

Fower oonoarp o 1o e rararwter of active PAR. The hiaher the freguerncy
vanene b ralier che ¢ jower, however the progress in the efficiency of
ewer lovy s Crer 1 v Liotetare for them.

The packauvains 1t 1t bLe managed with hiab corhisticated design
anid technoloory ot neet expected perfors ceoand practical
wilitary vegui:es .
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Lance that at the temperature Ty, up to the moment <y also n pieces will fail (fia.6).
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MMIC T/R MODULES FOR THE NEXT GENERATION AIRBORNE
SURVETLLANCE PLATFORMS (U)

By: Edward . Jopres, Michael O. Little, Thomas A. McEwen,
R. Hunter Chilton, and Joseph P. Polniaszek

Rome Alr Development Center/OCTP
Gritfiss AFB, NY 13441-5700

Abstract

() Technology for a lightweipht low cost transmit/receive (T/R) module tor the next
peneration airborne surveillance phased array radar {s described in this paper. The T/R module
fo an active phased array radar is a primary system cost driver; therefore, a low cost module
had to be developed in order to make future phased arrays affordable. Monolithic Microwave
Intesrated Circuit (MMIL) technology is the technology being developed to fill the above
requi rement . MMIC technology is an approach wherein all the active and passive elements of the
circuit and their required Interconnections are formed on a single semiconductor material; e.g.,
galliuw arsenide. MMIC technnlngy appears to he ideal because of the inherent low cost involved
with production of {ntegrated circuits. The low production cost is due to the lack of manual
handling and assembly, improved relfability, improved reproducibility, small size and weight,
circult design flexibility, and broadband performance.

1.0 Introduction ()

(') The requirement for lightweight, 1low cost transmit/receive modules for the next
generation alrhorne surveillance platform was identified approximately five vears ago. At that
time, a system study pointed to the need for a large aperture phased array radar conformally
fitted to the skin of an afrcraft. This requires individual transmit/receive (T/R) modules at
each radiating element. This requirement for T/R modules, coupled with other projected needs in
ground-hased tactical radars and space-based radars, provided the {mpetus to {initiate » T/R
module development program.

(1) A second study was conducted to summarize the needs of the various radar concepts that
were under discussion. The study showed that there was a great deal of commonality between all
of the active phased array concepts in terms of what 1s required for transmit/receive modules.
With the exception of peak power and frequency, the modules were functicnally {dentical. That
is, they all require a multibit phase shifter, a low noise amplifier, and a low to medlium power
amplifier. Therefore, it was assumed that the same technology base could be used. In addition,
all the concepts require a collocated controller for beam steering. The study also showed that
for any of the system concepts the number of modules required is extremely large. Therefore, it
was  obvious that to meet the weight requirements and cost constraints, the modules needed to be
extremeiy lightweight and very low cost.

(U) Monoltihlc Micrawave Integrated Clrcuit (MMIC) technology 1is the technology being
developed to meet the above requirement and is described in section 2. The advantages of using
MMIC T 'R module technnlogy over the current methods of generating RF power {s described in
secticn 3. This paper also summarizes the future application of MMIC technology.

2.0 MMIC Technologly and T/R Modules (U)

(U) Monolithic M{crowave Integrated Circuit (MMIC) technology is an approach wherein all of
the active and passive elements of the circuit and its required interconnections are formed on a
stngle semiconductor material; e.g., galllum arsenide (GaAs), as shown in Figure #1. MMIC
technology appears to be ideal to fulfill the above T/R module requirement because of the
inherent Jow cost, improved reliability and reproducibility, small size and weight, circuit
design flexibllity, and broadband performance.
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Fivure #1 (1) MMIC Circutt on Gallium Arsenide

{U) Low cost, improved reliability, and reproducibility are derived from two areas: i)
inherent low cost involved with production of integrated circuits due to the lack of manual
handling ard assembly and 2) lack of a large number of wire bonds. Wire bonds have always been
a serious problem in reliablilty and reproducibility for any microwave circuit. Furthermore,
wire bonding is very labor Inteasive and, therefore, a significant cost factor in any wi.rowave
circuit. The elimination of a large number of wire bunds also eliminates undesired parasitics
which limit broadband performance of conventional circuits.

(1) Small stze and weight 1s an dntrinsic property of the MMIC approach. Circuit
intezration {5 on a <c¢hip tltevel, ranging from the Jowest degree of complexity such as aa
ascillator, mixer, or amplitier, to a next higher tunctional block level; for example, a
recelver Yront end or a phase shifter. A still higher level of circuit romplexity, for example,
1 transmit/receive module, can be inteyrated onto a single chip. large oumbers of MMIC clircuits
Jare  processed on a single 3 inech wafer, and large numbers of wafers are batch processed
simultaneously. Cost is determined in part bv the cost of water fabrication and circuit yield;
the hixher the circuit count per wafer and the hipgher the circuit yleld, the lower the circuit
cost.

(U} A T/R module, as shown (n Figure #2, is composed of four basic functional blocks; i.a,,
a2 power amplifier, a4 1low noise amplifier, a multibit phase shifter and a contreller. By
propetly varying the relatfve amplitudes and phase of each T/R module in an array, it is
possible to steer the direction of the radiated beam, and control the sidelobes of the antenna.
Examples of MMICs developed to date tor T/R modules are given below, and are by no means a
complete sct covering all frequency rarges and applications. The monolithic circuits shown are
all at S-Band and because ot the tuncttonal complexity of the chips, lumped-element clrcuit
components have been used to minimize the size of the chips. This is required to maximize vield
and minimize cost.

e MLt
| e Canc e

Fliyure (1) Blork Diagram of T/R Module

('Y A phase shifter elreuft ronsisting of four cascaded bit sections with phase shifts of
22,5, 45, 90, and [RQ deyrees is shown in Figure #3, The switching action 1is provided by 14
flaAs  MESFET passive switch devices with one micron gate lengths and a total of 13.2mm of gate
periphery. The anly D€ hias required is the gate control voltages with a total current of less
than S0 microamps for the chip, which is due to gate leakage only. The two low order bits, the
22.5 and 45 degree sectinns, Are lumped—element loaded lines with switched reactive loading to
produce the phase shitt steps. The two high order bits, the 90 and 180 deprec sections, use the
FFT device to switch between high-pass or low-pass lumped-element sections which provide either
4 phase lead or lay for the phase shifting actfon. The fabricated chip stze is 3.5mm by 2.8mm.
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Figure #3 (U) MMIC Phase Shifter

(U') A medium power amplifier consisting of a three-stage amplifier integrated with the T/R
switches and blas necworks on the chip is shown in Figure #4. The FET devices have gate lengths
of two microns with a total gate periphery of 4.1mm. The matching citvcuits use lumped-element
spiral inductors and metal-insulator-metal (MIM) capacitors and incorperate the T/R switching
networks at the input and output of the amplifier, all on a chip that is 3.7mm by 3.2mm, This
chip has ahout 20dB of gain across a 10% bandwidth, with about 0.5 watts of output power.

S-Band Power Amplificr

~

Figure #4 (U) MMIC Medium Power Amplitier

(U) A low noise amplif’er, shown in Figure #5, consists of a three-stage amplifier with T/R
switches like the power amplifier. This chip uses FET devices with gate lengths of one micron
with a total gate periphery of 3.6mm. The T/R switches are similarly irtegrated into the
lumped-element matching circuits on a c¢chip that is &4.ilmm by 2.5mm. This circuit has about 22dB
of gain across a 30% bandwidth with a noise figure of about 4dB.

S-Band Low Noise Amplifier

Flgure #5 (U) MMIC l.ow Noise Amplifier

24-
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(U) A higher power amplifier chip, as shown in Figure #6, can be added to the medium power
amplifier chip to increase module output power. This chip has a power FET with two micron gate
lengths and total periphery of !2mm, The matching circultry on the chip uses lumped-element MIM
capacitors and inductors which, because of the low impedances, are short transmission lines.
The circuit is fabricated on a chip that 18 2.8mm by 3.2mm and has about 7dB of gain at power
output of 5 watts.
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Figure #6 (U) MMIC Power Amplifier
(U) These chips have been assembled into medium—power and high—power T/R modules. The

transmit mode microwave performance for the prototype high-power module is shown in Figure #7 at
1dB gain compression, The receive mode performance is shown in Figure #8.

T/R MOOULE PHASE LINEARITY
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Figure #7 (U) Module Performance In Transmit Mode
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3.0 MMIC Impact On Surveillance Platforms (U)

(U) The current airborne surveillance system (E3A) employs two parallel RF amplification
chains driving a corporate fed passive phased array which has a radiant to prime power
efficlency of about 10%. The RF signal (RF excitation) from the STALO is amplified through each
chain which consists of three stages of amplification: a predriver, a driver, and a high-power
amplifier. A traveling wave tube (TWT) is used for the driver stage and a klystron tube is used
for the high-power amplifier. The prime powet distribution system provides both DC and 3-phase
high voltage, which of course is all derived from aircraft power. The system's low efficiency
is primarily due to three areas: 1) high RF power losses in the beam forming network of the
corporate feed, 2) high RF power loss in the combining network of the two amplification chains,
and 3) the power required for the transmitter environmental controls and cooling system within
the corporate feed network.

(L) TIn comparison, an active phased array employing MMIC T/R modules conrormally fitted to
the skin of an aircraft has a radiant to prime power efficiency of about 20%. This means that
for a given radiated power the active phased array uses less prime power. This translates to a
lower rate of fuel consumption for the same mission, which allows more time on station for the
surveillance platform.

(1) Further, overall system performance can be improved by using an active phased array.
By having the T/R module very close to the antenna the detection ability of the system will
increase by several dBs. This 1is due to the module's high gain low nuise amplifier being
introduced into the front-end of the receiver chain, well before the high loss incurred in the
beam forming network. This translates into detection of smaller targets and/or increasing radar
range. Another performance advantage that an active phased array has over the current system is
the ability to electronically steer the radiated beam, thus, giving the operator the ability to
look longer in the high threat areas: obvious advantages.

(U) Another obvious advantage that conformally fitted MMIC T/R module approach has over the
current radome technique is less overall drag on the alrcraft. This also translates to a lower
rate of fuel consumption for a given mission.

4.1 Conclusions And Future Application (U)

(1) RADC has developed the first | through 4 GHz lumped element MMIC circults for radar T/R
modules.  These clrcuits are now starting to find their way into other microwave systems as
well;  eops, Global Positioning System (GPS), Direct Broadcast Satellite (DBS), and microwave
instrumentation. However, significant work still needs to be accomplished before these MMIC
chips are  placed fnto an operational system. To date, the MMIC world has concerned itself

primarily with the technical aspects of producing the chips; i.e., designing for microwave
periommance. However, the {tem that will determine the future of MMICs is total cost of a
finished anit. Total cost of a finished unit can be broken down into four major areas: 1) chip

destyn, 2) fahrication, 13) assembly (i.e., packaging), and 4) testing 1in all phases of
tabrication. The total time to produce a MMIC unit needs to be shortened also. At present, it
takes  somewhere between 6-7 months to design and fabricate a given chip; this nceds to he
rediuced to 1-2 months to be cost effective. At the present time, about 2/3 of the total cost of
4 unit is tn assembly and testing throughout the fabrication to final testing stage. This is a
comnon problem for any microwave circuit and requires significant effort to reduce this cost
driver. Another area that requires a great deal of work Is in the reproducibility of MMIC
circuits trom wafer tn wafer and from lot to lot. Two areas that are just now beginning to be

addressed are: 1) reltability of MMICs, and 2) radiation effects on the performance of these
circuits. These are two very important areas that need to be addressed before MMIC circuits are
tlaced in space. In conclusfon, it is obvious that MMICs are starting to tecome available for

system use, but a lot of effort still needs to he accomplished before they are as common as a
transistor,

() It is apparent that MMIC technology will have a profound impact on airborne
surveillance svstems in the future. This impact will be from an economica. point of view by
making active phased arravs less costly, increasing their efficiency, and by increasing system
performance and flexibility due to the electronically steered beam.

Reterences (U)

l. R. H. Chilton, "MMIC Module For SBR (U)", Ninth DARPA Strategic Space Symposium, Monterev,
CA, Hetober 1983, SECRET.

e 1. R Selin, J. P. Sasonoff and D. N. Jessen, "S-Band Radar Transceiver Module With
Monolithic GaAs Circuits (U)", Tenth DARPA Strategic Space Symposium, Monterey, CA, October
1984, UNCLASSIFIED.

29-5



29-6

DISCUSSION

Y.Brault
When do vou foresee the implementation of active phased array antennas on the airborne fire control radar operating ai
X-band?

Author’s Reply
People at Wright Patterson AFB are working on similar modules for S-band. It depends, however. onthe development
of appropriate technologies and is. therefore. difficult to predict.

K.Solbach
(1} What is really holding back the introduction of active T R module arrays?

(2) What is the module price objective?

Author's Reply
(1) High cost for hybrid T R-modules.

(2) Weare looking tor a $100 module: the price has to drop at least below $500.

Blinston
Is your figure of 20% efficiency a prediction or an achievement?

Author’s Reply
Achicved.

L.Daouphars
How do you cope with EMP in a system when the RE elements are exposed to the energy without benetit of wancpuinde
cut-off as in conventional systems?

Author’s Reply
We are working on the prablem.

R.G.Cuthbert
In modules where several active devices are employed do you need 10 carry out manual trimming or do you aceept
mismatches? If itis the latter case, what kind of vield do vou achieve of an aceeptably matched module which ncludes
severad active elements?

Authoer’s Reply
Mismateh between cireuits has been very low. Yield has been between 20—40% on most chips.
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LOW-COST, MONOLITHIC BEAMFORMING COMPORENTS FOR RADAR

Paul H, Carr, Scott W. Mitchell and Richard T. Webster
Electromagnetic Sciences Division
Rome Air Development Center
Hanscom AFB, MA, 01731, uSA

ARSTRACT

Planar, monolithic technology offers the possibility of lowering the cost of beamforming components,
whi h contribute significantly to the high price of phased array radars. The most immediate opportunity
tor planar technology vould be to replace the costly ferrite phase shifters in current use. PIN diode
onase shifters have the advantage of faster switching times (suh-microsecond) than ferrites and the
Jraadvantage of sligntly higher insertion loss, which is due to the fact that microstrip is inherently
more 1assy than wavequtde. Low cost PIN phasers can be fabricated by monolilthic technology or
automatad . robotic hybrid thick-film techniques,

Monplithic phase shifters on GaAs have typical lTosses of 6 dB and power handling capabilities under a
watt. Tnis elvmnates them from consideration as replacements for ferrite phasers in the corporate fed
irrgys considered above, New research results on reducing this insertion loss will be presented. The
insertion Inss 15 not critical if the phase shifter is followed by an efficient power amplifier. The
brencn nave reported on MISFET amplifiers on [nP with 33% power added efficiency and a power output at 9
JHz ot AW/mm gate width, which is more that twice that of the best GaAs MESFET. These MISFETs
unfartunately had unstahle s:licon dioxide gate insulators, and researach is continuing in the U.S. to
improve thits,

Monglithic technology is especially attractive at mm-wave frequencies, due to the smaller component
size and the minimization of parasitics. Results on 44 GHz phase shifters will be presented.

Electronically variable time delay rather than phase shift is required for low-sidelobe phased arrays
naving wide instantaneous bandwidth. Monolithic SAW tapped delay lines on GaAs will be described for use
at center frequencies under 1 GHz. Above 1 GHz, magnetostatic wave devices are capable of continuous
variable time delay over a 40 nsec range.
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ANTENNE A BALAYAGE ELECTRONIQUE AEROPORTEE
POUR AVION D'ARME DES ANNEES 90

par
C.Chekroun
S.ER
Avenue de FAtantique
91942 Les Ubs
Erance
RESUME
Unc antenne & Balayage Flectronique 7 Bits a cte mise au point dans nos laboratoires.
Les possibilités de couverture angulare importante (cone 70°). les performances radioclectrigues (diftus inlericurs i —
15 dBi) et la bande de frequence de cetie antenne, permettent de Fenvisager pour le radar multifonction air-air des anndes

90,

On decrira dans une premicre ctape Fantenne eton en donnera quelques resultats en bande X




EHF MULTIFUNCTION PHASED ALKAY ANTEHNA
¥laus Solbach
AEG-Telrfunken

Radio & Radar Systems Group
RBox 1730, D~7900 Ulm
Fed. Rep. Germany

sur conviction that now Lt has hecome possible to produce full-scale phased array
for modern filghter aircraft using conventlonal mlcrowave Integrated clrecutt
techniques at a prlce compatible with the budget for the envisloned applicatlon.
o achieve the goal of reallstic price level for the antenna several opt.ons have
nosen ‘n the deslegn of our demonstration FHF Multlfunctlon-Phased Array Antenna:
, rilating elements and the phase-shifter clrcults are reallzed on nlcrostrip
trate material In order to allow ghotolitioaraphic batch fabrication. 35elf-ecncap-
lead PIN-dilodes are employed as the electronic switch elements to avold ox-
tic en apsulatlon of the semlconductors or complete clrcults.

sulyted Peam

using a horn-radlator to {lluminate the array from the front-slde {s found
St costmplest and most inexpensive feed. The phased array antenna thus crerates as a
Tlectoarray, the antenna elements employed In a dual role for the calleation »F energy
P tte feed-hnearn and for the re-radlatlion of the phase-shifted waves ‘in tranomit-

e anterna s Aitvided  into modud containing the radiator/phase
i altry atotl } Roth drlve- and 2[TE-conpon HsSe

rspeclally destened for the purpose, Severil bas-sysiems are
t N f

data flows to the modules.

itilizes several signal processors and higi=spoed  discrete adder
ninting, frequency and beam-shape information from the radar
systen ored phase-shift ccdes for the array elements. lince ace,
welaeht antl jower our mption are prime considerations only the most advanced technology
g ased in tne desien of hath the mlcrowave and the dlgltal/drive clroultry:

todng are driven w qulite low forward currents, the logiecal clrcultey contalns
~made hist [ZEEE B "'s and the BITE ctircuit can be switched off to consume
power Jriiy Lo BRI stAarter
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BASIC CHARACTERISTICS OF FM-CW RADAR SYSTEMS
By
Ir. L.P. Ligthart, ir. L.R. Nieuwkerk, 1ir. J.S. van Sinttruyen
Delft University of Technology
Dept. of Electrical Engineering
P.O. Box 50131
2600 GA DELFT
The Netherlands

1. INTRODUCTION
Due to rapid technological progress in real-time signal processing, FM-CW radar systems

are expected to become a more serious competitor to pulse radar systems.

This paper deals with basic radar principles such as modulating waveforms and ambiguity
functions characteristics. Advantages and disadvantages of FM-CW radar systems are com-

pared to pulse radar systems.

The inherent signal processing used in FM-CW radar systems allows a flexible choice of
system parameters. In this context aspects like sensitivity, range and velocity resolu-

tion are discussed.

It is elucidated that the use of digital processors for signal processing (frequency de-
termination, filtering, etc.) offers the possibility to exchange dedicated hardware so-~

lutions with software implementations.

Attention is paid to equipment like the antennas, diplexer, transmitter and recviver, and

to isclation problems between transmitter and receiver.

Results of an experimental FM-CW research radar are shown. In addition, the future pros-
pects of FM-CW radar, with the aerial and solid-state r.f. head-end integrated, are indi-
cated.
2. AMBIGUITIES IN PULSi~ AND FM-CW RADAR
When determining target range and target range rate by means of simultaneocus mcasurements
an inevitable ambiguity exists, dependent on the characteristics of the transmitted sig-
nal u(t). By selecting waveform parameters f.i. in favour of good range precision perfor-
mance a fine is paid in either range rate precision or self yenerated clutter or both.
This ambiguity is mostly described by the ambiguity function ({t,i:
S .
altewy = o f s(u* (t+0e 3*tae  where:
oo
1 - delay time (1 = 0 is the time the target return arrives)
w - Doppler frequency (target range rate)

- complex conjugate
It is noted that x(r1,.) represents the output of an optimal matched filter receiver.

In this paragraph some examples of ambiguity functions will be shown for different trans-
mitted waveforms having a rectangular envelope in common. Attention will be paid to con-
ventional pulse signals as an extreme, via chirp signals to FM-CW signals as another ex-
treme. In the examples shown delay time, Doppler frequency and repetition time are nor-

malized with respect to the width d of the rectangular envelope:

. normalized delay time - 1/d
“h normalized Doppler frequency - wd/2
Th normalized repetition time - T/d (T repetition time)
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Frgures | thra 10 show ambiguity functions for basic nonrepetitive waveforms whereas figur-
es5 b1 othru 17 show the effects of waveform repetition. Figures 1 and 2 show \(:n,O), i.e.

the apsolate value f the autocorrelation function, and an orthogonal cut \(O,mn) for a

"ne-ctirg” pulse. The triangular form of ‘(tn,O) directly results from the correlation
process of a rectangular pulse with width ). If the pulse width 4 is shortened the non-
normalized . (,0), describing the uncertainty in range measurement, is "“compressed", im-
Proving range measurement precision, as «(0,.) is widened resulting in impaired range

rate measurement precision, In adding linear frequency modulation the ambiguity function
{1,.) 18 changed to a sheared version .{:,.+2pi) with 2 pd being the time-bandwidth pro-
duct (100 1n the exampies) In figure 3 showing \(rn,O) over the sub-interval £0.2,0.2)

1t is shown that range measurement precision is increased (Jue to the increase in spec-
tral wicdth) at the expense of the introduction of a vast number of sidelobes. Range rate
measurement precision for various range delays (figures 4 thru 6) is almost not changed
relative to the "“no-chirp" case. In comparing figures 4 thru 6 it is noted that the shape
of the ambiguity function is nearly independent of range delay, the only effect being a
shift in the ambiguity furnction position. This range delay-Doppler coupling is caused by
the shearing effect for large time-frequency products. Figures 7 thru 10 show similar re-
sults for a triangular frequency modulated pulse. The pulse width is doubled relative to
previous examples as the pulse consists of a superposition of two modulated pulses with
an up and down sweep respectively, resulting in improved range rate measurement precision
{fig. 8}. Hence .(:n,An) consists of two sheared contributions, resulting from each in-
dividual pulse, and cross terms. The latter cross ambigquity functions build a pedestal
(fig. 7) for the former sheared ambiguity functions. Figures 8 thru 10 show that range
delay-Doppler coupling no longer exists in the triangular case .as a conseguence of the
double shearina’ and a Jdelay parameter dependent shape of the ambiguity function results.
Figure 10 clearly shows separate contributions of the sheared functions, figure 9 inter-

wraen and figure 8 ooincidence as the value of the range delay parameter is diminished,
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As the transmitted pulse is repeated in a coherent way the following effects in rela-
tion tO measurement precision occur. In the range delay domain the original ambiguity
function (figure 11 for a "no-chirp" pulse) is repeated at integral multiples of the re-
petition time (figure 12) thus giving rise to "second time round" ambiguities whach
occur when the repetition time is chosen smaller than radar range delay. Moreover as a

result of repetition a

sinl (N- k_)*nTnl/Sln(~nTn) where N- number of repetitions
k- integer 0 <k - N
welghting occurs in the Doppler domain related to "blind" range rate of targets (figure
13). A a consequence of the coherency the main lobe of the ambiguity function narrows and
its amplitude becomes greater (pre-detection matched filter integration) both linearly de-
pendent on the number of pulse repetitions. Figures 14, 15 show similar effects for a lin-
ear frequency modulated chirp radar and figures 16, 17 for the case of triangular freguen-

cy modulation, the pedestal beingparticularlyclear in figure 16.

In choosing the repetition time cqual to the pulse width the ambiguity function for a FM-
CW radar is obtained. The number of pulsc repetitions (sweeps) can be directly related to
FFT requirements for Doppler data processing (: 4,2). Yigures 18 thru 20 show awbigulny
functions for a "sawtooth” FM-CW radar system whereas figqures 1 and 22 give similar func-

tions for a triangular FMCW radar system.
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3. COMPARISON BETWEEN FM-CW AND PULSE RADAR SYSTEMS

3.1 Principles of operation and assumptions

In figure 23 the fundamental principles of FM-CW and pulse radar are shown. The following

vwoumpt 1ons have been made:

FM-CW radar - There is a linear frequency sweep
- no amplitude modulation

Pulse radar - Tlhere is no chirp
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Figure 23 Principles of FM-CW and Pulse radar

3.2 Differences, similarities, advantages and disadvantages of both radar principles

- Transmitter

Due to the continuous wave feature of FM-CW thc mean transmitted power equals the peak
transmitted power, while with the pulse radar the peak power is dependent on the ave-
rage power, pulse length and pulse repetition frequency. FM-CW radar allows therefore to
have a low voltage power supply and a compact transmitter unit, furthermore the rf com-
ponent of the transmitter can be integrated with the antenna feeder system, hence true
solid state FM-CW radar is feasible.

The frequency generating source of FM-CW radar has to be highly linear with low FM-
noise and low amplitude modulation in order to produce the required range and velo-
city resolution. With pulse radar strict requirements are needed for low freguency
jitter to obtain the accurate Doppler data.

- Receiver

An inherent characteristic of the FM-CW receiver unit is the matched filter. To obtain

a matched filter receiver in a pulse Doppler radar is far more complicated. When using

a zero- if mixer a loss of 3 dB in signal / noise ratio occurs, a price to pay in this case
for simplicity. As the FM source in the FM-CW radar is used also 1s a local oscillator
the transmitter and receiver can be easily integrated. CW radarsvstems have the disadvan-
tage of high isolation between transmitter and receiver in order to prevent saturation

of the receiver, on the other hand low minimum range is obtainable.

- Antennae

In order to obtain the already mentioned high isolation between transmitter and receiver
special attention has to be paid to the design of the antennae. One solution uses sepa-
rate antennae for transmitting and receiving. Gain requirements result in larger antennae
constructions for the FM-CW radar case relative to pulse radar.




- Signal processing equipment

Frequency establishment in PM-CW radar is part of the matched filter receiver and nas
be performed before even range data is obtained. This can be done by fast digital compu-
ters or dedicated hardware using fast fourier transforms. Having powerful signal pro-
cessors additional tasks can be easily performed at the same time, such as Doppler pro-
cessing, calculation of power spectra, logarithms, averaging etc. Exercises with data ob-
tained from the radar <¢an be processed in order to suppress clutter, to update calibra-

tion and to enhance picture quality.

The spread spectrum characteristic of the FM-modulated signal must be emphasised which is

not the casewith a simple pulse radar. In addition security can be obtained by applying

:r frequency agility in the center frequency.

.3 Jomparison between a conventional pulse Doppler radar and a competitive FM-CW radar

the table below the parameters of a FM-CW radar and a pulse Doppler radar with nearly

gl poviormance are listed.

Pulse radar FM-CW radar
Central frequency 9 Ghz
Rargu Yesiiut 1on 100 m
r{ bandwidth 1,5 Mliz
waxinum unambiguous rande 35 K
average transmitted nowor 50 W 1 W
teak transmitted power 50 kW I W
pulse/sweep repetition frequency 1500 Hz
minimum RCS at maximum range 50 mz 10 m2
antenna gain 33,5 dn
isolation transmitter-receiver - - 50 dB
minimum range 2 okm 0,2km
maximum urambiguous Doppler velooit: 240 km/hr

The differences between a conventional pulse radar and a FM=CW radar demonstrate the ad-
vantages of FM=CW vadar with the exception of the iseolation reguirement and consequences.
It 1s assumed that pulseradar 1s well-known and therefore in the next table some examples

wi a FM-CW radar are given with different system paramcters.

Exangie 1 2

pararnetoer

freguency eXxocursion 2 MH . 12 Miiz
sweeps bime 0,6 ms 0,6 ms
sample frequency 1,365 Mz 8,192 MHz
# of points FFT 1024 6144

max. unambigurus velocity 40 km/hr 240 km/hr
imanimum ROS 10 m2 10 m2

A typilcal ser up of a FM-CW radar configuration is shown in figure 24.

Tu get the required radar performance cxtensive signal processing is necessary, for this
eason an array processor and a video display processor connected to a host compuler are

needed.
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Figure 24 Typical set up of a possible FM-CW radar configuration

4. FM-CW signal processing

4.1 Basic signal processing requirements

To carry out signal processing of the received FM~CW radar data we start with the radar equa-~

tion for separate transmitting and receiving antennae. The averaged received power becomes:

. 2
F‘:E’é‘ .
r (4“)351

where Pt and Pr are transmitted and received power, C( and Gr are gains in the specific
+ the radarcrosssection of

directions to the radar target, R is radar target distance and
the target to be measured. In case the two beams of the sepirate antennae are not fully
coincrdent the radar cquation has to Le modified. This takes place close to the radarsite
and is depending on the mutual spacing between the two antennae. As a rule of thumb it can
be said that for radar distances larger than Azft the radar equation can be considered to
be similav with the equation for the monostatic case, where A i1s the maximum size of the

combination of the two antennae.

ection, its

The target is characterised by 1ts geometry which determines the radar cros
distance and velocity. The radarcrossseotion can be described by its amplitude, frequency,

velocity spectrum and polarization properties. A quantitative danalysis can be done

’

ty 2 multiparameter radar with sensitive calibration.

so different types of radar signal processing have to be performed like processing

salibration

- range

- Doppler

- polarization

- clutter suppression

- picture enhancement

4.2 Pussible signal processing approach
The processing for calibration of the radar can be distinguished into absolute calibration

by means of standard reflectors with known radarcrosssection, At Delft a rotating planar

reflector is used for this purpose. The known reflectivity pattern of the rotating reflec-
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tor allows the suppression of unwanted reflections from its surroutdings. Relatiwe cali-
bration can be obtained by using a delayline which creates an artificial target. Real-
time monitoring indicates changes in the system parameters except for the antennae, en-
vironment and atmosphere. This can be done in an interleaved mode with normal radar

operation.

A second relative calibration makes use of the wide band thermal noise of the preampli-

fier of the recelver and can therefore be seen das a relalative calibration receiver. To

get range and Doppler information the different techniques have been reported [1]. For
range only information a fast fourier transform is applied to a single sweep and for
range- and Doppler information fast fourier transforms are applied to consecutive sweeps.
Beside the fast fourier transform other methods based on parameter estimation like ARMA
and Pisarenko methods have been published, but have not been performed up till now iuc -

impredictable side effects.

Polarization processing requires the availability of polarizers in the antenna structure.

Separate transmitting and recciving antennac allow separate polarizers to measure the full

polarization matrix continucusly witi one receiver only under the condition that measure-
nents for different polarizations cuan be done within the decorrvelation time of the target,
This feature enables differentiation on o polarisation basls between different targets

¢.q. unwanted reflections (cluttery.

Real-time polarization processing nuoessis ates 4 £ast processor, duc to the limited de-
correlation time and the derivarion ot tie six polarisation covfficients that charac-

terize the target.

For clutter syppression use can be #tothe correlatyon of succecding measurements of

the radarcrogssection or the alre mentioned polarization properties.

The availability of computer equipment needed to perform the processing functions can at
tt : same time be used to execute programs for picture enhancement. Algorithms like time
filtering, spatial filtering, windowing, averayging, noise- and clutter suppression can
be set up.

5. FM-CW HARDWARE

5.1 Microwave hardware

To produce pencilbeams parabolic reflector antennae arc in use. When lwo antennae have Lo

be used large dimensions arc the consequence. The pattern requirements are similar to thos
of pulse radar antennae. Long line effects have to be omitted as well as pesnlle (IS
amplitude modulation over the used frequency band. Matching circultry is nceded at the
of long microwave transmission lines. These types of problems can be avoided Ly full inte-
yration of transmitter and receiver in one aerial under the conditicn that safficient iso-
lation between transmitter and receiver can be obtained to prevent saturation of the 1eo-

ceiver,

Solid state frequency generating sources with good phase noise performance, scelid ot ave
power amplifiers and solid state low-unoise amplifiers are available. When spectal it ter -
tion is paid to the if circuitry 3 dB lower thermic noise figqure can be obtatned it oo

parison with the simple zero if receiver.

5.2 Intermediate frequency hardwarc

Introducing an intermediate frequency much larger than the frequency excursion the 16 w11 -

cuitry can be used for relative calibration but also to analyse non-linearitie nothe

sweep, amplitude modulation and parasitic noise. By using a coaxial cable as de: RN

T y———
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whereby the delayed signal is fed into the receiver an artificial target is generated for

this analysis.

The choice of using an intermediate frequency is inspired by the gain in signal to noise
ratio and also by the availability of stable frequency generating sources at lower fre-
quencies and of other signal processing hardware like steerable amplifiers, attenuators,

couplers etc,

5.3 Low frequency hardware

Depending on the maximum frequency in the beatsignal the low frequency hardware has to be
adjusted. We distinguish the gain envelope of the zero if amplifier in the receiver to cor-
rect for spatial extension of the radar waves, the filters to avoid aliasing, the sample
frequency for the analog to digital convertor, the number of bits in the adc to get the
wanted dynamic range and the computer hardware. A special role has to be fulfillied by

the timing generator which takes care of all the needed signals in the radar to obtain

coherency.

To visualize the processed data a quasi real time quick look monitoring is cssential. The
beatsignals that include all received data can be collected on an analcg instrumentation

recorder for further use.

6., RESULTS WITH THE DELFT ATMOSPHERIC RESEARCH RADAR

In this paragraph we show some results of clutter maps, Doppler velocity spectra of rain

and polarization properties of a single target. The measurements have becen carried out

with DARR described in literature [2].

DARR has a transmitting antenna with a diameter of 4.28 m and a receiving antenna with

a diameter of 2.12 m. The transmitted power during the measurements shown is 1 Watt. The
sweep time was chosen to be 2.5 ms so that the maximum unambiguous Doppler velocity be-
comes 9m/s. Other relevant radar parameters selected are given in the figures. The first
radar pictures (figure 25) show the cluttermap in the surroundings of Delft with elevation
angles 0° and 4,13° and at different maximum range. The strong reflections from nearby
clutter are reduced by processing taking into account the R4 law of discrete tarcets. To
visualize the large dynamic range we use a colour scale instead of a grey scale. Every
displayed sector consists of averaging 16 consecutive power spectra to improve clutter

to noise ratio. At an elevation of 0° and a maximum range of 15 km we see the reflection
from discrete targets with a displayed dynamic range of 30 dB. The lowest reflectivity
value can be chosen. The transmitted power was 510_3 Watt. For an elevation of 4.13°

and a maximum range of 15 km it is seen from the figure the influence of the side lobes
of the antennae resulting in circular arcs. The dynamic range has been reduced to 20 dB

while the transmitted power is increased to 1 Watt. For 0° elevation and a maximum range

HHH!!EE ﬂﬁﬂ!ﬁiﬂﬂﬂ
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a)Elevation CZ,Range 15 km b)Elevation 4.13°,Ranqe 15 km c)Elevation U:,Ranqe 75 km

Figure 25 Clutter maps of the surroundings of Delft
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of 75 km figure 25 C is obtained (Pt = 1.0_2 Watt). The cities Amsterdam and Haarlem, the

coast and Rijnmond can be distinguished.

As a result of high resolution Doppler measurements we show figure 26 ,which is computed
from reflectivity data obtained with the radar looking to zenith. Because the sweep time
is less than the decorrelation time of rain, rain reflectivity cannot be considered as
clutter and therefore raindrop fall velocity spectra can be measured. The processed data
consist of reflectivity as function of height, the mean Doppler velocity, the Doppler
spectrum width and the skewness in the Doppler spectra. Results of this can be used to
determine the rain drop-size distribution.
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Figure 26 Spectral moments of rain measured with DARR. Pt=l Watt,
h= 30 m(1])

When two polarizers are used in DARR both steered sinusoidally but in opposite sense over
angles *45" we have situations that the transmitted and received polarizations are the same
and there exist situations that the polarizations differ 90°. 1n figure 27 the polarization

dependency of a tower some 1100 m away is given as a function of the difference in polari-
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zation angle.

st
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Figure 27 Received power as function of polarizatinn angle
difference

CONCLUSION

In this paper attention has been paid to coherent FM-CW radar system parameters, their
similarities and differences with coherent pulse radars. On the basis of matched filter
analysis we show two dimensional ambiguity functions in range and in Doppler domain for

a pulse radar, a pulse radar with FM chirp during the pulse and the FM-CW radar. We illu-
strate that the coherent pulse radar and the FM-CW radar are at both ends of the genera-
lized concept of a pulse radar with FM-chirp. Most simple pulse radar systems are not of

the matched filter type while inherently to the FM-CW radar principles the FM-CW radar re-
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ceiver can be considered in this way. This means that in this circumstance the FM-CW
radar can be advantageous as far as transmitted power, minimum range and sensitivity
is concerned. A disadvantage can be the required isolation between transmitter and
receiver. Different from pulse radar systems is the signal processing of the radar
data coming from a FM-CW radar. This is ca'....! by the fact that range and Doppler
processing has to be done in the frequency dJdomain. Additional processing for cali-
bration, windowing, polarimetry, clutter suppression and picture enhancement is dis-
cussed based on experiences obtained with the Delft Atmospheric Rescarch Rader {DARR) .
Real time signal processing in this radar is a research item in itself and requires
real time radar system management as well to keep the radar parameters under computer
control. The advantage of this approach is the flexibility in the FM-CW radar as is
shown by different experiments in which the radar has been reconfigurated by software

only.

} The hardware needed to build FM-CW radar systems allows the thought that solid state
powerful radar systems can become reality. Results with DARR show its capabilities con-

cerning high range resolution, Doppler processing, cluttermaps and polarimetry.
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VISUALISATION RADAR
CONVERSION DE BALAYAGE : DEFAUTS ET TECHNIQUES D’AMELIORATION
PAR
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RESUME

Les informaticns vidéo-radar en sortie des circuits de traitement sont naturellement
en coordonnées polaires. La présentation de ces informations sur un écran nécessite un
stockage préalable dans une mémoire dite "mémoire de la carte radar" ou "mémoire
d'image".

Dans de nombreux cas, une organisation de la mémoire d'image en coordonnées
cartésiennes est intéressante car elle permet :

- d'effectuer facilement certains traitements radar,
- de compenser les mouvements du porteur (en translation),
- d'étre d'acces direct pour une présentaiion de 1'image en mode télévision.

La conversion de balayage, qui permet d’'inscrire la vidéo-radar présente en coor-
données polaires, dans la mémoire, architecturée en coordonnées cartésiennes, peut
engendrer des defauts dont les plus évidents sont

- la perte d'informations radar pour des distances proches,
- une image avec des zones noires pour les distances les plus grandes.

Les technigues qui permettent de supprimer ou de compenser ces défauts sont
basées sur

- une harmonisation entre les paramétres radar et ceux de la mémoire d'image,

- des techniques de traitement au niveau des points mémoire ou au niveau des pixels
de 1'image,

- des techniques de remplissage par interpolation.

1 - INTRODUCTION

i Les dispositifs de présentation des informations radar, réalisés avec des tubes
remanents ou des tubes a& mémoire sont progressivement remplacés par des sytémes de
visualisation présentant 1'information sur des tubes cathodiques classiques noirs et
blancs ou couleurs.

L'utilisation de ces tubes nécessite l'utilisation de circuits électroniques pour
la mise en forme et la memorisation des informations.

La qualite des images obtenues dépend des choix effectués au niveau de !'architec-
ture des circuits électroniques et au niveau du mode de balayage de 1'écran. Ces choix
sont d'autant plus critiques que 1'image correspond a une carte radar trés dense, telle
que, par exemple, une carte du sol dans le cas d'un radar aéroporté.

Dans de nombreuses applications, pour des raisons qui ne sont pas données dans le
présent exposé, le balayage de 1'écran est effectué en mode "télévision". Le sianal
radar en sortie des circuits de traitement est délivré sous forme “polaire"”. La conver-
sion de balayage, qui permet de transformer les coordonnées polaires du radar en
coordonnées cartésiennes de la télévision, est effectuée par les circuits électronigues
dit "de conversion de balayage et de mémorisation”. Cette convers on de balayage engen-
dre des défauts qui nuisent & la qualité de 1'image et qui peuvent dégrader les perfor-
mances du radar.

Le but du présent exposé est de situer les paramétres de la conversion de balayage,
de mettre en évidence les défauts qui en découlent et de proposer des techniques qui
permettent de les supprimer ou de ies compenser.

2 - ARCHITECTURE GENERALE DES CIRCUITS DE_CONVERSION DE BALAYAGE (planche N° 1}

Les circuits de conversion de balayage sont architecturés autour d'une mémoire
principale qui permet de stocker une carte radar compléte. La carte radar est 1'ensemble
des informations reques par le radar pendant un cycle du balayage de 1'antenne.
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Les circuits d’écriture effectuent 1'inscription du signal vidéo-radar dans la
memoire principale. Le calcul des adresses des points & inscrire dans la mémoire
constitue la conversion de balayage proprement dite (planche N° 2).

Les circuits de lecture délivrent un signal vidéo-composite compatible avec le
balayage télévision de 1'écran ; le contenu de la mémoire est lu & cadence suffisante
pour assurer une présentation sans scintillation (50 ou 60 Hz ou plus).

3 - CHOIX DES CARACTERISTIQUES DES CIRCUITS DE CONVERSION DE BALAYAGE

Les caractéristiques des circuits seront évaluées dans un cas bien précis d'appli-
cation. L'adaptation des résultats & d'autres cas pourra étre effectué le plus souvent
par simple transposition.

Le radar est un radar aéroporté qui observe le sol vers l'avant

- le mode de fonctionnement est la cartographie,

- le secteur balayé par le faisceau couvre un domaine qui a été limité 4 plus ou
moins 60 degrés,

- le signal vidéo est délivré, aprés traitement, sous forme échantilionnée, récur-
rence par recurrence. Le rang de )'échantillon dans la récurrence donne la distance,

- la position angulaire du faisceau (gisement) est fournie par le c.lculateur du
radar par 1'intermédiaire d'un bus.

Le module écran est du type moniteur de télévision
- i1 peut 8tre noir et blanc ou couleur/shadow-mask,

- ses dimensions sont relativement faibles pour permettre son intégration dans une
tancne de bord,

- un balayage de 512 lignes de 512 points (pixels) est suffisant pour effectuer une
cuvuverture hgoojone de 1'écran,

la resolution propre de 1'écran est moins bonne que celle qui correspond 3 une
ligne ou & un goint de la ligne ; cette résplution n'est donc pas dégradée par le choix
4u nombre de lignes et de points par ligne.
3.1. Choix de la capacite de la mémoire

La résolution de la mémoire ne doit pas étre inférieure & celle de 1'écran. 1 en
résulte que 1a capacité minimale de cette mémoire dogit étre de 512 x 512 points.

Le nombre de bits par points dépend du type d'application. Ces bits contrdlent la
luminance et 1a chrominance des pixels du tube :

- en monochrome le nombre de bits peut étre compris entre 3 et 8 (souvent 4 bits),

- en couleur, 3 ou 4 bits peuvent étre affectés & la chrominance et 3 & 8 pour la
luminance.

La capacite de la memoire de 512 x 512 points peut &tre augmentée pour mettre en
oeuvre dans de bonnes conditions des fonctions telles que :

- agrandissement d'une partie de 1'image pour mieux visualiser certains détails
(zoom),

- décentrement pour découvrir une zone située en dehors de 1'écran,

- rémanence,

- etc.

Dans tous les cas, la capacité de la mémoire est dimentionnée pour que, aprés mise
en oeuvre de la fonction agrandissement ou décentrement etc, la nartie de la mémoire
correspondant 3 ce qui est présenté sur 1'écran ait une capacité de 512 x 512 points.
3.2. Paramétres des circuits d'écriture

Les circuits d'écriture régoivent le signa)l vidéo radar sous forme échantillonnée
récurrence par récurrence.

Les paramétres & prendre en compte sont
- le nombre N d'échantillons pour la distance D & présenter sur 1'écran,

- 1'écart angulaire 46 entre deux récurrences successives,
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- la précision et le bruit sur la valeur de la direction ¢ des récurrences,
- la précision des calculs de l1a transformation de coordonnées.
Les principaux défauts qui apparaissent & 1'écriture sont

- la perte d'information qui se produit lorsque plusieurs échantillons sont inscrits
dans la méme cellule mémoire. Sans traitement particulier, seule la derniére inf rmation
inscrite est conservée. Plusieurs types de traitements sont possibles parmi lesquels
la conservation du "plus grand” ou la conservation de la moyenne. Ces traitements sont
dits “"traitement points”

- les points mémoires non adressés ; sans traitement particulier, ces points restent
vides et donnent des pixels noirs ou gardent le contenu inscrit au balayage précédent.

L'analyse géométrique de 1'opération d'écriture montre que

- le nombre d'échantillons en distance doit étre au moins égal au nombre N de points
mémoires sur un rayon, soit

N > 512

- 1'écart angula1re maximal doit permettre d'inscrire deux points mémoires consé-
cutifs en limite d’'écran soit, un écart As de :

1/512 = 2 milliradians = 0,1 degré
Ces valeurs de N et de A6 seront prises comme référence dans la suite de 1'exposé.
3.3. Circuits de lecture

Les circuits de lecture délivrent le signal vidéo composite dans un format compa-
tible avec les standards de télévision.

La lecture de 1'ensemble de la mémoire est effectuée & la méme cadence que celle du
renouvellement de 1'image sur 1'écran. Cette cadence peut étre du 25 ou du 30 Hz comme

dans la télévision grand public mais, pour supprimer les phénoménes de scintillation,
il est préférable de monter & 50 ou 60 Hz.

En principe, la lecture n'introduit pas de défauts mais, 1' ensemb]e. composé des
circuits de lecture et de T'écran TV peut engendrer des défauts d'aspect si la bande
passante des circuits n'est pas suffisante. Les figures 1, 2 et 3 de la planche N° 3
montrent que le niveau de luminance voulu n'est atteint de maniére satisfaisante pour un
point isolé que si la bande passante est 2 & 3 fois supérieure a la cadence de répé-
tition des points.

Des circuits de traitement peuvent étre associés aux circuits de lecture pour
atténuer les conséquences des défauts créés par la conversion de balayage. Ces
traitaments sont de type filtrage ou filtrage spacial ; des exemples de ces traitements
sont donnés dans la suite de 1'exposé.

4 - MISE EN EVIDENCE DES DEFAUTS

Les caractéristiques qui sont prises en compte pour juger de la jualité de la carte
radar sur l'écran sont les suivantes :

- taux de remplissage aprés un balayage,

qualité de la restitution des formes,

absence de perte d'informations,
- qualité visuelle de 1'image.

Les images représentées sur les planches suivantes permettent de mettre en évidence
les défauts.

Planche N° 4 : image mettant en évidence le taux de rempliscage aprés un balayage.
Les points noirs qui apparaissent sont ceux qui n'ont pas été adressés par la transfor-
mation de coordonnées.

Planche N° 5 : signal vidéo radar dont les échantillons sont alternativement & "1"
ou & “0". Si la restitution était bonne, 1'image devrait étre composée de cercles
concentriques.

Planche N° 6 : signal vidéo dont les échantillons sont alternativement deux "1"
suivis de deux "0". Les cercles plus épais et plus espacés que sur la planche N> » sont
représentés convenablement (les points manquants ne sont pas trés visibles).

Planche N” 7 figure 1 : signal vidéo dont les échantillons sont alternativement un
"1" suivi de quinze 0. L'analyse fine montre des cercles “troués" vers les jrandes
distances et vers 45 degrés.




Planche N° 8 figure 1 : signal vidéo composé alternativement de deux récurrences a
"1" suivies de deux récurrences a "0".

Planche N° 9 figure 1 : une récurrence & "1" et quinze récurrences a "0".

Pour ces deux derniéres planches, la restitution des formes est loin d'étre
satisfaisante.

5 - INFLUENCE DES PARAMETRES, TECHNIQUES D'AMELIORATION

5.1. Influence du traitement point

Lorsqu'un méme point mémoire est adresse plusieurs fois, sans traitemenrt parti-
culier, seul le dernier échantillon inscrit est conserve et donc, les autres ernarn-
tillons sont perdus. Les traitements qui peuvent étre appliques au niveau <. Loint
mémoire pour éeviter cet inconvénient sont

- conserver 1'échantillon ayant ta plus grande amplitude,
- effectuer la moyenne des echantillons.

L'utilisation de 1'un ou ''autre de ces "traitements point” depend de la rature du
signal. Dans ce qui suit, seule 1'influence du traitement "le plus grand” est anal,;sc.

Le traitement point est sans action Sur le taux de remplissage, mais, san effet est
fondamertal pour un radar car, il permet de ne pas perdre les echantillons de plus
fortes amplitudes. Les effets du traitement "le plus grand” sont egalement tres nets
sur la qualité de la restitution des formes ; cet effet est mis en evidence sur les
figures 2 des planches 7, 8 et % qui sont & comparer aux figures 1 des mémes planches.

5.2. Influence du nombre N d'echantillons en distance

Les courbes de la planche N° 10 donnent le pourcentage de points non adressés par
rapport au nombre total de points dans la mémoire

- dans le cas de réference, avec un écart angulaire de 0,1 degré entre récurrences
(courbe N> 4), le taux de remplissage est bon pour N = 512 et devient 100 * & partir
de 700 points,

- pour un écart angulaire de 0,05 degré, 512 points sont suffisants (courbe N° 5),

- pour des écarts angulaires plus grands que 0,1 degré (courbes N° 1, 2 et 3) il
n'est pas possible d'obtenir un taux de remplissage de 100 * quel que soit le nombre N
d'échantillons.

Les courbes de la planche N* 1l indiquent la répartition des points non atteints
en fonction de la direction de pointage # pour différentes valeurs de N. La zone la
plus mauvaise est située a 45 degrés (par suite de la symétrie de 1'image, autour de O,
seule la partie droite est analysée, avec extension du domaine balayé jusqu'a 90°).

Le nombre d'échantillons réels dont dispose ie radar en sortie du traitement doit
étre adapté au nombre d'échantillons nécessaires pour obtenir une bonne image,
1'adaptation peut se faire

- si le nombre est a priori trop petit : en suréchantillonnant ou en répétant
plusieurs fois une méme information,

- si le nombre est trop grand : soit effectuer 1'adaptation directement dans les
circuits d'écriture grdce au traitement "le plus grand", soit effectuer un regroupement
préalable.

Le meilleur procédé pour obtenir une bonne carte radar est d'adapter la résolution
radar et la résolution de 1'écran. I1 ne sert a rien dans un mode donné d'avoir une
résolution radar treés supérieure & celle de 1'écran. L'analyse des courbes des planches
10 et 11 montrent que

- un nombre d’'échantillons en distance égale au nombre de points mémoire donne déja
des réesulttats satisfaisants,

- augmenter le nombre de points radar par un suréchantillonnage dans un rapport
entre | et 1,4 améliore sensiblement ces mémes résultats,

- au-deld d'un rapport 1,4 le suréchantillonnage n'apport plus rien.

5.3. Influyence de 1'écart angulaire 28

Le taux (en %) de points non inscrits en fonction de 1'écart angulaire est donné
sur les courbes de la planche 12. Les différentes courbes correspondent & diffurentes
valeurs du nombre N d'échantillons. Ces courbes confirment que pour N < 512 {courbes 1,
2.,3) quel que soit A6, la quantité de points non inscrits n'est pas tolérable.




La courbe 4 qui correspond au cas de référence avec N = 512 montre que les perfor-
mances s'améliorent quasi linéairement entre 1'écart de réference de 0,1 degrs et
1'angle moitié ; diminuer 1'écart au-dela de cet angle de 0,05 degré n'apport: plus
d'amélioration sensible.

Les courbes de la planche 13 montrent que, pour une surface élémentaire donnée, a
une distance donnée, le plus grand nombre de points non inscrits est situé dans la
direction & 45 degrés (voir remarque § 5.2. olanche 11).

La résolution angulaire du radar est constante ; pour les radars connus cette
résolution, quasi constante en fonction de la distance, est située, en ordre ce gran-
deur, entre 0,1 degré et quelques degrés. La résolution angulaire vue au niveau de
1'écran est directement proportionnelle & la distance ; cette résolution tient a des
critéres objectifs mais également a des critéres visuels plus subjectifs. Dans Jes
meilleures conditions, c'est-a-dire avec N > 700 points et A8 < 0,05 degrés, la
résolution peut étre estimée a :

- 0,12 degré pour les distances les plus grandes (planche 14, couples de rayon au
pas de 2 degrés avec un espace entre rayons de 0,12 degré),

- 0,25 degré (en moyenne) & mi-distance (planche 15 : couples de rayons au pas de
2 degrés avec un espace entre rayons de 0,25 degre),

- 1 degré au 2/10 de la distance maximale.

La position angulaire du faisceau, prise en compte pour les calculs de transfor-
mation de coordonnées, est

- donnée sous forme numérique donc est quantifiée,

- issue de mesure et de calculs donc est affectée d'un bruit.

La quantification et le bruit doivent étre pris en compte pour 1'évaluation de
1'écart angulaire maximal. Par exemple, si la position angulaire & est donnée en
14 bits avec une précision de + 1/2 LSB, un écart angulaire théorique '9% de 0,088 degre
{4 LSB) sera en fait équivalent, vis-&-vis de la qualité de 1'image a urn écart de
0,1 degreée.

6 - AMELIORATION DE LA QUALITE DE L'IMAGE PAR FILTRAGE

La quantification de )1'image en lignes et en points, au niveau de 1'écran proprement
dit et au niveau des circuits de mémorisation, donne une image dont la texture est
nécessairement granuleuse. Cet effet est plus ou moins visible suivant la maniére dont
est effectuée la conversion de balayage et également suivant la nature de 1'image.
L'effet de granulation est assez sensible sur les surfaces a faible gradient de
variation de luminosité et, les effets de la quantification sont trés marqués sur les
contours a formes géométriques (lignes droites, cercle, etc.).

Un des procédés les plus efficaces pour réduire ces effets consiste a effectuer
un filtrage spatial de 1'image. Les figures des planches 14 et 15 donnent des exemples
de 1'effet de tels filtrages. Le filtre utilisé effectue une convolution spatiale
"3 x 3" de type passe bas.

7 - CONCLUSION

Les écrans de visualisation de type télévison étant imposés dans de nombreux
systémes, il est nécessaire d'effectuer une conversion pour adapter le balayage en
rotation {(polaire) du radar au balayage en translation (cartésien) de 1'écran. Cette
conversion qui, dans le principe, ne peut étre effectuée sans dégradation de la
qualité de 1'image peut cependant donner des résultats trés satisfaisants si les
circuits électroniques qui effectuent 1'adaptation sont convenablement paramétrés. Les
principales conditions & respecter pour obtenir de bons résultats sont

- de dimensionner la mémoire de la carte radar de maniére & utiliser au mieux les
perfarmances de 1'écran soit

un nombre de lignes mémoire égale au nombre de lignes du balayage,

un nombre de points par lignes supérieur au nombre de points par lignes sur
1'écran {entre 1 et 1,4),

. que la capacité mémoire définie ci-dessus ne concerne que la partie présentée
sur 1'écran, indépendamment des mémoires nécessaires pour effectuer des zoom ou des
décentrements,
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- dladaster les signaygx video radar avant de les transférer dans 1a memoire
dJe telle mamiere Que

te nombre o 'echantillons en distance soit au moins égal au nombre de points
memeires correspondant @ la méme distance ; le cas optimal étant le rapport 1,4,

1'écart angulaire entre deux reécurrences successives soit supérieur & 1'angle

vermettant de passer d'un point a4 la plus grande distance ay point suivant a la méme
distance. Des ameliorations réelles sont constatées jusqu'a un rapport 2.

- d'effectuer un traitement au niveau du point mémoire. Ce "traitement point"
cermet de ne pas perdre des informations indispensables pour la détection radar et
vaiportantes pour la restitution des formes. Les traitements les plus simples consistent
v garder le plus grand échantillon ou & effectuer la moyenne, des échantillons vidéo
Tscrits dans le méme point meémoire.

tnfin, une amélioration sensible de la qualite visuelle peut étre apportée par un
filtrage spatial passe bas de la carte contenue dans la memoire, dvant de la présenter
sur Técran,

Dans un avenir proche, la généralisation des ecrans 3 haute resolution associes a
des memoires de grande capacité permettra d'éliminer les consequences des dernijers
defauts résiduels dus & la conversion de balayage.
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POSTINTEGRATION D'IMAGES RADAR
PAR
pan1EL GARNIER

THOMSON-CSF / DIVISION A,V.S,
178 BD GABRIEL PERI - 92240 MALAKOFF - FRANCE

RESUME

L'intégration de cartes radar, obtenues avec des radars aéroportés & antenne
synthétique, améliore la qualité des dites cartes par augmentation du contraste des
échos réels par rapport au bruit de fond.

L'amélioration porte plus particuliérement sur le bruit dit “granulation" ou
“speckle", caractéristique des radars cohérents.

L'intégration de cartes radar représentant une méme scéne, obtenues au cours de
balayages successifs, donc sous des angles et & des distances différents, nécessite
une compensation précise des mouvements du porteur. Cette compensation est analysée
dans le cas d'un stockage des échos dans une mémoire architecturée en XY et dans le
cas d'une architecture en p-9.

Deux types de filtres sont examinés

- filtre de type RC,

- filtre moyenne glissante.

Différeats résuyltats expérimentaux sont présentés pour chacun des procédés en
analysant les avantages et les inconvénients.
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DUAL FREQUENCY MM-WAVE RADAR FOR ANTITANK HELICOPTER
by

F. X Jehle and HMeinel
AEG-Telefunken
Sedanstr. 10
7900 Ulm
Federal Republic of Germany

ABSTRACT

All over the world, heheopters are gaining increasing significance for air close support, airborne landing, tank unit
interdiction #nd both helicopter and tank engagement missions.

'he mission phases can be broken down as follows:
—  cruise flight

— nese-on-carth {NOE ) and contour flight
— weapon delivery.

To support these mission phases, sensors are required for

—  obstacle warning
—  navigation

moving and fixed target indication for weapon designation.

The majority of the present systems use optical and infrared sensors: some of them apply laser systems, These sensor
systems are subject to considerable limitations with respect 1o their capability of penctrating bad weather zones. fog. and
battlefield environment (dust. smoke. man-made fog ete.). This paper presents the design concept of s dual-frequency radar
operating in the millimetre wave range: it avoids these drawbacks and complements the existing sensors.

It consists of a 60 GHz radar subsystem for obstacle warning including the detection of wires up to a range of
approximately 500 m: due to the sclection of a frequency in the absorption line of oxygen resulting in a high atmospheric

attenuation (16 dB/km), the susceptibility to interception and thus also to interference (ECM) can be maintained at a very
low level

A 50 GHz radar subsystem (attenuation as low as 0.3 dB kmj with its range of approximately 5 km against targets of
interest is used for navigation. fixed and moving target indication as well as weapon designation.

Due to the combination of the two subsystems (50-60 GHz), high-value components (antenna, scanner, receiver

assemblies, control and indicator units) can be used jointly for both subsystems. so that the special features of cach
subsystem become available at reasonable expenses.




SIMULATION DF MULTISTATIC AND RACHSCATYERING CPOSS SECTIONS Fo® ATRBORNE RADAR

Albert W. Rigns
Department of flectrical and Computer Engineering
The University of Alabama in Huntsville
Huntsville, Alabama 35R99, USA

SUMMARY

In order to determine susceptibilities of airborne radar to £lectronic Counter Measures and flectronic
Counter-Counter Measures simulations of multistatic and backscattering cross sections were developed as
digi*al modules in the form of algorithms. Cross section algorithms are described for prolate (cigar shape)
and oblate {disk shape) spheroids. Backscattering cross section alqorithms are also described for difffe-
rent cateqories of terrain.

Backscattering cross section computer programs are also written for terrain categorized as vegetation,
sea ice, gqlacial ice, geological {rocks, sand, hills, etc.), oceans, man-made structures, and water bodies.

PROGRAM STGTERRA is a file for backscattering cross section modules of terrain (TERRA) such as vege-
tation (AGCROP), oceans (DCEAM), Arctic sea ice (SEAICE), glacial snow (GLASNO), geological structures
(GEOL), man-made structures (MANMAD), or water bodies (WATER). AGCROP describes agricultural crops, trees
or forests, prairies or grassland, and shrubs or bush cover. OCEAN has the SLAR or SAR looking downwind,
upwind, and crosswind at the ocean surface. SEAICE looks at winter ice and old or polar ice. GLASND is
divided into glacial ice and snow or snowfields. GEQL has bare soil, sand, lava beds, hills, mountains,
valleys, rocks or boulders, permafrost, and clay. MANMAD includes buildings, houses, roads, railroad
tracks, airfields and hangars, telephone and power lines, barges, trucks, trains, and automobiles. WATER
has lakes, rivers, canals, and swamps.

PPOGRAM SIAATR is a similar file for airborne (AIR) targets such as prolate (PROLATE)} and oblate
(OBLATE) spheroids,

1.0 INTRODUCTION AND OBJECTIVES

The effects of Flectronic Counter Measures {ECM) and Electronic Counter-Counter Measures (FLCM) on
modern radar systems are very difficult to evaluate analytically. These difficulties increase with the
continuously changing ECM environment. Current airborne radar systems have been desianed primarily with
basic system performance as the major objective. Operation of these systems in ECM environments has not
received a corresponding level of evaluation. Furthermore, modern radar complexity has grown with, and in
some areas, paced the growth of technology, When this growth is combined with *he neglect of ECM, the
result is a relatively unknown radar system performance in an ECM environment,

Ouring the last few years there has been an increased awareness of the Warsaw Pact ECM capability and
the formidable threat it presents to the operation of our airborne radar systems. As a respanse to this
threat, the Department of the Air Force is committing resources to determine various susceptibilities in
its radar systems. A sequence of simulations and analyses will be made to identify these susceptihilities
and areas for significant ECCM development.

As part of these simulations and analyses, diqital models of bistatic and backscattering cross sec-
tions for terrain and airborne targets were developed. 8istatic and backscattering cross section computer
programs are described for prolate {cigar shape) and ohlate (disk shape) spheroids. Backscattering cross
section computer programs are described for terrain categorized as vegetation, sea ice, gqlacial ice,
qeological (rocks, sand, hills, etc.), oceans, man-made structures, and water bodies.

The computer proqrams appear in the Appendix of this report. When referenrced in the text, they will
be written in CAPITAL LETTERS, Variables and parameters referenced in the text will be written in (CAPITAL
LETTERS) within parentheses.

2.0 THE RADAR EQUATION

The fundamental relation between characteristics of radar systems, terrain and airborne targets, and
received siqnals in the radar equation. In PROGRAM RADAREQ, the radar scattering cross section ny(SIGMA)
in m¢, {s suitable for bistatic and monostatic radar systems. In bistatic form, received power (BRE) in
watts is S

= S 1 PR Qx Gv A

FoMT R Lplr) g S Rat Lold)  Hw

= P Gr QN
TP R AR, T U (Il ptl s

where P is transmitted signal power (PTR) in watts, G amd G, are receiving and transmitting antenna gains
(GRE, G%R). P. and R, are distances from the receiver Snd traﬁsmitter to the target (DISTR, DISTT) inm,
is the signal waveleﬁqth {LAMDA) in m, and L (r), L {t}, and L_ are propagation losses over rece‘ver to
target and transmitter to target paths, and gystem Posses (LRES LTR, LSYS).

(1)




In monostatic form, transmitter and receiver distances to the target are identical because their lo-
cations are the same, and the same antenna transmits and receives, so that

Ry =R, =R, G =G =6, (2)

and the received power becomes 2 +
S r
Pe= Px e Rz\\_ (W) Lt ™)
(4w ? ] s -
In bistati: form, the scattering cross section (SIGMAB) {s calculated in PROGRAM BISPRULMP and
PROGRAM BISTATIC for prolate (ciqar shape) spheroid targets. The letters MP designate a main program
without subroutines. In these programs, prolate pheroidal coordinates are used with foci (0, 0, 2),

f0, 0, -2) (L) and families of ellipses (when rotated about the major axis, a prolate spheroid is gener-
ated) of constant u(U). The equation for a prolate spheroid, in spherical coordinates, U, T and ;, is

% S S
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T EVCERD) Kt wr
with 2:U0 equal to the sum of the focal radii at the point (x, y, z) on the surface of the spheroid.

(4)

A more familiar form for a prolate spheroid is
™ [N -
X "4 =
:5 - e --1- - ‘ 2 Cl..:’ \, )
> o (5)

where a and b are the major and minor axes (MAJAX, MINAX). The scattering crass section (SIGMAB) in this
form is found in PROGRAM BISPPABMP and PROGPAM BISPROAS,

A similar form faor an oblate spheroid is found with

2 S b
XX~ o E 2, b>e,
v o> (6)

in PROGRAM BISOBLMP and PROGPAM BISOBLAB with major axes (MAJAX) in the x-y plane and minor axis 'MINAX)
along the Z-axis.

The backscattering cross sections (SIGMAB) are calculated in PPOGRAM MONPPOLMP and PROGRAM MONPRCLAT
frr prolate spheroids and in PROGRAM MONOBLMP and MONOBLATE for oblate spheroids. The major and minpr
axes format is used in these programs.

Tn backscattering cross sections of terrain, the differential scattering coefficient .0 (S1GFTVY is
developed in empirical forms in PRPOGRAM SIGTERPA. If 3 subsequent aqrant is received for additianal re-
search, tnis program will be "Yinked" with PROGROM SIGMAVES to pravide a more detailed 0 description,
Since ~C is the scattering cross section per unit area, it must be multiplied by the terrain area under
sirveillance in order to find the scattering cross section,

Mot included are pulse widths, antenna patterns as functinns of - and ;, signal-to-noise ratios {SNR)
in terms of VTOB noise, receiver noise fiqures, pulse repetition rates, and time delays between pulses,

Also excluded are computer programs for propaqation path losses, which are identical for monostatic
radar and different for bistatic radar. Rain attenuation programs would include raindrop Size distribu-
tion, rainfall rates, rain height, and slant path direction. Snowfall, hail, and foq (sand and dust in
desert areas) attenuations would have similar parameters.

¥S1S OF THE BISTATT

80SS SECTION OF A PROLATE SPHERQID

This section is an analysis of the bistatic radar cross sectinn af a perfectly conducting prolate
spheraid which is much larqer than the wavelenqth of the incident signal. The geometrical theory of ap-
tics yields usefyl results except in the shadow reqion in and near the farward directinn. 1In Eq. (1),

the first part was arranged in 3 farm to <eparate the bistatic cross section (SIGMAB), or an anproximate
value (SB) for the histatic cross section. The power density, in Fq. (1), reiching the target ‘s

& x
Ua= Px GEREL,0, )
wrile the power density U, at the receiver is
- L* has ."p L— 5 - cr-jl_,, \-J
Y, = e At MW R ALY

with system Yoss L_ assumed to occur at the receiver. Fauation (#) contaias the bistatic cross sectian
B and rearranqiné results in
U

= U RePLolr) T, (m
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Figure 1 is the coordinate system which orients the prolate sphero1d in space. The major axis of
the spheroid is a!ong the Z-axis. The ratio of major axis to minor axis is 3.0 in this example. The
transmitter lies in the y-z plane which, because of the symmetry about the Z-axis, does not affect the
calculations for the prolate spheroid or for subsequent calculations in oblate spheroid and backscattering
cross section configurations.

Figure 2 {s a geometric optics picture of an incident ray reflected from a curved surface on the
spheroid. The incidence dire:tion is g1ven by the unit vector k with components k,{K(1)), 20,
k (K(3)) and the reflection direction is given by the unit vector k' since the sLhero1d sugface is con-
vex, there is no interference between reflected rays from different reflection points on the surface.
This divergence allows U, to be described with ?, and the decrease of reflected power density with dis-
tance r from each reflected point. At the receiving antenna location, r eguals R _(DIST). If negligidle
path loss is assumed, Lr(r) is approximately unity. Reflected power density at the distance r is

- < - U*
V) = Uy rr Sy m, (10)

where F(rk) describes the spreading loss associated with reduction of power over a sphere of radius r sur-
rounding the spheroid in the k' direction.

Each reflection point P(x, y, z) on the spheroidal surface dgf1neg a tangent plane. With the expres-
sion for the prolate spheroid in £q. (5}, the normal unit vector N

sl b'& )
N e C Qx,“,-:{a , (1)
with the coordinates of P given by (P(1), P(2), P{3)) in PROGRAM BISPRABMP. and C equal to

[.7& +\a +* (b' z]-‘- (17}

The coordinate system with P as the origin appgars in Fig. 2. One axis is in the N direction. The
second axis is in the direction of the unit vector B,

B- Se-meld -
T vixy*] s

N
and the third axis is in the direction of the unit vector T,

T=NxB, (14)
where B and T define a tangent plane at P. B was chosen becau5§ of symmetry about the Z-axis. It is
tangent to any circle formed at 7 = constant, and is normal to

The incident and reflected waves have directions given by unit vectors k and k, with components of k
equal to (k(1), K(Z), k{3)), and located in a plane containing N, They are related by

k =k -2 (k ® NN, (15)
With the reflection direction from £q. (15), the spreading loss function F(rk) is e¢valuated. Figure 3
i1lustrates qssumptgons for this evaluation. Power fs reflected from the small [e tangle in the B-T plane
with sides T and v Scalars » and , are small increments in d\rect\onz T and R respect1¥e1y Power
reflected passes through the surface formed by the tips of the vectors r o The sur-
face formed by the tips of the,e vectors has sides 1 and Ry,

dl’
R 7\T+ v-‘w.\_.'-r'h., - / (16)

R, = *® * vy i=¥rh,. (a7

The vectors §1 and ﬁz are the sides of the rectangle at the tips of ri‘ (i = 6 to 3), and F(rﬁo) is

rkys rky, and r

’ ho'R\"Rt
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Maclaurin's Series is used to find the first two terms of k] and k,
-, ]
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where the derivations are claculated in SUBROUTINE DERIVP, For the oblate spheroid calculations, SUBROU-
TINE DERIVO is used instead of DERIVP. With prolate spheroidal coordinates, SUBROUTINE DERIVL is used.
The main programs are also different, but the remaining subroutines are the same for the above spheroids
and for the backscattering cross sections for these spheroids.

With substitution of Eg. (19} and (20) into Egs. (16) and (17), R1 and Rz become
-y ~n ’
R= M Te v ARy R, = xc%n-*“o)
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and with Eg. (23), F Flrk) is
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Equation (24) is simplified by dv‘fferergninS:]. (15) with & constant, ‘?
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and then with N expressed in terms of x, y, z, in £q. (11),
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Tn PROGRAM BISPRABMP, the input parameters are MAJAX, MINAX, THETA, DIST, INCAY, and INCAZ K THETA is
the angle of incidence of the incident field, and is measured from the positive Z-axis in the Y-7 plane in
the direction of the positive Y-axis. MAJAX and MINAX are the major and minor axes in meters. DIST is
the observation distance in meters. Coordinates of the observation distance [OBSPNT) are measured in
angles . (ALPHA) and #(BETA)., Angle « is in the Z-Y plane, and is measured from the positive Z-axis toward
the positive Y-axis in increments of « (INCAZ). Angle = is in the X-Y plane, and is measured from the
positive Y-axis in the direction of the positive X-axis in increments of & (INCAY)., Conversions to
spherical coordinates {THET) and #(PHI) are made. The output includes ALPHA, BETA, THETA, PHI, SB, and
SIGMAB .




4.0 BISTATIC CRQOSS SECTINN FOR AN OBLATE_SPHERQID
PROGRAM BISDBLAB and PROGRAM BISOBLAMP are similar to those programs for the prolate spheroid., Dif-

ferences are in the major (MAJAX) axes. Input data are MAJAX, MINAX, DIST, THETA, INCAZ, and INCAY. Out-
put data are ALPHA, BETA, THET, PHI, SB, and SIBMAB.

5.0 BACKSCATTERING CROSS SECTIONS OF PROLATE AND OBLATE SPHERQIODS

PROGRAM MONOBLATE and PROGRAM MONOBLMP are similar to programs for bistatic cross sections of oblate
spheroids, but only one angle is considered because the incident angle (THETA) equals the backscattering
angle (THETA). Input data are MAJAX, MINAX, DIST, and THETA. Output data are THETD, SIGMAB, aud SB.

6.0 SUBROUTINES FOR BISTATIC AND BACKSCATTERING CROSS SECTIONS FOR SPHERQIDS
SUBROUTINE ADD (A,B,C) adds two vectors, A and B, and the sum is a thi~d vector C. The vectors are
expressed in terms of components along the x,y,Z axes.

SUBROUTINE CONVRT (A,B,(,D) takes distance {A) and angies alpha (B) and beta (C), and converts these
to the observation point (D) desired. In the backscattering model, we use SUBROUTINE CONVRT (A,B,C),
where only distance (A) and angle alpha (B) are used to find the observation point {C}). In this case,
alpha equals theta.

SUBROUTINE CROSS (A,B,C) is the cross produce of one vector (A) and another vector (B), equal to a
third vector (C}, in terms of components of edch.

.SUBPOUTINE DERIVL (P,T,U,DLN) yields the derivative of the unit vector N {DLN) with respect to * in
the T (T direction, or with respect to y in the B (T) direction, at the point P (P} on the spheroid
surface. Rolate spheroidal coardinate u (U) is indicated by L in OERIVL. When major and minor axes are
introduci d as input data, SUBROUTINE DERIVP (P, T, MAJAX, MINAX, DLN) and SUBROUTINE DERIVO (P, T, MAJAX,
MINAX, DIN) are used for prolate and oblate spheroids.

REAL FUNCTION DOT, (A, B) finds the dot product of two vectors (A, B) in terms of their components.
The resulting scalar is DOT,

SUBROUTINE FINDKP (K, N, B, T, KPRIME) imposes the N, B, T coordinate system on the spheroid at the
reflection point. The vector B (B) is obtained from the vector § (N), which is an input datum. The cross
product subroutine, CROSS (N, B, T}, finds the vector T {T). With k [X) as an input datum, k (KPRIME) is
calculated.

REAL FUNCTION MAG {A) is the magnitude of a vector {A) with three orthogonal components. The output
datum is simply MAG.

SUBROUTINE NORM (A, B) is the vector A {A) divided by the magnitude of A, yielding the normalized
value (B).

IN SUBROUTINE SCLMLT (A, B, C), a vector (B) is multiplied by a scalar (A) to yield another vector (C).

SUBRQUTINE SUB (A, 3, C) is the vector difference (C) obtained when one vector (B) is subtracted from
another vector (A).

7.0 BACKSCATTERING CROSS SECTIONS OF TERRAIN

PROGRAM SIGTERRA is a file for backscattering crass sections of different types of terrain {TERRA)
such as vegetation (AGCROP), oceans (OCEAN), Arctic sea ice (SEAICE), glacial ice or snow (GLASNO),
geological structures (GEOL), man-made structures (MANMAD), or water bodies (WATER).

Vegetation is divided into agricultural crops, tree cover or forest, prairie or grasslands, brushes,
and shrubs, or flower cover. Oceans are divided into the radar looking downwina, upwind, and crosswind
at the ocean surface. Sea ice is divided into winter ice (less than a year o1d) and old or polar ice
(more than a year old). Glacial ice or snow is divided into glacial ice and snow or snowfields. Geologi-
cal structure is divided into bare soil, sand, lava beds, hills, moutains, valleys, rocks or boulders,
permafrost, and clay. Man-made structures include houses, buildings, roads and highways, airfields and
runways, aircraft hangars and farm buildings, railroad tracks, telephone lines, power lines, boats,
barges, ships, automobiles, trucks, buses, and trains. Water bodies include lakes, rivers, canals,
irrigation ditches, marshes, and swampland.

PROGRAM SIGAIR is a similar file for airborne {AIR) targets, such as prolate [cigar shape) spheroids
(PROLATE), oblate {disk shape) spheroids (OBLATE), and spheres (SPHERES).

PROGRAM SIGMAVEG receives input data in the form of frequency {FREQG) of the incident wave, type of
terrain (VEGETA), angle of incidence of the incident wave {THETA), and actual values of the backscattering
cross sections sigma. % (STGY) for incremental values of angle of incidence (J) and increments of fre-
quency (FREQIN (I)). A set of sigma versus theta curves are computed for each frequency such as 5, 10,

15, 20, 25, and 30 GHz. Theta fincrements are at 0, 5, 10, 15, 20, and 25 degrees. Interpolation formulas
yield the value of sigma (SIGFTV) at the actual frequency (FREQG) and actual angle of incidence (J). Also,
polarization (POLAR) is included in the form of HH, YV, HV, VM4, RHC, and LHC.




3.0 RESULTS
Fiqures 4-7 show - for various transmitter positions. The observation plane is the y,z plane. The
prolate spheroid has magor axis one unit long, and minor axis .33 units long. K is in square units.

Fiqure 9 shows fer a sphere of a radius one unit.

b

Fiqures 9-11 show -, in varying cases when the observation plane is not the y,z plane. (These are
all for a prolate spheraid with maior to minor axis ratio of 3:1). The observation plane in Fiqure 9
contains the z axis, but is at 459 with respect to the y axis. [In Fiqure 10, the observation plane is
the x,2 plane. In Fiqure 11, the observation plane is the x,2 plane, but rather than having the trans-
mitter on the v axis as in Graphs 7 and R, the transmitter is at 309 with respect to the 2z axis in the
/.2 plane.

Fiqure 12 shows -, when the major axis to minor axis ratio is changed from 3:1 to 10:1. In all other
respects, this is the same as Fiqure 5.

The observation distance was equal to 1000 units in Fiqures 4-12,

It will be seen immediately that for a prolate spheroid with major axis, 1 unit, the maximum value
of - is . Fiqures 4-7 show that this maximum value in the y-z plane is at 1307 minus the transmitter
anqlg which is exactlv as expected in terms of reflections, and geometrical optics, Tt is also interes-
ting to note that the patterns in Fiqures 4-7 are exactly the same except for being rotated in space.

Fiqures 7-10 show another aspect of this pattern in space. The pattern has maximum width in the
plane containing the transmitter and z axis, and becomes increasingly narrow as we rotate the observatinn
plane away from the y,z plane. 1t is to he noted that the value of :  as we approach the shadow becomes
anderterminate. In the x,y plare, = = - for all angles, while in the y,z plane, ', approaches .02702.

Fiqures 5 and 11 show the same behavior as Fiqures 7-10, except that the transmitter is now at an
angle 0f 309 with respect to the z axis rather than being on the y axis, Again, the pattern approaches
beinqg infinftely thin, and is indeterminate as we approach the shadow.

Lastly, a comparison of Fiqures 5 and 12 shows the effect of increasing the major axis to minor axis
ratio. If the prylate spheroid becomes narrower the maximum value remains -, but the pattern hecomes much
narrower .,
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THE USE OF SIMULATED SYNTHETIC-APERTURE RADAR SIGNALS OF SHIPS
IN THE DEVELOPMENT OF AN AUTOMATIC SHIP CLASSIFICATION SYSTEM

Malcolm R. Vant, Kam H. Wu J.K.E. Tunaley
Government of Canada London Research and Development
Dept. of Communicatons 1495 Geary Avenue
Communications Research Centre London, Ontario
P.0. Box 11490, Station H N5X 1G6
Ottawa, Ontario
K2H 882
SupmARY

One of the major problems encountered in developing and testing any target classification acheme is
the collection of an adequate data base for training and testing the classifier. This is particularly a
problem if one wmust obtaln radar information from a large number of viewing angles and over a large number
of targets, some of which may s unfriendly,

This paper descri’ .. a method for obtaining this information by simulation. Synthetic-Aperture
Radar signals such as would be obtained from either a moving or a stationary ship, are eimulated and it is
shown how such a facility can be used in the development of an automatic ship classification system. The
images of stationary ships are used to train and test the classification system and the images of moving
vessels are used to show how the classifier performance degrades 1f the motion is left uncorrected.

A readily available data base such as Jane's Book of Ships is used to compile 3-D outlines of the
vessels of interest. These outlines, accurate down to the l-m level, are used to decompose the ship's
superstructure into a set of radar scatterers. The returns from the scatterers are then summed, taking
into account the viewing angle of the radar. Using this technique, the radar scattering models for a
complete library of ships can be formed, and the library used to develop and test various automatic
classification schemes.

This paper will give examples of simulated SAR images of ships, and compare the real image of a
particular ship to its simulated one. The limitations of the technique will be discussed, and the use of
the data in testing an actual classification scheme will be briefly outlined.
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REQUIREMENTS AND APPLICATIONS FOR RADAR SIMULATIONS
- A STANDPOINT OF AN AIRFRAME COMPANY

Dr. Werner Kohl and Dr. Wolfgang Hetzner
Messerschmitt-BYlkow-Blohm GmbH
Postfach 80 11 60
D-8000 Miinchen 80
Federal Republic of Germany

SUMMARY

The paper gives an overview of requirements and applications for radar simulations per-
formed by an airframe company.

The discussion covers offline computer models either as stand alone or implemented within
air or sea combat simulations. The use for online models reach from interface simulations
to rather complex models for manned aircraft simulations.

The paper presents realized examples of radar models for air or sea combat simulations, an
experimental engineering tool which simulates a core avionic system, a 1 versus ) advanced
flight simulation with a pilot in the loop and a radar signal simulation implemented in a
terrain following closed loop simulation at an avionic rig.

1. INTRODUCTION

Radar simulations performed by airframe companies are significantly different from simula-
tions carried out by radar manufacturers. Radar companies primarily emphasize the detailed
simulation of the radar itself whereas simulation work of airframe companies has to cover

overall system aspects.

These simulations are in general related to one of the following categories.

- Comparison of radar systems under identical operational assumptions.

- Combat simulations to evaluate weapon system effectiveness in a combat scenario.
-~ Avionic simulations to optimize and evaluate system or subsystem performance.

- Advanced flight simulations with a pilot in the loop.

- Avionic rig operations with equipment simulation or stimulation.

Typical applications at MBB cover the air combat simulation with a program called SILKA
and a naval simulation called MKRIEG. An Experimental System Engineering Tool (EXSET) is

a set up used 10 evaluate and develop avionic system concepts. For the development and
performance access of control-configured aircraft together with an integrated fire flight
control system an advanced flight simulation is employed with a pilot in the loop. Terrain
Following (TF) system tests have been carried out with the help of a TF-closed loop simu-
lation.

Fig. 1 shows these applications and their relation to project phases.

2. REQUIREMENTS

Several functions of airborne radars are considered in this paper generally divided in
air-to-air and air-to-ground modes, whereby radar mapping functions are excluded. Accord-
ing to the functions radar simulations are wide spread because of several different simu-~
lation objectives. Before we discuss some special applications of adar simulation it will
be helpful to establish the requirements imposed on the radar sysi.em simulation.

2.1 GENERAL ASPECTS

The basic requirements of radar simula*ion arise from the main functions of radars which
are detection and tracking.

Detection

Detection of a target of interest is the principal function of the radar. To simulate
detection performance, the detection probability can be calculated as a function of
radar parameters, engagement geometry, target attributes and interference. A firm deci-
sion of target detection can be derived by comparing the detection probability p with a
random variable u, distributed uniformly between O and 1. A detection is defined if u
is less or equal p.
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Tracking

The radar can track manoeuvering targets, which have already been detected, along their
trajectory by performing repeated measurements. To simulate track performance. the
tracking range can be calculated as a function of radar parameters, engagement geo-
metry, target attributes and interference. For modern radars single as well as multiple
target tracking is available.

General aspects of performance simulation cover the achievable accuracy of radar measure-
ments for both detection and tracking and the influence of interference on radar functions
and accuracy.

Accuracy

System simulations often require modelling of measurement errors which may be calculat-
ed in detail or with certain error distributions around the error free measurement
values.

Interference

The signals received from the targets are obscured by interference which might be ho-
stile jammers or clutter portions from ground sea or weather. The influence of inter-
fering signals is mainly determined by signal processing of the radar to be modelled.
Therefore especially ECM vulnerability is difficult to simulate at a system level with-
out appropriate inputs from the radar designer. Based on our experience this point is
one of the problem areas of radar simulations.

Integration aspects are related to the interaction of the radar with the overall avionic
system or to the operator. From a system point of view quite often requirements exist for
test-set-ups to simulate the radar interfaces very accurately. Normally in this case the
simulation of performance has minor importance.

Interface to the Avionic System

This interface is to be simulated if the radar equipment is substituted by a computer
model in a test~set-up or an avionic rig.

Interface to the Operator

The interface to the radar operator is characterized by the radar display presentation,
the moding of the radar and the handling by the operator which is most important for
simulations with a pilot in the loop.

Signal Generation

Inserting signals entering the radar receiver means a simulation of the radar interface
to the outside world. Since the radar is used as real equipment it is a very special
radar simulation usually called radar stimulation. Depending on the objectives a RF or
video stimulation can be applied.

There are several other requirements left, that are placed on radar simulations. The fol-
lowing one is of major importance.

Processing Time

The driving factor of radar simulation is speed, especially if there exists a real time
requirement. Otherwise even for large offline simulations a radar model is invoked
periodically and must deliver the desired results in a certain time slot. In any case
speed affects costs.

The complexity of radar models is tied to a large extent to the simulation objective which
determines the amount of detail which must be incorporated in the simulation. Since modern
multimode radars become more and more sophisticated, simulation complexity grows rapidly.
This in turn affects the effort necessary to establish, test and verify the models. Final-
ly complex radar simulations usually require a number of detailed input data which must be
provided by the radar designers.

2.2 RADAR MODEL CHARACTERISTICS

Offline radar models are used as stand alone computer simulation for radar comparisons.
The output of these models is the single scan or cumnulative probability of detection
versus range. For the calculation the following aspects have to be considered.

- Radar parameters including details of signal processing.

- Target fluctuation and radar cross section.

- Atmospheric attenuation due to weather.
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- Ground clutter depending on waveform and geometrical situation.
- Performance degradation due to jammers.

The most critical point for this kind of simulat.>n is the need for a number of detailed
radar data which are not easily available on mou rn radars. Therefore in many cases a
first approximation is a parameter assessment which can be adjusted by comparing simula-
tion results with those of the radar manufacturers.

offline radar models more often are embedded in an overall air or sea combat simulation
with quite a lot of radar platforms equipped with different radars like pulse or pulse
doppler systems for airborne or shipborne applications and for missile seeker heads.

An air-to-air combat simulation deals with bombers and fighters which have to be appro-
priately modelled with respect to manoeuverability and tactics. Each platform has to be
supplied with sensor models (e. g. radar, radar warning etc.) with weapon models which in
turn contain sensor models and some sort of fire control algorithms.

In general the result of the simulation is a mass of detail information like times of mis-
sile launches, numbers of missiles fired, plots of the platform motion as well as missile
trajectories, kill probabilities and exchange ratios.

Fig. 2 shows a typical SILKA plot. The solid lines mark the aircraft manoeuvres, the dash-
ed lines are drawn for the missile trajectories with the dotted lines indicating the mis-~
sile active phase.

Because of the above mentioned complexity of such simulations all models including radar

have to be fairly coarse. The radar models for this kind of application shall be able to

deliver detection ranges, track ranges, track accuracies and they should account for dif-
ferent radar modes, weather and jammer effects.

The decision of radar detection is derived from detection probability which is based on
signal-to-interference ratio, taking into account receiver noise, weather and jammer in-
fluence and ground clutter which is most critical for pulse doppler radars. For this type
of simulation it is too complicated to calculate clutter distributions in the range dopp-
ler domain. Instead it is possible .o work with general approximations or look up tables
wl ‘ch may be derived from the above mentioned stand alone radar simulation.

Online radar models normally substitute real radar equipment for test facilities like
EXSET or avionic rigs. For these applications the main requirements are low processing
time to allow real time simulations and an accurate modelling of the system interface.
Detection, tracking and accuracy have to be modelled depending on the actual application
which might cover the complete range of very coarse to very detailed simulation models.
That applies also for the moding and handling aspects.

The most demanding radar models generally are required for an advanced flight simulation
because they have to show a very realistic radar characteristic to the pilot. Therefore
the radar simulation must contain a detailed moding and handling module, it has to show
appropriate response times to the pilot and must be able to deliver representative display
information. This requires e. g. details of antenna scan and a fairly detailed operational
performance of detection, track and their associated accuracies.

Online signal simulations usually are neccessary to simulate real radar equipment inte-
grated in test-set-ups or rigs. In general the requirements for signal simulation are tied
to the radar system response which in turn is the result of signal and data processing.
Depending on the actual application RF or video simulations can be used.

Online signal simulations will be performed for

- Performance investigation

~ System validation

- Auto-TF clearance achievment

- Initial pilot training

The simulation categories are shown in table 1.

3. EXAMPLES FOR RADAR SIMULATIONS
In the following some typical examples for radar models used in weapon system simulation

at MBB are presented. Requirements as pointed out in para. 2.1 are summarized in table 2
as they apply to the examples which will be discussed in the subsequent paragraphs.

3.1 RADAR MODELS FOR COMBAT SIMULATIONS
3.1.1 MKRIEG

The purpose of the operational model MKRIEG is the evaluation of weapon systems effective-
ness within the scope of naval operations.
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In the model different navy weapon systems are represented within assumed scenarios allow-
ing naval operations like the concentration of naval forces in the presence of air threat
and a subsequent sea combat in a time frame of several hours. Anti-ship weapons are also
modelled in a way that the influence of different technical parameters can be investigat-
ed. Ship-to-ship and ship-to-air combat can be simulated simultaneously with a maximum of
48 participants.

The simulation is executed step by step in time based on a Monte Carlo method. A scenario
can be set up and technical parameters can be fixed via inputs. The outputs of the model
deliver the progress of the combat, a statistic of certain events like detections, missile
launches, kills etc. and a graphical representation of the results as well.

In the model MKRIEG a pulse radar model of a search radar on ships against air and sea
targets and a LPRF pulse radar model of an airborne radar against sea targets are imple-
mented. Modelling is accomplished with the help of formulas and equations wherein the fol-
loving quantities can be varied.

- Radar parameters

- Clutter depending on sea state and rain rate

- Atmospheric attenuation due to weather conditions
- Radar cross section of the target

- Jammer parameters

The radar model increases the efficiency of the overall simulation with respect to opera-
tional performance e. g. detection and accuracies. Fig. 3 shows a simplified program flow
chart of the airborne radar model after the geometrical target detection in azimuth and
elevation. During program initialization at the first call of the model, numerical values
are introduced for the desired parameter and calculation is executed for

- the integrated pulses per scan
- the detection threshold

- the atmospheric attenuation

- the rain attenuation

- the maximum radar range.

To cope with an ECM environment, the received jamming power is calculated if the actual
target range does not exceed the maximum detection range. For the detection calculation
the power ratio of signal to interference S/I is determined. The interference power 1 com-
prises all unwanted power portions like noise, clutter, rain backscatter and jammers.

After having determined the signal to interference ratio S/I the detection probability is
calculated, which is a function of S/I, the detection threshold and the number of the in-
tegrated pulses. From the probability of detection a firm decision for detection is deriv-
ed using the statistical process pointed out in para. 2.1. In a further step the calculat-
ed values of range, angles and their derivatives are changed by error values. For these
errors a normal distribution is assumed.

3.1.2 SILKA

SILKA is a deterministic m-versus-n air combat simulation. It consists of offensive weapon
systems like bombers and escort fighters and air defence fighters. Al)l weapon systems are
represented by aircraft and weapon capabilities as well as avionic or sensor performance
and counter measures. The number of blue interceptors is limited to four, the red attack
formation may consist of up to 26 aircraft. Using preliminary simulations like CAP or GCI
models input data for SILKA such as geometry, fuel- and armament status, altitude, speed
and information status are produced.

For SILKA a time intervall of 1 second is used, but there exists the possibility to apply
a seperate time step of .1 second for certain decisions. As it was mentioned earlier, the
model is deterministic to decisions but stochastic with respect to detection and missile
effectiveness. To get reliable statistical results it is necessary to perform about 30 -
50 simulations.

Both pulse and pulse doppler radars are modelled in SILKA at the level of signal to inter-
ference analysis. The pulse doppler radar originally represented in SILKA was a High PRF
coherent radar. Some improvements with respect to Medium PRF modes have been implemented
during the last years.

A Track-While-Scan mode was made available which can not be entered until the signal to
interference ratio for a target has raised above a threshold corresponding to the Medium
PRF noise and clutter level for the given circumstances.

For the pulse doppler radar the following modes of operation ace available.

- Velocity Search

- Range-While-Search
~ Track-While-Scan

- Single-Target-Track
- Silent
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The normal mode of operation is to run the model in Velocity Search or Range-While-Search
until the detection probability on a particular target rises above a threshold value at
which the model shifts to a Track-While-Scan mode and attempts to establish track.

If a preset threshold of the cumulative probability of detection is crossed, a successful
track is declared and track information is made available.

Fig. 4 shows the cumulative probability of detection increasing with combat time.

A single target track facility is also available and finally the radar can be flown in a
silent condition being activated by tactical considerations for example receipt of a radar
warning detection.

3.2 EXSET

EXSET stands for Experimental System Engineering Tool. The main task of EXSET is practical
and realistic development and optimization of system concepts for the avionic/armament
system of future fighter aircraft.

A block diagram of EXSET is shown in fig. 5. The set up consists of a simulation computer
PDP 11/60 on which aircraft, sensor and target models are installed. A seperate computer
which can be programmed in ADA is used as attack processor. All the display surfaces and
the voice command and warning system are driven by a display manaqgement processor. An
interface unit allows access to an multifunction keyboard and various analog or discrete
signals. All the equipment listed above are interfaced to a MIL-1553B avionic bus. Based
on this bus architecture EXSET has high flexibility to cope with audditional equipment or
changing test requirements. During the different phases of EXSET upgrades, computer models
used will be replaced step by step by real avionic systems in order to limit the models to
a minimum.

Embedded in the core avionic system of EXSET is a radar model fed from an appropriate tar-
get model. Several targets can be generated flying on preprogrammed courses or operator
controlled by joysticks.

Since a multimede air-to-air pulse doppler radar has to be simulated. the following modes
have to be implemented.

- Air Combat Mode (ACM) with three different scan patterns, autoacquisition and lock-on-
reject facility.

- Range-While-Search (RWS) with selectable scan patterns, appropriate display information
and target designation.

- Single-Target-Track (STT)

- Track-While-Scan (TWS) for up to 8 targets with target priority allocation.
- Raid-Assessment Mode (RAM).

Fig. 6 shows the context of the radar model for EXSET.

The target model which provides target data to the radar is part of the environment simu-
lation. Radar information data are presented to the pilot on the displays. System control
represents these functions of the avionic system which either controls the radar or pro-
cesses radar data.

Fig. 7 is a graphic presentation of the highest level functional analysis of the radar
model. The MIL-bus interface appears as Qata store for all radar inputs and outputs except
target data.

Due to the fact that EXSET works on a real 1553B avionic Bus, the MIL~Bus interface has to
be modelled very realisticly including radar status information, track status and track
data. Therefore emphasis was given to the interface simulation at this early state of
EXSET.

At present detection performance is of minor importance. Thus it is Kept as simple as pos~
sible allowing targets to be detected and tracked within fixed ranges and within the scan
limits. However a more sophisticated detection module can be easily implemented using the
modified algorithms developed for the offline pulse doppler simulation and a realistic
simulation of the antenna scan which has been developed for the manned simulation.

At a later stage error models have to be included to detoriarate the error free target
data to check syatem performance with respect to error sensitivity.
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3.3 ADVANCED FLIGHT SIMULATION

Advanced flight simulations with pilots in the loop became more and more ;ealigtic tools
for pilot training without spending fuel, ammunition or missiles and service 1§£e of the
airframe. For this kind of simulation there exists a large variety of applications for an
airframe company.

At first the simulation can be used for the development and optimization of the man-~ma-
chine interface. That includes the display, control and warning concept, the cockpit lay~
out and the pilot vision evaluation of future aircraft.

At second the simulation is a very valuable tool to complement and extend operations re-
search studies or offline air combat simulations. In that sense a flight simulation is
used to evaluate weapon system effectiveness with respect to advanced aircraft layout,
avionic or flight control concepts, e. g. control configured aircraft, fuselage aiming or
integrated fire flight control system.

Finally a flight simulation allows pilot evaluation of flyability and acceptab?lity_under
operational conditions and tactical analysis of high dynamic air-combat duel situations.

The advanced flight simulation facility at MBB up to now was equipped with a computer gen-
erated image system and a beam splitter which is presently replaced by a projection dome.
Fig. 8 shows a simplified block diagram of the advanced flight simulation. All the simula-
tion models including radar are installed on a HEP 1 computer.

The radar model is based on a modern state of the art pulse doppler fighter radar but only
the air-to-air modes being modelled. A module serving for radar moding and handling has
been established according to the controls concept of a future single seated fighter air-
craft. At present a very comfortable antenna scan module is developed which allows the
pilot to select various scan pattern and to adjust azimuth offset and tilt of the patterns
within the gimbal limits. The output of the antenna module is used to decide on geometri-
cal detection of the targets and to drive some basic display functions like azimuth sym-—
bol, elevation bar indication and target presentation.

For the range calculation a derivative of the simple SILKA algorithms is utilized up to
now, which is planned to be replaced by a more sophisticated module in the near future.

Further upgrades are concerned with error models and the influence of an ECM environment .

3.4 TERRAIN FOLLOWING CLOSED LOOP SIMULATION

Starting development of a TF-system a pure digital simulation consisting of adequate mo-~
delled equipment is used to optimize the whole TF-loop.

For a more representative simulation a rig was built up to include the original aircraft
hardware. For TF-simulations the following equipment of an overall "Integrated Avionic/
Armament Test Rig" have been used (Fig. 9):

- Terrain Following Radar (TFR)
- Radar Altimeter (RAD/ALT)

- E-Scope

- Central Computer

- Head Lp Display (HUD)

- Autopilot

The test rig cockpit is identical to the aircraft layout to provide the possibility of a
pilot in the loop. The TF loop has been closed via a simulation computer which contains
the aircraft model, the engine, the undercarriage, the Command and Stability Augmentation
System (CSAS) and the actuators as well as the sensors like Inertial Navigator (IN), Se-
condary Attitude and Heading Reference (SAHR), Air Data Computer (ADC) and the Doppler.

Because the TF-algorithms and a lot of monitors are executed in the radar processor, the
real TF-radar was used instead of a simulation model. Thus the TF-radar has to be stimu-
lated with none or only minor equipment modifications and of course with acceptable ef-
fort.

For the TF simulation an additional microprocessor is used for the real time computation
of the distance between aircraft and terrain. For this purpose various types of terrain
are stored in the proceasor. Using actual radar antenna look angle and attitude data the
range will be computed and submitted to the TF-radar via a delay generator (Fig. 10). So
in this case the radar simulation reduces to radar signal simulation.

In general the set-up was designed as a video~stimulation because of the high effort a
RF-stimulation would require. Therefore the RF-sections of the radar are not used for this
purpose. The choice of video rather than RF-stimulation is due to the fact that the test
set up is treated from an overall system level rather than an equipment level. Another
impartant system aspect - the radome influence on system performance - was explicitly
excluded.
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From the radar the following signals are supplied via a special designed interface:

~ Momentary antenni. look angle which is used by the microprocessor to calculate the range

to the stored terrain.

- The Master Trigger signal actually derived from the transmit pulse, which is used as
the trigger signal of the delay generator whose delay time is programmed from the mi-

croprocessor according to the range calculated.

- Test signals sent during the antenna reversal on top end of scan which must be supplied
to the radar receiver to prevent a radar failure situation.

A comparison of simulation results and actual flight test data shown in Fig. 11 indicates
a very good agreement which in turn means that the simulation satisfactory represents

actual weapon system performance.

4. CONCLUSION

Modern multifunction radars have major influence on weapon
strate weapon system effectiveness, simulations have to be
on system aspects. The requirements for simulations change
later project phases, radar designers normally participate
by airframe companies. However during competition in early

system performance. To demon-
performed with emphasis placed
with project phases. During
in simulation work carried out
project phases, radar manu-

facturers are well advised to support simulations which will reflect the operational bene-

fit of their advanced multimode radar systems.
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Fig. 3: Flow chart of the radar model in MKRIEG
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CRITERES POUR L'EVALUATION DES PERFORMANCES DE PORTEE EN INTERCEPTION AIR/AIR
par

P.Ramstein
THOMSON-CSF
165—173 Avenue P.Brossolette
92120 Montrouge
France

RESUME

Les performances de portée d'un radar sont en général données soit pour une probabilité de détection en un balayage
Egale a 50%, soit pour une probabilité de détection cumulée égale a 85% ou 90%, dépendant de la vitesse de rapprochement
de la cible et de la durée d'un cycle de balayage. Ces valeurs n'offrent cependant qu'une information incompleéte sur les
performances opérationnelles en interception.

Une information plus compléte peut étre obtenue en considérant, pour une cible donnée, la probabilité d'accrochage,
ou mieux, {a probabilité d"accrochage définitif, c’est-a-dire non suivi d'un décrochage a grande ou moyenne distance.

La communication fait part d'une méthode rapide de calcul de ces probabilités, ce qui évite 'emploi de simulations
statistiques. Cette méthode, fondée sur 'emploi des chaines de Markov, prend en compte les logistique d'acquisition et de
décrochage, ainsi que les probabilités de détection en un passage.

Des exemples sont présentés, montrant comment optimiser 1a vitesse de balayage et permettant de comparer des modes
avec et sans agilité de fréquence d'émission. Enfin, une discussion est effectuée, visant a définir le critere d'évaluation le
micux adapté a une situation opérationnelle donnée.
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Radar is still the most important sensor in military aircraft. A number of important features
make radar superior to optical systems and other sensors:

~— long range performance

— penetration of weather (fog, clouds),

~— range and doppler estimation,

— flexibility due to electronic beam steering,
— various signal processing routines,

— high resolution imaging (SAR).

i Different tasks such as target search, tracking and missile guidance can be fulfilled by radar.
In a military aircraft, additional tasks such as terrain following and avoidance, mapping,

‘ doppler navigation and SAR imaging may be required. Since most of the output data is

‘1 combined on a single on-board computer. the question of which radar functions should be

] integrated and at what level arises. Reducing size, weight, cost and power consumption are

| particular goals for commonality in airborne radar systems.
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