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PREFACE

The 1985 Scientific Conference on Obscuration and Aerosol Research was
held 17-21 June 1985* at the Edgewood Area of Aberdeen Proving Ground, Maryland.
The Conference is held annually, the last full week in June, under the direction
of Dr. Edward W. Stuebing, Research Area Coordinator, Aerosol Science, from whom
it receives its unique and productive character.

The Conference is an informal forum for scientific exchange and stimulation
among investigators in the wide variety of disciplines required for aerosol
research and for description of obscuring aerosols and their effects. The par-
ticipants develop some familiarity with the Army aerosol and obscuration-science
research programs and also become personally acquainted with the other investiga-
tors and their research interests and capabilities. Each attendee is invited to
present any aspect of a topic of interest and may make last minute changes or
alterations in his presentation as the flow of ideas in the Conference develops.

While all Conference participants are invited to submit written papers for
the Proceedings, each investigator who is funded by the Army Research Program is
requested to provide one or more written papers which document specifically the
progress made in his funded effort in the previous year and which indicate future
directions. Also, the papers for the Proceedings are collected in the Fall to
allow time to incorporate the fresh ideas which arise at the Conference. There-
fore, while the papers in these proceedings tend to closely corespond to what was .

presented at the Conference, there is not an exact correspondence.

The reader will find the items relating to the Conference itself--labeled
photographs of the participants, list of attendees, and the agenda--in the
appendixes which follow the papers and the indexes pertaining to them.

The use of trade names or manufacturers' names in these Proceedings does not
constitute an official endorsement of any commercial products. These Proceedings
may not be cited for purposes of advertisement.

Reproduction of this document in whole or in part is prohibited except with
permission of the Commander, U.S. Army Chemical Research, Development and Engineering
Center, ATTN: SMCCR-SPD-R, Aberdeen Proving Ground, Marylano 21010-5423. However,
the Defense Technical Information Center and the National Technical Information
Service are authorized to reproduce the document for U.S. Government purposes.

,

This report has been approved for release to the public.

Acknowledgments

Thanks are extended to Ian Spain, Department of Physics, Colorado State %
University, on behalf of the Conference attendees and the readers of these Pro-
ceedings for organizing the tutorial review, "Small Needle-Shaped Filaments Based
on Carbon." See pages 291-324.

*In 1985, as an exception to the rule, the Conference was held one week before
its standard scheduled time, which is the last full week in June. Such an
exception should not occur in the future.
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THE INTERACTION OF CLUSTERS WITH REACTIVE SPECIES: INITIAL STAGES
IN THE EVOLUTION OF PARTICLE COMPOSITION

R. G. Keesee and A. W. Castleman, Jr.
Department of Chemistry

The Pennsylvania State University A

University Park, PA 16802

RELATED RECENT PUBLICATIONS AND PRESENTATIONS:

A) R. G. Keesee and A. W. Castleman, Jr., "Gas-to-Particle Conversion: The Role of Pre-Exist-
ing Dimers in the Formation of Clusters During Supersonic Expansion," Proceedings of the CRDC's 1984
Conference on Obscuration and Aerosol Research, pp. 13-21.

B) J. J. Breen, K. Kilgore, K. Stephan, R. Hofmann-Sievert, B. D. Kay, R. G. Keesee, T. D. Mark,
and A. W. Castlman, Jr., "The Use of Similarity Profiles in Studying Cluster Formation in Molecular
Beams: Evidence for the Role of Pre-Existing Dimers," Chem. Phys. 91, 305-313 (1984).

C) R. G. Keesee, J. J. Breen, K. Kilgore, L. DiFazio, R. E. Leuchtner, and A. W. Castleman, Jr.,
"'Nucleation and Aerosol Formation in Reative Systems," presentation at the Symp. on Heterogeneous

Processes in Source-Dominated Atmospheres, New York City, October 8-11, 1985.

ABSTRACT

Preliminary results on the formation of clusters containing both ammonia and sulfur dioxide are

presented. The clusters are produced by expansion through a dual nozzle into vacuum.

INTRODUCTION

Despite their potential importance to the chemistry of the troposphere, and especially source

dominated atmospheres, little is known about the details of the transfer of molecules from the gaseous

to the condensed state by either new particle formation or heterogeneous processes including

adsorption onto or dissolution into aerosol particles. It is becoming well recognized that research

on clusters provides a valuable approach in understanding gas-to-particle conversion and the role of

small particles in the chemistry of the atmosphere.

Clusters can be produced by supersonic expansion of a gas through a nozzle into vacuum. In our

laboratory, we have developed a co-expanding nozzle source as a method for producing clusters

consisting of reactive species. The nozzle is designed in such a way that one gaseous species can be

introduced and expanded through a small (usually 100 um diameter) glass nozzle opening. The second

species is introduced through a co-axial glass tube surrounding the inner nozzle, where the area of

the annular opening is about 5 or 6 times that of the inner opening (see Figure 1). After the nozzle,

a skimmer collimates a beam,and species in the beam are then detected via electron-impact ionization

mass spectrometry. Earlier we reported use of this dual nozzle in a study of the interaction of SO3

with water clusters (i) and the reaction of ammonia with nitric acid/water clusters (2).

In view of their atmospheric importance and potential role in particle formation, S02 and NH3 are

an interesting pair of gases for study. When a few torr of each gas are mixed, a solid material isS produced. This reaction has been known for over 150 years and a variety of colors have been reported

13



for the solid product (3,4). Decomposition is thought to lead to many of the species responsible for

the observed colors. However, a yellow solid which has a stoichiometric ratio of 1:1 and a white

solid with a 2:1 ratio for NH3 to SO2 have been identified. Both of these solids reversibly sublime

back to NH3 and SO2 as the pressure of the gas phase is reduced. The thermodynamic quantities for

both sublimation processes have been determined (5).

We have performed one series of experiments in which ammonia was expanded from the inner nozzle

and SO2 introduced through the annular opening and another series in which the roles of the gases were

reversed. With ammonia introduced via the inner nozzle (500 torr stagnation pressure) and when the

S02 pressure behind the outer annular opening is 40 torr, ionized clusters of the form (NH3)nS02+ and

H+(NH3)nSO2 are detected. The observed distribution is shown in Figure 2. (The intensity of NH4
+ is

not shown as it would be considerably off-scale.) When the SO2 pressure is reduced to 20 torr, no

evidence of SO2 incorporation into the ammonia clusters is found (see Figure 3). A peculiar feature is

that the unprotonated species exhibit a normal size distribution, whereas the protonated clusters are

strongly peaked at NH4+NH3 SO2. On the other hand, ionization of pure ammonia clusters results almost

exclusively in protonated clusters due to the internal cluster reaction

NH3+(NH 3 )n + NH4+(NH3)nI + NH2

which occurs following ionization of the neutral ammonia clusters (6).

Figures 4-6 show the resulting ionized cluster distributions when sulfur dioxide is introduced

through the inner nozzle and the amount of ammonia behind the annular opening varies from 6 to 50

torr. The intensity of SO2+ is very large and not shown. Due to the wider mass range and lower mass

resolution, no distinction could be made between protonated and unprotonated clusters. The extent of

ammonia incorporation into the clusters dramatically increases with increasing ammonia pressure. Up

to two ammonia molecules were observed to be incorporated into the clusters with 20 torr of ammonia

behind the annular opening. With 40 torr, up to four NH3 molecules were observed in the clusters. In

addition, clusters containing one NH3 molecule become more prevalent than the pure (S02)n+ clusters.

d In general, the observed cluster distributions are smooth and in neither series of experiments is

any preference for a particular stoichiometric ratio apparent, except for NH4 +NH 3 SO2 in the protonated

distribution shown in Figure 2. These experiments also demonstrate that the dual nozzle design

results in the reaction of the species exiting from the annular opening with clusters of the species

introduced through the inner nozzle.

A comparison between Figures 3 and 5 readily demonstrates that incorporation of NH3 into S02

clusters is more extensive than that of SO2 into NH3 clusters under similar pressure conditions in the

14

RD.,.



nozzle source. Since the mass of NH3 is about four times lighter than SO2 , the flux of NH3 through

the annular opening at a given pressure is expected to be about a factor of two higher; however, the

extent of reaction appears to be about an order of magnitude greater. Another possible contribution

due to mass differences is that collisions of NH3 with a S02 cluster will result in less scattering or

deflection from the beam axis than in the case of SO2 colliding with NH3 clusters. Consequently,

detection of reaction products may be more efficient in the former case. Buck and Meyer (7) have

investigated the scattering of Ar clusters by a He beam; however, with our nozzle arrangement, the

collision angle is not well defined so a prediction of the effect of scattering cannot be made.

Further study of the effect of the pressure in the annular tube on the total measured ion cluster

Intensity may help to resolve the importance of scattering. Ionization processes or ion stability may

also affect the observed distributions. Ammonia has a considerably higher proton affinity than sulfur

dioxide and a lower ionization potential, as well, so that NH3 is expected to be the preferred charged

species in either protonated or unprotonated clusters. Hence, S02 may be preferentially lost in

dissociation processes. The importance of this phenomenon can be investigated using a reflectron

technique as described in reference (6). In summary, the more prevalent incorporation of NH3 compared

to S02 may be due to (1) a more efficient or faster transport of NH3 to the cluster beam region, (2)

a higher probability of SO2 evaporation for the clusters upon ionization, or (3) a greater reactivity .

(accommodation coefficient) for NH3 with SO2 clusters than for SO2 with NH3 clusters.
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ABSTRACT

Work on nucleation and growth of particles tinder Contract DAAXl-83-K-0006 for the p3st year is
outlined. This wor'. :ncludes: (1) Vapor phase nucleation and growth of ferromnag netic particles
(2) LiquLd phase nucleation and growth of ferromagnetic particles; (3) Vapor phase n icleation and
growth of multicomponent liquid aerosols. Experimental findings and theoretical developmnos ', these
three areas are summarized. A model has been developed which for the first time fcplains owr owr
and previous experimental observations of formation of ultrafine solid particles by vapor nucleation
near a heat-ad surface. A mod-, based on detailed chemical mechanisms, has also been dev.:loped for
nucleation and growth of ultrafine ferromagnetic particles formed in liquid phase bor-hydride reduction.

For the first time, a model has been developed for nucl-ation and growth of multicomponent aerosols.
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IN1-RODTJCTEjDN

Wo-rk inder Contract DAA'<.l-83-K-0006 is intended to contribute to the technological base of rhe

U. S. Army's programs in em radiation obscuration, aerosol technology, lase~r-particle nonlinear

interactions, and chemical detection, identification and warning. Progresi in theseprop, rams will

continuuc to require a detailed understanding ofl the aerosol dynamical proc:esses ofl nuIcleation, growth,

reaction and renfl.val, as well as other fundamental processu-s , such as the interaction o" particles with

em radiiation.

This report is d'vided- i.nto two sectionsi. In the first, our wor', on formation and growth of ferro-

magn!!tic particles and ciains is summna rized for the past year. This wo-k covers nucleation and

growth of iltrafinc fer-coma nic particles in gas and liquid mned ia. In the second, developmter'

of oI-i pred'.ctin.3 9ize istributions of multicomponent aeroso1 .s by vapor nicleation is described.

FERROMLA(NE71C PARTICLE~S

Uttrafinie ferrornaanetic particles (size 50 - 1000 A) have been of considerable infer!S in variouls

practical a.reas including their use for catalysts, electroless plating, ferrofli ids, and rna:-netic

re-corlingy materials, to namet a few. However, details of the mechanisms for generation and growth of

the 3, pirticles have be m lacking. Our studies have been dirccted toward conducting expei, nst

investigate these m-chanismi and fo rmulating mnodels, to dei3zribe the growth pru)cesses. Two general

methods for formation of ferromagnetic particles hav-e been uised: (a) Vapor phase nucleation;

(b) Liquid phas~ !oe rination. We tis>s hese in order.

Vapor phase nucleation and growth

Whe,2n ferrora.-natic source material is heated in static or flowing inert gas, the atoms -:-aping

from the source are cooled down by collisions with the gas atorn:. S'1isefAntly, growth takes place by

condensation of single atoms and coagulation or entir-c clusters. in ouir experiments, sampling of such

particles on TEM grids was carried out as a functioncf distanc"e fromn the souirce with varying conditions

-ich as sou-rce temnp-rature and inert gas pre2ssure. The following qualitative obs.2rvations apply to our

and othe ri', similar, !,erimen~a. inve stigation j. Primary particle size of ferro-na~net ic particles

rn -- a 3 V wth i' Ce tonc-atuarz and, inert ga3 host pressure. The aggregates of the primary particles

are appronimaely linear with some branching. Chain linearity increases and branching decreas-s as

an applied external macnetic field strength is increased.

A rrciet has been developed which permits e xplanation of the :!xperimental observations cited] above.

The mou ol ha-, th>! i applied 3pecifically to the nucleation and growth o'l particles surroiining a healelI

-;i~hcroca if 7 -_ of 'er com-ae'entic material. A:, the material vaporizes. the vapor d-icfusS 0 tw~trdj7'
Ind a' s ):n.- :nt underuoci!inu -e neous nuicleation with subsequent growth of pr ices by con-ien-

sat;:on of va,-or atorn anl smnalle r clusters. At larger distances, as the particles -move inder 'he

influence! o( Brownian mo'ion and thermophoresis, particles may begin to cul1lide to flo- n ( lain

ar grega'e 9. Figs. I and 2 sliow the va,-1 or concentration and particl nubr conc-ent rat ion pr Tcferl

b)y Kw i. n . ising classic al B "' :i icleation iheory and the a,-orop-iate expres si u-3 '.)j "it, .10r ):

i82
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noted here. The model has proved to be successful in correctly predicting the qualitative observations

noted above and in predicting within reasonable bounds the actual experimenial observations. This

work has been submitted for publication.

Liquid pha.s-, nucleation and growth

The salts o': ferronag.netic metals su.h ai iron. cobalt and nickel react with the boroh/dride ion

* in liquid phase to prodAce ferromagnetic particles which may ,mntain boron. Since the reaction is fast,

mixing of the reactants is very impoi-ant for obtainiag r eproducible resuls. A mixing junction, which

is comtinly used for stopped-flow reactors, has been used in o.ir experiments. The flow from this

junction,on a time scale of I msec., is directed to a dilution sy'-tem in (iI.- presence of ultrasonic

vibrations wh.:-. th, final phase of growth of particles takes place. Samples of the particles are then

taken oni TEM gr:.s for study. The effects of cations, anions, solvent, concentration of reactants and

t)mper "- : of r::acting syq ..'rn.q have been investigated in this manrnr. External magnetic fields have

be -n applied o d:.ter nin,. 'fects of field strength on chain linearity and branching. The followirg

qualitative obse rvations have been made in these studies. The size distributions of the primary particles

are narrow. Chain linearity increases and branching decreases with increasing external -nagnetic field

strength. Above 500 gauss, chains are linear with no branching. For the various ferromagnetic cations

(Fe ++ ,Co + + , Ni ++ ) variation of cation concentration leads to large change, s in primary particle

characteristics, as well as for the chains. The pH appears to play a kay role, and the reaction

mechanism and particle formation process at low cation concentration at pH greater than 7 appears

to change completely, apparently mediated by the formation of"-icronets I of hydrool precipitates

where subsequently metallic particles begin to appea-r. The solvent also is important in determining

size and linearity of the ferrmagnetic p;-articles. Surface-active agents have been employed which

s.ippress chain formsltion or which permit partitioning of chains into water insoluble phases (oils,

for example). Primary particle size is very sensitive to reaction temperature , but temperature

hIF- 3 no appu -nt effect on tinearity and branching of chains. The saturation magnetization of ' i-e

.;, hain aggregates -,ar.es with cation cn x:itration, decreasing with decreasing cation concentration.

The res-l.s .htainec- in the liq-isl )ha . have been anal ,r . in terms of a m.,d:l describing

the reduction step in terms of a publi 'she]],detailed reaction -ne.hanism. Subsequently, particle for-

mation occurs by a zero activation-energy nucleation process. The effects of van der Waals, hydro-

dynamic, and electric double layer forces are accounted in the particle growth pr cess. The great

sensitivity of the observed primary -).rt-icle size to cation concentration an-r tempt rature is r.liably

predicted by ,ar model. This work has been submitted for pubrlication.

MNUL FCOM!-PONENT A\ I, OEL$

Work on this suobjct has been underway in our laboralry to- several years. Our aim in the

study of malticomponent a -rosols has been to answer the question: given a liquid consisting of various

ch-emrnical species, wh.:t will be the characteristics of the aerosol for.ned from ,:ond.!-Isaton of the vapor

formed from this liquid, From another view, which parameters in the nucleation an-' grow.h processes

can be con'rolled to produce an aerosol with stated .characteristics frn, suwb I q'e;ds? We ha-ic studied
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thes. questions with the experimental, laminar,coaxial jet system described in pr,-evious CRDC confer-

ence proceedings and in various scientific journals. Briefly, in oLir experimental system, metered,

heated vapor issues from a smal nozzle into a coaxi al,flowing gas stream. The vapor jet begins

to .on-1ense by homogeneo'.'.sj nicleation at a cert-ain downstream di.tance, and the particles formed

there contlnoe to grow by :ondensation of vapor -. thej are -onvect,!, fur'her JownM--!a:n The aero3ol

et for d ';y this process fLows along the centerline of the tube :or its entire len:-i .f appro:<imately

I. " r. . The aero.s..,] is sampled with a cone sampler at var'ous ilown,:tream di ances and the

par' ,: .-zc .distribution Df the sampled aerosol is subsequc.n"_y determi.ed,after suitable dilution,

7 o- a -calibrated optical particle counter. The optical particle comlnier is calibrate- wi.h -An

a r-.)is wi. th sarne optical prope rtes as the experimental aerosols, usually the .ar-ne :; Onsances.

B'..a.-y and ternary liquidI mixtures have been studied in this marner, with compo--,:'s varying in
* i r va o- p-es ,tl'nsb as much as an orter ol magnitude. Other variables st.id:ed have been the

V.)- onent ation in carrier gas, no-'ze exi flow rate, and no;zle temperature. These last two

a-tle., .mp, ,tai'. J.ter-ninants of --ooling rates in the jet. Cooling rates in tur:i are important

in their effect on n a:'eation rates an.] "-.t1so!qent particle size.

Vapor concentrations have been is.-d in our experiments at sufficientl snall values that the. v ,por

and a nrosol ar p.assive contaminants. We have carried out detailed nurne ical studies of th, momn-nt in

a-.-I heat tratfer equations ind.!r our experimental conditions so that the velocity and ternpocat irz

fiel I:; :i :he .ond-nsation en zion are accurately knnown ; this has been verified in part by experimen!al

ne"t"-nea itcenl 3 of ave.-rage temperatures at various downstream distances in the Jet. Based on thes,:

:-_i'l.s a rn.'I ha- bt-en d.veloped for nucleation and growth of aerosol in our experimental system.

R .asonablo agreemnt bet.ween theory andl ..!:nperiment has been achieved starting with the classical

theory of mtilticoinponent nucleation. Information obtained with this model with respect to variation

of part icl c:)mp ,ition in an a. ro- ! p .rticle-size distribution is con-i sten with our experimental

me-s -renien! s of this variatibn. Figurz: 5 show- A. tyolcal resu1' for aprn in-ent between ithoorl

an' experiment. It should be noted that classical nucleation theor; is knuwn '-) b! ;n disagreemen

with nucleation rate meairements at the high nucleation rates occurring In ,oi: studies (10-

13 /cm 3 - s e e ). The wo',, reported here is now in press.

FUTURE WO-K

i ir ' wor'. will be ,! ioted principally to continued investigation of nonspherical particle

g-n- .-A'.1in. iii s will con3'st of development of continuous processes for prodi.r-:ion of linear chain

S a, r os in the liq,uiit phase and means for li: p -rsal of such chains as aerosols. With our new laser

facility, wo ;)dan to investigate the nonlinear interaction between our chain aerosols an- l1i .:r beams,

-.-: . ell L:3 .) inv-..s'igate a,-.ru-o' foririation and growth in such em ra ;ation fields.
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ABSTRACT

Physical aric chemical characteristics of two phosphorus aerosols were measured under a limited
number of environmental corditions. The exposures and measurements were performed in a wind tunnel
under various relative humidities, wind speeds and, to a limited extent, aerosol ages. Temperature,
another important environmental variable that may influence the chemical form of the aerosols, was not
studied in this research program. Steady-state aerosols generated by combustion of red phosphorus/
butyl rubber (RP/BR) ano white phosphorus (WP) were suspended in a closed-loop wind tunnel to simulate
the continuous-generation of these obscurdrts at Army field training sites.

Measured aerosol characteristics were fou.d to differ significantly from characteristics predicted
by simple phosphoric acid models previously thought to represent the chemical form of the suspended
particles. As many as 28 individual phosphorus species were detected in aerosol samples. The
oistribution of linear and cyclic phosphorus species in the sampled aerosol was observed to vary
significantly for changes in both aerosol age (0 to 60 min) and relative humidity (<5 ' to 90l).
Hydrolysis toward phcsphate occurred as the aerosol aged, and the rate of change was slower for higher
humidities. More high-orcer phosphorus species appeared to be formed during aerosol generation at low
relative humidities than at high humidity, as revealed by measurements near the combustion zone.
Steady-state aerosols showed decreasing conversion to phosphate with increasing humidity. The highly
speciated aerosols hydrolyzed to phosphate in less than 18 hr after deposition onto dry surfaces.
Other aerosol characteristics such as mass concentration, water and phosphorus content of the
particles, and particle size distributio, were also measured.

This research is supported hy the U.S. Army Medical Bioengincering Research and Development

Laboratury, Health and Enviromfirntal Effects Research Division, Ft. Detrick, Frederick, Maryland
21701.

2 Pacific r urthwest Laboratory, operated for the U.S. Pepartment of Energy by Battelle Memorial

Institute.
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INTRODUCTION

Researchers at Pacific Northwest Laboratory (PNL) are studying the transport, transformations, and

ecological effects of obscurant smokes used by the U.S. Army to mask troop and vehicular movement

v during combat training throughout the United States. Aerosols formed by the combustion of red

phosphorus/butyl rubber (RP/BR) and white phosphorus (WP) were maintained in a wind tunnel durina

exposures of terrestrial vegetation and soils. The rate of deposition of the suspended smoke particles

to the various specimen surfaces, the chemical and physical characteristics of the aerosols, arid the

chemical fate of materials deposited onto plant, soil, water, and other surfaces were measured during

each exposure test. The resulting ecological effects on several species of natural terrestrial

vegetation and soil microbiological communities were also evaluated after each test. Because the

deposition rates and the chemical natures of these obscurant smokes are highly dependent on the wind

speed and relative humidity of the exposure, the mechanisms controlling environmentdl impacts can be

characterized only by understanding the chemistry of the aerosols produced by combustion of these

materials (Van Voris et al. 1985). This paper presents the results of a series of aerosol chemistry

measurements that were performed as part of this ecological effects program.

Aerosols were generated from RP/BR and WP and maintained at steady-state conditions in a closed-

loop wind tunnel for up to 8 hr under ccntrolled relative humidities and wind speeds. Because the

aerosols were steady-state (to simulate the continuous-generation field situation), the age of the

ir:dividual perticles within the aerosols was not uniform. As a result, the average age of each aerosol

had to be calculated. Thus, aerosol age was divided, not into specific times, but into several general

catpguries. Because of limitations within the current project, anticipated changes in phosphorus

speciation due to temperature were not investigated. It is recommended that future phosphorus

speciation research incluoe age, temperature, and relative humidity as variables.

Literature on pnosphorus chemistry is extensive (Halmann 1972; Riemann and Reukenkamp 1961; Van

Wazer 1958). Phosphorus can form polymeric chain and ring compounds valued as softening, complexinQ,

and solubility-controlling agents in the fertilizer and detergent industries. Althcuch early work with

phosphorus smokes was based on the dssumptior that combustion of phosphorus would yield P 01, which

would yield phosphoric acid upon contact with atmospheric water vapors, it became apparent that

phosphorus aerosol chemistry was more complex. Using nuclear magnetic resonance (NMiR) ard gross

titration data, Tarnove (1980) suggested tetraetaphosphoric and pyrophosphoric acidz were present in

the smoke at d 1:6 mole ratio and concluded that only P O was formed in the combustion. However, the
4 1

NMP scans were done on highly concentrated droplets of deposited aerosol, which may be subiect to

marked acLid hydrolysis, and nc data were repnrted that would preclude tetrametaphosphate in favor of
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trimetaphosphate. Spanggord et al. (1985) reported that NMR resonances for tri-, tetra-, and

hexametaphosphates were broad and virtually indistinguishable. Because the Tarrove (1q80) titratiours

were only reported as totals to pH 9, no estimate of numbers of end versus middle phosphorus groups or

of average chain length could be calculated. Determination of differences between first and second

acid endpoints before and after acid hydrolysis and after additior, of a silver ion to displace the weak

third hydrogen from phosphoric acid would have been required to better define the mixture of ortho- and

polyphcsphates (Van Wazer et al. 1954).

Yamaguchi et al. (1979) first achieved separatior of 30 linear and cyclic condensed phosphoric

acids via a 6-hr anion exchange chromatography procedure followed by post-colunn reactior ard

colorimetric detection. A similar method was used by Katz et al. (1981) to identify pclyphosphates of

up to eight phosphorus (P) atoms in white phosphorus/felt (WP/F) munitions smoke. Brazell et al.

(1984a) used a highly (8%) cross-linked resin with a flow injection detection method to shorten

analysis time to 40 min, at the expense of resolution of the >13P polyphosphates.

These earlier studies illustrated that conditions present at combustion and during aerosol

sampling influenced the complexity of phosphorus chemical evolution. Our objective has been to build

or these earlier findigs by using a wind tunnel to more closely simulate field conditions in a

controlled manner.

ME THODS

Aerosols were produced and characterized during environmental fate and effects testing of

obscurant smokes within the wind tunnel of the Aerosol Research Facility at Pacific Northwest
'.-,

Lbcrdtorv (Figure I).
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The wind tunnel, except for the test section, is constructed of stainless steel and is designed to

,., safely contain aerosols of hazardous, toxic, and radioactive materials. The air flow approaching thetest section was uniform, enabling us to study airborne particle transport and deposition phenomena

within the flow field of the vegetative canopy in the test section. Metal halide lamps provided

illumination through the transparent ceiling and walls of the test section to promote the continuation

of plant respiration processes throughout each test. Wind speed was measured with a hot-wire

anemometer. Temperature and relative humidity were controlled by FCperad1inq a pair of stainless steel

heat exchange coils located within the wind tunnel. Additional water vapor was added to the wind

tunnel atmosphere during testing at high relative humidities. lo maintain steady-state aerosols, we

allowed air from the laboratory to enter the wind tunnel at the phosphorus combustiun chamber and

withdrew a similar quantity of air from the wind tunnel to provide an overall pressure difference u'

0.25 to 0.50 in-H-0 between the laboratory and the wind tunnel. Most laboratory instrumentation was

connected to a centralized computer fur control and measurement of aerosol qeneration procedures,

aerosol and gaseous species characteristics, and environmental parameters existing within the win(

tunnel.

Aerosol Generacion

Bulk pellets of 95" red phosphorus/54 butyl rubber (RP, ;'R) were obtained fror, tne '!.S. Army

Chemical Research and Development Center. White phosphorus (WP) was purchased from i cur'ercidl

supplier because distribution of WP in WP/F munitions is not uniform (Spanggord et 1. 15). Ise of

pure VP rather than WP/F also eliminated potential complicatir,g effects o felt combustion products in

the aerosol during plant and soil testing.

Previously used generation systems (DeFord et al. 1982; Holmberg and Vorevhun 19N?) were deemed

unsuitable for the present research. A new computer-cotrolled combustion chamber was oesigned ind

constructed for automatic generation of phosphorus obscurant smokes. Smoke genert:ed within this

chamber was ther passed to the wind tunnel. Up to 22 individual pertions of th Lase material were

burned at intervals during each test to maintain approximately constant aerosol concentrations within

the test section of the wind tUrnel. The RP/ER material was burneo on a dry sand woface in stainless

steel trays, and WP (initially covered with water) was burned in cEramic cuvus. The laboratory computer

was programmed tc drain the wdter baths prior to ignizion of NP arcd to initiate combustion of both

RP/BR ard WP by heatirg a nichrorie wire. V0'aicus cororunents of the qc-reratiun sv.;te, are shown

in Figure 2.
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FIGURE 2. AEROSOL GENERATICN SYSTEM (Van Voris et al. 1985).

Aerosol Measurement

The mass ccncentration of RP/BR and WP obscurant aerosols was monitored at 0.5- to 2-min intervals

using a He-Ne (632 nm) laser transmissometer. The relative transmittance of the laser beam through a

61-cm path lenath of aerosol was calibrated during each test against isokinetically obtained filter

samples of particulate mass. Transmittance of electromagnetic radiation through an aerosol is a

function of many aerosol parameters and the wavelength of the radiation; therefore, calibratiG of this

measuring device is adequate only as long as these parameters remain constant. Charges in particle

size and composition will alter the response of the transmissometer. Although the response of the

instrument changed slightly with relative humidity, the largest contribution to alterations in

instrument response was aerosol age. For aerosols generated from RP/BR, the effectiveness of laser

beam obscuration decreased by perhaps 20% during the first 20 min of aerosol aging, presumably due to

an increase ir particle size resulting from hydration and coagulation. Because the a\,eraqe age

describing the steady-state aerosols in the wind tunnel during each test remained constant, the

transmissometer calibration remained constant, and actual aerosol mass concentration was obtained from

the ratio of laser output intensity to transmitted irtensity.

The remote transmissometer was confined to measuring fresh, or actual, concentration because of

Its dependence on particle size and composition. Fresh, dried (or desiccated), and phosphorus mass

concentrations were measured for each test. Dried aerosol mass concentration was measurec hy
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®

desiccating glass-fiber filter samples over Drierite for 24 hr to remove free water associated with

the particles and then measuring the dried particulate matter on a conventional mass balance.

Phosphorus mass concentration was measured by analyzing filter samples for totdl phosphorus content.

Phosphorus mass concentration was measured because plant and soil effects were compared to the total

dose of phosphorus each specimen received.

Particle size distributions of the steady-state phosphorus aerosols were characterized during each

exposure test using Andersen cascade impactors. Additional measurements were made of fresh and aged

aerosols. The particle collection stages were analyzed gravimetrically, and then chemically for

S phosphorus. No significant differences in the results of the two methods were noted (Figure 3);

99.99

- RP/BR Test-D6
- RHtest = 60%, Steady-State Aerosol

99.5 - #13 E Chemistry
#14 A Chemistry

- o Gravimetric

95

90-

= 80!

* 60-

40-

Z 20-

. 10
E

2 MMAD 1.60pm

0.1 GSD 1.61
. 0.5

0.10

0 .0 1 1 1 1 1 I I I
0.1 1.0 10.0

Dp (/jm)

FIGURE 3. PARTICLE SIZE DISTRIBUTION OF RP/BR AEROSOL (VAN VORIS ET AL. 1985). Mass Median
Aerodynamic Diameter (MMAD) equals 1.60 i.m and Geometric Standard Deviation (GSD) equals 1.61.

Trddemark of W. A. Hdmmond Drierite.
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apparently, evaporative losses did not preferentially affect the gravimetric analysis procedure.

Particle size was seen to be approximately log normal in distribution. All impactor results were

summnarized by mass median aerodynamic diameter (MMAD) and geometric standard deviation (GSD).

Chemical Analysis

Concentration and species distribution of phosphorus compounds were measured after steady-stdte

conditions had been reached in the test chamber, about 30 minutes after initiation of combustion. The

aerosol was sampled isokinetically for mass concentration using glass-fiber filters. Particle mass on

each filter was measured and then the filters were either desiccatea and reweighed or sonicated in

deionized water for phosphorus determination by inductively coupled plasma (ICP' emission spectrometry.

Phosphorus speciation measurement involved trapping the aerosol at a flcv: rdte of 150 mil/min in a

gas wash bottle containing 50 ml of deionized water. Deposition on dry (polystyrene petri cover) and

wet (polystyrene petri dish containing deionized water) surfaces provided an estimate of the totdl

deposition during each of the 1- to 4-hr exposures. Although Brazell et al. (1984a) recorieirnced

inclusion of ethylenediaminetetraacetate (EDTA) to inhibit breakdown of the higher polyphosphates, we

found little change in either bubbler or static wet deposition samples using pure deionfi7ed water wher,

analyzed on the day of preparation. Since the EDTA interfered with other analyses, it was only used in

samples that could not be speciated on the day of collection. Aqueous samples were stored at room

temperature (21' to 24°C) prior to analysis. Alterations in storage temperature were purposely avoided

since hydrolysis rates are dependent on temperature.

Phosphate, phosphite, hypophosphite, and pyrophosphate solutions were prepared from reagent-grade

chemicals. Tripolyphosphate was supplied by Monsanto (St. Louis, Missouri). Tetrapolyphosphate,

hexammonium salt, and the type 5, 15, and 25 polyphosphate glasses were obtained from Sioma Chemical

Company (St. Louis, Missouri). Cyclic trimetaphosphate was prepared according to Ballou (1981). All

other chemicals used were reagent grade.

The concentration of phosphorus in solutions generated by burning RP/BR or WP was detpriiir,ed with

a Model 975 Jarrell-Ash (Division of Fisher Scientific; now Allied Analytical Systems) ICP emission

spectrometer. Aqueous samples were analyzed without modification (i.e., no acid added) and normall.,.

did not require filtration. The detection limit by ICP is 0.1 mcl phosphorus. Relative standard

deviation is 50% at the detection limit, 10- at 5 times the detection limit, and 3' at 50 times the

detection limit.
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The lower oxyphosphoric-acid species were analyzed using a Dionex (Sunnyvale, California) Model 16

Ion Chromatograph (IC) equipped with AGI and ASI separator columns and with a continually regenerated

fiber suppressor linked to a conductivity detector. Eluent was 3 di NaHCO3 plus 2.4 mM Na2CO3.

Detection limits for phosphate, phosphite, arid hypophosphite were 0.03 mg/l as phosphorus. Continued

analysis of stock and exposure solutions resulted in a loss of column efficiency and an increase in

back pressure. Back pressure was presumably caused by binding of the higher polyphosphates onto the

column in the basic system. Reasonable column recovery was attained by back-flushing with a series of

acid and base washes (0.1 N H2So4, 0.1 N NaOH, 0.2 N Na2C03).

The separation scheme for polyphosphate speciation basically followed that of Yamaguchi et al.

(1979). The procedure involved anion exchange using a high-salt eluent containing EDTA to complex any" '1

metals in the system, thereby slowing the depolynerization rate. The condensed phosphates were acid

hydrolyzed, and the resultant phosphate reacted to form a heteropoly blue complex with Mo (V-V)

detected at 660 rim. Use of a water bath at 94C for both the acid hydrolysis and the color development

loops resulted in good recovery of P species, based on total P analysis by ICP emission spectrometry.

Although we have detected up to 28 P species in bubbler samples of the actual aerosol or deposition

samples, most samples contained fewer than 20 species.

Phosphite and hypophosphite were not hydrolyzed to phosphate under the conditions used in the

test. Since IC analysis is rapid (20 min) compared to the HPLC separation (-4 hours), it was used to

monitor phosphate concentrations in most of the samples. In practice, hypophosphite levels were

negligible and will not be discussed further.

Aerosol samples were collected for phosphine analysis with a gas sampling bottle attached to the

wind tunnel. The bottle was flushed with approximately five volumes of aerosol at a flow rate of about

0.5 I/min before aerosol samples were collected. Analysis for phosphine was conducted using a HP 5880A

gas chromatograph (GC) equipped with a 5% phenyl/95% methyl silicon fused-silica capillary column (held

at 100 0C) and a nitroqen/phosphorus detector. Gas-tight syringes were used to collect samples from the %

gas collection bottles. A standard gas mix (Union Carbide, Linde Division) containing 104 ppm (w/w)

phosphine in argon was diluted to produce standards used in calibration. Detection limits varied

somewhat with instrument conditions, but in all cases were better than 43 g/m'. Phosphorus components

other than phosphine were observed in some gas samples. Standard addition and reanalysis by both the

above procedures arid via a 4-ft Porapak-Q glass column followed by flame photometric detection

confirmed thdt the multiple peaks were due to species other than phosphine. Further identification was

not pursued.
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Elemental white phosphorus (P4 ) in the aerosol was trapped in 40 ml of benzene in a gas wash

bottle. The aerosol was sampled at a rate of 150 ml/min. Estimated carryover to backup trap was

<0.1%. The entrained phosphorus oxy-anions did not interfere with the determination. A water rinse of

the benzene layer and trap walls resulted in essentially complete recovery of the polyphosphate

fraction, giving a second check on total aerosol collected in the bubbler. A HP5840 GC equipped with a

4-ft glass column containing 5% OVI01 packing (100C isothermal) and flame photometric detector

equipped with a P-specific filter was used for injections of up to I0A of benzene trap solution. The

detection limit for P4 in benzene was 1 part per billion (ppb).

RESULTS

Physical and chemical characteristics of the aerosols were measured. Physical characteristics

such as mass concentration, particle size, and particle water content are important in defining the

level of exposure, the mass loading rate of aerosol onto exposed specimens, and the evolution of the

particles as they grow by coagulation and water absorption. Results of the chemical composition of the

aerosols and of the particles deposited to various surfaces are also presented. The composition of the

suspended particles was seen to be significantly affectea by aging and by the water vapor content of

the surrounding air. The chemical fate of the deposited particles also varied widely with deposition

surface and aging conditions.

Aerosol Characteristics

Phosphorus aerosols were characterized in the wind tunnel under a variety of controlled

environmental conditions. Particle chemical composition, size distribution, and mass concentration

were found to vary with relative humidity and aerosol age, and particle deposition velocity to plant

specimens was observed tu vary with wind speed, plant species, and relative humidity. As mentioned

previously, the effect of temperature on aerosol characteristics was not investigated. Temperature was

maintained at 22' - VC, humidity was varied between 20% and 90%, and wind speed was varied between

0.2 and 4.5 m/s (0.5 to 10 mph). For the RP/BR series, a "rainout" test was added, during which a fine

water spray (0.4 cm/hr) was generated in the test section of the wind tunnel. Tests were also

performed at low (50) relative humidity within the combustion chamber to provide additional information

on phosphorus speciation.

Aerosol mass ccncentratiros were maintained in the wind tunnel at constdnt levels within

3approximately 10' for up to 8 hr. Actual avcrdge mass concentrations ranged fror 200 to 6000 mg/m a'

during the plant and soil exposure tests. The average age of the aerosol during each test senuence was

held approximately constant during each exposure test and was controlled by altering the volumetric

flow rate into and out of the wind tunnel. The average age of particles in the steady-state WP and
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RP/BR aerosols were estimated to be 22 min and 28 mn, respectively. Before each test, the aerosol was

aged to a steady-state condition by isolating and bypassing the test section from air flow within the

wind tunnel.

Data on particle size distribution for both types of phosphorus smokes generated in the wind

tunnel are sunmarized in Table I (Van Voris et al. 1985). The MMAD was larger for increased aerosol

age and water vapor availability. The MMAD of WP aerosols increased from 1.5 to 1.75 urm as humidity

increased. The results for aerosols generated from RP/BR revealed slightly larger MMAD's possibly

caused by the more aged condition of the aerosol during testing. Measurements of 194AD indicated that

rapid particle growth occurred in the first several minutes after generation. The initial rapid

increase in particle size may have been caused by water vapor absorption and coagulation, and the

latter change, between steady-state and aged aerosols, was probably due to a combination of coagulation

and preferential deposition of the larger particles onto plant, soil, and wind tunnel surfaces.

-r' Aerosols that were aged longer than the 22- and 28-min steady-state conditions exhibited slightly

increased MfAD's.

TABLE I. MASS MEDIAN AERODYNAMIC DIAMETER VERSUS RELATIVE HUMIDITY AEROSOL
AGE FOR RP/BR AND WP AEROSOLS (GSD = 1.60 ± 0.1). Number of impactor
samples shown in parentheses (Source: Van Voris et al. 1985)

Relative Humidity

Aerosol Condition -.25% -60% %90%

- - - MMAD (um)------

RP/BR Aerosols

Steady-state(a) 1.6 (1) 1.61 (5) 1.95 (2)

Age ...5 min

Age -10 min 1.5 (1) 1.40 (2) 1.85 (1)

Age Z50 min 1.80 (2)

WP Aerosols

Steady-state(a) 1.50 (1) 1.56 (6) 1.75 (1)

Age <5 min 1.15 (1) 1.10 (1)

Age -10 min -- 1.30 (1) --

Age z50 min 1.62 (1)

(a)steady-Stdte (tire = approximately 28 min for RP/BR ard 22 min for WP).
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Particle density was not measured directly. However, assuming a particle density of 1.8 g/cm3

(approximate density of H3 PO4 ) at low humidity, an increase in particle volume of roughly 2.5 times may

be estimated between the low and high humidity conditions. This estimation assumes that the gain in

particle mass with increasing humidity was due to water vapor absorption and that the density of the

particles decreased to approximately 1.3 g/cm3 at the high humidity condition. Actual measurement of

particle density would allow calculation of particle physical diameter from the present results.

The bulk composition of the phosphorus aerosols remained approximately constant during each

exposure test because the aerosol was maintained at nearly steady-state conditions. The ratio of

phosphorus mass concentration to fresh aerosol mass concentration was compared to relative humidity (at

220C). These results are presented in Figure 4 and compared to data calculated from results of other

investigators for RP/BR (Holmberg and Moneyhun 1982; Brazell et al. 1984b; Tarnove 1980; and Burton et

al. 1982). Additionally, a curve representing equilibrium phosphorus concentration versus relative

humidity in anaqueous solution of H3 PO4 (Tarnove 1980) is presented for comparison. The scatter in

these data may result from differing aerosol age at time of sampling and from methods used to store

samples prior to actual sample analysis. Figure 4 was plotted using relative humidity rather than

water vapor content because the phosphoric acid equilibrium curve was said to be independent of

temperature between 100 and 600C (Tarnove 1980); however, some of the scatter in the data is reduced

Data:
(E PNL, RP/BR T = 221C

32 - FF PNL. WP T = 22 0 C
/n, Holmberg and Moneyhun, RP/BR T - 25 0 C
0 Brazell et al., RP/BR T 26-300 C

28- O[ 0 Tarnove RP/BRT =19-26°C
_Burton et a.. RP/BR T 21-26C

24 - ::;

4B Solid line represents phosphorus
20- equilibrium concentration vs. RH

in an aqueous solution 10-60 0 C
16 (from Tarnove 1980).

12-
ol

8 8

0
0 I I I I I

0 10 20 30 40 50 60 70 80 90 100

Relative Humidity(%)

FIGURE 4. CHEMICAL COMPOSITION OF AIRBORNE PARTICtES; PERCENTAGE PHOSPHOR!", CY MASS, IN VARIOUS
AEROSOLS GENERATED FROM RP/BR OR WP.
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when water vapor content rather than relative humidity is considered. The general trend seen in

Figure 4 is that the phosphorus content of these aerosols was slightly greater than that of an aqueous

phosphoric acid solution. This further indicates that use of a simple phosphoric acid model is

insufficient to predict the complicated chemical composition and evolution occurring within the

particles in phosphorus obscurant aerosols.

Distribution of Phosphorus Species

The actual speciation of phosphorus in the particles deposited onto soils or vegetation depends on .

the humidity of the air, the temperature, and probably the composition of the air during combustion and

subsequent aging in the wind tunnel or in a natural environment. As noted earlier, temperature was

held constant in this study. It is likely that rates of depolymerizatlon of the higher polyphosphate

species have some dependence on temperature. Since the aerosol was sampled after steady-state

conditions had been reached in the recirculating wind tunnel, and since fresh smoke was continually

added, the aerosol was a mixture of fresh and aging particles, thus complicating the interpretation of

the aging phenomenon. Several short-term combustions of RP/BR were performed with the burn plume

sampled directly (into bubbler traps) and then a short time later in the exposure section (Table II).

Actual water vapor mass measurements corresponded to 20% relative humidity in the plume and 26% in the

chamber and tunnel. The high proportion of species that were not recovered during the short sampling

periods apparently corresponded to very large polyphosphates, which break down with aerosol aging.

TABLE II. AGING OF P AEROSOL AT CONSTANT HUMIDITY

PNL Data ORNL Data(a)

Sampling 0 5 5 30 %0 30 60
Time (min)

Location Plume Mixing Wind Wind Test Test.
Chamber Tunnel Tunnel Plume Chamber Chamber

Species -- -- --- -- -- % of Total P ---------------

IP 2.6 5.0 9.9 24.5 9.5 16.6 31.6

2P 1.9 2.5 4.1 10.2 3.6 7.0 14.0

3-4P 5.2 7.7 8.8 14.0 8.4 6.4 10.2

5-13P 34.0 47.2 44.9 44.0 24.3 12.1 15.2

14-20P 9.5 12.2 8.1 7.4
53.3 57.9 29.0%

>20P 46.9 25.4 24.3 0

(a) Data from Brazell et al. 1984a, Oak Ridge National Laboratory (ORNL), Oak Ridge, I
Tennessee.
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The 30-min sampling point would correspond to the earliest sampling time during routine exposures of

plants and soils. When these data were compared to those of Brazell et al. (1984a), the same trends

are observed. Variations in burn characteristics and more rapid analysis of samples preserved with

EDTA amendments in the latter case are likely to have had some effect on the actual distribution.

Aging of particulate mass deposited on dry polystyrene plates or collected on glass-fiber filters

repeatedly showed rapid conversion to phosphate. Table III shows a rough estimate of this conversion

based on phosphate concentrations compared to total phosphorus. These data were compiled from several

tests, performed essentially at room temperature (22°C) and at a relative humidity of between 20% to

30%. For comparison, the zero dry time may be defined by the bubbler samples, where water contact is

considered immediate.

TABLE III. HYDROLYSIS VERSUS AGE PRIOR TO WATER LEACH

Time to 3
H20 Contact (hr) of P as PO4

0 (a) 19-27
<0.1 20-28
0.5 54
0.8 49-57
2 66
18 100

(a) Bubbler sampler.

The hydrolysis rate we observed for RP/BR and WP was faster than that reported by Spanggord et al.

(1985) for WP/F and RP/BR burn residues. A half-life of 49 hr was reported in the latter study for

conversion to H3P04 ; our results indicated that complete conversion occurred within 18 hr. The

variation in the conversion rate is not surprising, since such factors as humidity and smoke

concentration (and the resulting pH of the residue) have a marked effect on the actual hydrolysis rate.

Rapid water contact was necessary to slow the breakdown of polyphosphates.

Hydrolysis to phosphate will slow somewhat in an aqueous medium, but partial hydrolysis of the

higher polyphosphates will continue. Brazell et al. (1984a) showed the loss of >13P and peaking of

5P to 13P levels in an aqueous solution in 2 days with a significant increase in trimetaphosphate

levels. Katz et al. (1981) showed a 70, drop in 5P to 8P species concentration ir, 3 days. We found

the increase ir, trimetaphosphate levels to be significant in less than 2 days (Table IV) in smoke-dosed

deionized water. Since the metaphosphate elution pattern was superimposed on the polyphosphate

elution, the detection limits in fresh solution were higher than those in the absence of interfering
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TABLE IV. SPECIATION VERSUS SAMPLE AGE AT ANALYSIS

Dosed Water Dosed Soil Leachate
Sample Age 0.7 1.7 9.0 0.8 1.7 9.0(Days)

Species - -- --- --- % of total P----------

IP 23.4 25.8 30.3 41.9 41.9 83.2

2P 9.6 9.2 11.8 4.1 3.3 3.7

3-4P 13.6 17.1 23.9 14.5 16.4 8.8

5-13P 45.0 39.7 19.3 29.5 27.5 1.4
(max)

>14P 6.7 <1 <1 1.8 <1 <1

3mP(a) 2(max) 7.9 13.9 8.4 10.3 <1

4mP <2 Trace 0.7 <2 0.6 1.3

6mP <2 <4 0.5 <2 <1.2 1.7
(max)

(a) mP= metphosphate ring structure.

peaks. We observed markedly different behavior in a solution containing 10 parts of deionized leachate

water and 1 part of exposed soil; trimetaphosphate disappeared entirely, and traces of tetra- and

hexametaphosphates were detected. Microbial activity may have combined with chemical weathering

effects in the presence of soil minerals to catalyze hydrolysis and influence solubility of these

compounds.

Our speciation measurements for phosphorus were conducted using deionized witer alone or with EDTA

amendments. We must stress, however, that the actual hydrolysis of phosphorus smoke under

environmental conditions would be directly dependent on the resulting mixture. Poston et al. (1985)

showed that water hardness, ionic makeup, and neutralization caused marked changes in species

distribution with time (Figure 5). Two points are shown in Figure 5: 1) the shift to trimetaphosphate

as a predominant species under neutralized conditions, and 2) the slow rate of complete hydrolysis to

phosphate. Even after 3 months, an unneutralized aliquot contained only 26% phosphate, although the IP %

to 4P species accounted for 66% of the total phosphorus.
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When the burn plume of RP/BR was sampled at various humpidities (Table V), minor changes were seen

in the phosphate ratios. Percentages of the higher polyphosphate species declined markedly as huimidity

incrkased. The initial phosphate levels present in the unaged aerosols were low, as expected.

TABLE V. SPECIATION VERSUS HUMIDITY IN FRESH RP/BR AEROSOL

Relative Humidity

5% 2 0It 95%-

Species---- ------- --- of total P- ----- -- --

IP 2.7 2.6 3.0

LP 0.7 1.9 2.0

3-4P 2.0 5.2 6.6

5-13P 23.5 34.0 39.1

14-?CP NOWa 9.5 12.2

>20P 72.5 46.9 37.2

*HPOL < 0.2 < 0.1 0.1

(a) riot detected
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When the smoke in the wind tunnel reached steady-state, conversion to phosphate was diminished,

while concentrations of 2P to 4P generally increased with increasing humidity. A similar trend was

observed for both RP/BR and WP combustion (Table VI).

The decrease in phosphate with increasing humidity was also observed by Brazell et al. (1984a);

however, they also reported a marked increase in >13P species with increasing humidity--a phenomena

that we failed to see in either fresh or steady-state aerosols. However, when they burned RP/BR and

WP/F under free-burn conditions (closely resembled by our steady-state conditions), no metaphosphate

species or species greater than I1P were observed (at 38% relative humidity), and concentrations of the

lower P species resembled those determined in our study. Katz et al. (1981) studied the effects of

3
humidity ranging from 33' to 67' using a 0.011-m combustion chamber and could not conclusively

identify a relationship between humidity and speciation. An identification of such a relationship may

have been difficult to determine because of a significant time lapse between sample collection and

analysis. It is likely that the hydrolysis to phosphate continued prior to analysis.

In tests using wind speeds of 0.2 to 4.5 m/s, we saw no significant shift in speciation in

steady-state aerosols. While this is in agreement with the small-scale test done by Katz et al.

(1981) under entirely different burn conditions, it differs from Brazell et al. (1984a). The latter

study showed a marked decredse in the >13P and an increase in 5P to 13P fraction as wind speed rose

from 2.0 to 8.2 m/s. The Brazell et al. (1984a) study is unique in that the wind speed across the

combustion zone was equal to the test velocity. The high air velocities across the burning phosphorus

would have resulted in more rapid transport of aerosol to the sampling point; higher-order phosphorus

TABLE VI. SPECIATION VERSUS HUMIDITY IN STEADY STATE AEROSOLS

RP/BR WP

RH (%) 27 53 89 25 60 90

Species ----------- % of Total P- -----------

IP 26.0 24.1 18J, 30.2 18.7 16.2

2P 15.4 16.0 19.3 18.4 14.7 15.8

3-4P 16.3 21.8 25.0 18.0 11.5 24.0

5-13P 30.8 34.0 32.8 30.0 33.4 38.7

14-20P 2.4 2.8 1.5 2.5 0.6 2.7

>20P 7.6 0 ? .7 0.9 12.1 1.8
-2

. HPO 3  0.6 0.4 0.2 0.2 0.2 0.1

4!
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species woula be expected to be found in the less aged aerosol. In addition, changes in combustion

characteristics, caused by changing air velocities, may have also affected phosphorus speciation in the

resulting smoke. In the present study, the motion of iir across the combustion zone was independent of

actual wind speed in the test section of the wind tunnel.

Differences in phosphorus speciation as a function of particle size were measured by analyzing for

phosphate and total phosphorus. In general, the percentage of phosphorus as phosphate tended to peak

slightly in the 4.8 to 7.5 pm size and then decrease with decreasing particle size. An impactor taken

from a RP/BR burn at 87% relative humidity, 0.9 m/s wind speed, and 22 ± V0C was chosen for further

speciation. Results (Table VII) confirm the drop in phosphate and corresponding increase in higher

polyphosphates. A bubbler sample representing an integrated aerosol sample from the same run is

included for comparison. Since the particle size increases with age, the smaller particles would be

expected to represent a somewhat fresher, or less aged, component of the continuous smoke generation.

The maximum phosphine concentration observed during the WP burns was 70 ug/m 3, representing 0.02%

of the total phosphorus in the aerosol. The highest values measured were most prevalent at the higher

humidities; however, most of these values were at or below the detection limit, resulting in phosphine

concentration estimates of <0.002% of the total phosphorus suspended in the wind tunnel. Katz et al.

(1981) reported phosphine levels at less than 0.0001% of total P. Brazell et al. (1984b) detected no

phosphine (detection limit 0.1 ppm). Spanggord et al. (1985) generated extremely high (500 ppm) levels

of PH3 in a sealed reactor at 100% relative humidity over a 12-day period following WP/F oxidation in

air and adjustment to 1 atm with air. However, such contained conditions hold little resemblance to

actual field deployment.

TABLE VII. SPECIATION VERSUS PARTICLE SIZE (RP/BR)(a)

Impactor 2 6 Bubbler
Stage Sample

Approx. Particle
Size (0m) 4.8 0.65

Species % of total P-----

IP 22.6 14.5 18.6
2P 18.9 20.0 19.3
3-4P 25.4 28.6 25.0
5-13P 29.5 35.9 32.8
>14P 1.0 0.9 1.5

(a) Conditions: 87% RH, 0.9 m/s wind speed, 22 t 10C.
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The same study reported no detectable PH3 generated with RP/BR in a like reactor when RP/BR was

initially oxidized in pure oxygen and then adjusted to I atm with air. The lower 0, levels observed in

the WP/F study probably encouraged the formation of lower phosphorus oxides (such as P4 06 ), which yield% 4 6,

S h3 upon disproportication.

Levels of elemental white phosphorus (P4 ) in the aerosol ranged from O.P07" to 0.0151 of total

phosphorus in a series of experimeNrs. Upon deposition to water surfaces, P4 showed depletion tc

levels of less than 0.0009, of the total P deposition in the 1-hr tests, and less than 0.0002: in the

4-hr tests. The upper limit of combustion efficiency for WP/F munitions is estimated to be 92%;

therefore, sionificant quantities cf P4 coulo remein unburned during field use (Sparggord et al. 1985).

CONCLUSIONS

Variations in methods used in this study aro by other researchers to generate ard collect

phosphorus aerosols (Brazell et al. 1984a,b; Katz et al. 1981; Spanggord et al. 1985) have led to some

conflicting results. The chemical composition of these aerosols was shown to be dependent on age and

environment (e.g., relative humidity). We therefore believe that these conflicting results were caused "

by the use of different yeneration, sampling, and analysis methods.

4 We conclude that phosphorus speciation within RP/BR and WP aerosols is oramatically affected L.,

humidity and aQe (i.e., time to water contact). The rate of hydrolysis after deposition is als.

dffecteo by contact with water and by the availability of agents causing complexdtion or precipitation.

Particl' size oistribution is a function of parameters such as age and humidity, and average particle

size will iKicrease with increases in both of these parameters. Wind speed may hdve a minor effect on

* species distribution, but the effect. would most likely be outweighed by the water-related responses.

Vind speed will affect the rate of particle deposition and, thus, will tend to incredse the severity of

potential ecological and soil chemistry effects of the RP/BR and WP aerosols. (Folidr effects and

changes ir the solubility of soil components after exposure will be the subjects of future reports.)

Since hydrolysis is expected to be dependent on temperature, future studies should examine phosphorus

speciation at temperatures other than 20'C (perhaps 0" to 40'C, a rar;(,e typical of actual field

conditions). The effect or phosphorus speciatior, cf co-dispersion with dust particles also has yet to

be addressed.
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ABSTRACT

-- An experimental study of aerosol growth at reduced pressures
-- Primary aerosol formed in an exploding-wire generator
-- Growth in liquid and solid phases
-- Metallic aerosols

INTRODUCTION

The exploding-wire generator is capable of vaporizing sufficient material that high concentrations

of submicron aerosol can be formed, leading to rapid coagulation over a wide range of pressures. The

formation of the initial aerosol and its subsequent growth are the focus of this work.

To understand the role of gas mean free path, first consider the molecular (MFP >> particle diameter)

and the continuum (MFP<< particle diameter) regimes. Here the coagulation is determined by the geome-

trical collision cross-section of the particles and the relative velocities. The velocities are

diffusive in the continuum regime, but there are no size dependent effects

In the transition regime, molecular slip introduces a size-dependent collision rate, and the result

is that the smaller particles "catch up" to the larger particles in the size distribution, changing its

shape.

This is expressed in dimensionless coordinates, using the normalized particle volume n, and the

volume distribution function 4. The distribution functions are shown below (Figure 1) for the three

regimes discussed here.

What is not shown here is the rate at which a distribution can move from one regime to the other.

This is primarily determined by the initial particle concentration, but all closed distributions will

eventually grow into the continuum.

For many aerosol systems, combustion sources for one, the initial particle size and concentration

lead to a transition-type distribution because the rate of coagulation slows dramatically with time.

For time scales on the order of seconds to minutes, the transition distribution is the appropriate one

to use at atmospheric pressure. As the gas pressure is reduced, the same aerosol should remain in the

free molecular distribution for the same time period.
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These models strictly apply only to liquid aerosols because the particle volumes are assumed to

be additive. By incorporating a void fraction into the model, we hope to extend the range of validity

to particles which remain roughly spherical, even though they may contain a void space.

These models also explicitly assume that no extraneous forces govern the motion of the coagulating

particles. Consider now the experimental results that have been obtained in the early stages of the

project.

APPARATUS

The exploding wire generator (Figure 2) can produce enough material to grow macroscopic particles

(1-10 mm) in tens of minutes, at atmospheric pressure. Lower pressures lead to rapid gravitational

settling. For the present, slower growth and extractive sampling are being used to study the effects

of pressure. The extracted sample is being analyzed by an optical particle courter, by SEM and video

image examination of filter samples, and by Faraday cage filter for particle charge. There are

samplers in place for TEM grids, and piezo-mass balance, and an optical scattering system will be

added for dynamic monitoring.

FRACTAL ANALYSIS F AEPOSOL

The microscope pictures (Figure 3) show a definite need for, an analysis that does more than

estimate spherical collision cross-sections. Fractal analysis is a potential tool we are investigating

actively for application to this problem.
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The heart of the method is the investigation of similarity of properties with the scale of

measurement. A typical property is the perimeter of a particle image; when the perimeter is measured

in steps of decreasing length, it tends to increase as the step size takes into account the convolu-

tions of the particle. A log-log plot of perimeter versus step size will often reveal a linear rela-

tionship over a certain size range, and this region can be said to exhibit a "fractal dimension."

See Figure 4.

100
o 1.Oatm X =65. 10-2,m

S0.01 atm X 65 pm

30 
d-1

10 1

0 d =1.15

3 d 1.41

.01 0.1 1 10

Step Size (gm)

Figure 4.

The value of the fractal dimension should bear some defined relationship to the formation

processes for the particle. In particular, the fractal property is related to the occurrence of

randomizing effects in the particle formation. Our working hypothesis is that the range of attractive

forces must be comparable to the gas mean free path for fractal structure to appear, so that particles

can diffuse toward one another, rather than collide ballistically.

Some of the features in the SEM pictures do show up in the fractal analysis. The partial perimeter

plots in the figure show a long linear region in the one atmosphere particles, where most of the growth

took place above the gas mean free path; but the low pressure particle shows a different appearance and

a narrower linear region, all of which were below the gas mean free path.

Computer simulations of particle growth have qualitatively borne out some of these hypotheses, and

the references show some of the potential uses of fractals for particle characterization.
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ABSTRACT

Knowledge of the mechanisms by which solid particles form from various fluid media opens the way
for tailoring the process variables to produce particles of desired sizes and shapes. Although a
great deal of information exists in the literature on mechanisms of formation of specific material
particles, a general practical guide for the production of solid particles of specific sizes and
shapes is lacking. This document attempts to remedy this situation by presenting an overview, as
assessed fron: current literature, of solid particle formation phenomenology. Future work will focus
on the prediction of the processing parameters required to produce particles of specified materials,
sizes, and morphologies.

GENERAL PHENOMENOLOGY OF CRYSTAL GROWTH

Rate Phenomena

The sizes and shapes of crystals formed from a fluid phase is determined by the interplay of .-

three basic processes: nucleation, crystal growth, and transport of heat and mass. The following is

a general overall descripticn of the interplays in the case of crystal growth from the melt.

To initiate the formation of a solid phase from a liquid phase, solid nuclei must form of large

enough size (critical size) that further growth decreases the free energy of the system. The rate at

which such nuclei form is a function of supercooling, generally as shown by curve A in Fig. 1. The

rate of crystal growth subsequent to nucleation is generally as shown by curve B in Fig. 1.

The initial increase in rates as the supercooling increases is the result of an increased thermo-

dynamic driving force for phase change. The subsequent decrease in rates at extreme supercooling is

the result of increased activation energies as made manifest by increased viscosity.

Depending on the particular degree of supercooling, a variety of outcomes can occur. If the rate

of nucleation is relatively high and the crystal growth rate low, a shower of minute crystals can

result. On the other hand, if the rate of nucleation is relatively low and the rate of crystal grcwth

high, a few large crystals can be the result.
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Crystal Growth
Nucleation

Velocity B

Supercooling Increasing

Fig. 1 Crystal Growth and Nucleation Rates as a Function of Supercooling

The overall rate of crystal growth, once nucleation occurs, is determined by the relative rates

of the atomic attachment processes or interface kinetics and the rate of heat or mass transport. For

example, consider a crystal growing from a melt. As the crystal grows, latent heat of fusion is lib-

erated which has to be removed if the crystal is to grow further. If the rate of heat removal is

slower than the rate at which the atomic attachment processes can occur, the interface temperature

remains just a little below the equilibrium phase change temperature because latent heat is being

liberated fast enough to replace that lost by transport. The overall rate of phase change can be said

to be heat controlled. If, on the other hand, the rate of the atomic attachment processes is low

while that of heat or mass transport is high, the interface temperature falls considerably below the

equilibrium phase change temperature. The overall rate of phase change in such a case can be said to

be kinetically controlled.

Material Factors

Shapes or morphologies of crystalline particles are determined both by the rate controlling

process and by the nature of the material Itself. The statistical mechanical treatment of Jackson

(Ref. 1) of the atomic attachment processes gives an insight into the role of the material in deter-

mining crystalline morphology. According to Jackson, when additional molecules are added randomly to

an initially plane surface at its equilibrium temperature Tes the change in free energy is given by:
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AF -ex(1 x) + xIn x + (1- x) In (l-x)

where

The terms in the above expressions are Identified as:

x - fraction of the N possible sites on an initially plane face

k - Boltzmann constant

AL - latent heat of transformation

R - gas constant

AS - entropy of transformation

- fraction of the total binding energy which binds a molecule in a layer parallel to the
plane face to other molecules in the layer. The factor C is always less than unity and
is largest for the most closely packed planes. For these it is invariably greater than
or equal to 0.5.

A plot of AF/NkTe vs x for different values of m is shown in Fig. 2.

For a<,2, the lowest free energy configuration corresponds to half the available sites filled and

thus may be taken as a rough interface on an atomic or microscopic scale. For%>2, few molecules are

missing from the completed layer, and thus,this case may be taken as a smooth interface.

The effect of undercooling is to change the curves so that faces which are smooth at equilibrium

may become rough at some large undercooling. For most materials, however, the effect of undercooling

is to shift the maxima slightly.

I I I I I I I I I

, 
1 . 0

A.~~ 

i~ 
10.0

1.00

0.5

~A3 0

-0.5i
0.2 0.4 0.6 0.8 1.0 I

Occupied Fraction of Surface Sites

Fig. 2 Free Energy of an Interface vs Occupied Fraction
of Surface Sites (after Jackson)
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For materials with AS/R,<2, even the most closely packed planes should be rough, and the initia-

tion of new layers relatively easy. On an atomic scale, the interface will be rough. Rough inter-

faces, exhibiting as they do, low energetic barriers to growth, tend generally to have transport

controlled growth rates. Low AS/R materials will thus tend to exhibit non-faceted morphologies and

little growth rate anisotropy. For AS/R>4, the most closely packed faces should be smooth, and the

initiation of new layers difficult. Less closely packed faces are expected to be rough. haterials

with high AS/R will tend to show faceted morphologies, sizable growth rate anisotropy, and kinetically

controlled growth rates.

Materials of intermediate AS/R values would be expected to show either non-faceted and faceted
-
N

morphology depending on the actual conditions of growth.

Particle Eorphologies and Conditions of Growth

The question of crystal morphology as a function of the rate controlling process is rather compli-

cated because the growth mechanisms and growth rates of the separate crystal faces as a function of

undercooling are generally not known. Rather elaborate rate studies are required to specify a partic-

ular sequence for a particular material. However, the following generalization can serve to indicate

general tendencies.

For growth from the melt, the following sequence of morphologies as a function of undercooling

occurs for materials of low AS/R and under condition of heat control (Ref. 2).

Dendrite Spherulite .

Undercooling Increasing -

The spherulite morphology is generally thought to be the result of the large undercooling produc-

ing such a high density of needles that the thermal fields of ecch overlap suppressing side branching.
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Materials of high AS/R generally show anisotropic growth. In such cases the fastest growing face

will soon be grown out leaving a crystal boundec by the slowest growing faces. The differences in

growth rates of the various faces may be the result of: (1) intrinsic differences because of different

molecular forces in different crystal plane; or (2) the occurrence of a screw dislocation on certain

faces which makes growth on those faces much easier than on other faces; or (3) the occurrence of a

twin crystal; or (4) preferential absorption of impurities on certain crystal faces, retarding or en-

hancing growth on those faces. For high entropy materials and heat control conditions the following

sequences of morphologies as a function of undercooling can be projected:

mmb.

Dendrites Spherulites

Undercooling Increasing - .

Under kinetically controlled conditions high entropy materials would be expected to show the

following sequences:

Whisker

Undercooling Increasing

In this case the needle or whisker, morphology is generated as the result of a screw dislocation e-

chanisn, on one face of the crystal causing a faster growth in one direction. As the undercooling

increases two-dimensional nucleation increases, causing the other faces to increase their growth rates.

Recently two works (Refs. ' and 4) have expanded the concept of a controlling entropy tern to

include the cases of crystal growth from solution, from vapor, and from solid media. In the treatment

of Bourne and Davey (Ref. 3), a surface entropy factor, (, is taken as the cefinitive parameter. The

surface entropy factor, t, is defined by these authors as follows:

= 4Y/kT
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where Y is the edge energy or the energy gain upon the creation of a solid-fluid bond. For qualita-

tive purposes cL can be taken as:

ns AS
n t R

where AS is the entropy of phase transition and ns and nt the nunber of nearest neighbors parallel

to the crystal surface and in the bulk crystal respectively. The appropriate entropy ter:s for the

cases cf crystal growth from solution and vapor are as follo.s:

Case Entropy Term

Grot;th from Solution Entropy of Solution

Growth from Vapor AS = ASsub

where the entropy terms ASF , AS , and ASSub are for the processes of fusion, mixing ard subli-
mation.

In this treatment rough interfaces are characterized by (x values of ".2 or less and smooth inter-

faces by a values of greater than 4. Furthermore, because the energy gain upon the creation of a

solid-fluid bond at the interface is a function of solvent-solute interactions, the value of Y may

have different values for different solvents. Thus, a given face of a crystal may grow by different

-& "" grov.th rechariss from cifferent solvents.

In arother study, B. Lewis (Ref. 4) defines an edge energy coefficient j for crystal grovwth fror

solution as:

AP '-2p TAS 2p

where AE S is the enthalpy of solution, ASS the entropy of soluticn, andpis the surface energy.

Lewis' anal)sis leaos to the conclusion that P is the prin,ary raterial parameter for two-dir'ensional

nucleation (2[N) and also for screw dislocation (SbG). 6hen f/kT;10 which is typical of growth from

the vapor on low energy planes, 2DI, is sl over than SC . Whenfl/kT8, which is typical of melt growth,
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2DN is faster than SEC at moderate supercooling and slower at low supercooling. WhenO/kT;2, growth

by either ,echanism is unimpeded at all supersaturations.

In earlier studies of whisker formation (Refs. 5 through 8) Sears found that whisker growJth

occurs only when the supersaturatior ratio renains below a critical value, which is determined ty the

supersaturation at which two-dimensional nucleation occurs. Sears postulates that a nucleus with a

built-in screw dislocation grov.s axially at low supersoturation by the action of the dislocation with -.

absorbed atoms feeding the growth. Radial growth, however, cannot occur because the supersaturation

is belov, the critical value for t ,o-din,ensional nucleation.

Lewis' work indicates that materials of fi/kT-clO, i.e., raterials with high entropy of phase tran-

sition, readily for. whisker and platelets over a wide range of processing parameters. haterials of

lower $/kT will require careful adjustment of processing parameters such as the supersaturation to .

effect whisker or platelet formation.

- The cited studies described in the preceding discussion have prompted the use of model materials

to verify or to illuminate some points of crystal growth either for theoretical or practical purposes.

For exarple, organic materials of loh melting points, low entropies of fusion, and transparert melts

have beer taken as models for crystallization of metals froF, the melt (Ref. 8). Solutions of aronium

chlcrice in water have been studied as models for crystallization phenomena in alloy castings (Ref.

9). The model materials work has been exceptionally fruitful in explaining and elucidatinE gany

processes involvec metal crystallization.

The entropy of phase transition also plays a role in nuclEatior kinetics. For purposes of the

present paper it is sufficient to note that materials with high entropies of phase transition are

generally difficult to nucleate and will require either extreme supercooling, supersaturation, seeding,

or catalysts. ..

• Convection Effects on Crystal Cro.tl

N atural convection has the effEct of incr~ccsin the teirperature or concentration gradients nearIi growing crystal interfaces. It thLs has the effect of increasing heat or mass transfer to growing
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crystal surfaces. This increased mass or heat transport can affect crystal growth in a variety of

ways. The increased gradients can not only increase crystal growth rate, but also, in certain cases,

change the controlling process from heat or mass transfer to that of kinetic control. The crystal

morphologies will thus change from dendrite to more three-dimensional, particle-like structures.

In the case of the kinetically controlled process of whisker growth, convection currents can

increase the mass flow to the side of the crystal, encouraginS a thickening of the crystal by 2-C

nucleation. In the absence of convection, i.e., the pure diffusion case, less mass would reach the

sides and more the enas of the whiskers, thous encouraging growth lengthwise.

A- Natural convection can also introduce areas of nonuniform temperatures or concentrations along

the growing crystal surface and can thus lead to a number of crystalline defects.

Conclusions

On the basis of the preceding discussion, the following generalization for grcwing micrcn-size

particles of specified shapes are drawn. Materials with high entropy of phase transition can Le

expected to be easily grcn in the specified morphologies, rarticularly from the vapor or solution

phases. Materials with lower entropies of phase transition possibly can be grown to the specified

shapes by carefully controlling the processing parameters.
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ABSTRACT

This paper reports ongoing research to determine the capability of using temperature,
evaporation rate, and different chemical compounds to control particle morphology in the generation
of monodisperse aerosol particles from the evaporation of solution droplets. Research accomplished
shows the effects of evaporation rates on compounds of different solubilities and crystal habit.
Future work will be on mixtures of compounds and the use of thermal decomposition and reducing gases
for the formation of monodisperse particles with a metallic surface.

INTRODUCTION

The capability of the controlled generation of an aerosol is much sought after for experimental

aerosol research. Past research has resulted in the production of monodisperse particles of a

controllable size for performance of experiments where effects are sensitive to particle size.

Recent research has focused on the aerodynamic and optical properties of nonspherical aerosol

particles (e.g., Kasper, 1982; Barber and Massoudl, 1982). Although substantial advances have been

made in the comprehension of the torques, aerodynamic size and orientations and the scattering

properties of nonspherical particles, experimental confirmation has been often prohibited by the

difficulty or inability to produce a monodisperse aerosol of uniformly nonspherical particles

generally required to discern a particular particle shape effect. However, recent observations in

aerosol generation indicates that a variety of particle shapes can be generated from the evaporation

of solution droplets (see Leong, 1981). In fact, monodisperse aerosols consisting of nonspherical

particles of uniform size and shape have been produced. Cubic crystals of sodium chloride and

polycrystalline spheroids have been obtained by several investigators as noted by Leong (1981).

Particip shapes were affected by the evaporation rate and the crystal habit and solubility of the

compound used. These observations strongly indicate that control of particle shape is possible using

the appropriate generation conditions and chemical compound.
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PARTICLE FORMATION FROM SOLUTION DROPLETS

The extensive experiments by Duffle and Marshall (1953), Charlesworth and Marshall (1960)

and others have shown that in the drying of solution droplets, the solute initially crystallizes

or precipitates at the surface of the drop because of the low diffusivity of the solute compared

to that of the gaseous solvent. Computations by Schlunder (1964) and Gardner (1965) showed that

the concentration of an evaporating solution droplet is a maximum at the surface and could be

twice that at the center of the drop. Hence, particles formed from the drying of solution drops

will tend to be hollow. However, solid particles have been observed and this phenomenon has been

attributed to the collapse of the initial shell (Charlesworth and Marshall, 1960).

Observations by Leong (1981) indicated that substantial supersaturation of the solution droplet

occurred before the onset of crystal growth. This phenomenon has also been observed by others (e.g.,

Tang and Munkelwitz, 1983; Kurtz and Richardson, 1984; and Richardson and Spann, 1984). Substantial

supersaturation is possible through the absence of foreign nuclei in solution droplets. The

evaporation of the solvent leads to increasing supersaturation to the point of homogeneous nucleation

and crystal growth. Nucleation theory predicts a higher critical supersaturation (for nucleation to

proceed) for higher values of the interfacial energy between solid and liquid. Since the interfacial

energy decreases with solubility (Walter, 1967), higher supersaturation is necessary for lower

solubility compounds. The size of the resulting particle is then determined to some degree by the

size of the solution droplet at the onset of crystallization. The maximum supersaturation ratio, S

(defined as the ratio of the concentration of the solution to the concentration at saturation),

averaged over the droplet volume at the onset of crystallization can be related to the density of the

solid particle, Pp, and the saturated solution concentration, cs, as follows:

The volume, Vm, of a solid particle resulting from a solution drop of initial radius, R, and

concentration co is given by the equation,

Vm = 4rR3 co/3p (1)

- Similarly the volume, V., of the droplet at supersaturation S is given by

• 2, V - 4rR c /3c S (2)

s 0 5

Since Vm is always smaller than Vs, Eqs. (1) and (2) result in

S < Pp/c s  (3)

Equation (3) indicates that higher supersaturation ratio is possible for lower solubility compounds.

For example, the maximum value of S computed from Eq. (3) for lithium carbonate is 164 using a

density of 2.11 g cm- and a saturation concentration of 0.0129 g cm-'. Since it is not probable
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that such a high value of S can be reached, a hollow or porous particle is expected. Experiments

* using lithium carbonate have indicated a value of S around 20 (Leong, 1981). Hence, compounds having
A

low solubility would tend to produce hollow particles with the tendency to more solid particles for %

increasing solubility. If nominal values of S - 14 and pp - 2 g cm-3 are used then, for the formation

of a solid particle, the concentration of the solution at saturation would have to be larger than

0.5 g cm- 1. This value tends to be an overestimate since solid particles have been obtained with %.

compounds that have lower values of cs (see Leong, 1981). An example is manganese hypophosphite

having a c. value of 0.12 g cm- . This can be attributed to the collapse of the initial shell

leading to a wrinkled particle. Hence, the solubility of the compound and the supersaturation

ratio (S) achieved influences the density of the particle.

The time needed for a saturated solution droplet to evaporate to the point of crystallization is

given by

2 _2
At =K(r r ) (4)s c

where rs and rc are the radii corresponding to when the droplet was saturated and when .4

crystallization was initiated and K is a function of the diffusivity of the solvent in vapor form

and the differences in vapor densities. Expressing the radii in terms of the total mass of solute

present, Ms, yields

At = K(-)2/3[,2/3 - S)-2/3 (5)

4r 5 s

If it is assumed that K and S are constant for any droplet size, then At will be longer for larger

droplets with larger values of Ms . With longer nucleation times, the supersaturation ratio is

expected to be lower. Hence, greater solute mass would tend to produce less compact particles if no

shrinkage of the initial shell occurs. The more common occurrence of shells and hollow particles at

supermicron sizes compared to micron or submicron sizes is then consistent with the trend discussed

above.

The limited data of Leong (1981) for lithium carbonate, at 24% and 90% relative humidities,

are also consistent with this trend. A higK. r value of S = 23 was indicated at a relative humidity

of 24 % for the smaller particle (Vm = 2.99 Um') compared to a value of 20 at a relative humidity of

90% for the larger particle (Vm = 4.19 im'). The higher evaporation rates at the lower humidity

resulted in a porous wall particle compared to the smooth wall of the particle at 90% relative

humidity. Lower supersaturation values for lithium carbonate droplets of hundreds of micrometers in

size has been obtained by Gavin (1983). Similarly, even lower supersaturation was present in the

larger droplets of different compounds used by Charlesworth and Marshall (1960). However, crystal
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habit and growth rates may have a more significant influence on particle morphology. This was

6

indicated by the lithium particles (obtained at 60% relative humidity) having a range of shapes and

sizes (Leong, 1981) and the collapse of the initial shell that was observed for some compounds

(Charlesworth and Marshall, 1960).

The shapes of crystals (particles) are affected by the rate of growth and interactions with

the solvent and other compounds or impurities present (Wells, 1946; Walton, 1967). In the generation

of aerosol particles, solution droplets are usually dried at a rapid rate. Consequently, crystal

growth that is controlled by the supersaturation and evaporation rate is rapid and the equilibrium

crystal habit of the compound used may not result. Another factor that may inhibit the crystal habit

is the initiation of crystal growth at the droplet surface, caused by the higher supersaturation.

Dendritic growth on the surface and into the droplet may be common for maximum heat dissipation and

growth rates (Walton, 1967).

EXPERIMENT

An experimental study was conducted to determine the effects of temperature, evaporation

rate and chemical properties of the solute on the morphology of particles generated from the

evaporation of monodisperse solution droplets. The aerosol generation and drying system used is

shown in Fig. 1. A vibrating orifice generator (modified TSI 3050) was used to generate monodisperse

solution droplets. The solution was fed to the generator by a pressure feed system using a 500 cm2

0.2 um capsule filter (Gelman 12022). This method of solution feed together with a special start-up

procedure enabled continuous operation of the generator with no clogging of the orifice (Leong,

1985). The generator is operated inverted so that the solution droplets produced will not dry

prior to exiting the acrylic column. The wet aerosol then flowed through a metallic tube with a

heated wall. The evaporation rate of the solution droplets before drying was controlled by the

temperature and the amount of dilution air (humidity) used. This evaporation rate was determined

indirectly by measuring the temperature and dew point of the carrier air. The purpose of the silica

gel bed after the heated tube was to reduce the humidity of the air to prevent the possibility of

water absorption by the dry particles. The aerosol particles were sampled by impaction above the

silica gel bed.

RESULTS AND DISCUSSIONS

A series of electron mlcrographs of particles generated from different compounds under

controlled conditions of temperature, dew point and solute mass are presented below. The micrographs

are arranged to illustrate the effects of the variation of a particular parameter on the morphology
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of the particles generated. Particle sizes given in the figure captions are the volume-equivalent

solid-sphere diameters. The scale at the bottom of each micrograph (may not be visible for some) is

1 Um for one dot and 10 pm for two dots.

The first set of micrographs (Figs. 2a-2d) for sodium chloride (solubility - 36 g/100 g H2 0)

show the effect of increasing solute mass. The maximum dimension for the particles in each

micrograph is 1.2 pm, 4.2 um,4.6 urm, 7.6 um, 5.9 pm, and 7.0 um, respectively. The micrographs

show the transition from a single crystal to a multicrystal particle. The transition to a

multicrystal particle is evident in Fig. 2c where the particle exhibit a twinning habit. The

individual crystals have sharp edges and tend to be tetragonal instead of cubic, with the crystals in

Fig. 2a having higher energy surfaces. nis formation of multiple crystals for a larger mass of

solute is expected since the nucleation rate at the surface increases with the size (solute mass) of

the droplet. Figures 2d-2f illustrate the effect of a lower dew point on the morphology of the

particle resulting from the same size and concentration droplet. The higher evaporation rate results

in a higher supersaturation and a more compact particle. The particle of multiple single crystals ,.'

changes to a solid polycrystalline mass to a single crystal. The crystal habit is also modified from

simple tetragonal to the appearance of octahedral faces. Since higher supersaturation with

consequent larger growth rates are expected for smaller particle size or higher evaporation rates,

the appearance of higher energy faces for the crystals in Figs. 2a-2f is consistent with the

observations of Kern (1933). These micrographs for sodium chloride do not indicate that higher

evaporation rates necessarily result in a more compact particle but that evaporation rates or crystal

growth rates and habit affect the morphology of the particles formed.

If the maximum dimension of a particle is assumed to be the radius of the droplet at the

onset of crystallization the maximum concentration of sodium chloride achieved decreases

monotonically from 1.3 g cm-' to 0.62 g cm-3 for the particles in Figs. 2a-2d. Hence, a decrease

of the maximum supersaturation with increasing solute mass is indicated. However, this assumption,

used for these particles that are not shells or spheroids, is not necessarily an absolute indication

of supersaturation since a value of 0.79 g cm 3 was obtained for the case of Fig. 2f compared to 1 .1

g cm- for Fig. 2e at a smaller evaporation rate. Nevertheless, the range of solute densities so

obtained are the same order of magnitude as that observed by Tang and Munkelwitz (1978) for a sodium

chloride droplet evaporating in a quadrapole trap.

The next set of micrographs in Fig. 3 is for potassium sulfate. The slightly elongated .4

particles in Figs. 3a, b, f, and g are an artifact of the microscope. The maximum size for the

particles in each micrograph is 1.8 urm, 3.2 um, 7.1 um, 6.6 urm, 9 um, 3.5 pm, and 1.5 urm,

respectively. Supersaturated concentrations calculated assuming that the maximum dimension of
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the particle is the diameter of the droplet at the onset of crystallization are (a) 1.4, (b) 1.0,

S.( (c) 0.55, (d) 0.68, (e) 0.27 and 0.45 (f) 1.6 and (g) 2.4 g cm- 3 . The trend is consistent with

increasing supersaturation with increasing evaporation rate and decreasing solute mass considering

the approximate method of deducing supersaturation. For the same generation conditions of

temperature and dew point (Figs. (a)-(d)) the smaller particles have a rougher surface with a larger

number of smaller crystal structures. Figures (c)-(f) show the effect of increasing temperature on

droplets of the same size and concentration. At 300C (Fig. 3e) a shell of crystals was formed.

Higher temperatures (Figs. 3c, d, f) led to a more compact particle with a solid particle in Fig.

3f. Higher temperatures imply a higher evaporation rate and these results are similar to those

obtained for sodium chloride. The particle in Fig. 3g is also consistent with the above trend, being

solid at 800C compared to the nonsolid particle formed at 40 0C in Fig. 3a. In addition to increasing

the evaporation rates, higher temperatures increases the solubility of potassium sulphate.

Solubility values are 13.0 g/100 g H 4, 1a.9 g/100 g, 18.2 g/100 g and 21.4 g/100 g at temperatures

of 30 , 400, 600, and 80 0C, respectively. Consequently, a more compact particle would be expected at

higher temperatures. The third set of micrographs is for lithium fluoride, a low solubility

compound (0.27 g/100 g H2 0 at 180 C). The particles in Figs. 4a-4e are slightly elongated in the

vertical direction by the microscope. The micrographs in Figs. 4a-4d have the same magnification and

the maximum horizontal dimensions measured for the particles are 1.7 pm, 1.4 Pm, 1.2 Um and 0.95 um,

respectively. The particles were generated from the same size and concentration droplets for

decreasing evaporation rates. The slower crystal growth rate resulted in more compact particles with

larger crystals. This increase in crystal size with slower growth rates is commonly observed (Wells,

1946). At the highest humidity or slowest evaporation rate used a variety of polycrystalline shapes

is evident in Figs. 4e and 4f with particles having an approximate maximum dimension of 1.3 Jim.

Lithium carbonate, another low solubility compound (1.2 g/100 g H2 0), has also been found to produce

a range of particle shapes at a relatively high humidity (Leong, 1981). Crystal growth rates and

habits tend to have a dominant influence on the particle morphology for these low solubility

compounds.

Figures 5a-5e show lithium sulphate particles of the same mass that wcre generated at two

different evaporation rates. The particle in Fig. 5a is slightly elongated by the microscope. The

solubility of lithium sulfate is approximately 33 g/100 g H20 from 400 C to 60 0 C. All the particles

are hollow and approximately 3.4 jim in diameter. Smaller crystals are expected from higher

evaporation rates and the particles produced (Figs. 5c and 5d) have a relatively smooth surface. The

slower evaporation rates led to the formation of larger crystals evident in Figs. 5a and 5b. An

interesting micrograph is presented in Fig. 5e. It shows the absorption of water and Initial
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deliquescence of the particles. Preparation of the sample for sputter coating in vacuum dried the

particles and the mass of lithium sulfate that had deliquesced and later dried formed thin outgrowths *

that appear to anchor the particle to the surface.

Particles of rhodamine-B generated from solution droplets of initial diameter of 24 Wm and

concentration of 0.0364 g/100 g H.0 are shown in Figs. 6a and 6b. The effects of a change in

solubility is illustrated. The higher solubility at the higher temperature resulted in a smaller

particle of 1.8 pm with a smooth but dimpled surface. The particle generated at the lower

temperature is a hollow 2.4 um diameter sphere with numerous holes on its surface. The larger number

of holes is probably the result of the initial shell formation at a larger size with the subsequent

requirement for evaporating a larger amount of water. '

Figures 7a-7c are for sodium sulfite particles generated from the same initial size and

concentration droplet at different ambient conditions. The particles in Fig. 7a are probably

solid. At 600 C, the hydrate (Na2SO3 .7H2 0) is expected but the particle size produced (3.47 Jm)

is smaller than the predicted solid size of 3.82 pm for the hydrate. This indicates that either

the compound used may be partly hydrated or that the particle generated is composed of the hydrated

and anhydrous compound. The particles in Figs. 7b and 7c were produced when particles that had not e".

dried completely impacted on the electron microscope stub. Tnese particles in Fig. 7b do not have

the typical shapes of particles produced as described above (Leong, 1981). The water content of this

wet particle was probably very small and on impaction and drying produced the interesting shape. The

maximum dimension of this "particle" is 5.2 um compared to 6.2 um in Fig. 6c.
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Fig. 3: Electronimicrographs of' potassium sulf'ate particles
generated at a dew point of' -6.50C. Equivalent solid
sphere diameters were (a) 1 .45 pm at 40 0C,
Cb) 2.32 4m at 4100C, Cc) 41.2 4m at 4100C, (d) 4.2 pm
at 400C, (e) 4.2 vm at 30 0 C, (f) 41.2 pm at 600C and
(g) 1.415 pm at 800C.

A

Fig. 11: Electronmicrographs of' lithium fluoride particles generated at
an ambient temperature of' 400C Cexcept as noted). All the

* . particles have the same equivalent solid sphere diameter of'
0.9 pm Ca) DR - -11.0OC T =600C, Cb) DR = -10.410C. Cc) 2.50C,
Cd) 7.-0 0C , Ce) and Cf') 16.410 C. Ca)-(d) have the same
magnif'icat ion.

0- (conL intied)
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Fig. 5: Electronmicrographs of' lithium sulf'ate particles of' equivalent
solid sphere diameter of' 2.4! ji produced at (a) T = 500C, DP
-6.0-C, (b) T - 6000, DP = -6.00c (c) T = 501C, DP = -10.00C

(d) T - 600C, DP - -6.0OC, and (e) T -600C, DP -6.40C but --

exposed to room air. i

Fig. 6: Electronmicr'ographs of' rhodamine-B particles of' equivalent
solid sphere diameter of' 1.5 jIff assuming a density of' 1 .5 g
cm- produced at (a) T =600C, DP - 13.20C and (b) T 250C,'''
DP =-16.20C.

%

Fig 7: Eeto~irgah fsdu uft atce rdcdfo

F ~ ~Og.. g/:0 EeronirgraH, of todiu anhydrous copartcn e produced600C,

DP -12-0 0C, (b) T =6000, DP =-7.9
0C and (c) T 400OC,

DP
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CHANNELING IN BEDS OF MICRON SIZE PARTICLES

H. Littman and M. H. Morgan,IIl
Department of Chemical Engineering

and Environmental Engineering
Rensselaer Polytechnic Institute

Troy, New York 12180-3590

ABSTRACT

A theory is developed which connects channeling in beds of micron size particles with their cohe-
sive behavior. It shows that once a channel forms, the cohesive nature of the particles prevents signi-
ficant flow of fluid from the channel into the dense phase surrounding the channel. The low axial
pressure drop which results is shown by stability considerations to maintain the channel.

Future work will focus on understanding the cohesive behavior of micron sized powders and their
pneumatic transport to produce deagglomerated aerosol sprays.

INTRODUCTION

The best known method of dispersing fine powder composed of micron sized particles to produce a

4 deagglomerated aerosol spray is by the use of an air ejector.1  Two general methods of dispersal of

interest at CRDC are shown in Figures la and lb. In Figure la, the powder is fluidized in the material

storage container and fed through the transfer line to the air ejector. In Figure lb, an eductor sucks

powder from the storage container into the transfer line. In both methods, the cohesive nature of the

particles affects both the quality of the deagglomeration and the particle concentration in the spray

from the ejector.

The practical difficulties in producing deagglomerated aerosol sprays exposes the weakness in our

understanding of phenomena involving the transport of fine particles that are cohesive. If practical

devices are to be built which have a high degree of reliability and predictable performance, research

into the fluidization, spouting and transport of micron size particles is necessary. The fact that

such research is not far advanced provides an excellent research opportunity in the framework of a real

engineering need.

FLUID-PARTICLE BEHAVIOR OF MICRON SIZED POWDERS

A. Channeling

Guichard (1) and Geldart and Wong (2) have observed that channels form in beds of fine cohesive

particles when one tries to fluidize them. Such beds do not bubble or expand significantly. The chan-

nels, which are plainly visible at the top of the bed, have little or no particle throughflow and

IThe fluldized beds have also been used to disperse fine powders (1). In that case, elutriation of the
fine particles from a fluidized bed of larger ones is the mechanism for dispersion.
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enlarge as the gas velocity increases. At sufficiently high gas velocities in small diameter beds, the

whole bed can be ejected in a single clump leaving an amazed and unnerved investigator face to face

with an empty column.

B. Classification of particles

Geldart (3) has classified particles for fluidization purposes as falling into one of four groups

and Table I gives some of the important features of each group. We are concerned in this paper with

particles in Group C whose behavior is dominated by strong interparticle forces.

Table I Some Features of Geldart's Four Groups of Particles (3)

Feature Group C Group A Group B Group D

Distinguishing Cohesive Aeratable Bubble readily Spoutable
word or phase .

Example Flour Fluid crack- Sand Wheat
ing catalyst

Particle size 3for
P- 2500kg/in < 20um 20 < d < 90m 90 < d < 6501,m > 650wm

pp p

Recently, Geldart and Wong (2,4) have published work aimed at developing criteria for predicting

the boundary between cohesive Group C and slightly cohesive but aeratable Group A powders. They

studied bed expansion and rates of deaeration of beds of particles and found that 1) dry cohesive

powders have no clearly measurable minimum fluidization or bubbling velocity 2) the Hausner ratio 
(5)

(ratio of the tapped to loosely packed bulk density) is large 3) increasing the relative humidity of

the fluidizing gas promotes cohesive behavior and 4) the bed expansion is small. They also found that

Group C powders deaerate exponentially rather than linearly. These papers make an important start on

the classification of fine particles.

C. Mechanical theory of channeling

Channeling is basically a form of spouting rather than a mode of fluidization. For this reason, we

will focus our discussion on a theory of particle circulation in spouted beds developed by the authors

(6). A schematic diagram of a spouted bed is given in Fig. 2. The relevant part of that theory to the

discussion of channeling lies in its prediction of the axial voidage distribution in a spout at minimum

spouting (the choking condition).

In our model, the axial voidage distribution at minimum spouting is calculated from an

Euler-Lagrange variational form as follows:
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The momentum equation for gas and particle flow through an element of the spout assuming constant

spout diameter axially and radially averaged velocities, pressure and voidage is [see Nomenclature below]

Pfd (Cu2 +Pd2 dpS S(P fg
f + v - - (1 - es)(p p - pf)g (1)

Integrating over the height of the bed yields

pfc S (H) u H - U+ p(I - S ( H) )Vs 2 p (1 - s (O)) V 2

(H
= () Ps(H) - fJ (1 - Cs(Z))(P - pf) gdz (2)

At minimum spouting, vSH = 0, Cs(0) = 1, Cs(H) = CmF and ps(O) - ps(H) = APms. Thus eq. (2)

becomes

22H
2f-mFuSH Pf 20 = APms - H (1 - Cs(z))(p - pf) g dz (3)

0 p

Normalizing the pressure with APmF and the axial distance with H, and replacing uSO by

[Dc/(ds)mS] 2 UmS, we obtain

42 2 H

i [1 - CS(C)]mS APms f{[Dc/(ds)mS]4 U 2 m 2

f - mF)-"' dC = m + [( - m S - mF uSH (4)
o 1 -E F mF A- -T( p Pf) glHj

0 mF mFmF (p f

with [cs(O)]mS = 1 and [ES(1)]mS = emF" (5)

This simple Euler-Lagrange variational problem has the solution (7)

] - ] 1m 2 C  [ I - (XC + CI )  (6)

1 CmF 2

where X (I - C2) 1/ 2 - C1  (7)

C2 = (12- C )I/ 2 /[( - C ) 11 2 
- C1] (8)

C0 = C2  (1/2A2 )E(1 -C )/ 2 ( C)I- C1) .

sn 1 2 C2 112] - sin-1 I
+1 s2ind A( ar 1 C1] 9

' 1 , C 2 and X are obtained by solving eqs. (7), (8) and (9) simultaneously. A plot of [cS(Z)]mS vs

z/H for various values of CO and EmF = 0.406 is given in Fig. 3. The calculations show that only for
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values of C0 between 0.215 and 0.785 does [c(Z)]MS decrease monotonically. Values of C0 outside this

range require that the end conditions change if [es(Z)]mS is to decrease monotonically. Experimental

data [8,9] show that ES(Z) does indeed decrease monotonically and this is certainly reasonable physi- b"

cally since particles feed into the spout from the annulus. The convex and concave shapes predicted in

Fig. 3 have been reported in the literature [8,9].

Morgan et al. (6) have shown that the case for which C0 = 0.785 represents the axial voidage

distribution in a bed of coarse particles at its maximum spoutable height in the conditior of minimum

spouting. The curve CO = 0.215 in Fig. 3 is relevant to channeling.

If the gas cannot get into the annulus due to the cohesive nature of the particles, there will be

no pressure drop there. Thus AP which is caused by the flow of fluid through in the annulus,MnS,%

decreases to the point where C < 0.215. When this occurs stability considerations demand that the

boundary condition, cs[(Z/H) = 1] = EmF' release since d cS(1)/dz = - when CO = 0.215. eS(1) then

rises toward unity which physically describes the hole with no particle transport observed by Geldart

and Wong (2). The cause of channeling is now apparent. It is a result of the cohesive nature of the

particles which prevents their aeration in the annulus (the dense phase surrounding the channel). When

the gas flowrate is raised above minimum spouting, the channels enlarge and conditions in the annulus

are unchanged.

NOMENCLATURE

0 f 1 dC in a spouted bed (see equation 4)
mF

C I ,C2  constants

dp particle diameter

dS  average spout diameter

Dc column diameter .-e..

g gravitational acceleration

H bed height

PS fluid pressure in the spout (or channel)

pS(H) ps atz -H

PS(0) pS at z = 0-%
APmF pressure drop at minimum fluidization in a bed of height, H .

APm = ( l-Cm (Pf)gH

AP ms overall spout pressure drop at minimum spouting

umS minimum spouting velocity
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U S interstitial fluid velocity in spout

uSH us at z - H

Uso us at z - 0

v S  interstitial particle velocity in the spout

vSH vs at z = H

V vsatz 0

z vertical coordinate measured from spout inlet

Greek symbols

CmF voidage at minimum fluidization

€S spout voidage

cs(H) ES at z = H

z/H

constant in equation 6

Pf fluid density

Pp particle density
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JET PENETRATION AND PRESSURE DROPS IN SPOUTED BEDS OF FINE PARTICLES

M.H. Morgan, Ill, H. Littman, and B. Sastri

Department of Chemical Engineering and Environmental Engineering
Rensselaer Polytechnic Institute

Troy, NY 12180-3590

Introduction

To effectively design a pneumatic transport system one must know precisely the entrance condition

to the delivery system. Although these systems have been in common use for decades, an accurate charac-

* terization of their inlet condition still evades researchers. What is needed is a standard feeder

whose feed conditions can be precisely determined. One such system that offers promise is the spout-

* fluid bed with draft tube (see Figure 1). In this design the feeder is the spouted bed annulus

surrounding the draft tube (pneumatic transport tube). Morgan, et al. (1) have shown recently that a

complete characterization of the spout region of these systems allows them to predict both the radially

averaged axial voidage distribution and solid circulation rate in spouted beds. Since the inlet con-

ditions to the draft tube are represented by the spout outlet conditions one has in essence a standard

feeder.

One of the key design variables that may be used to vary the solid circulation rate is the draft

tube spacing (1) or separation distance above the inlet orifice. An exceedingly large solid turn-

down range is possible with such a design since this spacing can be varied between k* and Hm It is

immediately apparent to the designer that a knowledge of these two operating limits (L* and Hm) is

important. If this device is operated outside these limits solids transport is not possible. At draft

tube spacings above Hm, the jet formed by the spout will not penetrate the bed and only bubbling or

choking within the draft tube occurs. When t<x*, the pressure drop across the surrounding spout anrnu-

lus is not large enough to support solid transport and only fluid will flow through the tube. This

latter effect has been reported by Yang (2) and discussed in some detail by Morgan, et al. (1).

In this paper new models are developed for predicting the maximum jet penetration, H ,in spoutedm

beds using either a liquid or gas as the spouting fluid. Relationships are also developed for pre-

dicting the spout pressure drop (maximum feeder pressure drop) under such flow cord tions (X=Hm).

Maximum Jet Penetration (HM )

In a spouted bed there is an upper spoutable height, H above which all bed heights

will be partitioned into an internal spouting zone and an upper level fluidized region. This

upper region in gas-spouted systems appears as an aggregatively fluidized zone while with liquids this

region will be particulately fluidized. The majority of the empirical and semi-empirical models for

* #[See Nomenclature below.]

79

%.



predicting this quantity are founded in Reference(1). The most recent semi-empirical models are the two

Littman, et al. (4,5) modelsof Equations (1) and (2). Both of these models were developed using mono-

dispersed spherical particles:

m - 0.215 + 0.005 for A > 0.02 (1)

and

Hm Ds 0.345 Ds -0.384o. TFS ) (2)
c S

The first of these models was derived from momentum considerations. It was shown that the A-parameter

linked the maximum jet penetration to the momentum exiting the inlet orifice. The latter model

(Hm-Ds relationship) followed from continuity considerations. It was assumed that a vectorial form of

Ergun's equation could be used to solve for the annular flow field. A boundary-value problem was posed

for this region and solved assuming McNab's relationship (6) held for the spout and that the Lefroy and

Davidson pressure profile (7) was applicable at the spout-annular interface.

New models are developed here for % that are valid for both the small and large A regions. These

models require only a knowledge of the basic geometric properties of the bed (di and Dc ) and the physi-

cal properties of the fluid and particles (d I, pf and pp). Furthermore, this information when com-

bined with an overall spout momentum balance can be used to predict the pressure drop ratio,

(6P s/AP ), in these systems.

Development of anH Relationship

The authors have shown in other work (4) that the fluid-particle, inlet orifice and particle shape

effectscan be conveniently characterized by the following dimensionless grouping,

A = Pf umF uT (3)
(Pp - Pf) g di

Using this grouping they developed a correlation relating m = H di/D2 to
m i c

A via consideration of the momentum. That correlation is given above in Equation I for spherical particles.

Littman et al. (4) found for A < 0.02 that Equation (1) predicts experimental data poorly. Here a new

correlation for m is sought based on new correlating variables deduced from the original A parameter.

Our objective is to develop a more general equation that is valid for both large and small A-values.

It follows that as dp + 0 the A-parameter will take the following asymptotic form:

8I0

80q



A(dp 0) = (Ar) (TUm a (4)

pD cd.i/
112

Noting that the Archimedes Number, Ar,may be expressed in terms of the ratio, , (UT/UmF) Equation

(1) reduces to

m : [f(. )] umF /uT (5)

mF I c

Thus a new correlation for m was sought using the dimensionless groups suggested by Equation (5).

In Figure 2, a plot of m, the dimensionless jet-penetration height versus the dimensionless group

(d/D )/(u /u ALm is shown for spherical particles spouted in both air and water. Two salient

features of the data are readily apparent. First, it reveals there is a family of jet penetration

curves (8-curves) and second,that jet penetration increases with ALum. In addition, there are both

upper and lower bound curves (=B max and a=6min curves in Figure 2) that would encompass the data.

For a fixed ALim , one finds that decreasing a reduces the dimensionless jet penetration. Such "$J

behavior is normally not observed in gas-spouted systems, since 8 values for these gases fall between

0.28 4 6 < 0.35. Thus one would expect experimental error to mask this effect in systems where a >

0.28. Only with liquid-spouted systemsis such an effect clearly apparent (see Figures 2 and 3). NN

The following correlation for m, was obtained for the data provided in Figure 2:

d.
m =a (8) 1 for 0.10 < 4 0.35 (6)

0 UmF
(T-

where
a() = 0.066 for 0.10 < a < 0.20

a0(8) = 0.135 for 0.20 4 B • 0.30

and

ao(8) : 0.200 for 8 > 0.30

This correlation shows that jet penetration becomes independent of di as A becomes small and inertia

effects become less important. In this region, H varies asD c (1) When A is large, however, them C
-1 +2

Littman, et al. (6) correlation shows that m should approach 0.218 and vary with di and Dc  . With

large A, the inertia effects are obviously dominant and a different result is obtained. The experimen-

tal data was found to fit Equation (6) to within with 11 percent (see Figures 4 and 5).

Dimensionless Pressure Drop RatioinaSmall-A System (Maximum Feeder Pressure)

Starting with the combined,fluid and solid momentum equation, assuming a constant spout

diameter axially and using radially-averaged velocity, pressure and voidage one obtains
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Pf d u) + ((1- 2 ) dp - (- f (7)

Furthermore, noting that the inertia in small-A spouting systems is negligible,Equation (7) reduces to

z = 0 - Cs)(p p - pf)g (8)

where

P = (ps- Pfgz).

Thus,one major difference between small and large A systemsis the fact that in the latter systems the

inertia terms are substantial in size and must be incorporated in the analysis. With liquid systems

for example, the inertia term is typically much less than 10% of the pressure and gravitational contri-

butions. Integrating Equation (8) one obtains

pS=fHm(1 - S (z))(p - pf)g dz (9)
PS pf

Now normalizing the pressure- with APmF and the axial distance with H , Equation (9) becomes

APhis 1

= d 
(10)AEPmF Hm 0 '.

Previously, Morgan et al. (1) have shown that a variational formulation can be posed for the spout

voidage. Here a similar problem is formulated for the pressure. The Euler-Lagrange statement for the

'." pressure in a small-A spouting system becomes

j f 1 (f ) d{ (11))2
0

* 1 -E(0)

0 : _ dp (0) f(0) (12)

with p* = p/APmF and

C: 1 = f(1). (13)d

The pressure drop ratio APms/APmF is calculated from Equation (14)

APM f 1f(C) dC (14)
APhi

mF41 0

This approach obviously requires explicit information about the system boundary conditions. The

pressure gradient at the inlet, dp*/d~l C=0 is estimated following Richardson-Zaki (8) by noting,
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ui n
C, (15)

UT

2
noting that u ( )mF(c/s) for a bed at H = Hmand substituting this result into Equation (15) to

obtain

1/n 1/n .c 2/n

(-) =(7-) (7(16

and

1 UmF1/nD 2/n
d'JCOu T  (1 (17

- " d{ l{ O =  I " mF ( 7
.s 

!

Unlike the coarse particle systems, the voidage at the spout inlet in such systems may be less than

1.0. Morgan et al. (1) have suggested that the release of the boundary condition es(O) = 1 to produce

stable spouting is probably associated with a spouting regime change. They also suggested that a pre-

cise definition of the termscoarse and fine for particles in spouted beds may also be related to C0 >

0.785. In small-A systems, since the inertia terms are negligible, CO  APms/APmF.

So the complete variational problem in terms of the pressure takes the form L.

I d2*
1= 4 ( ) dC (18)

o d;

1 (mF) 1/n c) 2/nI-Ci  7T- ) (TT

o ; --e * - _-_ -- T (19)
di; 1-cmF 1 -

d ;.2 (20)

and

C ; - ; -- 0 ( 2 1 )
di;

Or in terms of the voidage function f(C) one obtains

O%1V
Jl+f( d (22)

0
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,,,,.

1-e.
=; f() = (23)

T EmF

= 1; f() = 1 (24)

and

= 1; f'() = 0 (25)

This variational problem is similar to the original one posed in Morgan, et al. (1). However, the

boundary condition at 4 = 0 is no longer homogeneous. If the following transformation is employed

Yi i  mF (26)

This inhomogenity may be removed and the system of Equations (22) through (25) transforms as follows:

p1

J = f 1 + (y') dr (27)
0

= 0; yi = 0 (28)

= 1; yi = 1.0 (29)

1
f yi d = C'(max) (30)

At 4 = 1, the boundary de/d; = 0 is equivalent to the integral condition given by Equation (30).

From Morgan et al. we note that C 0(max) = 0.785.

Thus,the pressure drop ratio, APms/APmF for systems where ci < 1.0 is given by

aPms 1 (1-C(M))Co 2 A = o 1 _CmF dC (31)

or

ms l~i i mF I E Ui-e(t)

I :7W -T-emF + T cmF 0 f ci'cmF d (32)

The maximum pressure drop ratio, (Pms /APmF)max occurs at H = H and since C '(max) = 0.785 Equation

(32) above reduces to

APms 1-F,
max =( 0.215 + 0.785 (33)
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Note that A m = 0.785 is the Morgan et al.result when i = 1.0. This result is observed in many(-AF-,maxmF

coarse and fine pirticle systems spouted with air.

In Table I a comparison between APm/AP (expt) and AP /AP (analytical solution) is providedms F mS MF

for various water-spouted systems. In such systemsthe boundary condition at r = 0 is known to release

and c(r=0)<1. The agreement with experimental data is within 2.6 percent on average. For beds less

g than Hm , the pressure drop ratio, APmS/APmF is calculated by simply integrating the function yi to the

specific height of interest. This result follows directly from the application of the Grabavtit (9)

condition. Previously, Morgan and Littman (10) derived a general pressure profile for a spouted bed

based on that condition. That model required pressure drop versus bed height data,while the model

developed here determines the bed pressure gradient, yi, explicitly.

,m Conclusions

1) New empirical models are developed for predicting, Hm in both liquid and gas spouted beds of

fine particles.

2) Jet penetration in liquid and gas systems is strongly affected by a. There are upper and

lower asymptotes that bound the jet penetration data.

3) Jet penetration is described by Equation (6).

4) Pressure drop in small-A systems can be successfully predicted from a variational principle

given adequate estimates of the inlet boundary condition.

5) The dimensionless pressure drop ratio, (AP /AP is given by Equation (33).
mS mF max

Nomenclature

I a0  = constant in Eqn. 4

aot(8) = coefficient in Eqn. 6

A = [pf/(P ppf)] [UTUmF/gd i ]

ALim  1 / [iDcYP mF/U4

Ar = Archimedes number = dp (ppP f)g/v2 Of

C = (AP /Ap2 DC4/A
C =(AmS /APmF) + [PfumF (- 4 /mF

s

d. = inlet tube diameter

d = particle diameter

D s  = spout diameter in a bed of height, H m

Dc  = column diameter

c
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g - gravitational acceleration

H = bed height

Hm = maximum spoutable height

I. = distance between inlet orifice and draft tube entrance

= separation distance where solid circulation stops
2r

m Hdi/D 2
ml c

M* m/a (s)

n = Richardson-Zaki exponent

p - [pS-pfgz] , the dynamic pressure

= P/ApmF

Pa = fluid pressure in the annulus

PS = fluid pressure in the spout

APms = overall spout pressure drop at minimum s~juting
6PmF - overall fluidization pressure drop at minimum fluidization = (

APmF = overall fluidization pressure drop at minimum fluidization = (1-mF) (Pb-Pf)gHm

= fluid velocity at inlet tube

UmF = minimum fluidizing velocity

uT = terminal fall velocity of a single particleuT

Vs = interstitial particle velocity in spout

z = vertical coordinate measured from spout inlet

Greek Symbols

B = (UmF/uT) 1/2

E i = inlet tube voidage ._

= voidage at minimum fluidization

= spout voidage 
IN

Pf = fluid density

Pp = particle density

li = fluid viscosity; kinematic viscosity

= dimensionless vertical coordinate 4N

g\. w
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Table I

Comparison of Predicted and Actual Pressure Drop Ratios

(APms/"PmF)Max

d d i AP ms/APmF ( ) 0.785 + 0.215 1

(Calcu- Absolute
mm mm lated) (Actual) (Theory) Percent Error

0.275 6.35 0.803 0.847 0.853 0.71
12.70 0.776 0.865 0.864 0.12
19.05 0.730 0.878 0.880 0.23

0.460 6.35 0.818 0.856 0.850 0.7
12.70 0.753 0.860 0.874 0.9

19.05 0.726 0.880 0.883 0.34
0.774 6.35 0.760 0.830 0.872 5.1

12.70 0.709 0.820 0.890 8.5
19.05 0.678 0.830 0.902 8.7

0.995 6.35 0.893 0.850 0.824 3.1
12.70 0.854 0.840 0.839 0.12
19.05 0.799 0.841 0.856 1.8
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MIXING/PHASE-CHANGE PROCESSES IN WET-AEROSOL CLOUDS

J. Latham
Physics Department, U.M.I.S.T.,

Manchester M60 IQD, England

ABSTRACT

On 27 July 1981, as part of the CCOPE experiment, the University of Wyoming King
Air research aeroplane made penetrations at six levels ranging from 590mb (-4.9 0C)
to 770mb (7.20C) through a non-precipitating, unglaciated cumulus cloud whose top was
at about 560mb (-70C) and base at about 780mb (80 C). The entire flight sequence -
from the top downwards - took about 6 minutes. Principal measurements were of droplet
size distribution N(d), number concentration N and liquid-water-content L, measured at
10Hz (_10m spatial resolution); drop-count N' (50Hz, -2m); temperature T. Also we
calculated the fraction F of cloud-base air in the mixture sampled (iHz, -100m). The
cloud was substantially sub-adiabatic throughout the volume studied. Paluch analyses,
the observed air-motions near cloud-top, buoyancy profiles and the observed distribu-
tion of L and F with altitude demonstrated that the cloud was diluted principally by
entrainment from cloud-top. Considerable scatter was found in all microphysical and
thermodynamic variables on all spatial scales. Large variations in L were primarily
attributable to fluctuations in N and N'. Bimodal spectra were sometimes found at the
interface between statistically smooth and highly variable regions. The breadth of
the droplet spectra and the size of the largest droplets in the condensate spectrum
were not systematically related to the 1degree of dilution. Calculations showed that a
small fraction of the droplets (_1001 ) exhibited super-adiabatic growth of up to 4pm
diameter at the intermediate levels (in good agreement with the predictions of Baker
et al, 1980), but not near cloud-basy or cloud-top. Support for the idea that drop-
lets in lower concentrations (_101) grew even faster was provided by 1-D probe

*' measurements of droplets of up to 75pm diameter in the central and upper regions of
the cloud.

1. INTRODUCTION

This article is adapted from a longer one by A.M.Blyth and the author, entitled

'An airborne study of vertical structure and microphysical variability within a small

cumulus' (Quart. J. Roy. Met.Soc., 111, 1985, 773-792). Attention is concentrated

herein upon those aspects of the reported airborne study considered most relevant to

the CRDC meeting and interests.

2. THE MIXING/PHASE-CHANGE STUDIES

The principal measurements with which this study was concerned are of droplet

size distribution and liquid water content, obtained with a Particle Measuring Systems

Forward Scattering Spectrometer Probe (FSSP) mounted on the aeroplane. This device

measured the concentrations N(d) of droplets of diameter d between 2 and 32pm, the

spectrum being divided into 15 channels each of width 2pm. The sampling rate was 15

CMns - , and since the droplet concentrations in the cloud were around 200m -  the

91



number of droplets sampled in 0.ls (the shortest period over which spectra were

produced) was characteristically about 300. Integration over this size range permitted

determination of the total droplet concentration, N, and the liquid-water-content L.

These measurements were made at a frequency of 10Hz, and, since the King Air flew at a

speed around 100m s, spatial variability in N(d), N and L could be examined on scales

down to about 10m. In addition, the FSSP recorded at 50Hz the total number N' of

droplets in the laser beam; not all of which contribute to N. Thus this measurement

provided information on fluctuations in droplet concentration on scales down to about

2m. Measurements of L were also made with a Johnson-Williams (JW) hot-wire device, "

whose frequency response was nominally 10Hz but in reality, from observations made

when the FSSP was indicating high-frequency variations in L, was closer to 1Hz. Its

absolute values were in good agreement with those of the FSSP device. The JW value of

L was used in all thermodynamic analysis. A PMS 1-D probe with a sampling rate of 1,

about 0.5 1 s-  (5 1 km- ) was used to measure the concentrations of drops in twelve

equal size-bands covering the approximate diameter range 38 to 190pm. We are grateful

to Dr. W. A. Cooper of the University of Wyoming for advice on the elimination of

spurious signals from this device. Measurements of vertical velocity W were made at 4
10Hz using a vertically stabilized accelerometer combined with the aircraft motions.

Long-term drift caused an uncertainty of +2m s in the measurement of W at frequen-

cies below 0.1Hz (Rodi and Lawson, 1983). The measurements of W during and 20 seconds

after a turn had to be disregarded in this study due to problems with the gyroscope

erection mechanism. Since the King Air descended through 2km in about 6 minutes many

sharp turns were required, and only penetration 1 provided acceptable velocity data.

Horizontal air motions were measured via an on-board Doppler radar. The in-cloud tem-

peratures reported in this paper were made with a reverse-flow thermometer with a

platinum resistance sensor, whose resolution was +0.1C and frequency response in the

range 0.5 to ls.

Table 1 presents information, for all six penetrations, of the average values and

standard deviation S of cloud temperature (Tc), droplet concentration (N), liquid

water content (L), droplet diameter (d), spectral dispersion (a- S/d, the ratio of the

standard deviation to the mean size), the wet equivalent potential temperature (eq),
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and the fraction (F) of cloud-base air in the cloudy mixture; the values of F (esti-

mated to be accurate to within 5%) were determined from the Paluch diagrams using the

technique described by Jensen, Austin, Baker and Blyth (1984). TC is seen to be more

variable in the upper regions than the lower, possibly because of fluctuations pro-

duced by cloud-top entrainment. N is highly variable but shows no systematic tendency

to change with altitude. d increases steadily with height, while L is highly variable

and peaks at an intermediate level, presumably because the tendency to increase with

height above cloud-base is offset by dilution from cloud-top. e exhibits a tendency
q

to decrease with altitude, while o, though variable, reveals no clear dependence upon

height above cloud-base. F, for the four levels at which reliable measurements could

be made, decreases with increasing altitude. The observations from the study are

consistent with the hypothesis of air entrainment at cloud-top propagating downwards

to all lower levels of the cloud, and producing a high degree of spatial variability

in the microphysical and thermodynamical parameters.

Supporting evidence for this interpretation is provided by scatter-plots (with

mean values), for all six penetrations, of F(lHz), N(10Hz), d(10Hz) and the ratio,

L/LA (10Hz), of the measured liquid water content to the adiabatic value. Con-

siderable spread in all these parameters is found at all levels. The cloud was found

to be substantially sub-adiabatic in L, the average value of L/LA  increasing from

about 0.2 at the lowest level to a maximum of about 0.3 half-way up the cloud and

dropping to about 0.1 at the highest level. Only at the lowest level (6) is evidence

found for approximately adiabatic values of L; and these are rare. It is seen that

there is considerable scatter in d at all levels, and that the scatter in L/LA is

significantly greater than that in N, indicating that variability in d is contributing

significantly to liquid water content fluctuations; and therefore that evaporation -

as well as dilution - is producing spatial variability in L. The d values are always

substantially below the adiabatic ones, except for one or two points in the lowest

regions of the cloud. No adiabatic (F=l) regions were found, and the lowest values of

F found at each level were close to the critical values Fs which were

shown by Jensen et al to correspond to an exactly saturated droplet-free region.

It is implicit in the foregoing discussion that vertical coherence exists between
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the measurements made at each level. The flight-tracks suggest that this assumption .,

is not strictly valid. The cloud did not consist of a simple cell, although the

Paluch analysis and the limited duration of the entire experiment suggest that no

significant variations in the location of cloud-top and cloud-base occurred in the

course of it.

Spectra were measured for each of the six levels of penetration, obtained by

averaging over all 10Hz spectra for which the liquid water content exceeded 10% of the

adiabatic value; this qualification being designed to eliminate spectra from essen-
tially droplet-free spaces between sections of the cloud. The general form of the

spectral evolution is similar to that found by Warner (1969): a peak size increasing

with altitude, with a relatively flat tail towards the smaller sizes, which extend

down to the lowest limit of measurement. The slight tendency towards bimodality

exhibited in the spectra is probably largely a consequence of the fact that they were

produced by averaging over ones of very different shapes. In all cases L varies

4 " considerably throughout a passage, fluctuations occurring on all scales down to the

smallest detectable (-10m). Comparison of the variations of L in the six passages

with those of (T c-T E ) for the same penetrations, reveals that minima in L are asso-

ciated with strong negative buoyancy. In all six penetrations the fluctuations in L

are due much more to those in N' than in the volume mean diameter d', althouqh signif-

icant changes in d' are perceived, from time to time. This suggests that inhomo-

geneities in L are a consequence of mixing between cloudy and entrained air, the

primary mechanism for reducing L probably being dilution, as argued by Telford and

Chai. The regions of varying, sub-adiabatic L can be sub-divided, as shown by Austin

et al, into 'smooth' regions in which N' is approximately constan. and R - 1, and

'variable' ones in which N' varies rapidly and widely, and R >> 1, R being the coeffi-

' cient of variability. The droplet size distributions in the variable regions are

generally broad and often bimodal, while those in the smooth regions are often but not

always narrow, with well-defined single peaks. The microphysical structure of the

cloud was found to be highly variable, particularly lower down, where evidence is

found, particularly in penetrations 4 and 5, for two distinct regions, of horizontal

extent around 1km, separated by an essentially cloud-free region of width around

0.5km
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* Analysis was conducted of consecutive droplet size distributions separated by

0.1s. Thus they contain information on fluctuations in N(d) over about 500m of

penetration, with a spatial resolution of about 10m. It reveals evidence for signifi-

cant variability on scales down to a few tens of metres. As we descend lower into the

cloud we find that the general spectral shape changes progressively from a skew distri-

bution, with a small-droplet tail, to an approximately Gaussian distribution, the peak

size diminishing at lower levels. A feature found at all levels in the cloud is the

existence of regions, a few tens of metres in extent, in which N is markedly reduced.

They are all ones defined as 'variable' (R >> 1). In these regions the spectra are

broader than elsewhere, and are sometimes bimodal. The bimodality, which was clearly *

delineated only in penetration 4, occurred at the boundary between smooth and variable 4

* regions.
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TABLE 1.

Pene- p TC(C) N(cm ) L(g m d )q (K) F
tration (tub)q
1 589 -4.9 + 1.27 195 + 98 0.37 + 0.51 18.3 + 1.3 0.34 + 0.04 322 + 0.7 -

2 1 631 -2.9 + 1.78 168 + 108 0.45 + 0.46 16.5 + 1.8 0.33 + 0.03 321 + 0.5 0.67 + 0.06

3 655 -1.4 + 2.07 173 + 125 0.42 + 0.35 15.4 + 2.1 0.35 + 0.05 322 + 0.7 0.69 + 0.06

4 683 0.9 + 0.61 255 + 135 0.52 + 0.45 14.8 + 2.4 0.32 + 0.06 323 + 1.0 0.78 + 0.08

5 732 4.5 + 0.25 184 + 117 0.23 + 0.25 12.0 + 2.4 0.32 + 0.04 324 + 0.3 0.88 + 0.03

6 769 7.2 + 0.47 158 + 100 0.09 + 0.10 6.9 + 1.6 0.34 + 0.08 - -

Table 1. The mean values and standard deviations of temperature T, droplet concentration N, liquid-

water-content L (with the Johnson-Williams device), mean droplet diameter d, spectral dispersion a,

wet equivalent potential temperature 8q, and fraction F of cloud-base air in the mixture for each of
q4

the cloud penetrations, at the pressure-levels p.
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ABSTRACT

This paper summarizes the numerical techniques used in aerosol plume simulation. Specifically,

numerical techniques in the following areas are discussed: (1) advection, (2) diffusion, (3)
condensation, (4) evaporation, (5) coagulation, and (6) simulation of aerosol dynamics on a vector
supercomputer.

INTRODUCTION

Successful and reliable predictions of the effectiveness of aerosol obscurants require quantitative

understanding on many physio-chemical processes. Such quantitative description presents a challenging

problem to atmospheric scientists and aerosol scientists. Although significant progress has been

made recently, much remains to be done. In the following sections, we will present some efficient and

reliable numerical techniques which can be used in modeling advection, diffusion, condensation,

evaporation and coagulation. A general model for the dispersion of an aerosol in the atmospheric surface

layer is shown, in repeated indices form, as follows,
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Equation (2) is the result of the Boussinesq approximation. Equations (1) to (5) are obtained by ensemble

average of Reynolds decomposition. The terms with overbars are the covariances due to turbulent

transport. To close the system of equations, it is necessary to approximate the covariances. First

order closure leads to the K-theory model which is commonly used because of its simplicity. Second order

and higher order closures require transport equations for the covariances and the parameterizations of

higher correlation terms. Recent progress in second order closure models has been reported by

Wyngaard (1980, 1982), Lumley et al. (1984) and Lumley (1985). Results by Lewellen et al. (1976, 1985)

using Donaldson's second order closure model (1973) for the convective boundary layer are quite

impressive. These successes are due to the fact that second order closure models retain more of the

physics of turbulent diffusion.

Parallel to the development of second order closure models was the development of Large Eddy

Simulation (LES). Deardorff (1972) and more recently, Moeng (1984) used LES, a volume average approach,

to simulate unstable planetary boundary layers. Results from LES can be used for convective boundary

layer parameterizations (Wyngaard et al. 1984a,b; Moeng and Wyngaard, 1984). The current state of the

art for using LES is summarized by Wyngaard (1984). It is beyond doubt that second or higher order

closure models and LES are superior to K-theory in describing atmospheric turbulence and turbulent

diffusion. The disadvantage is that second order closure modelsand LES are computationally expensive.

However, with the advent of supercomputers, these methods can be used to simulate the dispersion of

aerosol obscurants in the atmospheric surface layer.

Our previous attempts for modeling aerosol plume dynamics were based on K-theory (Tsang and Brock,

1982a,b, 1983a). The mean wind profile (Panofsky, 1974) and eddy diffusivity profile (Smith, 1975) for

neutrally stable atmospheric conditions were used for the simulations. Thus, only the solutions of

Equations (4) and (5)were necessary. It is important to point out that, no matter what closure model we

adopt, the transport equations (2) to (5)1 always contain advection terms (the second terms on the left

hand side), diffusion terms (the first terms on the right hand side), a sedimentation term (the second
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term on the right hand side of Equation (4)), coagulation terms (the integral terms on the right hand

side of Equation (4)) and condensation/evaporation terms (the third term on the left hand side of

Equation (4) and the integral term in Equation (5)). The molecular diffusion terms (the second order

terms in Equations (2) to (5)) are orders of magnitude smaller than the turbulent fluxes (terms with

overbar) and are usually neglected. In the following, we proceed to discuss the numerical techniques

for these processes.

NUMERICAL TECHNIQUES FOR ADVECTION

The advection equation for a gaseous pollutant or aerosols is deceptively simple,
ac + C- = 0 (6)

t j x

The low order finite difference (upwinding or donor cell) method and the finite element method (Petrov-

Galerkin) give numerical diffusion manifested by lowering of the peak concentration or smearing of the

front, whereas higher order methods give rise to numerical dispersion manifested by unphysical

oscillations around the true solution. Because of its importance in air pollution modeling, numerous

attempts have been made toward the numerical solution of Equation (6). In this paper, we do not attempt

to review the current status of progress in this area. Instead, we will only mention recent tests of

different numerical techniques for the advection problem.

Using the rotation of a cosine hill as a test problem, Chock and Dunker (1983) compared a flux

correction method, a multidimensional flux-correction method, an orthogonal-collocation method, a second

moment method, a pseudospectral method and the Chapeau-function method. They recommended the Chapeau

method (finite element method with linear basis function) and multidimensional flux-correction methods.

The same test problem was used by Long and Pepper (1981). They found after one revolution the Chapeau

function could maintain the peak value of the cosine hill very well (99%) but the magnitude of the most

negative value was about 10% of the peak concentration. In more recent tests by Chock (1985),

the combination of the Forester method with the Chapeau function was recommended. For other test

problems, Pepper and Cooper (1983) recommended the use of method of moments. In general, the

pseudospectral method and the method of moments can give very accurate solutions, but they require

longer computing time.

For modeling the dispersion of aerosols from a crosswind line source or a point source, we compared

the finite-element method with the linear-basis function (Chapeau function), Petrov-Galerkin

finite-element method, Fromm's method (1968), Van I.eer's method (1974), McDonald's method (1984) and

Smolarkiewicz's method (1984). The la t two methods are positive definite. Positive definite methods

are attractive because they minimize the nonlinear instability problem which we may encounter if
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condensation/evaporation and coagulation processes are included in the calculations. Figure 1 shows that

the second order finite difference method and the Galerkin finite element method with linear basis

function give severe numerical dispersion. Such dispersion can be greatly reduced by the Petrov-Galerkin

method as shown in Figure 2. However, the front was smeared due to numerical diffusion. It is also

obvious that Fromm's method, through greatly reducing numerical dispension, creates overshoot and

undershoot which are about 4 to 6% of the peak value. Van Leer's method, which is a modification of

Fromm's method, eliminates the overshoot and undershoot. Also, the dispersion level ahead of the front

is orders of magnitude smallar than that from Fromm's method. This is very desirable property because it

greatly reduces the possibility of a non-linear instability problem. Smolarkiewicz's method gives the

same results as Van Leer's method. For the advection of a square wave, as shown in Figure 3, Fromm's

method creates overshoots and undershoots whereas Smolarkiewicz's method creates an overshoot.

McDonald's method distorts the shape of the distribution. Van Leer's method appears to give the most

satisfactory result. Figure 4 shows the results for advection of a triangular wave. Most methods can

maintain 93 to 96% of the peak value whereas Petrov-Galerkin method only retains 82% of the peak value.

From these tests, we choose Smolarkiewicz's method and Van Leer's method fJr advection in the two

dimensional crosswind-line-source problem and three-dimensional point-source problem. For simulation of

a crosswind line source, Van Leer's method gives accurate steady state profiles for the test problem

used in Tsang and Brock (1982a) but Smolarkiewicz's method fails because of the negative numbers created

by vertical diffusion. These negative numbers usually appear at high altitudes, and the concentrations

are several orders of magnitude smaller than those near the source height. (They can be removed if we

use more grid points to model vertical diffusion.) However, the magnitude of these negative numbers

increases drastically during the course of simulations using Smolarkiewicz's method, and the numerical

results become meaningless. Furthermore, Smolarkiewicz's method can only give accurate results with

small grid sizes. For the problem of the rotation of a cosine hill used by Long and Pepper (1981),

Smolarkiewlcz's method can give positive definite distributions with peak values of 97%, 82% and 43% of

the initial distribution when grid systems of (97 x 97), (67 x 67) and (34 x 34) are used respectively.

It must also be mentioned that Van Leer's method is 2 to 4 times faster than Smolarklewicz'F on the

IBM 3081 for a variety of problems.

For dispersion of an aerosol from a point source, the transport equation is as follows,

N U(Z) N a NN]

UZ -L-- L [Kz(Z) -j] + K (7)
5-/ t ax 3Z z 3Z H 2ay2

N U (y - yS) 6 (Z - ZS ) at x - 0 (8)
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where N is the number concentration of aerosols, We use Van Leer's method for advection in the X

direction, and orthogonal collocation on finite elements in the crosswind and vertical directions. To

test the reliability of our algorithm, we assume constant wind speed and diffusivities and compare our

numerical results with analytical solution. Figure 5 shows the transient solutions at downwind

distances of 200, 500 and 1000 m. It also shows that our numerical results for the steady state

concentration profile compare extremely well with the analytical solution. Figure 6 compares the

results for the spread of the plume at different downwind distances. At this point, it is worthwhile to

mention that it is a common practice to approximate a point source numerically as,

N qP (9)
1 UAYAZ

where AY and AZ are grid sizes in Y and Z directions. Thus, the effective point source concentration N1

depends on grid sizes. This approximation greatly affects the numerical results at downwind distances.

The crucial question is what AY and AZ we should choose in order to give areliable solution. We have a

new method to approximate the point source which is independent of AY and AZ. The method will be

reported elsewhere.

Having established the reliability of our computer model, we will proceed to use realistic wind and

diffusivity profiles to simulate the dispersion of aerosols in the atmosphere. The results will be

*, reported in the next CRDC conference.

NUMERICAL TECHNIQUES FOR DIFFUSION

Finite difference, finite element and orthogonal collocation methohare commonly used for the

diffusion terms in Equation (6). In our work, we use orthogonal collocation on finite elements for

horizontal and vertical diffusion. It has the flexibility of the finite element method and the accuracy

of the orthogonal collocation method. The details of the method were described in Tsang and Brock

(1982a) and will not be repeated here.

NUMERICAL TECHNIQUES FOR CONDENSATION/EVAPORATION

The dynamic behavior of the growth of Knudsen aerosols by condensation and evaporation has been a

long-standing problem. Most existing works do not include evaporation and consider pure growth by

condensation at constant vapor concentration. In practice, evaporation must be included because of the

Kelvin effect which is especially important for submicrometer aerosol particles. Constant vapor

concentration during condensational growth is hardly realized and must be considered as an exception,

rather than a rule. For the case of variable vapor concentration, no theory is available except for a

mass-conserved system. Recently, Tsang and Brock (1983b, 1984) developed a numerical scheme to solve
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this problem. The details of the numerical scheme were reported in Tsang and Brock (1983b, 1984) and

will not be repeated here. Figure 7 shows the effectiveness of this numerical scheme for ultrafine

Knudsen aerosol growth by condensation/evaporation. The aerosol mass Increased almost 170 times its

initial value of 2 x 10-7 g/cc within 5 x 10-5 sec, while the supersaturation ratio decreased from 10 to

1.344. The total mass is conserved with only 0.0087% deviation from its initial value. The number

density function is shown to approach a delta function during this transitional growth period. For such .

distributions with extremely steep gradients, Eulerian numerical schemes, such as the traditional finite :%

element and finite difference methods with fixed grid points, will not do. The

numerical scheme also has the capability of self-adapting the mesh locations to account for such steep

gradients. This Is a very desirable property for problems with variable condensation/evaporation rates

which change many orders of magnitude between the smallest particle and the largest particle.

NUMERICAL TECHNIQUES FOR COAGULATION

The dynamic behavior of Brownian coagulation of Knudsen aerosols was simulated by Middleton and

Brock (1976) and Suck and Brock (1979). More recent study (Seigneur et al., 1985) for comparison of

different numerical schemes for Brownian coagulation proves that the J-space approach by Brock and his

associates is accurate and fast. Gear's method (DGEAR in IMSL library) was used as the time integrator

in Seigneur's study. The subroutine was written by Hindmarsh in 1973. A recent version of Gear's

method, also written by Hindmarsh, is now available as Livermore's ODE solver. We now use this new

version of Gear's method (LSODE) for time integration. For a variety of coagulation problems, it is

three to five times faster than the Gear's method in the IMSL library. The J-space transformation

technique for coagulation was reported in detail in Suck and Brock (1979) and will not be repeated here,

SIMULATION OF AEROSOL DYNAMICS ON A VECTOR SUPERCOMPUTER

From the discussion in previous sections, it is clear that aerosol plume dynamics presents itself

as a large scale simulation problem. The availability of supercomputers such as Cyber 205, Cray-1,

Cray XMP and Cray-2 will enhance our understanding of aerosol plume dynamics. Depending on the

problems, these supercomputers, when executing a "vectorized" program, can be an order of magnitude

faster than the common mainframe computers such as IBM 3081 and Cyber 175. To take advantage of the

speed of these supercomputers, it is important to know the numerical algorithms used so as to

"vectorize" all the inner DO loops in the program. A scalar computer program run on these

supercomputers is only about two times faster, simply because the scalar speed of Cray-l or Cyber

205 is about twice that of IBM 3081.
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Currently, we have vectorized all the inner DO loops for subroutines used for condensation/

evaporation and coagulation. Significant savings in computing time results from "vectorization". For

example, In the simulation of aerosol growth by simultaneous processes of coagulation, condensation and

evaporation in a mass-conserved system, vectorization in the subroutine for calculating the integrals

for coagulation (using a vectorized version of Runge-Kutta integration) results in a

reduction of CPU time from 380 seconds to 80 seconds. Use of LSODE as the time integrator further

reduces the Cpu time to less than 30 seconds.

Details of vectorization techniques for aerosol growth processes will be reported in a future

publication (Hippe and Tsang, 1985). Numerous case studies of the dynamics of aerosol growth in the

free molecular regime will also be published elsewhere (Hippe and Tsang, 1986).

FUTURE WORK

We will continue the work on the dispersion of a volatile aerosol plume from a point source and on

the vectorization of numerical methods used in the simulation.
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DISPERSION OF THERMAL AND CHEMILUMINESCENT AEROSOL PLUMES

J. R. Brock %'.*'

Chemical Engineering Department '...

University of Texas
Austin, Texas. 78712

ABSTRACT

As part of work under Contract DAAKII-83-K-0006, a preliminary analysis has been made of

thermal and chemiluminescent aerosol plumes propagating in the atmosphere. It is assumed that the

particles in the plume are the sites for thermal or chemiluminescent chemical reactions. For thermal

reactions, the plume is heated above ambient conditions. Chemilumine scent reactions may produce

heating of the plume as well as emission of electromagnetic radiation. The coupled conservation

equations for particles and energyare developed for atmospheric plumes from a crosswind line source. 1%,

A few examples are given from numerical solution of these equations.

INTRODUC TION

Some interest has been expressed in the past (e.g. R. A. Mackay, CRDC Obscuration and

Aerosol Research Conference Proceedings, 1981) in the production of infrared radiation above normal

background levels by means of exothermic reactions occurring in particles. This concept, if feasible, o

could lead to smokes with improved screening efficiency in the infrared. In this concept, one recognizes

two boundary cases. One, termed here thermal reactions (TR) , results only in heating of the

plume with attendant thermal radiation. The other, termed here chemiluminescent reactions (CR),

results primarily in emission of em radiation from plume particles. CR are known with high quantum

efficiency. For example it has been reported that the reaction of luciferin produces one photon for

each molecule of luciferin reacted.

In this note the characteristics of smoke plumes dispersing in the atmosphere in the TR and CR

cases are examined theoretically. First the theory for the dispersion of a plume in the TR and CR

cases is developed. Then these equations are solved numerically and a result for each case is presented.

THEORY

The following Aefinitions and assumptions are introduced in the development of a model for

atmospheric dispersion of thermal and chemiluminescent plumes from a steady crosswind line source.

1. A particle in the plume contains c:; moles of reactant per unit volume of the particle. c : is assumed

to be independent of particle size out not of the dynamical processes operating in the plume.

2. The total moles of reactant, c, in unit volume of host gas is:

c c;: vn(v) v c * V

where v is the volume of a particle, V is the total volume concentration of particles in the plume.

and n(v)dv is the number of particles having volumes in the range v, dv at som point in space.

Changes in V due to reaction are a sumc': to hc! negligible.

3. Inside a particle, reaction occurs by a pseudo-first order re action:

(e' /,It = -(c:
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4. First order closure is assumed for all conservation equations in simulation of atmospheric

dispersion. Particles and gases have the same eddy diffusivities, K.

5. Particles have a deposition velocity at the surface given by the parameterization of Sehmel and

Hodgson. A mean value is used for the particles determined from the particle size distribution.

Gases have deposition velocities of zero.

With these restrictions, the reactant concentration, c, and particle volume concentration, V,

obey the following conservation laws for dispersion in the atmosphere:

U(x,z)ac/ bx = 4/ bz( K bc/b z) - kc/V (1)

U(x.z)aV/3x = )/ bz(K V/bz) (2)

where U(x,z) is the mean wind speed at height z above the surface at downwind distance x from the

source. Eqs. (1) and (2) are subject to the usual boundary conditions:

=C/ bz = V/az = 0 , z =H (3) *-

and

K 6c/ z = -wc , z =0 (4)

K V/ z -wV , z-0

where H is the mixing height and w is an average deposition velocity for the distribution of

particles.

In the general case, chemical reaction in a particle results in emission of radiation as well as

therm-al heating of the particle. The thermal energy from the reaction is transferred by thermal

radiation and conduction to the host gas. From the energy conservation equation, the following

relation may be derived for the temperature of the host gas:

p U(xz) 6T/ bx /z( KH T/ z) + kc HRXN (5)

where is the density and p the specific heat capacity of the host gas. K H is the thermal e-idy

diffusivity. HRX N  is the heat of reaction per mole of reactant. The boundary conditions for eq.(5)

S'ar2!:

BT/b z 0 , z = H

K H T/ z = g (T - Ts) , z = 0

where g is a heat transfer coefficient between the host gas at temperature T(z=0) and the surface

at temperature T s .
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With the usual assumption of quasi-stationarity and the mean field approximation, the

temperature distribution in a particle , Tp(r) , is given in terms of the temperature of the host gas:

Tp(r) = -Qr/6 k + (Q R /6) ( Z/kg + l/k) + Tp p p g-

where QS k c* HRXN The radial position inside a particle is r and Rp is the radius of the

particle. The thermal conductivities of the particle and host gas are kp and k g, respectively.

In these equations for c V and T, wind speed is given in terms of the power law:

U(z) = Us(Z/h s )

where Us, h and ok are parameters for a particular meteorological condition. Eddy diffusivity

is given by the parameterization:

K(z) = K s (Z/hs8) exp(-b (Z-h s)/H)

K and b are additional parameters.

For a crosswind line source, the source strengths for c and V are: W

c(O, h) =(qc/Uj(h) ) ;(z-h)

V(0, h) =(qv/Uj(h) ) &(z-h)

where h is the source height and q and q are the source strengths.

It is convenient to introduce dimensionless variables:

.4 = x/H , = z/H , = - c U(h)/q , V V U(h)/qv

T = (T -To)/T o  U = U /US  K = K/K s

where T is a reference temperature (that outside the plume, for example). With these definitions
0

eqs. (1), (2), and (5) become:

- E'/V (6)

U a V/ ZI ~ . rj-i a U1Ka/ a7) (7)

U 1 / 'k .(a/a . a2(K-/a ) + QZ (8)

with corresponding dimensionless boundary conditions. Here:

E - k U(h) H/qU (9)

Q - k HRXNqcH/U ? c U(h) T (10)

A dimensionless deposition velocity is also used: w 11 w/K

DISCUSSION

Eqs (6), (7) and (8) are a coupled set of nonlinear equations. Analytical solution does not

appear to be convenient. Numerical solutions ar , however, readily obtained. Accuracy of the

numerical solutions can be partially verified through assumption of constant U and K with a

perturbation solution.
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Two limiting cases are considered here. In one (TR) the chemical reaction in the particle only

produces thermal energy. In the other, (CR) the reaction only results in emission of em radiation

with no thermal energy. In the case of TR the reaction tends to heat the entire plume to temperatures

above ambient. For CR, the temperature of the plume is constant (neglecting heating by the source

generator).

For chemiluminescent reactions, one can define a radiation emission term: R = k c* -

where 0 is the quantum efficiency. For the CR limit, I = . In dimensionless form

R = In( R /( 7k V 0 N kqc/U(h))) b

Figs I and 2 show examples of the two limiting cases, TR and CR . In both figures, with
...' -:,.g

reference to eqs.(6)-(8), parameter values have been set as: 4k = 0.002, E= 1, ' = 0.033.

Parameters for wind speed and eddy diffusivity have been set from measurements taken at Cape

Canaveral , Florida.

In these figures, the values shown as T are the dimensionless temperatures T = (T-To) /To
where th isteabinhepeaue

wth 0  e ambient temperature T therefore represents net heating of the plume by the

chemical reaction. The values Q = 1 and E = 1 in Figs. l and 2 represent relatively large

source strengths for their practical realization, as can be noted from eqs. (9) and (10). There is

a marked (and expected) contrast between Figs. 1 and 2. Since R is defined as a logarithm of the

emission term, it is clear from Fig. 2 that emission from the CR plume rapidly decreases with ,

downwind distance . Since the thermal energy is, however, conserved by the plume, except for

exchange with the surface, the plume remains "hot" in the TR case for relatively large downwind

distances.

For certain obscuration purposes, the TR and CR plumes may have utility. While it

is relatively simple to develop the theory, practical realization of such plumes wilt require considerable

work.
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DIFFUSION IN AN ATMOSPHERIC LAYER WITH AN ELEVATED INVERSION

M. Poreh and J. E. Cermak
Fluid Dynamics and Diffusion Laboratory

Colorado State University
Fort Collins, CO 80523

RECENT PUBLICATIONS AND PRESENTATIONS:

A. M. Poreh and J. E. Cermak (1985), Wind Tunnel Research on the Mechanics of Plumes in the
Atmospheric Surface Layer (Part II). Fluid Dynamics and Diffusion Laboratory, Department of Civil

,-,, Engineering, Colorado State University, Fort Collins, CO 80523, Report CER84-85MP-JEC47.

B. M. Poreh and J. E. Cermak (1985), Study of Neutrally Buoyant Plumes in a Convective Boundary Layer
. with Mean Velocity and Shear. AMS, Seventh Symposium on Turbulence and Diffusion, Nov. 1985, Boulder,

CO, Report CEP85-86MP-JEC3.

ABSTRACT

This paper describes a simulation of neutrally buoyant gas diffusion from ground level and
elevated sources within a convective boundary layer (CBL) below an elevated inversion. Future work
includes simulation of negatively and positively buoyant plumes in neutrally stratified atmospheric
surface layers.

DESCRIPTION OF THE WIND-TUNNEL SIMULATION

The experiments were made in the Meteorological Wind Tunnel at Colorado State University. A new
wind-tunnel configuration was used which made it possible to produce a temperature gradient in the
stable region above the CBL of 60*C/m, much larger than the gradient in the previous study in the same
tunnel by Poreh and Cermak [1984]. The average height of the inversion base was 0.40 m and the average
heat flux was w'e' = 0.3 C' m/sec.

EXPERIMENTAL RESULTS

The study, like previous laboratory and numerical simulations, revealed the unique nature of
diffusion of neutrally buoyant plumes in a CBL. Figure 1 shows the cross wind integrated concentra-
tions of plumes from sources at different heights. The dimensionless distance is x* = xw*/(hU), where

h is the thickness of the CBL, w* = (hgw'/0)1/3  is the characteristic convective velocity, and U
is the average mean velocity within the layer. The results seem rather surprising, as the "average
trajectories" of plumes from ground-level sources appear to cross the average trajectories from ele- .
vated sources. Moreover, the ground-level concentrations at 1.0 < x* < 1.5 from elevated sources were
found to be many times larger than ground-level concentrations from similar ground-level sources, as
can be seen from this figure.

The cause for this unique diffusion pattern is the thermal-dominated structure of the CBL. Heat
flux from the warm ground is mostly in the form of hot thermals which rise at relatively high veloci-
ties. To balance this mass flux, the cool air around the thermals descends toward the ground at a
relatively low speed. This is manifested in the measured skewed probability-density distribution (pdd)
of both the velocity fluctuations and the temperature fluctuations measured at z/h = 0.2. The negative
mode of the pdd indicates that most of the time the air at a given point flows downward. Flow visuali-
zation of a developing strong CBL in a neutral atmosphere is shown in Fig. 2(a). Figure 2(b) shows
a smoke filament emitted from a source outside the layer. The photographs show clearly that the smoke
filament is carried by the cool air toward the hot floor, while the air heated by the floor rises in
the form of thermals.

Recent field experiments compiled by Briggs [1984] are shown in Figs. 3 and 4 together with the
-..r results of the present simulation, using dimensionless representation. The field and laboratory data

are generally in good agreement, except at larger values of x* where the wind-tunnel inversion became
weak.
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FIGURE 1. Measured dimensionless cross-wind integrated concentrations for (a) an elevated source
and (b) a ground-level source.
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WIND TUNNEL SIMULATION OF A PARTICLE PLUME WITH APPRECIABLE SETTLING
VELOCITIES IN A NEUTRALLY STRATIFIED ATMOSPHERIC SURFACE LAYER

M. Poreh and J. E. Cermak
Fluid Dynamics and Diffusion Laboratory

Colorado State University
Fort Collins, CO 80523
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ABSTRACT

This paper sumarizes a study of diffusion and deposition of particles with appreciable settling

velocities, Vg, and small Froude numbers V 2/(gh), where h is the height of the source from the ground,

in a neutrally stratified boundary layer.

Future work on aerosol plume dynamics includes: simultaneous measurements of particle and tracer
plumes, measurements of instantaneous characteristics of plumes such as obscuration intermittency.

INTRODUCTION

The motion, diffusion in the atmospheric surface layer and deposition on the ground of particles
are complex phenomena governed by numerous factors. See, for example, Csanady [1955], Godson [1958],
and Overcamp [1976]. This work is a preliminary attempt to simulate these phenomena in a Meteorological
Wind Tunnel, as has been successfully accomplished for simulation of atmospheric dispersion of passive
plumes (Cermak, 1971; Poreh and Cermak, 1984). The study has focused on monodispersed particles with
appreciable relative fall velocity to mean wind velocity, 0.04 < V /U < 0.1, and small Froude number,

V2/(gh) < 0.03. Such particles are expected to have a sufficiently small response time constant and to
9

respond to most turbulent eddies that determine the diffusion process. In addition their deposition
velocity Vd isvg. This eliminates many factors from the analysis, which otherwise affect the above

phenomena, and makes it easier to evaluate the effect of other factors.

THEORETICAL CONSIDERATIONS

The longitudinal deposition of monodisperse particle plumes with a given Vg, has been estimated
theoretically using the Gaussian prediction for a passive plume,

CY(x,z) = 42.Q azU exp- (h - z)2 (1)
4Tho2 22

Z L ZJ

where Cy  is the cross-wind integrated concentration. It is assumed that for the considered range of
relative fall velocities and Froude numbers, the probability P(x)dx, that a particle with V will

g
be deposited in a uniform velocity field u = U between x and x+dx is equal to the probability
that a passive particle at the same distance passes between z = V x/U and z+dz, where dz V dx/U.

Taking into consideration that in a mean horizontal velocity field, where u(z)/U(h) = (z/h)m , plumes
with oz -* 0 should converge at x = hU/[(l+m)Vg], it is proposed that:

( 1 + m ) V h ( I ( 1 + m ) V x 2
P(x) (l exp - U. 1 (2)

4x U z  
2(oz /h)2

J.
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where x = x/h and fP(x )dx = 1. Typical dimensionless distributions of P(x) are plotted in
Figs. 1 and 2 for different h/6 and V /U, where 6 is the boundary layer thickness.

THE EXPERIMENTAL PROGRAM

Expanded polystyrene particles supplied by the Arco Chemical Co. at Newport, PA, with fall

velocities of the order of 0.3 m/sec, were used in the study. The particles were classified by aero-
dynamic separation into groups with equal fall velocities ±10 percent. At each run a few thousand
particles were emitted from sources at either h = 0.5 m or 0.375 m in a wind-tunnel turbulent boundary
layer with a boundary layer thickness 6 = 1.0 m. The wind-tunnel floor was smooth, and covered with
oil, so that particles adhered to it upon touching. The longitudinal distribution and lateral
distribution (ay) were measured for 16 runs.

y

COMPARISON WITH THE THEORETICAL ESTIMATES

The value of the vertical and lateral characteristic length scales a z(x) and a y(x) for passive

plumes in the wind tunnel were estimated, using Briggs [1973] atmospheric diffusion estimates, which
were transformed to the wind tunnel scale, assuming that uix = f(x/6) for neutral boundary layers. Good
agreement between the predicted and measured longitudinal distributions was found in most runs, as evi-
dent from the examples shown in Fig. 3. However, the lateral dispersion of the particles was found to
be much smaller than the predicted one, as shown in Fig. 4 (the upper power law is the predicted one).

lhe differences between the theoretical and experimental results could be due to one or more of
the following factors: (1) the approximate nature of the theoretical model, (2) Froude numbers which
are not sufficiently small to secure a full response to all eddies and in particular to horizontal
fluctuations, (it has been shown in the analysis that the response time to horizontal fluctuations of
such particles can be larger than the response time to vertical fluctuations), (3) incorrect estimates
of a and/or particularly a for the wind tunnel, due to incorrect simulation of the horizontalz y
wind fluctuations, (4) classification of particles into groups with a wide distribution of V and (5)
experimental errors. g

PLANNED CONTINUED STUDY

It is planned to extend the study to particles with smaller settling velocities and smaller Froude
numbers, to refine the particle classification, to examine the effect of boundary roughness (the pre-
sent experiments were made over a very smooth floor, which resulted in a small value of m) and to
measure simultaneously the diffusion of particle plumes and passive plumes. The result of such an
investigation would make it possible to better understand the effect of the factors mentioned above,
eliminate many uncertainties and extend the applicability of the results to a wider range of variables,
so that they may be more applicable to practical problems.

It is also planned to study instantaneous plume characteristics, such as obscuration intermittency
and fluctuations.

REFERENCES

Briggs, G. A. 1973. In Handbook on Atmospheric Diffusion, by Hanna, S. R., Briggs, G. A., and Hosker,
R. P., Jr. Technical Information Center, U.S. Dept. of Energy (1982).

Cermak, J. E. 1971. "Laboratory Simulation of the Atmospheric Boundary Layer." AIAA, Vol. 9, No. 9,
pp. 1746-1749.

Csanady, G. T. 1955. "Dispersal of Dust Particles from Elevated Sources." Aust. J. Physics, Vol. 8,
pp. 545-550.

Godson, W. L. 1958. "The Diffusion of Particulate Matter from an Elevated Source." Arch. Meteor.
Geophys. Bioklim., Vol. 10, pp. 305-327.

Overcamp, T. J. 1976. "A General Gaussian Diffusion-Deposition Model for Elevated Point Sources."
Journal of Applied Meteorology, Vol. 15, pp. 1167-1171.

Poreh, M. and J. E. Cermak. 1984. "Criteria for Wind-Tunnel Simulation of Particle Plumes in the
Atmospheric Surface Layer." Proceedings of the 1984 CRDC Conference on Obscuration and Aerosol
Research, Aberdeen Proving Ground, MD, 25-29 June, CEP84-85MP-JEC5.

* 'if



.288 . . . . . . .

h.' h;' .ChsIl - 0.50

VO/u -0.1 h (N/ ) a0.375

h;8 V9IU 00.06

.8h.'

FIGURE 1. The dimensionless distribution P(x*) for different velocity ratios and different source
heights.

100

h/'8 zu0375

0.0

10119



* ReI$•0 Run 16

Model - Model

' v/U 0.ll V U 0.06

I *see

4 a 10 20 30 40 4 8 10 20 30 40

X/M

- Ron 3 Run 17

-- Model Model

0% •, / 00 5 o 'sve u U 0 .0 4 7

10 t
00d

,is, 163

4 6 a 10 / 20 30 40 4 6 8 10 / 200.4
o 12

*r It 3'0 4Rn 7

- Mo.Og - oel .

VX/H X/H V/U.004

120 -O



cii

QL5

0.4 _o. 8 -,088()

,, A A

a 4's
A 0

som -0.45-S
A*

#
0.,_ I*

1;. 0.0614A

3 4 5 6 7 8910 20

FIGURE 4. The lateral deposition of particles (runs 1-17).

I2
1.21

S "" '" -"'".$



I.PHYSICAL AND CHEMICAL PROPERTIES OF AEROSOLS (continued)

IC. Particle Dynamics: Orientation Effects, Concentration Sampling

and Size-Shape Analysis

12



USE OF CONDITION NUMBERS IN INTERPRETING
ATMOSPHERIC AEROSOL SIZE DISTRIBUTIONS

Carolyn R. Kaplan
Combustion Section

Naval Research Laboratory
Washington, DC 20375-5000

and

James W. Gentry
Department of Chemical and Nuclear Engineering

Univeristy of Maryland
College Park, MD 20742

RECENT PUBLICATIONS, SUBMITTALS FOR PUBLICATION AND PRESENTATIONS:

A) F. Farzanah, C. Kaplan, P. Yu, J. Hong, J. Gentry, "Condition Numbers As
Criteria for Evaluation of Atmospheric Aerosols," Environ. Sci. Tech., 19, 121 (1985).

B) C. R. Kaplan, "Systematic Use of Condition Numbers in Experimental Design,"
M.S. Paper, University of Maryland (1985).

C) C. R. Kaplan and J. W. Gentry, "Use of Condition Numbers for Short-Cut
Experimental Design," submitted to AIChE J., September 1985.

D) C. R. Kaplan, J. Wang and J. W. Gentry, "Condition Numbers, Monte Carlo
Simulations, and Filter Clogging," presented at meeting of Aerosols in Science,
Medicine, and Technology, Gesellschaft Fuer Aerosolforschung, Garmisch-Partenkirchen,
Federal Republic of Germany.

E) C. R. Kaplan, R. V. Calabrese, and J. W. Gentry, "Condition Numbers:
Application to Correlations, Distribution Analysis, and Experiment Location,"
presented at 1985 meeting of the American Association for Aerosol Research, Nov.
18-22, 1985, Albuquerque, NM.

ABSTRACT
Condition numbers are a quantitative measure of how the solutions of linear "

equations are perturbed by small changes in the measurements of the forcing function.
They depend on experiment location but are independent of experimental error. We
examine the effect of condition numbers for three cases: the type of correlation, the 7
procedure used to obtain parameters for multi-modal distributions, and the location of
experiments in power law correlations. In each case we use two parameters: the
condition number and the bound on the relative error to characterize the equations.
Non-linear equations must be linearized before measurements can be made. It was found
that the number of parameters and the form of the parameters strongly affect the
condition number for single variable correlations. We found that for tr-modal %
distributions (atmospheric aerosols) the choice of analysis procedure can reduce the
relative error bound by three orders of magnitude. We found that experiment location
is the critical factor in evaluating power law correlations.

CONDITION NUMBERS

Several mathematical criteria were developed in the mid forties to estimate

round-off error in the solution of large sets of linear algebraic equations. The

criterion most widely used today is the condition number defined by the relation

Cq IAIq IA- q (1).

where JAIq is the qth norm of the matrix [A]. The condition number provides an upper

bound to the solutions Xj to the linear equations (A][X] [B].
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Specifically one has the inequalities

[AXIq Cq (2)

IXIq IBIq

The right hand side of equation 2 can be regarded as the product of the condition

number and the relative error in the measurement. The left hand side can be regarded

as the relative error in the solution.

Since condition numbers depend only on the coefficients of [Al they serve as

criteria for experimental design or for selecting the form of the correlation.

Moreover since the condition numbers are the product of the q-norms of [A] and the

inverse, one has, from the norm equivalence theorem, with a1- 1/3, a2 ~ 3

al,< Cq' < a2Cq (3)

which implies that regardless of the choice of norm, q, the condition number

corresponding to another choice, q', will be of similar magnitude.

A
Previously we have (Farzaneh et al (1985) (A)) reported that condition numbers can

explain, 1) the choice of indicator elements in source identification, 2) why

inversion of measurements from inertial impactors yield more detail than those from

diffusion batteries, and 3) why differential fractions yield better results than

cumulative fractions. In this paper we consider the application of condition numbers

in selecting correlations and in selecting objective functions for non-linear

parameter searches. Specifically,we examine the application of the method to finding

the parameters forthe Whitby atmospheric aerosol distribution as well as for

generalized power law correlations.

GENERALIZED POWER LAW CORRELATIONS

We present the condition number as a criterion for choosing experimental

conditions such that the data may be fit most accurately to a power law type

correlation

g = axbyc . (4)

The correlation is linearized and the following set of equations is solved to

determine the unknown coefficients, a, b, c.

12
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(Al] LX] I B]

Iin X2  in Y2 [in g 2• n a] (5)

1 InXn In yn L in gn _"

If n, the number of data points, is greater than the number of unknown coefficients

(three in this case), we use a least squares regression technique to solve for the

coefficients. The least squares regression solution is:

[A ]T[A'][X] = [!]T[B'] (6)

The condition number for the least squares regression is

Cq = IATA'Iq I(Tg)-lIq (7)

Figure 1 shows the relative difference in the values of the condition number for

different distributions of the x, y data. The significance of this result is that the

condition number is minimized as the data are more broadly distributed; hence, the

broader the distribution, the more accurately the data will fit the power law

. correlation. It is important to minimize both the condition number and the product of

the condition number and the relative error in the measurements, as expressed in

equation (2).

In Reference C, this concept is generalized and the approach is extended for an

n-parameter power-law correlation. A procedure is presented by which one can

completely predetermine experimental conditions such that the condition number is

minimized and the data will accurately fit the correlation, or to determine the

applicability of fitting existing data to a correlation. In Reference C, we also

present a procedure by which one can determine the optimal number of dimensionless

groups to be included in the correlation such that the data will fit most accurately.

CONDITION NUMBERS: ANALYSIS OF SIZE DISTRIBUTIONS

In this section we consider the use of moments to evaluate parameters for

multiple modal distributions of atmospheric aerosols. Atmospheric size distributions

are frequently described as the sum of two or three log normal distributions, with

number, area, and mass distributions measured using different instruments. In our

investigation we assume that moments of the distribution can be either measured or
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calculated from the measurements. The distribution parameters that fit the

distribution are then selected. Minimization of the condition numbers is used as the

criteria for the selection of the moments.

Specifically, for multiple log normal distributions the pth moment is given by

, 
r.

Mp f xP F(x) dx Ci Xi exp '_(8)

where Ci, Xi, and oi are the relative weight, the log mean size and the standard

deviation for each of the constituent distributions. For three log normal

distributions there are nine parameters and, at least, nine moments are required. Our

procedure is to choose the moments so that both condition number and the product of

condition numbers and relative error are a minimum.

The calculational procedure was as follows: The function was linearized about a

set of parameters Ci, Xi, and vi. The parameters for a typical atmospheric

aerosol given by Whitby et al (1975)(1) were used for the trimodal distribution. The

coefficients were Gi, pj Gi, pj2 Gi where Gi is equal to C1 ixlJ Exp [-2 .

The condition numbers were calculated for different sets of pj, j = 1 to 9. Repeated

iterations were used to calculate the values of the parameters Ci, ai , Xi which match
".

the measured moments. Convergence was usually obtained provided the values of ai were

initially small (i.e. a narrow distribution).

Results are shown in Figure 2 for the moment sets centered around

moments Po such that pj=po ± kA (k=0,l,2,3,4). The equations are normalized and the

p's have a uniform spacing. This was one of a number of different cases studied. The
0

important feature of the curve is that the condition number changes over several

orders of magnitude depending on the choice of po. This implies that a poor choice of

moments will lead to an ambiguous and useless result. The best results are obtained

when some of the moments are negative. Normally the wider the spectra of moments the

smaller the condition number. However, the spread of the moments is less important

than the inclusion of negative moments. Moreover the greater the spread, the more

substantial the experimental error.
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In conclusion, we have presented the use of condition numbers as a criterion for

determination of experimental location in evaluating power law correlations, and in

choosing the proper set of moments when solving moment equations to determine the

parameters of a multiple modal log normal distribution. We believe that condition

numbers have a much wider range of application than discussed here, and some of this

may be presented in future work.

REFERENCE
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A) FIGURE 1. DEPENDENCE OF CONDITION NUMBERS ON DISTRIBUTION OF
DATA POINTS. Condition nutbers for least squares regression

solution to a two-dimensional power-law correlation for data
distributed on 2 + y2 = 1 , 8 data points.

a) g = 0.75, b) g = 0.5, c) g = 0.1, d) g = 0.05.
Condition nuter is minimized as data are more broadly distributed.
(Here x and y are inx and Iny in the text.)
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ABSTRACT

The aim of this stage of the orientation studies was to conduct under "meaningful" conditions model

experiments by which our developed theory will be checked. We hope to reach a position from which intel-

ligent estimates of particle orientation in real situations can be made. r -

I. THEORETICAL BASIS

Assuming the realization picture of turbulence, the governing Fokker-Planck equation for the orien-

tation density function (o.d.f.) F("}  in realization J (1),

( () (j)
F/at + - F _ ) , (1)

is characterized by an effective Peclet number ce defined by
r

CX = (2)

where De, the combined effective (rotational) diffusion coefficient is

IrI

De - *1+1t ..:

being the (rotational) Brownian diffusion coefficient and the (rotational) turbulent diffu-

sion coefficient. The last parameter, which can be formally defined by

D v F(4) .
is given for particles smaller than the Kolmogoroff's length scale ( ,O.l- cm

in the atmosphere) in
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(E/v)2/ (5)

where 6, the energy dissipation rate per unit mass, is

E= V (6j

Out of this theoretical model, it has been found that:

i. For a "weak turbulence" ( V.0<( %A0 , C small) the average o.d.f. is stuctured

(i.e. preferred orientation),

ii. For a "strong turbulence" ( _ ))lo E large), the average o.d.f. is essentially

random, while its dispersion (measured by Fm for W -+6W W W, isnotice

able.

* II. EXPERIMENTAL METHOD

According to theory, the particle average and spread of orientation depend on the above

characteristic of the turbulence, which has to he known.

In principle, the o.d.f can be experimentally determined directly or through some effect. Here

we chose the second line of approach,though concurrently we are starting now to persue the first line .

too.

Adopting the light scattering effect as a gauge for orientation, we have for the case of cylindrical

particles,as an example,

1C 21

T ff ff In( ,.r,1f.e,I3) (r) g()
0 0 L r

F(e, )drdLd sinede (7)

and

it 21%

S=11 JJ(I -T)2 F(r)g(D)F(ei,) drdlds'sinde do an0 o L r .;
(8)

where is the average (scattered)light signal; 1 is the(central) second moment); n and

'w are the index of refraction and wavelength of light, respectively , . is the observation
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angle, and 1 and r are the length and radius of a cylindrical particle, respectively.

Apparatus

General

Experiments are conducted in the fully developed turbulent region of a straight round pipe, where

quite a bulk of characterizing information exists (2). Thus for that (round)pipe geometry, one has that

in a fully developed flow (2),

:' - U--0

S's P P p.

Also,( 

U X O ( A[r .4LA )  
R F X )

A lso,

Ur (V = 0 For aLL r (10)

Specific

A schematic diagram of apparatus is shown in Fig. 1 in which;

aerosol Uh
A i A A 2jg

F~~) 
ou

- S-

3

Fig. 1: A schematic diagram of the apparatus

A- is a 5 m long, 5 cm i.d. cylindrical tunnel (AIAZ -aerosol sampling portholes

B- is an aerosol observation section,

C- is Spurny's fiber aerosol generator
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D- is a He-Ne 15 mW light source

E- scattered light detector (EMI Photomultiplier, Type 9558) and readout

S - is a 3D (TSI, Model 1295-TI.5) or, a 2D X-wire hot-wire sensor -

1- a CTA supplier and linearizer (Disa, 56N21 with 56 C16 Bridges)

2- A mini-computer (Digital, LSI/II/23t, 300 K samples/sec)

3,4,5 - Diskette drive (FWT Series) printer (FACIT), monitor (Visual 102)

The Spurny's aerosol generator (3) and a typical production sample (4) are shown in Fig. 2 .

F SA IM2m

'S

lJ. .-. ,

MI

L T 
Bm

I0 20

10 s.10
I",,-

5 SO 1

A: Diameter x 10-5 cm, B: Length x 10-4 cm

Fig. 2: (a) Spurny's aerosol generator and (b) a typical production sample.
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Procedure

Setting the average air flow through the tunnel at a certain value befitting, say, an (average)

Reynolds number Re 1O4 - 5 x lO5 the (turbulent) component velocities along the x (flow direct-

ion), J, and the Y (pipes radial distance),(L o coordinates are sampled at a prescribed
, 2. 07

rate by the (computerized) system (1-4, Fig. 1) and the data processed for u' 1  U r . UifU11,
- ,

The necessary gradients, say can be deduced from the Taylor hypothesis (1),

XPx

The incompressiL lity demand, supplementary values taken from Laufer (2) for the dissipation terms,

and the isotropic conditions assumed to hold far from pipes walls (2). Then, the aerosol generator

is operated, and samples taken through the portholes A1,AX for concentration and size determin-

nation by scanning electron microscopy (on a wetted surface to obviate the need for photogrametry).

Scattered light signals are also taken.

III FUTURE PLANS

While results are accumulated now with the aid of the above apparatus, a new study, on which the

o.d.f will be directly determined, has been started.

Some of the inherent drawbacks of the hereby described adopted method, namely, experimental

noise in the determination of the F(r), g(1) functions of Eqs. (8 and 9). and (possible) ill-conditioning ".

effects, are expected to be overcome in the new study.
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ON THE NONSTEADY MOTION OF AN ARBITRARY PARTICLE
IN A STOKES FLOW

Ehud Gavze and Isaiah Gallily
Department of Atmospheric Sciences
The Hebrew University of Jerusalem

Jerusalem, Israel

RELATED PUBLICATIONS:

Ehud Gavze, "The Accelerated Motion of Rigid Bodies in Nonsteady Stokes Flows", submitted to J. Fluid
Mech.,1985.

I. THE PROBLEM

Actually, every motion of a particle in a fluid near a rigid (or liquid) surface is accelerated

(Fig. 1).

\ ,/

FIGURE 1. (Schematic) trajectory of an aerosol particle near a plane.
.5.-

Thus, in the equations of the deterministic motion of such a particle

'md/Uldt =IE + F ()
and

i I'S( - I3)u 3  =w I L + M etc. (Euler) (2)

wherein is its mass, U is its linear velocity, w is its rotational velocity, I is its moment

of inertia, En and Ln are respectively an external force and torque, and F and M are respectively

afluid-dynamic force and torque, the values of F and M must be time-dependent. However, in essentially

all situations considered up to now, the quasi-stationary assumption has been evoked, namely, it has
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been assumed that

F(t) = Fstationary at t (3)

and

M(t) = Mstationary at t (4)

The case of a rigid spherical particle moving in a creeping motion (Re, Kn << 1) within a viscous

fluid was solved to give

~ The cas of a r g d sp e i a( t i l mo in in a. cre pin mo i n ( e n « 1 it i i c u
Vtt

R~~~~it)~~~ d~1a V ~ )-T ,a t x a 'r~ (5)

in which the first term on the r.h.s. is the "Added Mass" term (a solution of a potential flow around

the particle) the second term is the quasi-stationary term, and the third term is the "memory"

Basset term; p and 0m are respectively the density and viscosity of the medium and a is the

radius of the sphere.

Here, the inclusion of the first and third term in the equation of linear particle motion (1) was

-~ found in most cases to be insignificant though it is yet not clear whether this is so in situations of

strong particle accelerations, say within very strong jets and turbulent fields.

The reported study intends to find general relationships for F(t) and M(t) for an arbitrary parti-

cle.

511. THE THEORETICAL APPROACH

In a continuous fluid,

and (6)

=f. .E o' ~rds
where the stress tensor dii is

S(i) =U u a U.1  x + Du/a x r-

and S indicates integration over the surface of the particle. For a creeping motion, G'l can I

be obtained from the solution of the Stokes' equation for a nonsteady flow
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a LL /at =/tuA U. -;)p/ax ~ (7)

or, for a steady flow

/ 1 u. - a/paX 0 (8)

and the equation of continuity

U./?X.= 0 (9)

Formally, for a steady particle motion, one has, see Ref. (1),

F= K..V + C.w. (10)
L. Ij J Lj j

and

M.= C V+ (11)
L JL j tj j

where K, l. are symmetric tensors.

The main features of our approach are essentially:

i. The deduction of a Generalized Reciprocal Theorem (G.R.T.) for the nonsteady flow,

ii.The use of a "Basic (particular) Solution."

The G.R.T deduced is

t
d- u . t -t ) .. ( V()) - V. WU((t- )J -n.dS (12)

where . indicates integration over the (external) space.

III. ANALYTICAL (FORMAL) RESULTS

The (physical) situations treated by us were:

a. Force in pure translation and torque in pure rotation, quiet medium at infinity; motion

starts from rest.

b. Force and torque for coupling between translation and rotation, same b.c. and i.c. as for a;

an explicit solution for a sphere.
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c. Force and torque on a particle within an arbitrary Stokes flow at infinity; sphere. Here we

bring as an example the above case a in part. Thus, if Wi (x,t) is the flow resulting from the(pure)

body translation UL (t) (U. (o)=o) satisfying: .4,

1. Stokes equation; 2. WL U 3. =, 4. =0,

and

if V is the "basic Solution" for pure translation satisfying: ' I.

1. Stokes equation; 2. * >; 3 0 1 K'
L " eIs 3 . - , o ( e - ' ) ;,

4. - where is the solution for the potential flow

AO 0a. Is ek .=
then,

introducing W (t) , vk(t) in the G.R.T. and performing time differentiation, we finally get 4

F (t) =pU(t)fpkn.ds + Vndsd-$ I o L $ t ) z

(13)

Defining

AS IC' . (V(tn))r. dS , which depends on the "Basic Solution" and is common

to all U. (t) and which can be shown to be symmetric, and

(, -! (W1( dS ,which depends on and which can be shown to be

synnmetric too, we have

F~(t) ( ,Ut) fA~(-U(ct (14)

It is reasonable to assume that

K ~K
V V -+ (15) -

where V satisfys the steady Stokes equation (8), VV. 0 ' M0"-
and where 1 " V I.= and V-4O V =.

So, we can decompose the tensor A into two parts
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A =C f1' ~nj &s + ( s(16)

where the second term on the r.h.s. tends to zero as t --- Oo. Thus, we obtain

t

+ f B (t - 0 U t) dt .(17)

Qui may be called the "Added Mass" tensor, Kit! may te called the quasi-stationary tensor,

and B,j may be called the "Basset" tensor. Eq. (17) compares nicely in form with the equation for

a sphere (5). The equations deduced for the above (physical) situations have a similar form.
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ABSTRACT

This contribution describes mainly the investigations performed in 1984 and
1985. They concentrated on the determination of the collection efficiency of grid
and electret fiber scavengers, and on the behavior of settling collectors in a
"failing scavenger zone".

COLLECTION EFFICIENCY OF ELECTRET TYPE SCAVENGERS

For a polydisperse aerosol prepared by the reaction of titanium chloride

(TICI4 ) witr wjter vapor typical particle size distribution from the electrostatic

precipitator is p, )ttei in Fiq. 1) the wind tunnel and free fall experiments

desuribei i: -i1-t ;-z m'-,k, 1981 and 1983) led to the following conclusions:

T1. , ,rs : a] ~inar scavengers are more efficient in removing smoke

p-rt 1 1 pc... ,° . The most effective uncharged planar scavengers will

hi3V.e t . " ' ,. . r etfi iency of about one or two percent. This might

slit './ " .... : J at~ry motion of the scavenger. A considerable

_rs. vs .° .! e!ti,-ency was reached by the electric charge imparted to

r i, mJeIs (jp to 10%), however, the difficult maintaining of a

.11 q e-tr. " m _r. sc'Cengers in a dense smoke cloud limits strongly the

practl~l~ ~qi- i:' riAty of this technique.

Eie _tet finer and grid-type scavengers showed hign collection efficiency

during the wird tunnel experiments with charged and uncharged scavengers (Fig. 2),

especially for particles with diameters smaller than 1.0 i.m at low airflow velocity.

This indicates an important role played by the diffusion, phoretic and electrostatic
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forces. On the other hand, coarse electret fibers (200-300 pm in diameter and

settling velocities 1.0 m/s and larger)cause an increase in deposition of particles

with diameter larger than 1.0 pm due to the inertial forces. This prompted a new

series of systematic measurements with grid and fiber-type scavengers in a settling

chamber provided with instrumentation for light extinction measurement in a dense

smoke cloud (first described by Podzimek et al, 1980).

Most of the experiments have been done by the fibers denoted as "Dust Magnet"

Poly-Mag 80 and 90 (Polyester Plastic),aproduct of Bruhow Industries, Collierville,

TN. Two different types of scavengers were used in 1984 and 1985 for a systematic ).

investigation: coarse fiber scavengers with a grid-type structure of scavenger

mean size 2.5 cm x 2.5 cm and mean fiber diameter around 250 vim. The mean

scavenger mass was 0.105 g and the mean scavenqer settlinq velocity was 176.9 cm/s.

Another type of scavenger had the dimensions of 2.5 cm x 2.5 cm x 1.3 cm and the

mean mass 0.101 g and was formed of randomly oriented dense packed fine electret

fibers of approximately 40 ,m diameter. The mean settling velocity was 176.3 cm/s.

The main aim of these experiments, performed in a settling chamber 1.60 m high and

0.80 m in diameter, was to find a relationship between the collection efficiencies

calculated from wind tunnel experiments and those deduced from the light extinction

measurementsbyassuming specified smoke particle-size distribution and the validity

of the general formula for visual range in a fog (Podzimek, 1981),

L= n (i/ )(1
L 9n (I/E

n n (d d K 
,..

4n °7 P p p Kextx,m) d(dP)

In Eq. (1), 0.02; Kex t  2.0; n and n p(d ) are total droplet (particle)

concentration and relative droplet concentration at the diameter dp. x = (i • d )/;
P* p

X is the wavelength used for the experiments, and m is the index of refraction

of the particles. Another important goal of these studies was to find the

optimal groups of scavengers with the highest scavenging efficiency and to find the most

suitable time intervals between the dropping of scavengers. '..

All data are plotted in Fig. 3 which shows clearly that, in spite of a large

spread of points, which is causeCd probably by the induced fluctuating velocities in

the settling chamber, there is a significant improvement of visibility in a dense

smoke after dropping a specific number of scavengers. The number of scavengers
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dropped during 5 minute intervals varied between 10 and 150 scavenqers. There is a

strong indication that the highest scavenger dropping rate (30 scavengers/min) did

not cause the most significant improvement in visibility. Dropping in smaller

scavenger groups with long intermission was more effective. This stresses the

importance of the induced velocity study in a falling scavenger zone. Irrespective

of the scavenger groups and the type of scavenger, the mean value of the change of

extinction in 1 minute was plotted in Fig. 3 as a function of time (or drop times for

the scavenger groups, usually at 5 minute intervals). In mean, 30 mV/min - which

corresponds to the improvement of visibility for a monodisperse aerosol with d -

.J~q p
0.4 pm in Eq. (1) - was measured after each 5 minute interval of scavenger dropping. -

This significant collection efficiency of electret fiber scavengers lasts for

more than half an hour. The efficiency is usually smaller during the first half an

hour after the dense smoke cloud was introduced into the settling chamber and also

1%! drops down after one hour (due to the clearing period of a smoke cloud). At this

time it is not possible to describe the nature of the particle deposition on coarse

S fiber (d = 240 nm), mesh-type scavengers or on randomly oriented, dense packed,

fine fiber (d = 40 pm) scavengers. There is, however, some indication that fine

fibers collect mainly particles smaller than 0.5 pm by diffusion and phoretical

4. forces, whereas coarse fibers also capture micron size particles due to their

inertia. The dual character of particle deposition on coarse fibers is clearly

demonstrated in Fig. 4, where a cumulative particle size distribution features the

particles found on coarse fibers (sampled in a settling chamber) in a scanning

electron microscope. It was also observed that TiCl4 smoke found on both sides of

the stagnation point (line) of a fiber tended to form chain-like aggregates

due to the combined effect of electrostatic and inertial forces.

EXPERIMENTS WITH A LARGE POPULATION OF FALLING SCAVENGERS

The experiments in a cylindrical settling chamber revealed the importance of the

velocities induced by falling scavengers,which might influence the collection

efficiency in a smoke cloud, and also the shape of the scavenger dispersion cone

(assuming that scavengers were dropped from a point in the space). Comparative

measurements with specific scavengers (paper disks and rectangles, "dust magnet"

mesh and filter type scavengers of different size) have been done simultaneously in

the cylindrical settling chamber--described above--and in the UMR gymnasium where
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hundreds of scavengers were dropped at a height of 10 m and their positions

evaluated on the floor.

The main results summarized in Table I can be described as follows: there is a

permanent difference between the scavenger fall velocities and "dispersion cone"

found in laboratory (along a settling paf* approximately 1.6 m or 2.0 m) and in

the gymnasium where scavengers were drc ped at 10 m above the floor. Settling ?.

velocities for the same type of scavenge:s are higher in the tank than in the

gymnasium. The induced velocities by a population of simultaneously falling

scavengers also affect the scavenger dispersion area on the floor of the gymnasium.

This is describedby a mean dispersion radius, r, (the radius of the circle around

the vertical where 50% of all released scavengers were found) and bya coefficient of

dispersion , DS. Both are related to the height of the dropping Ijint above the

ground, H, and the scavenger settling velocity VS, by the equation

= (2 DS t)l 2  V sS (2)

The dispersion coefficient was found to be very large in cases where the shape of the

scavengers supported their sliding, swinging or rotation along their settling path

(e.g. paper disks and rectangles - Fig. 5). Grid and mesh type scavengers are

featured by their quiet settling and small dispersion in calm air (Fig. 6). (In

Figs. 5 and 6 - the "distance zone" is the multiple of 27.4 cm).

DYNAMICS OF THE FALLING SCAVENGER ZONE

The main motive of these investigations was to obtain some information on the

downdrafts induced by the population of falling scavengers. These downdrafts and

the induced horizontal air motion affect the scavenger collection efficiency,

scavenger dispersion, nature of motion and, potentially, the transport of smoke

particles towards the ground.

The two-dimensional dynamic model--which in the first stage does not include

the thermal instability and sophisticated models of turbulent exchange in the

boundary layer--is mainly based on several articles dealing with the dynamics of 7.7

falling precipitation elements (e.g. Clark and List, 1971). It includes also

several improvements of the computation technique which, in our opinion, contribute

considerably to higher accuracy of the results. The basic set of equations is as

follows:
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aw + 3 (uw) + a (ww) = _ - gq + K, V 2 w (3)at ax 3z az

+ 3 (uu) + a(uw) _ + K V u (4)'-- -z-- TV 4 .

+ aw = 0 (5)
ax 3z

IS + (qu) + -L [q (w - V 0 (6)a-t 3x a- Z VT] --

3 ff [1/2 (u2 + w2 ) + gqz] dx dz = - ff gq VT dx dz -

[(au)2 + ( u)2 + (w)2 + (2w)2] dx dz (7)
K ifz az ax a z d. (-

With boundary conditions

3w = 0 at x = 0 and 3000 m

= W = 3 = 0 at z = 0 and 3000 m

Scavengers are released at 1000 m in an 800 x 200 m layer;O = R + gz; w, u
P

vertical and horizontal velocity; KZ = eddy viscosity (e.g. 1000 m2 s-l); g =

gravity acceleration; p, p = air pressure and density; q = scavenger mixing ratio

(0.01; 0.03; 0.07; 0.15 g/g air); VT = terminal velocity of scavengers (1.21, 1.50,

1.73 m/s).

The current 2-D model depicts the hemispace around the center of the scavenger

zone. The mesh area is 3,000 m x 3,000 m containing 31 x 31 nodes. A

mesh area of this size is required in order to meet the still air criteria IN

along the upper and right side boundary if the scavengers are released in a 800 m x

200 m layer at the 1000 m level. The scavenger zone is composed of, e.g., 400 cells

with each of them containing 25 scavengers similar to circular paper disks 0.6 cm

in diameter.

In order to meet initial memory constraints of the microcomputer, a 31 x 31 node

mesh was also used for the velocity fields (u,w). This approximation generated a
) , . %

significant error in determining the induced air motion and therefore scavenger motion. '..

With an expansion of the usuable memory, a 61 x 61 node mesh was used for the

velocity fields. These are shown in Figs. 7 and 8. These figures show clearly how

the same number of scavengers induces different downdrafts and the flow pattern

dependence on the original shape of the scavenger zone. Different height-to-

width ratios of the scavenger zone are used (e.g., in Fig. 7, 1:1.56 and in

Fig. 8, 1:4). The thicker layer shows clearly a markable effect on increasing the
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downdraft velocity and stimulating the air circulation around the scavenger zone.

This supports the transport of small particulates to the ground. On the other hand,

a thin scavenger zone does not affect much the overall downward transport of

particulates. However, it enhances the more effective inertial deposition of smoke

particles on scavengers due to the larger relative velocity (scavenger-air with

.N smoke particles).

Further, scavengers settling in a scavenger zone experience some spreading along 4

their path which is demonstrated in Figs. 7 and 8. The largest spreading (15.55% of

the original scavenger zone) was obtained for the height to width ratio 1:1, 12.73%

for 1:1.56 and 6.75% for 1:4. This spreading will be increased by the aerodynamic %

dispersion of scavengers described in the previous section.

CONCLUSION

From all types of nonspherical scavengers (paper disks, rectangles, hexagonal

plates, cylinders, grids) investigated in a laboratory wind tunnel and in a

cylindrical settling chamber filled with smoke particles, the grid and fiber mesh type

collectors were the most effective. Their collection efficiencies, estimated from

the smoke particle deposition rate onasingle fiber, were higher than the measured

deposition on a disk or on a simple cylinder. For the latter scavengers an

analytical-numerical model based on creeping flow equations (done in cooperation with

Dr. J. Martin) now exists. The uncharged, dense packed, electret fiber scavengers t,

have a collection efficiency of up to 13% for particles with radii, r p 0.4 um,

and 39% for rp = 4.0 pm. Thick,uncharged,fiber grid scavengers showed efficiencies

up to 5.3% for rp = 0.4 im and 26.5% for rp = 4.0 pm. In spite of the large

spread of data from the cylindrical smoke chamber, there was a definite clearing -r

effect of scavengers,especially of the "dust magnet" (electret) type collectors.

Preliminary calculations reveal that an improvement of visibility of 30% and more

can be reached with mesh-type scavengers in a micron-sized smoke cloud. The

estimated total mass of scavengers is about 100 kg for the 30% improvement in

visibility in still air to be attained over an area of 100 m x 100 m

The investigation of scavenger dispersion in still air enabled us to estimate N'

the effect of nonspherical particle motion and the hydrodynamic interaction of a

population of scavengers. Symmetrical models with internal ventilation (grid type~0~0
models) show the smallest dispersion characterizedbyadispersion coefficient around
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one hundred (in c.g.s. units) whereas coefficients of unsymmetrical models and

*disks amount to several thousands. For practical application of the laboratory

tests On scavenger dispersion only large scale experiments are suitable.

Numerical modeling of the dynamics of the falling scavenger zone stressed the

importance of the induced downdrafts by falling scavengers (which might amount to

several tens of cm/s). The shape of the scavenger zone, mainly its depth, strongly

affects the induced velocities. In the case of "dust magnet" (electret) fibers the

models of the evolution of the falling scavenger zone offer a unique means for

* combining the scavenger shape,mass and fall velocity, stressing more or less the

transport of small smoke particulates to the ground. On the other hand, using a thin

scavenger layer and heavier mesh-type scavengers, higher collection efficiency can

be reached due to the electric charge effect and inertial deposition. In the future

the model will include thermal stratification and a more realistic description of

the turbulent exchange in the atmospheric boundary layer.
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TABLE I. COMPARISON OF SCAVENGER DISPERSION

Fall Velocity Stand Dev.

cm/s a 50% Radius [cm] Coeff. Dispersion
Scaven. Type Tank Gymn. Tank Gymn. Tank Gymn. Tank Gymn.

Coarse rect.
"dust magn." 191.81 163.66 15.59 4.79 12.122 43.293 68.92 159.63

Small coarse .,

rect. "dust
magnet" 192.81 166.35 15.89 4.79 12.293 33.790 70.87 98.84

Coarse fine
fiber "dust
magnet" 176.35 173.40 8.79 10.78 33.000

Small fine 146.05 120.90 18.29 10.78 19.308 45.755 133.13 129.15
fiber "dust 146.05 18.29 14.529 75.38
magnet" 146.05 18.29 15.52

Paper disk
r=0.6 cm 150.76 143.35 9.40 10.17 33.840 197.28 516.10 2892.80

Paper rect. 177.31 175.70 15.96 11.95 34.837 130.545 526.11 1559.36
0.13x0.3 cm 177.31 15.96 36.542 578.87

177.31 15.96 33.626 490.191

Paper square
0.13x0.14 cm 173.93 14.976 47.843 207.34

%
4
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FIGURE 1. ELECTROSTATIC PRECIPITATOR (TSI) SAMPLE OF SMOKE PARTICLES. Particles are generated by the
reaction of TiCl4 with water vapor. Cumulative size distribution covers particle diameters
from 0.2 to 2.5 Vim.
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FIGURE 2. COLLECTION EFFICIENCY OF "DUST MAGNET" (ELECTRET) FINE FIBER, (d =0.004 cm) -which was

uncharged or connected with a generator of an electrostatic charge -was exposed to poly-N

disperse aerosol of size D p in a wind tunnel. Air (aerosol) flow velocity was 0.25 ms1
(Proc. CRDC Scientific Conf. on Obscuration and Aerosol Research, 1984, Ed. R.H. Kohl,
p. 83.)
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FIGURE 3. CHANGE IN LIGHT EXTINCTION IN A SMOKE CLOUD. Extinction change in one minute (AEXT/MIN E ,%%

mV1/MIN) was caused by dropping a specific number of scavengers in 5 minute intervals. .
Triangles correspond to fine fiber "Dust Magnet" scavengers, dots to the coarse fibers.
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FIGURE 4. CUMULATIVE SIZE DISTRIBUTION OF SMOKE PARTICLES. Particles are deposited on coarse "Dust

Magnet"Mand evaluated in electron microscope.
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FIGURE 5. SCAVENGER DISPERSION. Measured on the floor of gymnasium where 3888 punch card paper
rectangles 0.13 cm x 0.30 cm were dropped from the height of 10 m. The number of deposited
scavengers in a specific distance zone (multiples of 27.4 cm) is divided by the ring's area
and evaluated in N cm- 2.
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FIGURE 6. VARIATION OF THE SURFACE CONCENTRATION OF "DUST MAGNET" FINE FIBER SCAVENGERS. Scaven ers
had a mean size of 1.92 cm x 1.74 cm x 0.72 cm and mean settling velocity of 146 cm s-Y .

Scavenger concentration is plotted in the same way as in Fig. 5.
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FIGURE 7a. DOWNDRAFT VELOCITY FIELD INDUCED BY FALLING SCAVENGERS. Scavengers of mean settling

velocity of 1.73 m/s were dropped in a zone 500 m x 320 m at the height of 1000 m. The

Fig. 7a represents the field after 200 sec, 7b after 400 sec, and 7c after 600 sec.
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FIGURE 7c
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FIGURE Ba. DOWNDRAFT VELOCITY FIELD INDUCED BY A FALLING SCAVENGER ZONE 800 mn x 200 iM. All other
lparameters are the same as in Fig. 7a, b, c.
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1I, AEROSOL CHARACTERIZATION METHODS

(OTHER THAN AERODYNAMIC METHODS - SEE IC)

IIA. Optical Inversion Methods for Size, Size r
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DETERMINATION OF THE PARTICLE SIZE DISTRIBUTION
", FROM BLIND INVERSION OF SYNTHETIC DATA

(This paper is from the 1984 Conference)

B. P. Curry and E. L. Kiech
Calspan Field Services, Inc.

Arnold Air Force Station, TN 37389

ABSTRACT
This paper reports the inversion of four computer-generated sets of noisy,synthetic Mie scattering.N

data by use of two previously reported size distribution inversion procedures. The data were supplied
by Chemical Research and Development Center (CRDC), and the particle size distribution functions
(PSDF's) were inverted by the authors without advance knowledge of the PSDF's.

INTRODUCTION

Since 1980, a research program at AEDC has been sponsored by the Army Chemical Research and De-

velopment Center (CRDC) to develop and test computational procedures which can invert light scatterinq

measurement data to obtain the particle size distribution function (PSDF). The PSDF is defined such

that the integral of the PSDF between any two sizes represents the probability of finding a particle in

,". that size range. Any combination of measurements of the angular intensity distribution, polarization

distribution (as a function of scattering angle), and spectral distribution of light scattered by a

polydispersion of small spherical particles is suitable as input for these techniques. This report

presents the results of calculating the PSDF from four sets of noisy, synthetic scattering data which

were sent to the authors by Dr. Jerry Bottiger of CRDC. Two computer programs developed at AEDC were

used to invert the data. The first program (PARTSIZ) uses a nonlinear regression technique to determine
...- .

the parameters of an assumed PSDF, while the second program (FRED-HIL) uses a constrained eigenfunction

expansion approach.

SELECTION OF INPUTS

The data received from CRDC contained multiwavelength, polarized angular scattering data, repre-

senting 2160 scattering inputs for each of four cases. The totality of inputs included both linearly

polarized scattering states and elliptically polarized states; however, only linear polarization was

considered. Using selection procedures to be described 
below, the chosen scattering data were further

reduced to sets corresponding to 30 inputs. The four PSDF inversions were then performed using compu-

tational procedures which have been previously reported (Ref. 1-3). For all the results quoted herein

the scattering inputswere normalized by their mean, and both inversion codes accounted iteratively for

the variation of the normalization denominator with the parameters of the PSDF.

Although many scattering inputs were available for PSDF inversion, it can be readily shown by the

methods of Pef. 4 that the majority of the information needed for the inversions is concentrated in a

small subset of the original inputs. Inclusion of other inputs often introduces more err-- than addi-

tional information. A final set of 15 wavelengths was chosen with the following restrictions: (1) for
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each wavelength a single, different scattering angle was chosen and (2) for each scattering anqle both

orthogonal linear polarization states were retained,resulting in 30 total inputs. The actual selection .

of inputs was made by examining computed plots of the ratio of the linearly polarized,Mie scatterinq

intensities (kernels) versus particle diameter, and selecting those inputs whose corresponding polari-

zation ratios exhibited essentially monotonic dependence on particle diameters. The wavelengths

selected in this fashion are listed in Table I.

All 30 inputs were used to obtain the PSDF's by the nonlinear regression code (PARTISIZ). Program

memory limits of the constrained eigenfunction code (FRED-HIL) prevented use of more than 26 inputs for

PSDF deconvolutions obtained by this method. However, use of substantially more inputs than a minimal

number requ'ired for a given PSDF actually degraded the accuracy of the FRED-HIL deconvolutions, though

such was not the case for the PARTSIZ regressions. Specifically, use of more than 16 inputs (optimally

chosen) for single mode deconvolutions gave worse results (on the basis of closeness of computed

residual error to "experimental" error) than those obtained from 12-16 optimal inputs. In contrast,

good bimodal deconvolutions required the use of at least 22 inputs. For the purpose of determining

optimal inputs for the code FRED-HIL, input channels were ranked by the degree of their redundancy with

all other input channels. Table IIshows the ranking of inputs (least redundant to most redundant)

obtained by this method, subject to the added restriction that perpendicular/parallel polarization pairs

were kept intact. This ranking proved to be suitable for the determination of optimal input sets for

FRED-HIL, but not for PARTSIZ. In the case of PARTSIZ, best results were obtained by using all 30

inputs, but rather good results were also obtained (for both bimodal and unimodal PSDF's) using only

the minimal set of 12 inputs shown in Table III.Significantly, the optimal set of 12 inputs for PARTSIZ

where chosen on the basis of the steepness of their associated kernels as functions of particle

diameter, but a complete algorithm for optimizing inputs for this nonlinear regression procedure has .- -:

yet to be devised.

The 12 least redundant inputs (including both linear polarization states) in Table Ilform the

optimal input set for use with FRED-HIL, except that the input pair with wavelength 4.14 Pm occurs in - -

the chosen optimal set (Table IV instead of the 4.91 pm input pair. These two input pairs have very

nearly the same redundancy level, but the relative information content (determined as described in

Ref. 1) of the 4.14 vim input pair is twice that of the 4.91 vm input pair. Deconvolutions were per-

formed using both the set of inputs in Table IV and the set obtained by substitutinq the 4.91 vim input .

pair for the 4.14 vim input pair. The set of inputs in TableIV Qave decidedly better deconvolutions than

the alternate set.
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INVERSION RESULTS %

As was mentioned in the preceding section, the PSDF inversion procedures used in this paper are of

two types: (1) a nonlinear regression technique (PARTSIZ) and (2) a constrained eiqenfunction expansion

technique (FRED-HIL) which incorporates a trial function in a doubly-iterative fashion. Both procedures

have been thoroughly described in Refs.1-3, and both require an initial guess of the parameters which

characterize the PSDF. It has been found that the use of a residual error, contour plotting routine is

quite helpful (though, emphatically, it is not required) in establishing the initial PSDF parameters as

indicated by the logic flow path shown in Fig. 1. Figure 2 is a residual-error contour plot for the

inputs of Case G. The abscissa of Fig. 2 is the modal diameter, and the ordinate is analogous to the

full-width-at-half-maximum (FWHM) of a family of single mode PSDF's. Actually, the width parameter

shown in Fig. 2 is the PSDF width measured from the peak value of the PSDF to the diameter on the right

side of the peak at which the PSDF value has decreased to I/e of the peak value. Contours of constant

residual error are plotted in Fig. 2 for various pairs of the PSDF modal diameter and PSDF width

parameter. It can be seen from Fig. 2 that the smallest residual error obtainable with a two parameter

regression is about 5 percent - only slightly larger than the stated "experimental" imprecision of 4

percent. Hence, Fig. 2 indicates that the final recovered PSDF should likely be unimodal.

The result of using the pair of starting parameters which correspond to contour A in Fiq. 2 in

conjunction with the scattering data of Case G as inputs for the nonlinear regression code (PARTSIZ) is

shown in Fig. j. The final regressed PSDF is a three parameter, single mode PSDF, and the computed

residual error of 3.6 percent agrees well with the stated imprecision of 4 percent. Finure 3 also shows

the original PSDF (provided by Dr. Jerry Bottiger of CRDC after his examination of our results) from

which the scattering data were computed. The agreement between the original and regressed PSDF's is

excellent. The upper and lower,one-standard-deviation imprecision limits shown in Fia. 3 were obtained

by perturbing the scattering inputs corresponding to the regressed PSDF with ten sets of Gaussian errors

and carrying out ten additional regressions. An algorithm is currently being installed in PARTSIZ to

accomplish this calculation analytically using the curvature matrix which corresponds to PSDF parameters

near the values of the final regression. Figure 4 shows the mass normalized PSDF (where each ordinate -. -

is multiplied by the diameter cubed and renormalized to unit area under the curve) which corresponds

to Fig. 3.

The data of Case G have also been deconvolved using code FRED-HIL. The deconvolution was carried

out using optimal sets of 12, 16, 20, 22, 24 and 26 inputs chosen from Table II. The deconvolutions

using 12 (Table IV) and 16 inputs were very similar, but the associated residual errors were 4.5 percent

and 4.1 percent respectively. Consequently, the 16 input results were chose for inclusion here. Figure
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5 shows the resulting deconvolution before the application of a final numerical filter, and Fig. 6 shows

the recovered PSDF after 6 passes through an arithmetic mean filter. Substantially worse results were

obtained when more than 16 inputs were used. The kernels used here were computed to a maximum diameter %

of only 10 pm. Had a more extensive set of kernels been used for this deconvolution, the agreement

between recovered and original PSDF's would have been better (as was found to be true of PARTSIZ

regressions using sets of kernels computed to 10 pm and 20 pm, respectively).

The residual error contours for Case H are shown in Fig. 7. Note that contour A denotes a

residual error of 8 percent, well above the stated imprecision of 4 percent. This observation suggests

that the recovered PSDF should be at least bimodal in complexity. The results of the regression are

shown in Fig. 8, and the regressed PSDF is obviously bimodal. The residual error in this case is 3.99

percent, showing by agreement with the stated imprecision that no higher structural complexity need be

considered. The mass-normalized PSDF obtained from these results is shown in Fig. 9.

Similar results were obtained from the deconvolution procedure when the initial trial PSDF was

taken to be the sum of two lognormal PSDF's having equal geometric standard deviations of 1.14, but

unequal numbter median diameters of 2.54 and 5.0 pm, respectively. The relative number fractions of

these modes were varied to give approximate agreement between the computed residual error and the stated "

imprecision of 4 percent. Figure 10 shows the recovered PSDF for Case H (after 4 passes through the

final filter). This deconvolution used the 22 least redundant inputs from Table I. More inputs

produced significantly worse results.

For the remaining PSDF inversions, the PSDF recovery procedure was the same as in the two previous 1;
cases; however, the residual error curves are not shown. The PSDF regressed from the scattering data
for Case I is shown in Fig. 11. The corresponding mass normalized PSDF is shown in Fig. 12.

Case I was very difficult to deconvolve. The result shown in Fig. 13 was obtained using a trial

bimode composed of PSDF's whose geometric standard deviations were 1.27 and whose nuner median

diameters were 2.1 um dnd 4.3 pm. Relative heights of each mode were varied to give best agreement

between computed residual error and the stated imprecision of 4 percent. Using 22 optimized inputs, the

deconvolution yielded 6.2 percent residual error. With 24 optimized inputs, the residual error was 4.2

percent, and with 26 inputs it was 4.3 percent. The deconvolution shown in Fig. 13 was obtained from %

the 24 least redundant inputs in Table II. The recovered PSDF was passed 6 times through the final

filter to smooth variations in the large particle tail of the PSDF.

The final PSOF inversion was another single mode distribution. Figure 14 shows the regression y.

results of Case J, and Fig. 15 shows the corresponding mass normalized PSDF. The residual error of this

regression was 3.6 percent.
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Figure 16 shows the deconvolution results of Case J using 16 optimized inputs. This deconvolution

had a residual error of 4 percent. The corresponding deconvolution with the optimal 12 inputs had a

residual error of 4.5 percent. Use of more than 16 inputs produced significantly worse results.

*In all cases considered, the use of more inputs than was necessary for good deconvolutions degraded

the results from FRED-HIL. Both the single mode PSDF's (Cases G and J) were best rendered by use of 16

optimized inputs. In contrast, the bimodal features of Cases H and I were not apparent when less than

20 inputs were used, and best results were obtained with 22 optimized inputs for Case H and 24 optimized

inputs for Case I. These results demonstrate dramatically the necessity to consider the expected nature

of the recovered PSDF's when optimizing the design of a scattering experiment whose result will be

interpreted by use of an orthogonal decomposition procedure for solution of the integral scattering

equation.

The nonlinear regression method, however, is much less susceptible to the choice of inputs for the

regression analysis. Clearly, one can determine a minimal, optimal subset of a larqer set of inputs and

obtain better regressions than with any other subset of equal size, but the rules for defining such an

optimal subset of inputs have not yet been determined. Further, increasing the number of inputs for the
,.J

regression procedure always improves the accuracy of the regression, as indicated by the calculated

recovered PSDF imprecision limits.

CONCLUSIONS

All four cases of simulated particle scattering data supplied by CRDC were successfully inverted

using both the nonlinear regression procedure (PARTSIZ) and the constrained eigenfunction expansion

deconvolution procedure (FRED-HIL) reported in Refs.1-3. The recovered PSDF imprecision levels obtained

by PARTSIZ were generally smaller than those of FRED-HIL. In addition, PARTSIZ yielded equally good,

number normalized and mass normalized results, whereas FRED-HIL always included sufficient oscillations

to invalidate the mass-normalized results.

Optimization of the scattering inputs for PSDF deconvolution bv FRED-HIL (or any other orthogonal

decomposition solution procedure) is a matter of some criticality, and the number and choice of

* optimum inputs depend on the nature of the recovered PSDF. Regression of the PSDF is much less

sensitive to the choice of inputs than is the deconvolution procedure. Further work should address the

problem of determining the optimal experimental configuration for each measurement.
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TABLE I. SELECTED INPUTS FOR PARTICLE SIZE INVERSION

(BOTH LINEAR POLARIZATIONS)

WAVELENGTH (MICRONS) ANGLE (DEGREES)

0.222 95
0.266 100
0.524 130
0.782 135
1.040 140
1.550 145
2.330 160
2.590 130
2.850 130
3.630 45
3.880 150
4.140 140
4.910 135
6.200 80
8.990 85

TABLE II. RANKING OF INPUTS BY LEAST REDUNDANCY

(PERPENDICULAR/PARALLEL POLARIZATION PAIRS ARE KEPT INTACT)

RANK INPUT

e(deq)

1 2.33 160
2 1.55 145
3 3.88 150
4 0.524 130
5 1.04 140
6 4.91 135
7 4.14 140
8 0.782 135
9 2.85 130
10 8.99 85
11 6.2 80
12 3.63 45
13 2.59 130
14 0.266 100
15 0.222 95

TABLE III. OPTIMAL INPUTS FOR NONLINEAR REGRESSION

(BOTH LINEAR POLARIZATION STATES)

WAVELENGTH (MICRONS) ANGLE (DEGREES)

.524 130
2.59 130
2.85 130
4.91 135
6.20 80
8.99 85

TABLE IV. OPTIMAL INPUTS FOR CONSTRAINED EIGENFUNCTION DECONVOLUTION

(BOTH LINEAR POLARIZATION STATES)

WAVELENGTH(um)/ANGLE(DEG)

0.524/130 2.33/160
1.04/140 3.88/150
1.55/145 4.14/140
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OPTIMIZATION OF MIE SCATTERING WAVELENGTHS AND ANGLES FOR PARTICLE SIZING

Earl L. Kiech
Calspan, Inc.

Arnold Air Force Station, Tennessee 37389

ABSTRACT

This paper reports the development of a technique to optimize the design of particle sizing

experiments which use light scattering information to determine size distributions. The technique

determines, from an overall set of possible wavelengths and angles, the best subset to use in a
sizing experiment under specified conditions. Several test cases are used to compare results using

optimized configurations with backscattering.

INTRODUCTION

Over the past three years, several techniques for determining the particle size distribution

function (PSDF) from optical (Mie) scattering measurements have been developed at AEDC (Ref. 1-3).

Extensive studies of these techniques have indicated that a nonlinear regression approach is

superior for data which contain random errors. The nonlinear regression technique developed at

AEDC uses a linear combination of modified lognormal basis functions to represent the actual PSDF.

Each mode in the PSDF is modeled as a pseudo-lognormal whose modal position and three basic shape

factors (width, skewness and kurtosis) are variable. A companion program has been developed which

will determine the optimum wavelengths and angles to use in designing a particle sizing experiment.

Two test cases are used to show the advantages and limitations of the optimized configurations over

a reference backscattering configuration.

DEFINITION OF FIGURE OF ERROR

Since this optimization procedure minimizes a quantity related to the recovered PSDF

imprecision, a figure of error was used instead of the more usual figure of merit. The error

figure represents the uncertainty associated with recovering some characteristic of the PSDF. The

optimization procedure minimizes the error figure by the selection of appropriate wavelength and ON

angle inputs. For this study, the error figure was defined as the sum of the variances of all the

parameters describing the PSDF. The parameter variances are easily obtained from a nonlinear

regression procedure by inverting the curvature matrix as described by Bevington (Ref. 4).

Nonlinear regression has the added advantage of easily incorporating a priori information into the

procedure through the definition of appropriate basis functions. A priori information or

assumptions have been found to be necessary to prevent the noise in actual measurements from

causing recovered PSDF's to exhibit unrealistic characteristics such as negative values.

Constraints such as positivity and smoothness can be used in many cases to stabilize the regression

and assure physically realistic recovered PSDF's.

.,°
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The flexibility in the definition of the error figure allows the experiment designer to

optimize the measurements for the recovery of particular features of the size distribution. For

example, determining the average particle size with greater precision might be more desirable than

completely characterizing the distribution with somewhat less precision. This could be done by

defining the error figure as the variance of the recovered average particle size.

REQUIRED INPUTS

The information which is necessary for the optimization procedure includes: an estimate of

the actual PSDF, the overall or global set of wavelengths and angles from which to select an

optimum subset, the number of inputs in the optimum subset, the refractive indices of both

particles and medium, and the polarization components to be measured. The global set of

possibilities is usually determined by experimental constraints such as a limited number of source

wavelengths or detector locations. Although increasing the size of the measurement subset will

always improve the recovery capability, a tradeoff is involved between the increase in information

and the increased cost and complexity of the experiment. All particles are assumed to have the

same known refractive index and to be immersed in a medium of constant refractive index. At the

cost of some increase in experimental complexity, additional polarization terms may be included to

provide more sizing information. Any of these quantities can be varied to investigate the

resulting changes in the optimum subset and accuracy of the recovered distribution. For example,

the designer could determine whether measuring a different polarization component would improve his

results.

OPTIMIZATION ALGORITHM

The procedure for determining an optimum subset of N inputs begins by selecting N-1 starting

inputs from the global set. The global set is then searched for the Nth input which yields the

smallest error figure. This Nth input then replaces one of the original starting inputs forming a

new N-1 subset. The sequence is repeated until the error figure is minimized. Experience has

indicated that the final optimum subset is very insensitive to the selection of the starting

inputs, implying a high probability that the true optimum subset has been found. Although the

actual starting inputs selected do not affect the final computed optimum inputs, the time required

for the computation is reduced by selecting a starting set which is close to the final set. For

this reason, the preferred procedure is to first calculate the optimum subset containing the

minimum number of inputs (equal to the number of parameters to be used in the regression). This

subset is then used as starting inputs for the calculation of the next higher order optimum subset

and the process repeated until the desired number of inputs is attained. I.'-i

TEST CASES

In order to determine how accurate the original estimate of the actual PSDF must be, test

cases were devised which involved finding optimum, 15-input subsets for single (shown as the dashed
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line in Fig. 1) and bimodal (shown as the solid line in Fig. 1) estimates for a distribution of

latex spheres in water. These two optimized input subsets were then used to recover actual PSOF's

which varied in some way from the estimates. A third input set was needed as a reference to

represent the results to be expected from a non-optimized experiment. Backscattering was selected

for the reference because of its widespread use and the fact that it included an input from each

wavelength in the global set.

B'd

Table I shows the optimum input subsets (assuming unpolarized measurements) determined for

the single and bimodal PSOF estimates, and the reference backscatter inputs. The global set

consisted of the 15 wavelengths used for the backscatter inputs with associated angles ranging from

50 to 180 degrees in 5 degree steps. Table II shows the indices of refraction for latex and water

which were used. The optimum input subsets are quite different for the two distributions due

probably to the fact that although they have the same median particle size, the bimode contains

proportionally more large particles. In particular, the optimum bimode inputs tend to concentrate

at the long wavelengths while the optimum single mode inputs tend to represent both long and short

wavelengths. Experience with other distributions has confirmed a logical tendency to prefer longer

wavelengths as distributions include more large particles.

RESULTS

Figure 2 shows the effectiveness of each of the three input subsets at recovering actual

single model PSDF's which differed by translation from the single mode estimate. On this and the

following plots, the circle represents the point at which the actual PSDF was identical to the

estimated PSDF. The ordinate represents the square root of the error figure which roughly

corresponds to the overall standard deviation of the recovered PSDF. The inputs optimized for the

single mode estimate (shown as the dashed line) show an improvement over backscattering of up to

200% over a range of relative peak locations from 0.2 to 1.2. This indicates that optimization is

effective for original estimates of the single mode peak ranging from 0.8 to 5 times the actual

value. The inputs optimized for the bimode estimate (shown as the solid line) are also somewhat

better than backscattering especially at smaller sizes. The results which would be obtained with a

backscattering configuration (indicated by the dot/dash line) are presented here for reference

because of the widespread use of backscattering in actual sizing experiments and the fact that each

of the wavelengths in the global set is represented. It is interesting to note that this plot

graphically illustrates the increase in recovery uncertainty as the particle size decreases and

begins to enter the Rayleigh scattering domain.

Figure 3 shows the effectiveness of each of the input subsets at recovering actual single

mode PSDF's which differed in width from the single mode estimate. The optimized single mode

inputs are much better than backscattering over a range of relative widths from 0.6 to 1.6,

indicating that the original estimates for the single mode width could range from 0.6 to 1.7 times

the actual value. The optimized bimode inputs are equal to or better than backscattering over j
almost the entire range of relative widths. These curves graphically illustrate the general
tendency toward increasing parameter uncertainty as the distribution becomes broader.
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Figure 4 shows the effectiveness of each of the input subsets at recovering actual bimodal

PSDF's which differed by translation from the bimode estimate. The optimized bimode inputs show an

improvement of up to 100% over backscattering for the entire range of relative positions from 0.2

to 2, indicating that the original estimates for the bimode peak locations could range from 0.5 to

5 times the actual value. The optimized single mode inputs are generally worse than backscattering

for recovering these bimodes, and the transition to Rayleigh scattering is again accompanied by a

marked increase in parameter uncertainty.

Figure 5 shows the effectiveness of each of the input subsets at recovering actual bimodal

PSDF's which differed in width from the bimodal estimates. The optimized bimode inputs are

superior to backscattering over a range of relative widths from 0.5 to 1.8, indicating the original

estimate for the width of the bimode distribution could range from 0.6 to 2 times the actual value.

The optimized single mode inputs are again much worse than backscattering for recovering these

bimodes, and all the curves show the characteristic tendency toward increasing uncertainty for very

A broad distributions.

SWARY

This optimization procedure can aid in the design of a Mie scattering experiment in several

ways. The designer can determine the best combination of wavelengths and angles to use within the

particular experimental constraints; the effects of changing the constraints can be investigated;

and the experiment can be designed to enhance the recovery of specified features of the PSDF.

Although good estimates of the actual PSOF (particularly the number of modes) are desirable,

significant improvement can be realized with poor initial estimates. As a general rule, if the

number of modes in the actual distribution is unknown, the optimization should be run for the .

maximum number of modes to be used in the regression. For the test cases presented here,

optimization improved by up to 200% the results obtained with backscattering. Although the actual

improvement will vary for other cases and different basis functions, these results demonstrate the

value of the procedure. Further work is needed to extend these conclusions to other

particle/medium combinations, wavelength ranges, and more complicated PSDF's.

1t8
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TABLE I
INPUT SUBSETS USED IN COMPARISONS

(UNPOLARIZED)

OPTIMUM FOR OPTIMUM FOR
WAVELENGTH SINGLE MODE EIMODE BACKSCATTER

(MICRONS) ANGLE, Deg ANGLE, Dog ANGLE, Dog

0.300 175 180
0.357 175 100, 105, 175 180
0.697 5 180

1.038 10 180
1.374 180
2.023 5, 10, 170 180

2.727 180

3.580 45 75 180
3.873 120 180

4.828 165 10
5.125 180

5.403 135, 145, 150 180

6.560 130, 135 180 O
8.000 110, 115, 120, 125 105, 110, 135 180

10.600 5, 10, 110 115 180

TABLE II

REFRACTIVE INDICES FOR LATEX PARTICLES IN WATER
Wr. .

(Both particles and medium assumed transparent)

Wavelength Refractive Index

(Microns) Particle Medim.

.300 1.6948 1.349

.357 1.6485 1.343

.697 1.5839 1.331
1.038 1.5739 1.327

1.374 1.5706 1.321

2.023 1.5682 1.305

2.727 1.5674 1.170

3.580 1.5669 1.383

3.873 1.5668 1.359

4.828 1.5666 1.330

5.125 1.5666 1.321

5.403 1.5666 1.305

6.560 1.5665 1.336

8.000 1.5664 1.291

10.600 1.5664 1.179
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ABSTRACT

A library of aerosol size distributions based upon reasonable analytic functions, is used to form
a set of orthogonal basis functions. It is assumed that any unknown aerosol size distribution may be
constructed from a linear sum of these basis functions. The problem then becomes one of solving for
the unknown coefficients of the basis functions. A solution with a smoothing constraint and a posi-
tivity constraint is developed, and results of the method are presented.

INTRODUCTION

Many schemes have been developed to solve the so-called "inverse problem." However, it remains a

fact, regardless of the scheme, that normally the information content in a given set of measurements

is severely limited. Therefore, our recoverable knowledge of the unknown, if deduced solely from

the measurements, is also going to be severely limited. The difference between the various inversion

schemes is primarily due to the additional information that the set of equations is given. This addi-

tional information is normally in the form of physically plausible constraints. The well-known second

derivative smoothing constraint is one such method. Minimizing differences from an a priori trial 5'
solution is another. The list of methods is too large to repeat here, but it follows that, in any

method employing a constraint, the final solution will depend to some degree on the validity of the

constraint for the particular problem.

For those inverse problems for which there exists a large body of observed solutions, e.&., tem-

perature soundings, ozone vertical distributions, etc., one can make use of this large reservoir of

observed "solutions" by the method of empirical orthogonal functions. In this method, the observed

information is put into the form of a matrix from which the eigenvectors are determined. A set of

orthogonal basis functions may be constructed from these eigenvectors which are the best set of

orthogonal vectors to use to reconstruct the original observed distributions. If one now assumes

that any other distribution can be composed of a linear combination of one or more of the observed

distributions, then the set of basis functions will be able to reproduce these distributions also.
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Any distribution that has components orthogonal to the original distribution set from which the

basis functions were constructed will not be perfectly reproduced. It is exactly equivalent to attempt-

ing to describe an arbitrary three-dimensional vector in terms of unit vectors along the x and y axes

only. So long as the arbitrary vector lies completely in the x - y plane, this can be done. However,

any vector with a component along the z-axis can only be partially reproduced, the z-component being

non-recoverable.6%

In the case of aerosols, we do not have any reliable catalogue of observed size distributions from

which to construct basis functions. However, we may analytically construct size distribution functions

based on our knowledge of the types of functions these distributions normally follow. Thus, in the

present method, a large library of log-normal distribution functions with various widths, a, and mean

radii, r, as well as a large range of Junge and gamma distribution functions, was assumed to make up

the "observed" distributions. Calling the vector of these "observations" n(r), each distribution making

up one component of the vector, and calling its transpose, T (r), the eigenvectors of n(r)nT(r) were

computed. The eigenvectors were then used to construct a new set of orthogonal functions, *1 (r), 02 (r),

On (r), the set of which we will denote as a vector O(r), and refer to as our basis functions. The

unknown size distribution, f(r), is now assumed to be expressible as a linear combination of these

basis functions, i.e.,

f(r) = aT' O~) a101(r) 1

where the coefficients, aj, are now the unknowns to be solved for. It should be noted here that,

if our original library of size distribution functions were a complete set, then any f(r) could be

expressible as the linear combination of basis functions from Eq. (1). Since the set is obviously not

complete, then any unknown size distribution, f(r), will have, in general, some component orthogonal

to the basis functions, which will be unrecoverable from Eq. (1). Furthermore, since one is generally

limited as to the number of measurements available, the number of coefficients, aj, directly recover-

able will be limited. Additional constraints are required to increase the number of coefficients which

may be recovered. In the present problem, as described below, two constraints have been applied.

METHOD OF SOLUTION

As described above, from the library of log-normal, Junge and gamma distributions, each distri-

bution function being considered as I component n (r) of a vector n(r), the real, symmetric matrix

n(r)nT(r) was constructed. The eigenvectors of this matrix, u(r), were then computed and basis func-

tions determined from the equation (see Twomey, p. 141), '4.

n (r) = X n- ' / uknnk(r) (2)

k

where An is the nth eigenvalue corresponding to the nth eigenvector, the kth component of which is ukn,
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and nk(r) is the kth "library" size distribution, as previously described. From the basis functions, we

want to determine the set of coefficients, aj, such that the unknown size distribution, f(r), is given

by Eq. (1).

The governing equation for the backscatter problem may be put into the form

=JZ(r) f(r) dr (3)

where g is the observation vector, each component of which is the measured backscatter at some wave-

length, A, k(r) is the kernel vector composed of the backscatter cross sections at radius r and wave-

length A, and f(r) is, of course, the unknown size distribution function.

Substituting for f(r) from Eq. (1) yields

gJ k(r) a k(r) dr (4)

or

9, kf (r) a (r) dr Y {' 1 r).j(r) dr} aj. (5)

Writing the integral in Eq. (5) above as a matrix, A we have

9, A a~

or

g=Aa , (6)

where the unknown is the expansion coefficient vector, a.

In cases where f(r) is known (i.e., in the "forward" problem), due to the orthogonal properties

of the basis functions, O(r), the expansion coefficients may be determined from the expression

a - f(r)Oj(r)dr (7) 4.

In the present, inverse problem, since f(r) is unknown, the coefficients may be determined from the

inverse of Eq. (6). Thus, %

a = PJ'g _ (AAY'- Ag , (8)

a direct inversion which is almost always unstable.

In order to stabilize Eq. (8), we have employed the following two constraints:

a2f(r )
I. A smoothing constraint such that ar = min m P

i2. A "positivity" constraint, such that f(r ) > 0 for any rI  P-'
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The smoothing constraint yields a result identical in form to the normal second derivative smoothing

as first derived by Twomey (1963).

The positivity constraint is employed in an iterative manner. An initial, first-guess distribu-

tion, y(r), which is positive for all r, is used to start the procedure. The expression

q - f2( 1 )(r) - y(r)f(1)(r) , (9)

where f (r) is the first iterative solution, is then minimized as the positivity constraint. Figure 1

shows a graph of q vs. f(r).

f (r)}- Y12 fi(r)

FIGURE 1. POSITIVITY CONSTRAINT as demonstrated by graph of q vs. f(r).

For any value of y(r), the minimum value of q is - y2 /4, for which f(r) = y12, a positive number. This

constraint will tend to force the solution towards y/2 for the first iteration. The degree of forcing

depends upon the strength given to the constraint. For the next iteration, f (r) is set = y(r), and

the process repeated. Any negative values of f(r) which may appear are "encouraged" to become positive

in successive iterations by this constraint.

Using the method of Lagrangian multipliers, the final solution employing both constraints is given

by

ysH+yp p p10

where H and H are constraint matrices arising from the minimization criteria, and y and y the
p as p

Lagrangian multipliers which determine the strength of the smoothing and positivity constraints.

With the coefficient vector, a, given by Eq. (10), the solution is

f(r) = T(r)a ()

Expressing r at finite points as opposed to a continuous variable, the (r) vector becomes a
matrix, whose rows are the values of I at discrete of values of r and whose columns are the various

basis functions, and yields

i4 .p,

where 1 is now a column vector, each component of which is the value of f at a discrete value of r.

For each iteration, the solution vector, f, becomes y for the next iteration. Iterations are con-

tinued until a predetermined convergence criterion is met.
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RE.SULTS

Simulated measurements of backscattered radiation were calculated by Dr. Jerald Bottiger for fif-

teen wavelengths (between 0.2 pm and 9.0 Vm) and for four aerosol size distributions (denoted by data

sets "G', "H", "I" and "J"). These measurements were then perturbed with various random errors up to

10% and served as the measurement vector, g, which was provided to the authors.

For solving Eq. (10), the A matrix was calculated assuming spherical particles with known refrac-

tive indices, single scattering only, and negligible attenuation by the medium. The radii limits of

the unknown solution were assumed to be between 0.2 pm and 10.0 pm.

* Equation (10) was solved by the iterative process described in the previous section with the ini-

tial guess y chosen to be a uniform size distribution. With this initial guess, a first solution vec-

tor a and f(1) (f=ZTa) were computed. This first solution () was used to construct a new vector, y

such that f(1) replaces y in Eq. (10). This process is repeated until the final solution, f, can re-

produce the measurements within the measurement accuracy and has an "acceptably small" number of neg-

ative solution points. In the iteration process, the numerical values of the Lagrange multipliers, y

and yp, were chosen such that the condition number of the matrix (A A + y + +p ) was the smallest

subject to the condition that ATA > ypH + Y H *

Figures 2-5 show results of Inversions for data sets "G", "H", "I", and "J". In these figures, the

empirical orthogonal function solutions (denoted by square boxes) are compared with results obtained

by applying an iterative smoothing constraint method (Ben-David and Herman, 1985) denoted by a solid

line. The true solution (from which the measurements were simulated) is denoted by a dashed line.

Figure 6 shows the simulated measurements for data "G" as a function of wavelength (solid line)

and the computed measurements (denoted by triangles) from the empirical orthogonal function solution

of Figure 2. The other solutions shown in Figures 3, 4 and 5 reproduce the simulated measurements

equally well and are not shown here. '.*.

Figure 7 shows the iterative process in solving Eq. (10) for data set "I". The residual error

(difference between the simulated measurements and the computed measurements from the solution

vector f) and the number of negative solution points converge toward some small values consistent - "

with the constraints and the values of y and y * .

p -

In order to check the ability of the basis functions to reproduce small-scale features in the size pan

distribution, measurement vectors g were computed for 4 delta functions with peaks at r = I pm, 3 um,

5 urm, and 8 im. Figure 8 shows the resulting inverted size distributions. The basis functions produce

narrow curves at the correct locations but with a spread of about 0.5 um in radius.

FIgure 9 shows that portion of the function space spanned by the backscattered kernels that is

parallel to the function space spanned by the basis functions, and so can be recovered by the basis

'--"
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functions. In this figure, it can be seen that, for short wavelengths (X < 1 pm), a large portion of

the backscattered kernels is orthogonal to the basis functions. For long wavelengths (X > I pm) more

than 80% of the information in the backscattered kernels is parallel to the basis functions, and

therefore the measurements, gi, contain considerable information at these wavelengths.

SUMMARY

The figures presented here indicate that very good results can be obtained by using the empirical

orthogonal function method for situations where the solution is in the function space spanned bv the

basis functions. For atmospheric aerosols where the aerosol size distribution is expected to take a

form composed of combinations of Junge type, log-normal, and gamma distributions, this method gives A,

good results. However, this method can account only for as much as 80% of the information contained

in the backscattered kernels (for the wavelengths employed here) and cannot resolve features of the

solution with width smaller than about 0.5 Um in radius. In cases where it is suspected that the

unknown distribution is very narrow, or otherwise considerably different from the distributions

employed for the current "library" set, a new library set may be employed to compute the basis

functions.
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ABSTRACT

*., This paper reports on the development of a multichannel nephelometer that samples an aerosol,
measures the light scattering pattern of single aerosol particles illuminated by a CW laser, and
records scattering data for future analysis. The nephelometer has been designed, built, tested, and
delivered to and demonstrated at CRDC. The nephelometer is operational for particles 2 - 10 micron in
size. Work to reduce laser 'noise' will extend this range of operation down to 0.3 micron.

INTRODUCTION

The Boeing Aerospace Company developed a multichannel nephelometer capable of measuring and

-C" recording the far-field light-scattering pattern from individual particles in an aerosol. The

nephelometer will enable extensive research into the scattering pattern characteristics of

nonspherical particles. In operation, test particles in an aerosol cloud are input to the

nephelometer. The nephelometer then dilutes the aerosol and serially guides single particles, in a ."

coaxial jet, through a laser beam. The scattering pattern for each of the target particles is

monitored by 108 photomultiplier tubes (PMTs) whose signal levels are then digitized and stored for

future analysis. The instrument can measure and record data for 1,000 separate particles in a single -

test run, thus providing the capability for developing a good statistical data base for future

nonspherical particle scattering pattern studies.

The multichannel nephelometer comprises an aerosol sampling system, light scattering chamber, and ".?

data acquisition system. The nephelometer consists of two separate units mounted on casters and

connected by an umbilical cord. The main unit contains the aerosol sampling system, the light

scattering chamber and part of the data acquisition system. It is mounted on a 3 by 6 foot optical

table and stands 8 feet tall. Figure I shows the diluter stack which constitutes the upper portion of e.

the main unit. Figure 2 shows the lower portion of the main unit which constitutes the heart of the

multichannel nephelometer. The second unit is a roll-around computer cart and is shown in figure 3. %

The aerosol sampling system includes the diluters and the aerosol jet. The diluters are mounted

above the scattering chamber so vertical motion of the sample aerosol through the system minimizes

.- N
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bias. The diluters are a self-contained, readily demountable unit to allow transport of the main unit

through doorways. The light scattering chamber is mounted on the main table surface and is centered

on the point where the laser beam intercepts the particle stream. The aerosol jet, laser, and

front-end electronics for the data acquisition system are all integrated with the light scattering

chamber on the same table to maintain both mechanical and optical alignment after initial setup. The

computer and its peripherals plus the power supplies for the PMTs and nephelometer electronics are

located on the computer cart.

Each of the basic nephelometer systems is discussed in greater detail in the sections which -

follow.

AEROSOL SAMPLING SYSTEM

The aerosol sampling system is designed to 1) sample test aerosols with particle densities of up

to 106 particles/cc, 2) dilute the test sample to produce a stream of single particles, and 3) entrain

the sampled particles in the center of a coaxial jet directed through the laser beam. The particles

traverse the beam, one at a time, at a velocity of less than 10 meters/second, and at a nominal

particle rate of 10/second. A schematic of the overall aerosol system operation is shown in figure 4.

The aerosol sampling system is conceptually divided into the diluters and the aerosol jet.

The most visible part of the diluter subsystem is the serial combination of the two ATEC 303-LF

diluters mounted in a 19 inch rack on a shelf above the light-scattering chamber. Filters, flow

controllers, air pumps, and plumbing needed to drive the system are mounted between the two bottom

shelves of the main unit. The diluters operate on a capilliry and filtered by-pass principle where

only a portion of the concentrated aerosol is allowed to pass through the capillary and the remainder

of the flow is first filtered then recombined with the concentrated capillary flow to dilute the

aerosol density. The diluters used were selected for their flexibility. They allow operation at a

number of different aerosol flow rates by adjusting the pressure drop across the capillary using .

valves in the bypass flow. There is also a shuttle in each of the diluters which allows the selection

of either one of two installed capillaries, an input from an auxiliary port, or a by-pass through a

straight through tube -- all with the simple pull of a knob. By putting two diluters in series, very

high dilution ratios can be obtained by using both stages simultaneously. Greater flexibility can be

achieved by outfitting each diluter with a different set of capillaries and using the combination best

suited to the task at hand.
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A capillary, similar to those used in the diluters, draws off a sample of the aerosol flow from

the diluter stack and injects the particles into the aerosol jet system. The aerosol jet system,

shown conceptually in figure 4, is diagramed in greater detail in figure 5. This system forms the low

velocity (<10 meters/sec) coaxial jet used to pass the aerosol particles through the laser beam in the

center of the light-scattering chamber. This is a closed loop system in which most of the flow is

filtered and constantly recycled. A controlled leak introduced by the flow controller draws the

sample flow through the sample capillary to replace the air being leaked. The entire system must be

well sealed to maintain proper control over the sample flow. To pump the air and maintain good

sealing, it is necessary to use diaphragm pumps which introduce pulsations in the air flow capable of

disrupting the aerosol jet. Pulse suppression units, each consisting of a small filter and a Quincke

tube are installed before, between, and after the pumps to minimize the pulses. The Quincke tube is a

set of two tubes, one short and one long, in parallel which divide the flow and cause a partial pulse

cancellation when the flows are recombined because the pulses transmitted through the tubes have a

path-length difference of one half cycle. Two pumps are used in the system to provide the necessary

pumping capacity while maintaining pulses small enough to mute out. Further pulse suppression is

performed by the orifice constrictions in the flow controllers, additional small filters and the large

air mass in the light-scattering chamber. Operating the two pumps in series rather than in parallel

proved critical in maintaining the proper balance of pressures and flows needed for a stable jet.

The final result is shown in figure 6. This aerosol sampling system has been operated

stably and reliably with no particle loss to the test chamber with nozzle separations as wide as 3.6

inches. The aerosol sampling system can be adjusted or disassembled for cleaning without having to

remove either of the chamber hemispheres. All the air which is exhausted from the system is filtered

and therefore constitutes no hazard to personnel or equipment.

LIGHT SCATTERING CHAMBER

The light scattering chamber is a 10.4 inch I.D. spherical shell with 76 individual photodetector

assemblies and four high-angular-resolution array assemblies. A class IV argon-ion laser emitting at

488nm illuminates the aerosol particles. The optically sealed chamber shields users from the laser

beam and allows compliance with TB MED279, "Control of Hazards to Health from Laser Radiation.'

Six inches of access space are provided in front of the scattering chamber for auxilliary optical

components, supplied by the user.
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The laser head is situated on the upper of two shelves which are mounted beneath the optics

table, figure 2. The laser beam is directed up through the table and into the chamber by two beam

steering mirrors. The beam then passes through an AR-coated window and a light baffle before entering

the scattering chamber. The laser beam diverges to a 1/e2 diameter of two millimeters at the chamber

center where it intercepts the aerosol particle stream. Due to losses at the steering mirrors and

entrance window, the maximum available TEMoo power from the laser is 700mW, at the chamber center.

After intercepting the aerosol stream, the unscattered laser beam passes through the chamber and

directly into a curved, polished-copper beam dump.

The scattering chamber, consists of two near-hemispherical shells bolted to a 1" thick support

plate which is itself mounted on the upper surface of the optics table. The forward scatter

hemisphere is shown in figure 7 prior to the installation of detector assemblies. Four large, array-

assembly mounting areas surround the beam dump mounting point. The inner chamber walls were anodized

black and then painted ultra-flat black to decrease surface reflections. The chamber is designed for

easy access and disassembly. Numerous o-rings are used to seal the chamber, both mechanically and

optically.

The light scattered from aerosol particles is received by individual and arrayed photodetector

assemblies surrounding the aerosol-laser intercept point. The detectors are arranged in an
0.

unsymmetric fashion along four great circles of the spherical chamber, separated by 450. Detection

begins 9O from forward-scatter and extends to within 110 of the back-scatter direction. Angles from

760 of forward-scatter to 780 of back-scatter have no coverage since detector assemblies must be

positioned away from the support plate which occupies the 90 scatter plane. Four

high-angular-resolution array detector assemblies, each containing eight Hamamatsu R1770

photomultiplier tubes, detect the scatter in the forward 90 to 210 region. Seventy-six individual

detector assemblies, each employing one Hamamatsu R647 photomultiplier tube, cover the remainder of

the scatter region from 280 forward to 110 from backward.

A simple optical system is employed for the array assemblies consisting of a rotatable dichroic

linear polarizer and an aperture plate, immediately in front of the PMT array, figure 8. Each

detector element in an array subtends 1.50.

The individual detector PMTs are mounted in molded, black plastic assemblies, figure 9, which
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contain removable sheet-type dichroic linear polarizers. A second molded unit is threaded to fit the

detector mounting holes in the scatter hemisphere. It contains a lens and an aperture to limit the

detector field of view. This system reduces detection of reflections from the far chamber wall and

the unsymmetric detector spacing prevents specular reflections off optics in the near-forward, higher

scatter directions from reaching detectors in thp noar-backward, lower scatter directions. Each

individual detector element subtends 60.

DATA ACQUISITION SYSTEM

The data acquisition system consists of signal discrimination and timing circuits, front-end

electronics for all PMTs, A/D converters and signal multiplexers, and a Micro PDP-11 computer. This

system monitors light scattering in real-time to determine which signals correspond to valid particle

scatter and when to store these signals. It converts wide dynamic range particle light scatter into

compressed analog voltage representations and then digitizes these voltages. It then places the

results on a computer mass-storage device for subsequent retrieval and analysis. The system

digitizes 128 available analog channels at rates in excess of 80 times per second. Of these analog

channels, 117 are used directly by the Multichannel Nephelometer System and 11 are free for use by the

operator.

The discrimination circuit, figure 10, determines when valid particles are transitting the laser

beam by monitoring signals from two of the 32 forward-scatter arrayed detectors, in real-time. Analog

signal processing performed on these two signals produces velocity and position dependent waveforms.

A particle's scatter, and its subsequent PMT generated current signal, are 'gaussian' in time as the

particle passes through the beam. This signal is converted to a 'quadratic' form by a log-amp and

then to a 'linear' form by differentiating the 'quadratic'. The 'linear' signal is proportional to

the particle's position in the laser beam. This signal is also differentiated, resulting in a

$constant' signal that is proportional to the velocity of the particle through the laser beam. These

signals are used jointly to decide if and when the A/D converters, under control of the computer,
acquire scatter data from the detector assemblies. When a particle travels through the beam at the

proper velocity and arrives very near the beam center, all T/H amps are placed in a 'hold' mode and

a 'DATA READY' signal is sent to the computer. After all signals are digitized by the computer a I
'DATA TAKEN' signal is sent to the discriminator circuit and T/H amps are placed in a 'track' mode.

Further 'DATA READY' signals are suppressed for about a millisecond to allow analog switch transients

(not shown) to settle. This delay does not measurably affect particle signal throughput. Two
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wave-shaping circuits are used in parallel to cover the 0.3 - 10 micron particle size range.

Currently, the low signal level, wave-shaping circuit has been disabled due to false triggering from

excessive laser 'noise' . This 'noise' puts the smallest effective particle size range for

discriminant operation near two microns.

Light scattered from a particle is converted by a PMT to current which, in turn, is introduced

to a switchable band-pass load arrangement, figure 11. This prevents high frequency 'noise' and d.c.

'molecular' induced signals from reaching the remaining electronics. A low-noise op-amp then

increases the PMT signal enough to drive a log-amp over a 5 decade dynamic range. Logarithmic signal

compression reduces susceptibility to noise degradation when sending low-level signals over long

lines to the computer where the A/D converters are installed. Finally, a track/hold amp 'tracks' all

scatter signals until ordered by the discrimination circuits to 'hold' a valid one. Though proper

operation of the discrimination circuits is possible over the 2 - 10 micron range, the laser 'noise'

suppresses valid scatter data from most of the detection channels. With the removal of this 'noise',

valid data will be available from all channels over the full 0.3 - 10 micron range.

Analog signals from the track/hold amplifiers are transferred in a 12 foot long cable bundle from

a distribution box mounted on the optics table to another distribution box inside the computer rack.

Within the computer rack-mounted distribution box, all analog signals are terminated with low-pass

filters to further reduce externally generated noise. Signal-ground sense lines are also employed to

allow psucdo-differential operation of the A/D converters. Computer-type ribbon connections transfer

these filtered signals to the A/D converters. Since the A/D converters are plugged into the computer

bus, they are under immediate control of the computer. This reduces the amount of ancilliary hardware

and shortens the computer's access time to the digitized data. To take advantage of this

configuration, assembly language programs perform asynchronous data transfer to the hard disk drive,

and all other programs are written in compiled Fortran IV. An aerosol 'sample' can represent data for

up to 1000 particles; by compressing the data, the computer can store enough information to

characterize six aerosols (six Mueller matrices), on the internal hard disk drive, before it is

necessary to transfer data to floppy disks for long-term storage.

The computer 'rack' is a 30 inch tall, RETMA specification, roll-around cart with a wood

desk-top, upon which is a medium resolution VT-240 graphics terminal and an LA-50 dot matrix printer,

figure 3. A Micro PDP-11 computer occupies the upper area of the 'rack', while a bipolar power supply
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from Acoplan and a high voltage power supply from Bertan occupy the lower area. Software manuals for

DEC's RT-11 operating system occupy the remaining rack space, for user convenience.

INSTALLATION

The Multichannel Nephelometer is now resident at the U.S. Army CRDC, Aberdeen Proving Grounds,

Maryland. Two intensive weeks were spent teaching operations to local personnel.

CONTINUING RESEARCH

Laser beam 'noise' limits the particle size range over which the Nephelometer operates -

effectively to 2 - 10 microns. However, working with an A-O or E-O laser beam power-leveler, that

range will be extended to 0.3 micron. Coordinated engineering efforts between CRDC and Boeing

personnel will continue along these lines.
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FIGURE 1. DILUTER STACK. This constitutes the upper portion of the main
nephelometer unit.
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FIGURE 2. LOWER MAIN NEPHELOMETER UNIT. This includes the aerosol jet system,
scattering chamber, laser and detector assemblies and forms the heart of the
Multichannel Nephelometer.
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FIGURE 3. NEPHELOMETER COMPUTER UNIT. This unit contains a uPDP-11 uC, a
VT-240 graphics terminal and an LA-50 graphics printer. Two lower rack mounted
items are low voltage electronics and high voltage PMT power supplies. RT-11
operating system software manuals occupy the middle rack space.
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FIGURE 4. AEROSOL SYSTEM SCHEMATIC.
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FIGURE 7. SCATTERING CHAMBER HEMISPHERE. This drawing shows four large

mounting locations for the array detector assemblies and illustrates the four

great circles of mounting for the individual detector assemblies. At the

center of the large mounting locations is the beam dump outlet and mount.
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FIGURE 8. ARRAY DETECTOR ASSEMBLY OUTLINE DRAWING. Inner plastic tube is
held fixed by the support bracket. Polarizer ring is mounted to outer plastic
tube and rotates with It, relative to the PMT array.
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FIGURE 9. INDIVIDUAL DETECTOR ASSEMBLY BREAK-DOWN. PMT and printed circuit
board in center are Icaded into plastic molded unit at top of photo.
Input-output cables (not shown) feed through the metal cannister (upper left)
which then fits around the installed PC board/holder assembly. This final unit
then plugs into the molded optics unit (far right) which itself is threaded
into the scattering chamber.
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FIGURE 11. FRONT-END ELECTRONICS. PMT is biased by calibrated -HV to obtain
a target responsivity, depending upon chamber placement. An R-C load does
double duty as a low-pass filter and the op-amp input serves as a hi-pass
filter. The lo-pass cut-off is set by a PC board mounted switch at either
2Khz or 20Khz. The op-amp magnifies the PMT signal current to drive the
log-amp for large signals.
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LASER TROLLING FOR NICRoPANFrLES

Philip J. Wyatt and Steven D. Phillips
Wyatt Technology Corporation

Santa Barbara, California 93130-3003

RECENT PUBLICATIONS, SUBMITTALS FOR PUBLICATION AND PRESENTATIONS:

A) This paper is based on an article submitted to Limnology and Oceanography.

ABSTRACT

The light scattering properties of individual microparticles in a

liquid medium are recorded as they fall through a laser beam having a

Gaussian profile. Means by which this may be accomplished are described

together with various features of particle size and shape that may be

deduced from the recorded data.

Measurement of the light scattering properties of individual microparticles provide

an exceptional basis for their optical characterization.I - 4  Although often oversimpli-

fied, application of such light scattering techniques can result in determination of

particle size, shape, internal structure, anisotropy, and eventually, identification.

Generally, the more detail of the scattered flux intensity that may be recorded as a

function of solid angle, the more likely will such a characterization be possible.

A variety of scientific instruments have been developed to measure such light scat-

tering properties of individual aerosol particles, and others are under development. Most

are relatively expensive and require elaborate optical and detection electronics to cap-

ture the appropriate scattered signals arising during the usually brief passage of each

particle through the illuminating beam. For the case of particles in liquids at very low

concentrations, a relatively simple measurement technique has been devised whereby their

light scattering properties may be recorded in a plane.

By means of some simple modifications to a classical light scattering photometer

(DAWN-B), the light scattering patterns of liquid-borne particles may be recorded and

studied. The DAWN system consists of a vertically polarized He-Ne laser (5mW @ 632.8nm --

Melles Griot) incident on a sample-containing glass cuvette (typically, a standard 25 mm

diameter scintillation vial) placed at the center of a stage. Equidistantly placed about

the center of the cuvette is a set of 15 collimated, high gain, transimpedence photodiodes
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fixed at angles 6i, where

0.20 S-sin(Oi/2) < 0.90, i = 1 to 15. (1)

The sin(e/2) increment is 0.05. The laser beam is of nominal (l/e 2 ) diameter D = 0.8 mm.

In the conventional instrument, the detectors subtend an illuminated volume of about 2.5 u ] .

(2 mm of the laser beam at 90o).

By inserting restricting apertures into the collimators, the scattering volume de-

tected is reduced to about 0.60 u1. Thus at a particle concentration of 103 per ml, on

average only one particle will be in the scattering volume at any time. Typically for

water, a spherical particle of radius R and specific gravity p will reach a terminal

velocity under the influence of gravity according to Stokes' law

mg = 6wnRv, or

v = mg/(6rnR)

= 2R2 (p-1)g/(9 n), (2)

AI where n is the viscosity, g the acceleration of gravity, and p the particle specific

gravity. The transit time, T, through the beam diameter D, is therefore given by

D/v = T = 9nD/l2R2 (o-l)g3, (3)

where we have assumed that the beam ishorizonta4 Le., perpendicular to the gravitational

field.

Consider a sea urchin egg of diameter 80 p m and specific gravity of 2.0. The corres-

ponding transit time through the 0.8 mm beam at room temperature (n = 0.89cp) would be

given (in c.g.s. units) by 9 93x9 x 8.9 X 10 -3 x 8.0 x 10-2,',.
2 x 16 x 10-6 x 9.80 x 102"

= 2 x 10- 1 sec

= 200 ms (4)

Interfacing the DAWN-B to a personal computer containing a Data Translation DT 2801A

analog-to-digital multiplexer permits the conversion (to 12 bit accuracy) of up to 27.5

thousand channels per second. Since the photometer has a 16 channel output (15 detectors

P. plus 1 laser monitor), approximately 27500/16 scans may be collected per second, corres-

ponding to about 0.6 msec/scan. Thus even for so large and dense an object as a sea

urchin egg, scattering data from more than 300 complete scans could be collected during

the particle's transit time through the beam.
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We present now some simple examples of collected scattering data for the modified
V.

DAWN instrument. Since the profile of the beam is Gaussian, the intensity of light

incident upon the particle will vary as the particle's distance from the center of the

beam ("impact parameter"). Similarly, the scattered light intensity at any angle will

also vary. If the particle is spherically symmetric 5'6 , the relative scattered intensity

at any angle will remain constant, independent of the level of incident flux,subject, of

course, to the sensitivity limit of the detectors and A/D converter. This "relative"

intensity may be generated easily by collecting the digitally converted scattered inten--K

sities at all angles and dividing these results by the non-zero value at one particular

angle. If the particle is non-spherical, then the relative scattered intensities will not

remain constant during the transit through the beam, but will vary as the particle

tumbles. If the particle is motile, there will be no straight trajectory through the

beam.

The procedure by which the scattering pattern of a single particle passing through

I the laser beam may be captured is straightforward. A threshold signal voltage for a

particular channel is selected together with a scan rate and the number of scans, N, to be

saved. These parameters are entered into the controlling program (GRABEM) which also con-

tains the normalized detector gains and offset values. The program begins a continuous 61

scan of the 16 channels and saves up to 500 distinct scans before overwriting the saved

data array. As the data are stored via direct memory access (DMA), the program follows by

examining the data collected at the threshold channel. As soon as the threshold value

exceeds the preset value, the subsequent N scans are saved and the scanning is stopped.

Control then returns to the program which permits printing of the results. Until a

particle is "caught", the computer screen remains in a standby status. Upon finding a

particle, the screen presents the catch information such as the number of the scan after

which the threshold was detected. At very low particle concentrations, the system resem-

bles conventional trolling as experienced by a fisherman. A sufficiently high threshold

value will be found to correspond to a sufficiently small impact parameter. Appropriate

ranges for each type of suspended particle ensemble may be obtained by watching the output

voltage signals for the selected channel on the instrument channel monitor display.

Table I presents the scattered intensities as a function of sin e/2 per Eq. (1) for
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Table I. Raw scattering data recorded during 100 successive scans from

a 4060 nm latex particle (313 scans per second).

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

358 216 117 163 57 40 7 21 14 15 6 1 4 11 1 355 214 119 163 55 40 6 22 15 15 9 5 2 4 5
365 225 125 167 61 40 5 21 12 9 6 -3 4 7 2 367 227 118 174 55 46 8 26 14 13 4 4 2 12 -3
379 230 120 174 57 44 6 23 16 15 3 1 7 7 2 391 234 119 176 60 47 4 20 17 15 3 2 2 8 2
408 240 132 175 59 46 9 19 17 16 11 4 4 11 4 401 251 141 181 58 45 8 23 13 17 6 7 7 10 -5

410 251 142 183 62 48 6 21 17 12 6 0 9 9 6 415 256 143 186 66 41 9 23 18 15 5 2 4 6 2
423 265 151 190 67 48 10 21 19 15 10 3 0 11 7 443 277 153204 65 46 13 22 22 19 4 3 0 8 4
431 272 151 196 63 48 8 24 18 19 -8 4 3 8 3 463 294 159213 74 49 11 21 26 16 5 2 5 9 7

436 279 154 190 65 55 11 30 24 15 6 2 0 11 6 468 302 169 220 71 56 15 27 22 17 1 11 8 7 5
467 297 163 211 71 53 14 25 27 15 8 5 8 14 2 484 309 168 220 74 56 13 25 31 17 3 6 2 10 3
493 315 170 230 79 61 12 26 27 20 7 1 7 11 2 503 316 178 228 79 62 11 28 21 18 3 -2 7 11 6
500 325 177 239 83 61 15 29 25 21 4 7 7 16 7 524 332 183243 78 62 15 31 24 13 8 9 7 14 1
530 337 183 246 82 66 12 28 26 21 4 7 9 12 3 538 344 173250 88 65 9 30 27 20 7 7 4 13 3
561 354 192 263 90 66 14 33 26 22 6 1 11 11 5 556 349 186 257 92 65 1 30 27 23 10 3 14 11 1
570368 203 274 95 71 16 26 29 22 8 3 6 12 -13 579363 198274 91 74 14 31 32 22 6 6 8 14 4
618 388207 290 97 78 19 32 31 22 5 6 4 10 5 611 384 208 297 102 78 14 33 33 24 9 8 14 14-14
635 393 205 296 99 77 16 35 29 22 6 3 11 12 2 645 400212301 101 83 16 32 34 29 12 6 10 13 2
656 406 215 308 106 81 16 33 32 22 3 9 12 15 1 671 418 221 314 110 88 25 34 34 21 12 8 11 8 6
699 425 228 315 109 85 20 33 37 25 7 9 13 12 4 696 435 237 320 110 96 20 35 38 24 7 7 10 14 4
711 440 235 318 109 87 20 38 37 29 7 4 7 9 4 724 442 243 321 113 89 20 28 38 24 6 7 9 16 5
740 453 252 335 122 89 29 34 35 29 10 10 8 21 5 771 469 252 338 118 87 25 33 39 23 10 3 10 18 2

759 459 252 341 122 94 17 36 40 28 7 11 10 16 3 797 473 262 349 127 92 22 37 41 25 9 10 10 17 4
815 481 267 345 133 98 28 33 43 34 7 12 12 14 0 819 482 267 345 126 97 25 37 46 26 7 9 13 20 5
851 498 277 363 135 101 28 40 44 32 10 7 13 17 7 863 499 283 368 139 100 29 38 44 38 13 9 10 15 6
857 494 291 366 137 101 26 41 49 28 9 8 11 18 5 899 514 289 373 142 100 26 43 49 27 9 10 4 16 2
878508 290 381 143 102 30 42 48 30 12 9 11 20 3 906 526 303 371 147 104 30 42 47 32 14 5 10 16 7
916 541 308 400 153 109 26 46 47 30 17 13 12 16 -3 905 522 310 388 143 108 28 43 40 31 11 8 14 21 4
949 544 325 417 162 110 25 51 49 32 9 9 11 15 1 911 525 308392 152 103 29 44 46 32 5 11 11 20 7
944 547 331 408 167 114 29 47 46 37 9 12 13 20 8 962 550 330 400 163 105 37 45 51 36 13 10 13 24 6
982565 344 421 171 121 33 49 53 41 8 7 11 28 6 976 553 337 413 164 110 28 45 53 37 3 10 18 16 10

1030 576 351 425 172 115 26 53 53 36 10 10 14 18 5 1017 564 346 422 173 117 32 49 54 38 12 14 13 22 10
1052 584 356 429 175 115 35 49 61 35 9 12 17 20 5 1061 592 362 426 174 121 34 46 64 39 12 13 16 19 4
1105 609 374 442 192 123 35 47 60 39 12 20 14 21 14 1121 610 366 435 185 123 34 46 60 39 12 16 11 19 6
1096 601 371 437 185 121 37 49 59 39 10 13 14 18 8 1144 626 392 456 193 126 42 48 63 35 12 15 14 21 9
1137 618 386 453 195 128 39 51 74 40 16 12 16 26 7 1202 640 402 461 198 123 40 47 70 50 14 13 12 20 11 %

1186 627 391 454 193 130 37 53 67 38 17 13 16 23 10 1234 655 412 467 199 130 43 50 68 38 12 13 11 17 5
1237 655 416 470 203 133 42 52 69 38 16 15 21 20 5 1267 674 418 474 206 134 42 57 71 38 13 14 18 24 7
1286 670 422 477 213 131 39 50 69 46 13 16 18 23 -1 1319 694 436 482 219 135 49 55 69 43 12 12 27 23 11
1300 677 430 474 213 134 49 49 75 47 11 10 16 22 6 1338696448481215 129 50 55 74 49 13 12 11 22 2
1359 702 450 491 220 135 47 48 76 43 11 14 18 24 12 1351 703 451 498 225 137 48 56 76 47 13 15 17 17 12
1397 721 464 504 234 140 49 56 76 46 10 15 23 23 9 1395 714 460 475 223 133 48 50 76 45 11 13 17 20 7
1428 724 472 502 226 139 55 55 82 52 19 16 17 20 7 1448 729 469 501 225 132 56 49 78 47 16 11 19 21 8
1455 734 481 503 224 138 61 54 84 48 16 12 18 15 7 148 746 489 513 226 137 60 54 81 52 12 12 19 22 10
1506 747 490 510 229 132 60 52 79 51 9 13 19 20 6 1509 733 485 503 230 127 62 52 81 53 3 14 12 19 1I
1574 757 511 519 233 127 62 51 83 51 15 11 18 21 8 1540 737 495 510 228 126 66 39 83 44 14 18 17 28 -9
1588 754 518 512 233 127 65 53 88 51 14 11 15 20 12 1572 759 512 509 228 129 66 51 89 52 18 15 6 19 9
1612 766 524 514 241 131 68 53 84 46 14 14 17 21 7 1594 760 521 520 245 134 63 54 86 56 18 12 20 20 6
1640 765 529 518 242 124 69 50 81 51 15 15 19 23 13 1620 749 527 518 247 130 71 54 88 53 16 10 29 19 7
1668 765 533 517 246 128 69 55 83 52 23 10 16 26 2 1658 765 540 522 251 132 72 52 85 51 18 14 17 20 10
1686 767 540 517 248 131 70 55 88 52 18 15 23 18 7 1697 760 547 530 247 128 72 53 85 52 17 13 20 23 6
1664 749 539 511 251 128 72 53 89 54 15 6 15 18 9 1723 772 548 521 252 129 72 50 91 55 20 17 22 21 3
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100 successive scans of a "captured" polystyrene latex particle of nominal diameter 4060
nm (Dow Chemical Company). The data at X = 632.8 nm are unnormalized and represented

digitally; each bit corresponding to a signal of 0.610 mV. The trigger channel is

channel #5 at a threshold of 30 mV. Thus the 57 bit value of the first scan for channel 5

corresponds to 57 x 0.61 = 34.8 mV. The scan frequency is 5000 channels/sec or about 313

scans per second. The odd numbered scans (following the triggering event) are on the left

(columns 1 through 15) and the even numbered scans on the right. The time between subse-

quent odd or subsequent even scans is approximately 2/313 = 6.4 m sec. The negative V

values that ocassionally show up generally arise from a negative noise spike, usually from

the line supply. As is evident from an examination of these data, the particle is seen to

enter the beam and has not yet reached its maximum value during the 100 scan period

examined.

Table II presents the data of Table I normalized to correct for gain differences of

the photodiodes. All values for a given scan have been further referred to Channel #3,

i.e., divided by the corresponding value at that channel.

Tables III and IV correspond, respectively, to data generated similar to those of

Tables I and II, but for a sea urchin (Strongylocentrotus purpuratus) egg (2R-80 Pm).

Here the trigger channel is again channel #5, but the detection threshold is 140 mV. Each ..-.

bit, in this example, corresponds to 1.22 mV and there are 250 scans per second. The

consistency of normalized values (Table IV) confirms the near sphericity of the

particle or its lack of appreciable tumbling as it falls through the beam.

Tables V and VI correspond to data collected from a non-flaggelated alga particle at

250 scans per second, detection threshold of 80 mV, and 1.22 mV/bit resolution.

We see a large variation of scattered intensity with time corresponding to a non-

spherical structure. During the 50 scans presented, note the almost 10-fold variation of

channels #5 and #6.

The above data have not, for the most part, been analyzed. Much information remains

in them, such as mean velocities, sizes (from Stokes' law), aspect ratios, etc. The most

important element of these results is that this measurement technique permits us a slow
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Table II. Data of Table I normalized and relative to the scattered
intensity of channel #3 (sin 0/2= 0.30).

2.232 2.795 1.000 1.789 0.896 0.595 0.155 0.409 0.292 0.340 0.162 0.050 0.106 0.277 0.040

2.176 2.723 1.000 1.759 0.850 0.585 0.130 0.422 0.308 0.335 0.239 0.244 0.052 0.099 0.196
2.130 2.725 1.000 1.716 0.897 0.557 0.104 0.383 0.234 0.191 0.152 -0.139 0.099 0.165 0.074

2.268 2.912 1.000 1.894 0.857 0.679 0.175 0.502 0.290 0.292 0.107 0.196 0.052 0.300 -0.11B

2.159 2.720 1.000 1.746 0.819 0.599 0.121 0.410 0.305 0.311 0.074 0.045 0.169 0.161 0.073

2.396 2.977 1.000 1.899 0.927 0.688 0.087 0.383 0.349 0.335 0.000 0.097 0.052 0.198 0.078

2.254 2.753 1.000 1.703 0.822 0.607 0.176 0.328 0.314 0.322 0.264 0.176 0.094 0.246 0.141

2.074 2.695 1.000 1.649 0.756 0.556 0.147 0.372 0.225 0.320 0.135 0.288 0.153 0.209 -0.165

2.106 2.676 1.000 1.655 0.803 0.589 0.109 0.337 0.292 0.224 0.134 0.000 0.196 0.187 0.197

2.117 2.710 1.000 1.671 0.848 0.499 0.163 0.367 0.307 0.278 0.111 0.081 0.086 0.124 0.065 .N

2.043 2.657 1.000 1.616 0.816 0.554 0.171 0.317 0.307 0.264 0.209 0.115 0.000 0.215 0.216

2.112 2.741 1.000 1.712 0.781 0.524 0.220 0.328 0.351 0.330 0.083 0.114 0.000 0.154 0.122

2.082 2.727 1.000 1.667 0.767 0.554 0.137 0.362 0.291 0.334 -0.168 0.154 0.061 0.156 0.092 ,
2.124 2.799 1.000 1.720 0.856 0.537 0.179 0.301 0.399 0.267 0.099 0.073 0.097 0.149 0.205

2.065 2.743 1.000 1.585 0,776 0.622 0.185 0.444 0.380 0.259 0.123 0.075 0.000 0.210 0.181

2.020 2.705 1.000 1.672 0.772 0.577 0.230 0.364 0.318 0.267 0.019 0.377 0.146 0.122 0.138

2.089 2.759 1.000 1.663 0.801 0.566 0.222 0.350 0.44 0.244 0.155 0.178 0.152 0.253 0.057

2.101 2.785 1.000 1.682 0.810 0.581 0.200 0.339 0.450 0,269 0.056 0.207 0.037 0.175 0.083

2.072 2.805 1.000 1.738 0.854 0.625 0.183 0.349 0.388 0.312 0.130 0.034 0.127 0.191 0.055

2.061 2.688 1.000 1.645 0.806 0.607 0.160 0.359 0.288 0.268 0.053 -0.065 0.122 0.182 0.157

2.060 2.780 1.000 1.734 0.862 0.600 0.219 0.374 0.345 0.315 0.071 0.229 0.122 0.266 0.184

2.088 2.747 1.000 1.705 0.784 0.590 0.212 0.386 0.320 0.189 0.138 0.285 0.118 0.225 0.025

2.112 2.788 1.000 1.726 0.824 0.628 0.170 0.349 0.347 0.305 0.069 0.222 0.152 0.193 0.076

2.268 3.010 1.000 1.856 0.935 0.654 0.135 0.395 0.381 0.307 0.128 0.235 0.071 0.221 0.081

2.131 2.791 1.000 1.759 0.862 0.599 0.189 0.392 0.330 0.304 0.099 0.030 0.177 0.169 0.121

2.180 2.841 1.000 1.775 0.909 0.609 0.209 0.368 0.354 0.328 0.170 0.093 0.233 0.174 0.025

2.048 2.745 1.000 1.734 0.860 0.609 0.204 0.292 0.349 0.288 0.125 0.086 0.091 0.174 -0.298

2.133 2.776 1.000 1.777 0.845 0.651 0.183 0.357 0.394 0.295 0.096 0:176 0.125 0.208 0.094

2.177 2.838 1.000 1.799 0.861 0.656 0.238 0.353 0.365 0.282 0.076 0.168 0.060 0.142 0.112

2.142 2.795 1.000 1.772 0.901 0.653 0.174 0.362 0.387 0.306 0.137 0.223 0.208 0.198 -0.313

2.259 2.902 1.000 1,854 0.888 0.654 0.202 0.389 0.345 0.285 0.093 0.085 0.166 0.172 0.045

2.219 2.857 1.000 1.823 0.876 0.682 0.195 0.344 0.391 0.363 0.179 0.164 0.146 0.181 0.044

2.225 2.859 1.000 1.840 0.906 0.656 0.193 0.350 0.363 0.272 0.044 0.243 0.173 0.206 0.022

2.214 2.864 1.000 1.825 0.915 0.693 0.293 0.351 0.375 0.252 0.172 0.210 0.154 0.107 0.126

2.236 2.822 1.000 1.774 0.879 0.649 0.227 0.310 0.396 0.291 0.097 0.229 0.176 0.155 0.082

2.142 2.779 1.000 1.734 0.853 0.632 0.218 0.337 0.391 0.269 0.093 0.171 0.130 0.174 0.079

2.207 2.835 1.000 1.738 0.853 0.645 0.220 0.369 0.384 0.328 0.094 0.099 0.092 0.113 0.079

2.173 2.754 1.000 1.697 0.855 0.638 0.213 0.263 0.382 0.262 0.078 0.167 0.114 0.194 0.096

2.142 2.722 1.000 1.707 0.890 0.615 0.288 0.308 0.339 0.305 0.126 0.230 0.098 0.246 0.092

2.231 2.818 1.000 1.723 0.861 0.601 0.257 0.299 0.378 0.242 0.126 0.069 0.123 0.210 0.037

2.197 2.758 1.000 1.738 0.890 0.650 0.175 0.326 0.387 0.295 0.088 0.253 0.123 0.187 0.055

2.219 2.733 1.000 1.711 0.891 0.612 0.217 0.322 0.382 0.253 0.097 0.221 O.IIB 0.191 0.071

2.226 2.727 1.000 1.660 0.916 0.639 0.271 0.282 0.393 0.338 0.083 0.261 0.139 0.154 0.000

2.237 2.733 1.000 1.660 0.867 0.633 0.242 0.316 0.420 0.258 0.083 0.195 0.150 0.221 0.105

2.241 2.722 1.000 1.683 0.896 0.635 0.262 0.329 0.388 0.307 0.114 0.146 0.145 0.181 0.118

2.224 2.670 1.000 1.670 0.896 0.615 0.265 0.306 0.379 0.356 0.145 0.184 0.109 0.156 0.099

2.224 2.662 1.000 1.673 0.896 0.626 0.239 0.333 0.426 0.264 0.101 0.165 0.121 0.189 0.083 ,

2.266 2.693 1.000 1.658 0.903 0.603 0.233 0.339 0.414 0.248 0.099 0.201 0.043 0.163 0.032

2.208 2.652 1.000 1.687 0.906 0.613 0.268 0.330 0.404 0.275 0.131 0.180 0.117 0.203 0.048

2.181 2.628 1.000 1.573 0.892 0.598 0.256 0.316 0.379 0.280 0.146 0.096 0.102 0.156 0.107 V-
2.169 2.659 1.000 1.668 0.913 0.616 0.219 0.341 0.372 0.259 0.175 0.245 0.120 0.153 -0.045

(Continued)
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Table II. (continued)

2.129 .549 1.000 1.607 0.848 0.607 0.234 0.316 0.315 0.265 0.112 0.150 0.140 0.200 0.060

2.130 2.534 1.000 1.648 0.916 0.589 0.199 0.358 0.368 0.261 0.088 0.161 0.105 0.136 0.014

2.157 2.581 1.000 1.635 0.907 0.582 0.244 0.326 0.364 0.276 0.051 0.207 0.110 0.191 0.106

2.080 2.502 1.000 1.583 0.927 0.600 0,227 0.324 0.339 0.297 0.086 0.210 0.121 0.178 0.112

2.126 2.523 1.000 1.557 0.908 0.554 0.290 v.311 0.371 0.290 0.125 0.176 0.122 0.214 0.085

2.082 2.487 1.000 1.572 0.914 0.613 0.248 0.325 0.376 0.316 0.074 0.118 0.099 0.240 0.081

2.112 2.484 1.000 1.574 0.895 0.568 0.215 0.305 0.384 0.291 0.028 0.172 0.165 0.140 0.138

2.140 2.484 1.000 1.555 0.901 0.571 0.192 0.344 0.368 0.272 0.090 0.165 0.123 0.151 0.066

2.144 2.468 1.000 1.566 0.919 0.589 0.239 0.323 0.381 0.292 0.110 0.235 0.116 0.187 0.134

2.155 2.484 1.000 1.548 0.904 0.563 0.254 0.314 0.418 0.261 0.080 0.195 0.148 0.166 0.065

2.138 2.476 1.000 1.511 0.884 0.582 0.243 0.290 0.43! 0.286 0.105 0.208 0.137 0.155 0.051
2.155 2.465 1.000 1.518 0.944 0.573 0.242 0.287 0.391 0.277 0.101 0.310 0.116 0.165 0.174

2.234 2.523 1.000 1.526 0,929 0.585 0.240 0.287 0.400 0.276 0.104 0.253 0.093 0.153 0.076

2.155 2.453 1.000 1.513 0.917 0.568 0.258 0.301 0.388 0.279 0.085 0.203 0.117 0.143 0.100

2.128 2.418 1.000 1.494 0.905 0.560 0.277 0.279 0.392 0.237 0.097 0.222 0.110 0.158 0.107

2.148 2.424 1.000 1.507 0.929 0.577 0.261 0.301 0.468 0.275 0.131 0.180 0.128 0.198 0.084

2.181 2.410 1.000 1.473 0.905 0.533 0.258 0.267 0.425 0.330 0.110 0.187 0.092 0.147 0.127

2.212 2.428 1.000 1.491 0.907 0.579 0.245 0.309 0.418 0.258 0.138 0.193 0.126 0.173 0.119 "

2.184 2.407 1.000 1.456 0.888 0.550 0.270 0.277 0.403 0.245 0.092 0.183 0.083 0.122 0.056

2.169 2.384 1.000 1.451 0.897 0.557 0.261 0.285 0.405 0.242 0.122 0.209 0.156 0.142 0.056

2.211 2.441 1.000 1.456 0.906 0.558 0.260 0.311 0.415 0.241 0.098 0.194 0.133 0.169 0.078

2.222 2.404 1.000 1.452 0.928 0.541 0.239 0.270 0.399 0.289 0.097 0.220 0.132 0.161 -0.011

2.206 2.375 1.000 1.420 0.923 0.539 0.291 0.288 0.386 0.262 0.087 0.160 0.191 0.155 0.117

2.205 2.384 1.000 1.416 0.911 0.543 0.295 0.260 0.426 0.290 0.081 0.135 0.115 0.151 0.065

2.178 2.352 1.000 1.379 0.882 0.501 0.289 0.280 0.403 0.290 0.092 0.155 0.076 0.145 0.021

2.203 2.362 1.000 1.401 0.899 0.522 0.270 0.243 0.412 0.254 0.077 0.180 0.124 0.157 0.124

2.185 2.360 1.000 1.418 0.917 0.529 0.275 0.283 0.411 0.277 0.091 0.193 0.117 0.111 0.124

2.196 2.353 1.000 1.395 0.927 0.525 0.273 0.275 0.400 0.263 0.068 0.187 0.153 0.146 0.090
2.212 2.350 1.000 1.326 0.891 0.504 0.270 0.248 0.403 0.260 0.076 0.164 0.114 0.128 0.071

2.206 2.322 1.000 1.366 0.880 0.513 0.302 0.266 0.424 0.292 0.127 0.196 0.111 0.125 0.069

2.252 2.353 1.000 1.372 0.882 0.490 0.309 0.238 0,406 0.266 0.108 0.136 0.125 0.132 0.079

2.206 2.310 1.000 1.343 0.856 0.500 0.328 0.256 0.426 0.265 0.105 0.145 0.116 0.092 0.068

2.219 2.310 1.000 1.347 0.850 0.488 0.318 0.252 0.404 0.282 0.078 0.142 0.120 0.133 0.095

2.241 2.308 1.000 1.337 0.859 0.469 0.317 0.242 0.393 0.276 0.058 0.154 0.120 0.120 0.057

2.269 2.288 1.000 1.332 0.872 0.456 0.331 0.245 0.408 0.290 0.020 0.167 0.076 0.109 0.106

2.246 2.243 1.000 1.304 0.838 0.433 0.314 0.228 0.396 0.265 0.093 0.125 0.109 0.121 0.073

2.269 2.254 1.000 1.323 0.847 0.443 0,345 0.180 0.409 0.236 0.089 0.211 0.106 0.167 0.085

2.236 2.204 1.000 1.269 0.827 0.427 0.325 0.233 0.415 0.261 0.085 0.123 0.090 0.114 0.108

2.239 2.244 1.000 1.277 0.819 0.439 0.334 0,227 0.419 0.270 0.111 0.170 0.036 0.109 0.082

2.244 2.213 1.000 1.260 0.845 0.435 0.336 0.231 0.391 0.2713 0.097 0.155 0.100 0.118 0.062

2.231 2.208 1.000 1.282 0.864 0,448 0.313 0.236 0.403 0.285 0.109 0.134 0.119 0.113 0.054

2.261 2.189 1.000 1.258 0.841 0.408 0.338 0.216 0.374 0.256 0.090 0.164 0.111 0.128 0.114

2.242 2.152 1.000 1. 262 0.862 0.430 0.349 0.234 0.407 0.267 0.096 0.110 0.170 0.106 0.062

2.282 2.173 1.000 1.246 0.848 0.418 0.335 0.235 0.380 0.259 0.136 0.109 0.093 0.144 0.017

2.239 2.145 1.000 1.242 0.854 (.426 0.345 ('.220 0.384 0.251 0.105 0.150 0.097 0.109 0.086

2.277 2.150 1.000 1.230 0.844 0.422 0.336 0.232 0.398 0.256 0.105 0.161 0.132 0.098 0.060

2.263 2.104 1.000 1.244 0.830 0.408 0.341 0.221 0.379 0.25? 0.098 0.138 0.113 0.124 0.051

2.252 2.104 1.000 1.218 0.856 0.414 0.346 0.22A 0.4(,3 0.2Lk 0,089 0.065 0.086 0.098 0.078

2.293 2.133 1.000 1.221 0.845 C.4!(, 0 W 4 .2 0. "5 Ci.? I ). 0.124 0.113 0.025
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Table III. Raw scattering data recorded during 50 successive scans
from a sea urchin egg (2R -80 um) (250 scans per second).

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

193 97 124 44 116 52 68 20 75 17 14 4 2 4 2 198 102 129 44 122 59 68 20 89 17 16 4 4 3 0
211 100 135 33 127 50 79 21 92 21 16 3 5 5 0 234 113 149 49 144 60 82 24 96 22 20 5 3 5 4
258 125 165 54 159 74 9 1 26 98 25 20 3 4 3 2 266 132 172 55 164 71 91 24 107 26 26 5 5 4 1
289 140 182 58 171 72 95 27 114 26 21 2 5 3 2 300 141 202 65 106 73 104 27 121 28 25 4 7 4 1
320 157 209 64 19 83113 35 136 33 26 4 4 3 1 340 177,227 74 222 91 125 36 151 33 29 6 5 7 3
354 175 229 69 227 91 126 36 149 34 32 7 7 5 5 363 171 245 72 240 94 131 39 157 36 31 6 11 5 5
398 190 265 81 257 102 145 39 172 40 35 9 11 8 5 450 218 303 92 288 121 159 49 187 45 39 12 10 10 4
473209 310 89293 110 163 46 192 39 41 8 5 7 1 457 205 303 8O 293 110 160 44 189 39 37 8 9 8 5
471 211 313 85 309 115 175 48 209 38 40 9 13 5 5 527 242349 102 342 132 190 54 229 54 44 10 11 7 6
577 280 377 108 370 147 204 55 242 51 46 9 12 9 13 569 259 380 116 378 147 208 59 254 51 47 11 12 8 6
562 247 372 101 369 134 203 57 247 51 48 13 14 8 3 602 273 407 121 413 159 229 65 277 62 54 10 13 10 6
676 311 449 129446 175 248 72 297 62 58 13 16 11 7 687 311 447 132 444 172 244 66 296 64 57 11 12 10 7
691 304 463 129 447 169 242 71 288 58 57 10 13 8 5 680 316 465 132 473 182 263 73 316 69 55 13 15 14 9
753 348 514 145 501 203 275 79 336 75 66 17 17 14 10 810 373 538 153 528 209 297 81 342 72 67 14 14 12 9
792 362 529 149 527 202 288 81 339 64 65 16 18 14 7 740 341 506 137 498 191 277 82 340 72 71 15 15 13 6
821 392 562 164 559 222 309 89 376 84 74 17 15 15 7 912 428 625 178 606 250 337 98 398 92 78 15 18 13 11
905 406 601 173 594 237 322 96 383 89 74 16 16 15 8 872 404 588 164 579 223 314 90 374 80 76 30 15 15 7
893 422 603 179 605 236 334 92 395 87 79 18 18 17 10 965 449 657 192 654 266 360 107 437 105 85 22 22 23 11

1018 484 679 203 662 269 345 105 432 96 83 20 20 17 9 978 470 656 193 639 261 341 98413 97 81 16 18 1 5
954 445 642 187 637 260 347 104 416 103 80 19 10 16 11 991 470 665 192 664 272 367 116 442 107 88 21 20 17 11
1095 539 731 225 723 312 392 124 474 118 89 21 22 20 12 1107 533 722216 7123 04 383 114 456 107 90 17 21 19 11
1027 500 684 201 669 281 371 112 440 103 84 20 20 20 -3 1051 506 689 202 698 281 373 114 454 107 87 21 24 22 10
1128 549 744 227 752 321 420 125 510 125 97 25 23 22 14 1192 589 782 234 766 333 417 129 498 121 95 22 29 21 10
1129 539 756 219 740 314 407 123 490 111 89 21 23 21 8 1079 521 716 204 716 295 401 117 493 112 92 19 21 20 10
1144 552 770 223 774 328 423 131 511 119 95 23 23 22 12 1246 611 819 246 901 354 442 136 529 128 100 26 22 23 12
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Table IV. Data of Table III normalized relative to the scattered
intensity of channel #3 (sin 6/2= 0.30).

1.135 1.184 1.000 0.456 1.720 0.730 1.419 0.368 1.476 0.364 0.357 0.187 0.050 0.095 0.075
1.119 1.197 1.000 0.438 1.739 0.797 1.364 0.354 1.684 0.350 0.392 0.180 0.096 0.069 0.000
1.140 1.121 1.000 0.314 1.729 0.645 1.495 0.355 1.663 0.413 0.375 0.129 0.114 0.109 0.000
1.145 1.148 1.000 0.422 1.777 0.701 1.424 0.367 1.572 0.392 0.425 0.195 0.062 0.099 0.125

1.140 1.147 1.000 0.420 1.771 0.781 1.427 0.359 1.449 0.402 0.383 0.105 0.075 0.054 0.056

1.128 1.162 1.000 0.411 1.753 0.719 1.369 0.318 1.518 0.401 0.478 0.169 0.090 0.069 0.027
1.154 1.165 1.000 0.409 1.727 0.689 1.351 0.338 1.529 0.379 0.365 0.064 0.085 0.049 0.051

1.083 1.057 1.000 0.413 1.693 0.629 1.333 0.305 1.462 0.368 0.391 0.115 0.107 0.058 0.023

1.117 1.137 1.000 0.393 1.742 0.692 1.399 0.382 1.588 0.419 0.393 0.111 0.059 0.042 0.022

1.092 1.181 1.000 0.419 1.798 0.698 1.425 0.362 1.623 .0.386 0.404 0.153 0.068 0.091 0.061

1.127 1.157 1.000 0.387 1.822 0.692 1.424 0.358 1.588 0.394 0.442 0.177 0.094 0.064 0.102

• 1.081 1.057 1.000 0.377 1.801 0.668 1.384 0.363 1.564 0.390 0.400 0.142 0.139 0.060 0.095

1.095 1.085 1.000 0.393 1.783 0.670 1.416 0.336 1.584 0.401 0.418 0.197 0.128 0.089 0.088 U
1.083 1.089 1.000 0.390 1.747 0.695 1.358 0.369 1.506 0.394 0.407 0.230 0.102 0.097 0.061

1.113 1.021 1.000 0.369 1.737 0.618 1.361 0.338 1.511 0.334 0.418 0.150 0.050 0.067 0.015
1.100 1.024 , 1.000 0.339 1.778 0.632 1.367 0.331 1.522 0.342 0.386 0.153 0.092 0.078 0.077
1.097 1.021 1.000 0.349 1.815 0.640 1.447 0.350 1,629 0.322 0.4"04 0.148 0.128 0.047 0.074

1.101 1.050 1.000 0.375 1.801 0.659 1.409 0.353 1:601 0.411 0.399 0.166 0.097 0.059 0. OBO
1.116 1.124 1.000 0.368 1.804 0.679 1.400 0.333 1.566 0.359 0.386 0.138 0.098 0.070 0.160
1.092 1.032 1.000 0.392 1.829 0.674 1.417 0.354 1.631 0.356 0.391 0.168 0.098 0.062 0.073

1.102 1.005 1.000 0.349 1.823 0.627 1.412 0.349 1.620 0.364 0.408 0.203 0.116 0.063 0.038 
1.079 1.016 1.000 0.382 1.865 0.680 1.456 0.364 1.661 0.404 0.420 0.142 0.099 0.072 0.069

1.098 1.049 1.000 0.369 1.826 0.679 1.430 0.366 1.614 0.367 0.409 0.168 0.110 0.072 0.073
1.121 1.053 1.000 0.379 1.826 0.670 1.413 0.337 1.616 0.380 0.403 0.143 0.083 0.066 0.073
1.088 0.994 1.000 0.358 1.775 0.636 1.353 0.350 1.518 0.332 0.389 0.125 0.087 0.051 0.050
1.067 1.029 1.000 0.365 1.870 0.682 1.464 0.358 1.658 0.394 0.374 0.162 0.100 0.089 0.090
1.068 1.025 1.000 0.362 1,792 0.688 1.385 0.350 1.595 0.387 0.406 0.192 0.102 0.080 0.091

1.098 1.050 1.000 0.365 1.804 0.677 1.381 0.343 1.551 0.355 0.394 0.151 0.080 0.066 0.078
1.092 1.036 1.000 0.362 1.831 0.665 1.409 0.349 1.564 0.321 0.389 0.175 0.105 0.078 0.062

1.067 1.020 1.000 0.348 1.809 0.657 1.417 0.370 1.640 0.378 0.444 0.172 0.092 0.076 0.055

1.065 1.056 1.000 0.375 1.828 0.688 1.423 0.361 1.633 0.397 0.416 0.175 0.082 0.079 0.058
1.064 1.037 1.000 0.366 1.782 0.697 1.396 0.358 1.554 0.391 0.395 0.139 0.089 0.061 0.082
1.098 1.023 1.000 0.370 1.817 0.687 1.387 0.364 1.555 0.393 0.389 0.154 0.082 0.074 0.062

1.082 1.040 1.000 0.358 1.810 0.660 1.382 0.349 1.552 0.361 0.409 0.296 0.079 0.075 0.055

1.080 1.060 1.000 0.381 1.844 0.682 1.434 0.348 1.599 0.383 0.414 0.173 0.092 0.083 0.077

1.071 1.035 1.000 0.375 1.830 0.705 1.418 0.371 1.623 0.424 0.409 0.194 0.104 0.103 0.078

1.093 1.079 1.000 0.384 1.792 0.690 1.315 0.353 1.553 0.375 0.387 0.171 0.091 0.074 0.062
1.087 1.085 1.000 0.378 1.791 0.693 1.345 0.341 1.536 0.392 0.391 0.141 0.085 0.004 0.035

1.084 1.049 1.0,00 0.374 1.824 0.705 1.399 0.369 1.581 0.426 0.394 0.172 0.048 0.073 0.080

1.087 1.070 1.000 0.371 1.836 0.712 1.428 0.398 1.622 0.427 0.419 0.183 0.093 0.075 0.077
1.092 1.116 1.000 0.395 1.818 0.743 1.388 0.387 1.582 0.428 0.385 0.167 0.093 0.081 0.076

1.118 1.118 1.000 0.384 1.813 0.733 1.373 0.360 1.541 0.393 0.394 0.136 0.090 0.078 0.071
1.095 1.107 1.000 0.377 1.798 0.715 1.404 0.373 1.570 0.400 0.388 0.169 0.090 0.086 -0.020

1.112 1.112 1.000 0.377 1.862 0.710 1.401 0.377 1.608 0.412 0.399 0.177 0.108 0.094 0.068
1.106 1.117 1.000 0.392 1.858 0.751 1.461 0.383 1.673 0.446 0.412 0.195 0.096 O.O87 0.088
1.112 1.138 1.000 0.384 1,801 0.742 1.380 0.376 1.554 0.411 0.384 0.163 0.115 0.079 0.060
1.089 1.079 1.000 0.372 1.799 0.723 1.393 0.371 1.582 0.390 0.372 0.161 0.094 0.082 0.049
1.099 1.102 1.1600 0.366 1.838 0..718 1.450 0.373 1.646 0.415 0.406 0,154 (. 091 .082 0.Q S 65
1.084 1.085 1.000 0.372 1.848 0.742 1.422 0.388 1.619 0.410 0.90 . 0.? 0 . 1),
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Table V. Raw scattering data recorded during 60 successive scans
from an alga (250 scans per second).

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

193 112 38 33 72 9 10 12 18 8 9 5 6 7 8 196 117 38 32 67 9 14 11 17 12 10 9 1 11 7

194 114 43 32 77 8 13 10 19 11 10 8 4 9 6 181 130 43 44 79 11 16 29 17 15 10 13 4 7 7

194 136 41 55 78 10 15 31 17 16 9 13 4 8 8 194 143 38 51 75 9 17 25 14 19 11 15 2 4 10
196 148 38 55 82 8 15 33 20 25 12 21 2 3 10 190 153 43 50 82 10 17 17 22 22 12 26 4 6 10
223 158 45 43 83 11 12 31 21 29 14 15 6 5 12 221 168 40 50 87 12 13 29 20 25 11 9 9 10 9
219 160 40 50 92 15 16 32 19 25 7 11 6 13 12 217 169 40 62 94 12 18 34 31 26 11 12 8 -7 10

218 165 42 42 93 14 11 21 18 18 13 9 7 15 10 226 142 40 37 97 12 19 18 18 12 10 8 7 18 7

233 143 46 36 90 10 19 14 14 18 13 6 8 16 8 237 144 45 35 87 14 15 13 15 10 11 7 14 20 8
247 119 47 27 83 14 15 9 16 8 13 5 11 22 7 250 118 47 25 82 13 15 8 15 8 14 3 16 19 6

247 101 46 32 84 20 18 8 15 3 12 2 18 23 1 242 102 48 29 87 26 15 5 14 4 8 12 19 22 1

237 78 48 32 76 34 9 5 12 14 12 1 22 24 2 221 64 51 28 59 37 16 7 1l 7 9 -2 16 14 0
217 69 64 29 59 36 12 3 10 8 8 -1 21 21 -1 228 77 47 25 69 24 11 4 12 9 11 0 21 18 0

226 59 49 26 59 25 16 6 11 19 11 8 20 18 0 223 52 48 25 53 25 11 5 14 12 9 7 6 14. 2
215 47 46 22 68 11 10 6 23 10 9 1 9 8 1 203 64 46 22 74 8 9 7 21 18 9 4 16 7 2
193 54 46 22 74 7 12 7 21 13 9 1 14 10 0 203 59 45 24 69 11 9 3 16 8 7 2 15 15 -1

201 57 45 26 66 18 8 4 15 3 9 -1 18 9 1 209 60 45 25 58 20 6 -7 11 8 19 1 14 18 0
188 53 46 30 46 30 6 5 13 6 1 3 15 17 0 183 53 44 32 45 33 12 5 10 6 7 -1 10 17 -2
169 46 45 28 42 31 9 6 12 6 8 -1 5 15 2 178 48 45 24 44 28 6 4 9 7 4 0 13 15 -1
183 52 38 26 45 22 7 2 7 5 6 0 16 12 -2 184 53 39 26 46 25 5 3 10 7 6 -7 9 13 -6

172 49 41 25 3 8 28 3 4 7 5 6 -2 14 12 2 183 51 40 26 42 20 4 2 6 4 6 0 10 14 -1
186 52 40 25 40 18 -1 2 7 4 4 2 8 10 -1 176 52 39 11 39 19 6 2 5 2 6 -2 7 8 3
175 52 40 23 39 17 4 4 7 1 5 1 6 9 2 181 52 39 25 36 17 4 2 8 4 1 0 9 10 2
181 47 38 27 36 12 4 1 10 2 3 0 5 19 -1 176 59 30 25 33 10 5 2 8 2 3 -1 5 8 -3
174 60 36 26 32 8 6 -2 9 0 4 2 1 6 -1 170 51 36 25 31 2 6 2 10 1 1 -2 1 6 0

169 43 37 24 29 5 .4 0 8 2 2 -1 3 2 0 172 41 35 24 24 4 1 0 7 2 0 -1 4 0 -1

168 41 38 22 25 1 6 2 4 1 2 -1 -3 2 1 167 40 37 20 24 3 7 1 0 -2 1 -3 0 1 -3
173 44 36 24 23 6 5 2 4 2 0 0 0 3 2 174 42 41 27 21 6 7 -3 5 1 3 -2 0 1 0
181 39 38 25 19 3 6 -13 5 1 2 -3 0 1 3 183 40 42 25 19 2 6 2 2 0 -1 -1 1 0 1
182 38 38 28 13 0 3 -1 3 -6 0 -2 10 0 -I 191 40 38 28 15 2 i 0 2 1 -1 -3 0 3 -3
197 41 40 30 11 3 4 2 -1 -1 0 -2 2 0 0 197 40 40 33 10 3 1 1 2 1 '1 -2 0 1 -1

218

.4,

:..,-..,..? ,:..: +:,. :.,: +;,... :.:.., /



Table VI. Data of Table V normalized and relative to the scattered
intensity of channel #3 (sin 8/2= 0.30).

3.258 1.918 1.000 0.742 2.696 0.697 0.460 0.203 0.813 0.177 0.633 -0.129 1.236 0.589 0.103

3.387 2.019 1.000 0.714 2.369 0.774 0.345 -0.355 0.597 0.472 1.336 0.129 0.962 1.178 0.000

2.981 1.744 1.000 0.838 1.838 1.136 0.338 0.248 0.690 0.346 0.069 0.378 1.008 1.089 0.000

3.033 1.824 1.000 0.934 1.880 1.306 0.706 0.259 0.555 0.362 0.503 -0.132 0.702 1.138 -0.212

2.739 1.548 1.000 0.799 1.716 1.200 0.518 0.304 0.651 0.354 0.562 -0.129 0.343 0.982 0.207

2.885 1.615 1.000 0.685 1.797 1.084 0.345 0.203 0.488 0.413 0.281 0.000 0.893 0.982 -0.103

3.512 2.072 1.000 0.879 2.177 1.008 0.477 0.120 0.450 0.349 0.499 0,000 1.301 0.930 -0.245

3.441 2.057 1.000 0.856 2.168 1.116 0.332 0.175 0.626 0.476 0.487 -1.040 0.713 0.982 -0.716

3.060 1.809 1.000 0.783 1.704 1.189 0.189 0.222 0.417 0.324 0.463 -0.283 1.055 0.862 0.227

3.337 1.930 1.000 0.835 1.930 0.871 0.259 0.114 0.366 0.265 0.474 0.000 0.773 1.031 -0.116

3.391 1.968 1.000 0.803 1.838 0.784 -0.065 0.114 0.427 0.265 0.316 0.290 0.618 0.737 -0.116 ..

3,291 2.019 1.000 0.362 1.838 0.848 0.398 0.117 0.313 0.136 0.487 -0.297 0.555 0.604 0.358

3.191 1.968 1.000 0.738 1.792 0.740 0.259 0.228 0.427 0.066 0.395 0.145 0.464 0.663 0.233

3.385 2.019 1.000 0.823 1.697 0.759 0.265 0.117 0.501 0.272 0.081 0.000 0.713 0.755 0.239

3.474 1.873 1.000 0.913 1.742 0.550 0.272 0.060 0.642 0.140 0.250 0.000 0.407 1.473 -0.122

4,279 2.977 1.000 1.070 2.022 0.581 0.431 0.152 0.651 0.177 0.316 -0.193- 0.515 0.786.--0.465-

3.525 2.523 1.000 0.928 1.634 0.387 0.431 -0.127 0.610 0.000 0.351 0.322 0.086 0.491 -0.129

3.444 2.145 1.000 0.092 1.583 0.097 0.431 0.127 0.678 0.074 0.088 -0.322 0.086 0.491 0.000

3.331 1.759 1.000 0.833 1.441 0.235 0.290 0.000 0.528 0.143 0.171 -0.157 0.251 0.159 0.000

3.584 1.774 1.000 0.881 1.261 0.199 0.074 0.000 0.488 0.152 0.000 -0.166 0.353 0.000 -0.133

3,224 1.634 1.000 0.744 1.209 0.046 0.409 0.120 0.257 0.070 0.166 -0.153 -0.244 0.155 0.122

3,292 1.637 1.000 0.694 1.192 0.141 0.490 0.062 0.000 -0.143 0.085 -0.470 0.000 0.080 -0.377

3.505 1.850 1.000 0.856 1.174 0.290 0.359 0.127 0.271 0.147 0.000 0.000 0.000 0.246 0.259

-. 3,095 1,551 1.000 0.846 0,942 0.255 0,442 -0.167 0.298 0.065 0.231 -0.283 0.000 0.072 0.000

3.474 1.554 1.000 0.845 0.919 0.137 0.409 -0.780 0.321 0.070 0.166 -0.458 0.000 0.078 0.367

3.178 1.442 1.000 0.764 0.832 0.083 0.370 0.109 0.116 0.000 -0.075 -0.138 0.074 0.000 0.111

3.493 1.514 1.000 0.946 0.629 0.000 0.204 -0.060 0.193 -0.419 0.000 -0.305 0.813 0.000 -0.122

3,666 1.594 1.000 0.946 0.726 0.092 0.136 0.000 0.128 0.070 -0.083 -0.458 0.000 0.233 -0.367

3.592 1.552 1.000 0.963 0.506 0.131 0.259 0.114 -0.061 -0.066 0.000 -0.290 0.155 0.000 O.OOC

3,592 1.514 1.000 1.060 0.460 0.131 0.065 0.057 0.122 0.066 0.079 -0.290 0.000 0.074 -0.116

3.704 4.462 1.000 1.115 3.483 0.412 0.681 0.720 1.156 0.559 0.749 0.763 0.488 0.543 0.980

3.762 4.661 1.000 1.082 3.241 0.412 0.954 0.660 1.092 0.838 0.832 1.373 0.081 0.853 0.857

- 3.290 4.014 1.000 0.956 3.292 0.324 0.782 0.530 1.078 0.679 0.736 1.078 0.288 0.617 0.649
3.070 4.577 1.000 1.314 3.377 0.446 0.963 1.538 0.965 0.926 0.736 1.752 0.288 0.480 0.757

4 .i5l 5.022 1.000 1.723 3.497 0.425 0.947 1.724 1.012 1.036 0.694 1.838 0.302 0.575 0.908

3.723 5.697 1.000 1.724 3.628 0.412 1.158 1.500 0.899 1.327 0.916 2.288 0.163 0.310 1.225

3.762 5.897 1.000 1.859 3.967 0.367 1.022 1,980 1.284 1.746 0.999 3.203 0.163 0.233 1.225

3,223 5.387 1.000 1.493 3.506 0.405 1.023 0.902 1.249 1.358 0.883 3.505 0.288 0.411 1.082

3.614 5.316 1.000 1.227 3.391 0.426 0.690 1.571 1.139 1.710 0.984 1.932 0.412 0.327 1.241

4.029 6.359 1.000 1.605 3.998 0.522 0.841 1.653 1.220 1.659 0.870 1.304 0.695 0.737 1.047
3.993 6.056 1.000 1.605 4.228 0.653 1.035 1.824 1.159 1.659 0.554 1.594 0.464 0.958 1.396

3.956 6.397 1.000 1.991 4.320 0.522 1.165 1.938 1.891 1.725 0.870 1.739 0.618 -0.516 1.163

3.785 5.948 1.000 1.284 4.070 0.581 0.678 1.140 1.046 1.138 0.979 1.242 0.515 1.052 1.108

4,121 5.375 1.000 1.188 4.458 0.522 1.229 1.026 1.098 0.796 0.791 1.159 0.541 1.326 0.814

3.694 4.707 1.000 1.005 3.597 0.379 1.069 0.694 0.743 1.039 0.894 0.756 0.538 1.025 0.809

3,841 4.845 1.000 0.999 3.554 0.542 0.863 0.659 0.813 0.590 0.773 0.902 0.962 1.309 0.827

3,833 3.833 1.000 0.738 3.246 0.519 0.826 0.437 0.831 0.452 0.8,75 0.617 0.723 1.379 0.693

3.879 3.801 1.000 0.683 3.207 0.482 0.826 0.388 0k779 0.452 0.942 0.370 2.052 1.191 0.594

3.916 3.324 1.000 0.893 3.357 0.757 1.013 0.397 0.796 0.173 0.825 0.252 1.210 1.473 0.101

3,677 3.217 1.000 0.776 3.332 0.943 0.809 0.238 0.712 0.221 0.527 1.449 1.224 1.350 0.097

3.601 2.460 1.000 0.856 2.911 1.234 0.485 0.238 0.610 0.774 0.791 0.121 1.417 1.473 0.194

3.160 1.900 1,000 0.705 2.127 1.263 0,812 0.313 0.526 0.364 0.558 -0.227 0.970 0.309 0.000

(continued)
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Table VI. (continued)

2.473 1.632 1.000 0.582 1.695 0.980 0.485 0.107 0.381 0.332 0.395 -0.091 1.014 0.967 -0.073

3.538 2.480 1.000 0.683 2.699 0.889 0.606 0.194 0.623 0.508 0.740 0.000 1.381 1.128 0.000

3.364 1.823 1.000 0.681 2.213 0.889 0.845 0.279 0.548 1.029 0.710 0.946 1.262 1.082 0.000

3.388 1.640 1.000 0.669 2.030 0.907 0.593 0.238 0.712 0.664 0.593 0.845 0.386 0.859 0.194

3.409 1.547 1.000 0.614 2.717 0.416 0.563 0.297 1.220 0.577 0.619 0.126 0.605 0.512 0.101

3.218 2.106 1.000 0.614 2.957 0.303 0.506 0.347 1.114 1.039 0.619 0.504 1.075 0.448 0.202

3.060 1.777 1.000 0.614 2.957 0.265 0.675 0.347 1.114 0.750 0.619 0.126 0.941 0.&4 0 A.,

motion look at a microscopic particle moving through an inhomogeneous illumination source.

It forms the basis for new instrumentation to be used for the real time classification and

identification of such particles.

The laboratory assistance and advice of Jeffrey M. Reece, Joseph 13. Estrada, and

Professor Robert S. Jacobs of UC Santa Barbara is gratefully acknowledged. The work was

supported by the Office of Naval Research, Contract #N00014-85-C-0067.
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ABSTRACT

The problem of reconstructing one-dimensional dispersionless refractive index profiles from
reflection data is considered in this report. Here the available data consist of reflection coefficient
measurements at many wavenumbers due to an electromagnetic plane wave that is normally incident on a
dielectric half-space or, equivalently, the data consist of the sampled impulse response of the un-
known dielectric half-space.

Two fundamentally different nonlinear inversion approaches are used. The first is an approximate
nonlinear renormalization technique that is based on a nonlinear approximation to the Riccati equation
for the reflection coefficient. The second approach is exact and based on the Balanis integral
equation. This equation is solved both analytically and numerically.

Work is continuing on efficiently applying these results to new materials and discovering new
inversion methods.
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I. INTRODUCTION

Inversion theory for waves is concerned with extracting the characteristic parameters of a medium

from remote scattering data as opposed to the use of in 4situ measurements. Here the emphasis will be

on electromagnetic or optical wave interactions with media such as inhomogeneous aerosols where the

density of the aerosol is desired as a function of distance. It is assumed that the aerosol particles

are small so that an effective refractive index can be defined.

Much of the original work in inversion theory was concerned with approximate tJnea't relations be-

tween the characteristics of weak scatterers and their scattered fields so that inversion of the

scattering data to obtain the desired characteristics was relatively straightforward. In these rela-

tions, the scattered field was typically expressed as a Fourier transform of an appropriate character-

istic quantity such as the refractive index or potential function. Although this scheme was estheti-

cally pleasing it incorrectly implied a linear relationship which did not exist between these quanti-

ties. This led to several problems in the electromagnetic case. First, in the forward problem, as the

refractive index or the optical size of the scatterer became large, the magnitude of the reflection

coefficient violated fundamental physical principles by becoming greater than unity. In the inverse

problem this phenomena manifested itself by underestimating the contrast of the desired refractive

index as compared to that of the host median. Second, in the inverse problem, a significant phase

error accumulated as the reconstruction proceeded due to the incorrect use of the background or average

refractive index. This evidenced itself by longitudinal errors in the reconstructed profiles. Any

accurate reconstruction method for dense aerosols must overcome these obstacles which are due to the

assumption of tineatiy between the characteristics function and the scattered field.

Here we examine two nontinewt inversion techniques which address the problems noted previously.

The first technique, a non-tineat approximation method, uses as its starting point the Riccati differ-

ential equation. This equation exactly relates the reflection coefficient to the refractive index of

the medium under consideration. The Riccati equation is then approximated in a nonlinear manner which

tends to preserve the amplitude information as a function of optical distance and allows a solution to

be constructed using transform techniques. Subsequent coordinate stretching removes the phase accumu-

lation error and accurately reproduces most refractive indices as a function of physical distance. The

second technique, an exact non-tineavt method, is based on the efficient and accurate solution of the

Balanis integral equation for an unknown kernel function when the reflection data is known. The re-

fractive index profile is then calculated directly from the kernel function in a manner reminiscent of

Gel'fand-Levitan-Marchenko theory.

22?
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I. APPROXIMATE TECHNIQUE

The exact relation between a refractive medium defined by a refractive index n(z) and the local

reflection coeffient r(z,k) is

d r(z,k)z 2 [ - r 2(zk)] 1- {lnLn(z)]) -2i k n(z) r(z,k) (1)

dz~k 2 dz

with the boundary condition

r(d,k) = r°  (d > O) (2)

This expression can be inverted approximately but accurately to find the effective refractive index

profile n(z). Here k is the vacuum wavenumber and the measured reflection coefficientvalues at z=O are

r(k) = r(z,k) (3)

z=O

The result of the inversion procedure is the relation [1]

1

ni(z) = exp [-2L I  {- R(P)]
p (4)

Z

x f (z') dz'

0

where the carat on the reflection data denotes the nonlinear function of the reflection data

;(k) =_ tanh -I [r(k)], (5)

the new transform variable is defined by p = -2ik, L-1 is the inverse Laplace transform and x is the

variable corresponding to p but in the space reached by L -1

The linear perturbational or Born approximation is given by expanding (4) in the limit for

diaphanous dielectrics and is found from (4) to be

n(z) = 1-2 -l 1( r(p)} (6)
p

This is consistent with the results derived from a variety of other techniques.

In Figs. 1 and 2 reconstructions are shown for discontinuous and continuous profiles, respec-

tively. In each case the solid line represents the exact profile found by analytical methods from

the reflection coefficient. in the left plot the dashed line indicates the linear reconstruction

obtained from (6) while in the right plot the dashed line indicates the approximate nonlinear recon-

struction obtained from (4). Note that here the nonlinear reconstructions are almost indistinguishable

from the exact results while the linear reconstructions exhibit considerable error.
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III. EXACT RECONSTRUCTION

Balanis [2] has shown that an exact expression for the refractive index profile can be found in

terms of an unknown kernel function K(x,y) by the expression

n[z(x)] = [1+K(x,x)]-2  (7)

where the coordinates z and x are related by the coordinate stretching relationx
z(x) = [n(x')] -1 dx' (8)

0

and the kernel function K(x,y) satisfies an integral equation/x
K(x,y) = [1 + K(x,y')] R(y+y') dy' = 0 (9)

-y

where R(y) is the impulse response given by

R(y) r(k)e iky dk (10)

The kernel also satisfies the differential equation

%2xy) _ 2K4Ld 2 aK(x,y) dK(x,x) 0 (11)

ax2  Dy [l+K(x,x)] ax dx

Auxiliary conditions on the kernel function,

K(x,y) = 0 (y > x, y < -x) (12)

K(x,-x) 0 0, (13)

allow solutions to be constructed both analytically and numerically as detailed in [3]. The procedure

is to find the kernel function K(x,y) by use of (9), (10) and (11), subject to (12) and (13), and to

use the result in (7) and (8) to find the desired index n(z).

For a restricted class of reflection coefficients the above set of equations can be solved

analytically with closed-form solutions while for arbitrary reflection data an accurate and economical

numerical technique has been developed [3,4]. This latter technique is demonstrated for imprecise and

bandlimited data in Figs. 3 and 4.
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In Fig. 3 the ideal impulse response of (10) is contaminated by noise with various values of

amplitude signal to noise ratios (S/N) varying from 4 to 1/2. Here the dotted line corresponds to the

reconstruction with an ideal impulse response (S/N-o) while the solid line represents the profile

reconstructions that are degraded by noise. It can be shown that the techniques developed here are

relatively robust with respect to noise and this is evidenced in the plots.

In Fig. 4, the reflection coefficient r(k) is lowpass filtered with various values of bandwidths

denoted by Ak. The dotted lines again correspond to reconstructions with complete data (Ak-.o) while the

solid lines represent the bandlimited profile reconstructions. As expected, loss of detail is evident

as the bandwidth decreases.

IV. CONCLUSIONS

In this report the shortcomings of linear inversion theory have been noted and demonstrated. For

optically large scatterers and/or those with large contrast, linear perturbation methods or Born type

expansions will eventually fail. For problems which are inherently one-dimensional and nondispersive,

one can replace the linear inversion technique with one of two nonlinear techniques described here. The

first technique is approximate while the second is exact.

Experimental results (not shown) using microwaves confirm the theories presented here. In the last

analysis this is of utmost importance since experimental data is always both imprecise and bandlimited

in nature. It is gratifying to realize that the techniques presented represent not only well-construc-

ted theories but are also useful in practice. This is a pleasant surprise to find in a field where

ill-posedness is (almost) always lurking.
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FIGURE 1. Refractive profile reconstruction of a finite homogeneous
slab with a refractive index of three. a) Exact (solid line) and
linear perturbational (dashed line) reconstructions. b) Exact (solid
line) and approximate nonlinear (dashed line) reconstructions.
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FIGURE 2. Refractive profile reconstruction of a continuous dielectric
profile, a) Exact (solid line) and linear perturbational (dashed line)
reconstructions. b) Exact (solid line) and nonlinear approximate
(dashed line) reconstructions.
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2.4. Sli
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FIGURE 3. Refractive profile reconstructions using a numerical
implementation of the exact nonlinear method for decreasing S/N.
The dashed lines indicate reconstructions with no noise (S/I-c)
while the solid lines indicate S/N 4,2,1,1/2 as noted.
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3. ~~~~3. __ _ _ _ _ _ _ _4
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FIGURE 4. Refractive profile reconstructions using a numerical
implementation of the exact nonlinear method for decreasing
bandwidth Ak. The dashed lines indicate the infinite bandwidth
case (Ak-o) while the solid lines indicate lowpass values of

Ak =50,25,5 as noted.

228



11. AEROSOL CHARACTERIZATION METHODS (continued)

(OTHER THAN AERODYNAMIC METHODS - SEE IC)

IIB. Optical Constants of Liquids and Powders
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X-BAND MULTIPLE-POSITION CAVITY M,4ETHOD
1

FOR DETERMINING
COMPLEX PERMEABILITY AND PERMITTIVITY

H. H. Chung, G. A. Pfaff, and S. Y. Peng %

Teledyne Micronetics
San Diego, California 92120

ABSTRACT

A multiple-position cavity method presented in this paper is a generalized

solution which can be used to determine complex values of both 11 and C for ary kind of

material which has anisotropic magnetic and isotropic electric properties. It requires

measuring the resonant frequency and unloaded Q of a resonant cavity, first, without

and then with a test sample located at each of three different positions. A closed

form solution and test procedure were obtained for practical application in deter-

mining both 1 and E of a material. To implement the test method, an X-band waveguide

cavity test fixture was designed and built. An extensive laboratory measurement pro-

gram was conducted to insure data quality. Measurement of known dielectric materials

yielded good agreement between computed results and published data.

1. INTRODUCTION

The cavity method used to determine the complex permittivity (E:) of non-

magnetic material has been thoroughly studied by many authors. 14owever, less atten-

tion has been given to the determination of the complex permeability ( ) for

anisotropic magnetic material by using the cavity method. The multiple-position

cavity method presented in this paper is a generalized solution uilich can he used to

determine both i and 6 for any kind of material which has anisotropic magnetic and

isotropic electric properties. It requires measuring the resonant frequency and

unloaded Q of a resonant cavity first without and then with a test sample located at

three different positions. An analytical model for a TE 0 1 1 rectangular waveguide

cavity was developed and a set of equations was derived that relates both and E to

the change in resonant frequency and unloaded 0 caused by the insertion of a thin

material sample into the cavity. A closed form solution was obtained for practical

application in computing both P and E of a material. The theoretical formulation of

this test method is presented in section 2. .

lThis paper is based on work performed at Teledyne Micronetics under the

Contract No. IAAKll-83-C-0011 for the Chemical/Ballistics Procurement IDivision,

Aberdeen Proving Ground, Maryland.
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A set of samples, including one made from a thin Mylar sheet, another composed

of a thin epoxy layer on a Mylar sheet and the last composed of a thin layer of an

iron/epoxy composition on a Mylar sheet, was tested to determine the magnetic and

electric properties of the iron material. Based on the samples provided, a test

procedure was developed to measure the resonant frequency and unloaded Q of the

VrcavitV for each of the required sample test positions. A summary of the test proce-

(lure is oiven in section 3.

To implement the test method, an X-band rectangular waveguide cavity test fix-

ture was designed and built. An extensive laboratory measurement program was con-

ducted to insure data quality. In addition to the samples mentioned above, Teflon

and Rexolite samples were also tested to provide baseline data for known materials

as a measure of confidence in the final test results. Six sample positions inside

the cavity were selected for taking the measurement of resonant frequency and un-

loaded Q of the cavity. For usual non-magnetic materials, only one position is

sufficient to determine E of a material. However, for anisotropic magnetic materials,

three positions are required to determine both 11 and E Six positions were selected

to provide redundant data for cross-checking the final results. The experimental

results of '. and E for the tested samples are summarized in section 5. Finally, the

conclusions are discussed in section 6.

2. THEORETICAL FORMULATION

Let , and i represent the complex resonant frequency, electric field and

magnetic field, respectively, of the original cavity filled with a very low density

foa m (W and t. where C =C o andc r  is the relative complex dielectric con-1 i o ri ri

stant. Maxwel's field equations must be satisfied, that is

'. 4- 4" (1)

Sx H jwO(E (2 

\g, in, let ', hand l'represent the corresponding quantities of the perturbed

cavity which contains a composite sample held by a very low density foam. It is

assumed that the sample can be composed of several thin layers. The complex perme-

ability and permittivity of each layer can be represented by n and En I respectively,

for n N , , . All layers, except for n = N, are assumed to be non-magnetic

ri;t T-ial. The \'-th laver of volumeA XN is an anisotropic material with magnetic

a! C1cctric properties of 'IX and aN' respectively. The permeability dyadic of
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the sample is given by Collin (1960),

where T is the unit dyadic and kmiS the dyadic magnetic susceptibility of the medium.

Maxwell's field equation must also be satisfied and is P

V 3 -J&'c.A 0  + AP) (4)

V x H -j w(rl + 4Az) 3 ()
where

APi - - pa a pOXmI occupied in AL,

N-

L(rn "rn -rl' occupied in AVn

4rn = denotes the relative complex permittivity
of the n-th material

AV * denotes the volume of the n-th material

By manipulating Equations (1), (2), (4) and (S), applying perturbation techniques and

boundary conditions to the fields, g' and i' , one obtains

(N .4I .)

-4-2&lrn "ini, 0*, m in* H. "i .d
AVn AV H d

Z~."rn JJ jt Ed + I 11x*mt v
VL

(6) m

where the superscript "*" means complex conjugate, T is the intrinsic characteristic

impedance of air and Vc denotes the volume of the cavity. tint and int represent

the internal electric and magnetic fields of the corresponding sample. It should be

noted that the above equation is based on the following assumptions:
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a. The cavity wall is a good conductor.

b. The field internal to 6Vn is related to the field external to AVn in the .

same manner as for static fields.

c. The perturbation of the cavity is small.

The complex resonant frequency of a high Q cavity can be approximated as (Van Valken-

berg (1955)), ' ."

--- I

-r 2Q()

where ar is the real resonant angular frequency and Q is the unloaded-cavity quality

factor. Hence, the left-hand side of Eq. (6) can be approximated by

where
Af- - r :4 e

"a (r 1a)

=I ( 9 1b).

Aq *A (2Q.L. +. 2Q..L (. (b

are the change in the real resonant frequency and unloaded Q, respectively. From

Eqs. (6 and 8) one can obtain the following

)2

-a- I o: JJJfl + noo .' d
AVn  AVN

Af 4 jAq - (9)- E121
II noIHI2+ (rllzi dv

C

The above equation shows that any increase in W and C within a cavity can only de-

crease the resonant frequency and unloaded Q of the cavity. It is also observed that

the change of the cavity resonant frequency will be mainly related to the real part .. ,
of the complex permeability and permittivity of the sample, and the change in Q will

be mainly related to the imaginary part of the complex permeability and permittivity.

Therefore, if one can properly design the test sample, the 11 and c of the sample can
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be computed from the measured resonant frequency and unloaded Q change.

From the observation mentioned above, a TE mode rectangular cavity and rectan-
011

gular shape test sample configuration, as shown in Figure 1, were used in the analysis.

All of the samples were assumed to have flat, parallel surfaces. As shown in Figure 2,

six positions were selected for taking the measurement of resonant frequency and

unloaded Q of the cavity. For usual non-magnetic materials, only one position is

sufficient to determine E of a material. However, for anisotropic magnetic materials,

three positions are required to determine both 11 and E Six positions were selected

to provide redundant data for cross-checking the final results. By observing the field

distributions inside the TE mode cavity, closed form solutions were obtained to,-..-

compute both P and e of a material.

For the convenience of future application, the derived formulas at the indicated

test positions are summarized in Table 1. Note that the test position selected for

non-magnetic isotropic materials is either position 3 or 4 where the electric field

is maximum. For the anisotropic magnetic materials, the preferred test positions are

positions 1, 3, and 4.

3. TEST PPOCEDURES

A set of samples, including one made from a thin Mylar sheet, another composed of

a thin epoxy layer on a Mylar sheet and the last composed of a thin layer of an iron/

epoxy composition on a Mylar sheet, was tested to determine the magnetic and electric

properties of the iron material. Based on the samples provided, a test procedure was

developed to measure the resonant frequency and unloaded Q of the cavity for each of

the selected sample test positions. The P and E of each sample was then determined. .- '-

The test procedures are summarized in Table 2.

4. EXPERIMENTAL INVESTIGATION

To compute complex permeability and permittivity using the formulas, given in

section 2, measured values of Af and AQ are required. Af and AQ are the change of .

resonant frequency and unloaded quality factor, respectively, due to the insertion of

a test sample into the test cavity. The impedance method for measuring quality factor

outlined in Chapter 9 of Ginzton (1957) was selected. A network analyzer system is

used for measuring the complex input impedance of the cavity as a function of fre-

quency.

To implement a test method based upon the analytic solution, the X-band test

fixture shown in Figure 3 was designed and fabricated. The test fixture is made up

235

e.. ...-.. % % .. . * - % ". - . % .. , .. . . -. .- .



4 AM.

th

* I Q4

*4

Uq
* I I "-

23

Ir-



(N

N

0 tx-

* ~ ~4J

( .0- 1 a - lu1

t66
* 04

0- do -0 IA

237

'I MC)k6



TABLE 1 SUMMARY OF FORMULAS
-------------------------------------------------------------

A. For foam filled cavity (p - 0):

£ * CT. 1)
ri 1 # 2C&fP* jAqP)

S. For non-magnetic materials Cat position p -3 or 4): 1

rN.5 V ( r fc j AqP N-I

pl c -2 n
99N Crn

(T.2)

C. For anisotropic materials:

£ - (T.3)
rN 4A ' g

9 44 -g 4 4
4 3 3 4
944 954 9 4 4 994

J'rN + XN principal permeability CT.4a)

4 ~3
g5 A - g5 9
5N34 54

t rl' 944 954 -944 954)
,magnatic'suaceptibility CT.4b)

JIcr - (1. N I. - N1
JI~crN XI)L r 1 9 24

,cross-coupling permeability (T.5)

where,

A [3 j~3(.;VN-I1 3 ... nI
A ~~r * ~~C. c N A N-2 1 n 5n r]

[,4 jhq )(0.5er V N A'2 1n g9n *.A

Afj* ) 0 5 ri c iri 9 4 1 N A - rn g;n]
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TABLE 1 (Continued)
--------------------------------------------------

n- 1, 2, 3, ... , N denotes the n-th material
(n - 1 is reserved for the sample holder)

{ 1, if the corresponding n-th material present
n " ', otherwise

if N > 2
IN 0 {, otherwise'
Aern C rn rl

Crn * denotes the n-th sample relative complex permittivity

g1 n b2 * c2  41

p - 2  h * b S(yP) I S(z p )
9 2n b 2  C2  n 12 41 n 4t n

- h t S(y ) -!A ] S(z)

g4n -
2  €2  n n 41

rh1
95 1 S(YP)] - 4n 'a - C~ S(zp)

n b nn 4b nIn

S(y,) o..[ 2 N ]_ - SIN[ a , ]
n b 2n~~ b SI[*ZPn]

a, b, and c - denotes the width, height and length,
respectivly, of the cavity

tn, hn and I - denotes the thickness, height and length,
respectivly, of the n-th sample
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TABLE 1 (Concluded)

af a -n w old
Wold

Aq p

2now L old old

Wold and 0 - measured resonant frequency and unloaded Q,
respectivly, of a cavity filled with a foam
sample holder

eand Qnow - measured resonant frequency and unloaded Q,
respect ivly, of a cavity which contains
a sample and the foam sample holder

U€ a abc - volume of the cavity

NOTE: All superscripts, including pp denote test position.

p - 0 denotes foam-filled cavity (with no test sample

present).

TABLE 2 SUMMARY OF PROCEDURES

Procedures Description

I - a Measure the resonant frequency and unloaded Q for the empty

cavity and foam (sample holder) filled cavity.

1 - b Compute Zrl by Eq.(T.1).

2 - a Measure wnew and Qnew at position 3 for the Mylar sample.

2 - b Compute Zr2 by Eq.(T.2).

3 - a Measure wnew and Qnew at position 3 for the epoxy on

Mylar sample.

3 - b Compute r3 by Eq. (T.2).

4 - a Measure wnew and Qnew at position 3 and 4 for the mixture
of multispectral material and epoxy on Mylar sample.

4 - b Compute ar4 and Zr4 by Eqs. (T.4) and (T.3), respectively.

S - a Measure wnew and Qnew at position I for the mixture of
multispectral material and epoxy on Mylar sample.

S - b Compute Jacr4 by Eq. (T.5).
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of two pieces, the waveguide cavity section and a shorting plate. One narrow slotted

i' waveguide iris is built into the waveguide cavity section. This iris is positioned

., into the waveguide to form a cavity at one end of the waveguide section with dimen-

sions of 0.400 in. high x 0.900 in. wide x 0.900 in. long. A cavity is formed when

the shorting plate is attached to the waveguide flange at the cavity end.

The test equipment setup used for making the waveguide cavity measurements is

shown in Figure 4. It employs an lIP8410 Network Analyzer system with an HP8743B

Reflection-Transmission Test Unit, a frequency counter and an X-Y recorder. Input

impedance was recorded on a specially prepared Smith Chart data sheet and frequencies

for the resonant frequency and half-power points were carefully measured and recorded.

The network analyzer and X-Y recorder were carefully calibrated before and during the

measurements.

An important consideration in developing the cavity test method was the question

of how to accurately position and hold the test samples in the test fixture cavity

without introducing a source of error that could not be accounted for. It was decided

to use a low density foam material to position and hold the samples in place while

making the cavity measurements.

Two groups of test samples were used (luring the program. The first group, desig-

nated "known samples" includes two Teflon samples, and one Rexolite sample. Test

results from the known samples is used to help evaluate the test method. The second j

set of samples designated "unknown samples" includes the set of three pieces, described

in the previous section. The principal objective of this program was to measure the

value of P for the iron/epoxy on Mylar film sample.

All of the samples tested were trimmed to match the cross-section of the X-band

waveguide dimensions (0.400 in. high x 0.900 in. wide). The samples were inserted

into the waveguide and supported in position with low density foam blocks. The foam

blocks were made by carefully cutting foam pieces to match the inside dimensions of

the waveguide cavity using specially designed trimming tools. Cavity measurements

were made on each full-sized foam block; it was then trimmed to hold the sample in

the desired test position. Cavity measurements were then repeated with the sample in

the desired test position. Each of the six samples were tested in all six test

positions. The measured data was used to compute values for i' and c of the tested

samples. The results are presented in the next ection.
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S. RESULTS

Based on the formulas derived in section 2 and the measured data,the complex permit-

tivity ( 2) of known samples was calculated for foam, Teflon, and Rexolite. Results

are summarized in Table 3. It is noted that these computed results agree very well

with the published reference data which are also included in Table 3.

Similarly, the complex permittivity ( ) and permeability (P) of unknown samples

was also calculated for Mylar, epoxy, and iron. Results are summarized in Table 4.

'V4e
Again, the computed results of E agree well with the published data. For the I2

however, published data was not available. Therefore, no comparison was made.

It should be mentioned that from the analysis of the measured data the following

uncertainties were identified:

a. measured frequency uncertainty is +0.5 MHz

b. measured unloaded Q error is ±50

% c. measured sample size error is +0.001 in.

d. sample position error is +0.005 in.

These measurement uncertainties were used in the computation to determine the

tolerances of P and E listed in Tables 3 and 4. It is felt that the above error

could be minimized by refining the measurement technique and improving sample surface

conditions.

6. CONCLUSIONS

An extensive theoretical and experimental study has been conducted to determine

the complex permittivity ( ) and permeability ( )properties of a material. The

following is a summary of the main conclusions:

a. a multiple position waveguide cavity method has been formulated to determine " -

and C for any material which has anisotropic magnetic and isotropic

electric properties,

b. a laboratory test fixture was designed and fabricated,

c. both magnetic and non-magnetic materials were measured,

d. computer software was generated to analyze the measured data and to compute

and ,

e. the measured values of L for both magnetic and non-magnetic materials agreed

well %,ith the published reference data,

f. the test sample surface conditions (smoothness) of the magnetic material and

measurement errors need to be improved and minimized.
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NOISE TUBE SPECTRUM IN THE

MILLIMETER REGION

K. D. Moeller, R. G. Zoeller and N. G. Ugras
Physics Research Laboratory

Fairleigh Dickinson University
Hackensack, NJ 07601

ABSTRACT""'
Ji

A comparison is presented of a mercury lamp and a noise tube as the source in a
lamellar grating spectrometer in the millimeter wave region.

INTRODUCTION

Spectrometers in the far infrared and millimeter wave region use mercury lamps

or black boay radiation as sources. The decrease of the emission to longer

wavelength is proportional to 1/X 3 . Noise tubes are available as broad band sources

in the millimeter wave region. Noise tubes use gas discharges for the generation

of the electromagnetic waves, and their wavelength range depends on the mechanical

dimensions of the waveguides.

We have compared the emission of a noise tube with mercury lamps. The noise

tube was Model TN-167 made by C. P. Clare & Co. with an advertised frequency range

of 90 to 140 GHz. It was operated with 225 volts and 75mA from a regulated

power supply also manufactured by Clare. The mercury lamps were G. E. ac-lamps

of 100 watts and 250 watts. They were operated with a SOLA transformer and a ballast.

".p....
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SPECTROMETER

Figure 1 shows schematically the spectroscopic set-up. The noise tube was

attached to an antenna horn and placed at the focal point of a collimator mirror

having 8" diameter and 16" focal length. The mercury lamps were used with a

spherical mirror cf short focal length. The image of the burning arc was focused

at an aperture placed at the focal plane of the collimating mirror.

In the spectroscopic arrangement of Figure 1, the lamellar grating produces

an interferogram which was digitized by a digital voltmeter and transformed to

the final spectrum by a HP9845A computer usinga FastFourier Transformation.

Figures 2 to 4 show the spectraofamercury lamanoise tubeandamercury lamp in

conjunction with a Fabry Perot filter. Several highly sensitive, pumped He-cooled

bolometers, made by Infrared Laboratories, Inc., were used as detectors. These

detectors have a NEP of 10
-14

.1-.

dl \ l % %. ,
M , I. I I .

"' I '' I% '""
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1.6 FILE LGUI75 FIE1ENCY DOGIRIN DRTR (WIGIITUDE)
FREa. WINDOW- S TO 29.05
FREQ. NTERYm." .4614.
MAX VfUE-6. 85825C-W3

.9

.3

.6

.5

.4

.3

.2

. 1 We 24' 4 4'B~ ~ ~ ~ OF E6 hr'_LNT,

. 3.73 7.46 . I 22.39 26.12 29.35

FIGURE 2. SPECTRUM USING A 250 WATT MERCURY
LAMP SOURCE.

DISCUSSION

The spectrum of the 250 watt mercury lamp is shown in Figure 2. The strong

dips at 18 cm- and 25 cm are water vapor lines. Other dips are due to

interference from the fused quartz envelope of the lamp. The noise tube spectrum is

shown in Figure 3. The structure in the spectrum has its origin in the noise

tube. This has been confirmed by taking the noise tube spectrum with two different

pumped He-cooled detectors having approximately the same sensitivity but different

concentration optics. One has a conical light pipe with an exit opening of 3.5mm,

the other a parabolic light pipe with a 5mm exit opening. The long wavelength

cutoff for the noise tube has been observed at about 2.3 cm- 1 with both of these

detectors. However, with a third detector of approximately the same sensitivity,

a cutoff at much shorter wavelength has been observed for the same noise tube by
1

J. Heaney This detector had a conical light pipe with an exit opening of

.75mm.
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FRQ. WINDOM- S TO 29.S5

FREQ. INTERVA.L .2332
MAX Y..u1 1.71948E-M2

.4

.3

.2

.1

8.0

.O

.S

6 32 467 4 sI S, 112, 128

a 3.73 7:46 ,,fWO d _,0 _A . 22:39 2,12 29.

FICURE 3. SPECTRUM USING A 90-140 GHz
NOISE TUBE.

Comparing the peak power of the noise tube spectrum and the spectrum of the

mercury lamp,we found that the peak at 10 cm (300 GHz) of the mercury lamp is

about 10 times higher than the peak at 7 cm
-  (140 GHz) of the noise tube. The

noise tube output is higher than the output of the mercury lamp for wave numbers

smaller than 3.3 cm - . The noise of the noise tube appeared lower even after

using much higher sensitivities for amplification. We attribute this to the use

of a regulated power supply in contrast to a ballast transformer and SOLA

transformer used with the mercury lamp. A dc mercury lamp with regulated power

supply may result in less noise.

The noise tube was placed at the focal point of an 8" diameter mirror with

16" focal length. The solid angle used is roughly the same as the antenna opening.

However, a study of the divergence of the noise tube is planned.
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NOISE TUBE AS BROAD BAND SOURCE

The emission of the noise tube has a narrower bandwidth compared to the mercury

lamp, but may be used as a broad band source in comparison with oscillator type

sources. If one wants to do Fourier transform spectroscopy in the 1-3mm region,

a certain time is necessary to obtain an interferogram with a certain signal to

noise ratio. If the spectrum of a cloud chamber is to be taken, the distribution

of the material in the cloud chamber may change during the time the interferogram

is taken. One can use noise tubes in conjunction with filters to obtain directly

the transmission of the cloud chamber. The width of the band of the noise tube

may be made more narrow by the use of a Fabry Perot type of band pass filter, see

2Figure 4, or a low pass filte . A Fabry Perot filter can be designed to

suppress the peak around 3.73 cm 1 resulting in a peak transmission at 7.5 cm -

and an estimated width at half height of 2.3 cm-I.

Noise tubes are available in the millimeter region in the following bands:

26-40 GHz, 40-60 GHz, 60-90 GHz

90-140 GHz (the one of this paper), 140-220 GHz .

A set of these noise tubes with appropriate filters could be used for direct

measurements on cloud chambers and would be considerably less expensive than a set

of klystrons. A noise tube with power supply and antenna is about 1/10 the cost

of an oscillator.

%
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FIGURE 4. SPECTRUM USING A 250 WATT MERCURY
LAMP SOURCE AND AN 80 MESH FABRY PEROT FILTER.

Ref. 1. J. Heaney, NASA Goddard Space Flight Center, private communication.

Ref. 2. K. K. Mon and A. J. Sievers, Appi. Opt. 14, 1054 (1975).
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OPTICAL PROPERTIES OF NATURAL MINERALS IN THE FAR INFRARED AND

SUBMILLIMETER WAVELENGTH REGIONS 'A

L. L. Long, R. J. Bell, M. A. Ordal, and R. W. Alexander, Jr. .. ,

Physics Department
University of Mlssouri-Rolla

Rolla, MO 65401

and

M. Querry
Physics Department

University of Missouri-Kansas City
Kansas City, MO 64110
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167, submitted September 1984.
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Au, Fe, Pb, Mo, Ni, Pd, Pt, Ag, Ti, V and W," to be published in Applied Optics.
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Different Sets of Optical Properties for Nonmagnetic Materials," submitted to
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ABSTRACT

Optical constants of natural minerals measured during the period June 1985
to August 1985 under the U. S. Army grant DAAA-15-85-K-0004 (M. Milham) are
reported. Included are the minerals anhydrite, colemanite, fluorapatite, illite,
kaolinite, kernite, limonite, montmorillonite, pyrolusite, olivine, and single
crystal gypsum.

255

Pr VA ~ .. p



I. INTRODUCTION

Studies of the optical properties of natural minerals have been conducted

In the near and middle infrared spectral regions, 1 - 5 but little experimental

data exists in the longer wavelength regions, I.e. the far infrared. This

spectral region has often been neglected because of the lack of commercial

instruments and the difficulties involved in working in this low signal region.

Knowledge obtained from the measurements of the optical properties have

several interesting and useful applications. First, particulate matter of

natural minerals exists in the atmosphere 6 where it serves to scatter and absorb

both sunlight and terrestrial thermal radiation. To properly determine the

effect these particles have on the earth, it is essential to know their optical

constants at wavelengths ranging from the ultraviolet to the far infrared,7

since scattering theories require extensive knowledge of the optical and

physical properties of the particles involved. 8 The optical properties consist

of the complex refractive index or the complex dielectric function. Second,

remote sensing of terrestrial and extraterrestrial environments require detailed

knowledge of the optical properties of natural minerals in order to determine

surface composition. These surfaces are composed of mixtures of several

minerals, so knowledge of the optical properties of individual minerals is

necessary to correctly ascertain the surface composition. This information is

necessary not only to determine composition but also to understand the

background spectra that must be eliminated from the target signatures. 9 Third,

much of the spectrum of the lattice vibrations of these minerals lies in the

infrared spectral region, resulting in large variations in the refractive index.

Finally, the optical properties of atmospheric particulate matter must be known

to properly determine the usefulness of these minerals in obscuration.

This work complements the efforts of other researchers working in the

4:. shorter wavelength spectral regions. Since one of the major analysis tools

requires knowledge of the reflectance over a wide spectral range, this work also

aids in determining the optical constants with higher precision by providing

long wavelength data. It is important to emphasize that the combined wavelength

range from the UV to the submillimeter provided by data from the University of

Missouri-Rolla group and the University of Missouri-Kansas City greatly Improves

2-
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the accuracy of the optical constants obtained.

The term optical properties refers to the real part, n, and the Imaginary

part, k, of the index of refraction, N. The relationships between the index of

refraction and the dielectric constant, N - n + ik and c- cl + iE2, are el n2

- k 2 and £2 - 2nk. Each sample is presented with an introduction and two

'~ graphs, one for the reflectance and one for n and k. A

II. EXPERIMENTAL PROCEDURE

A. APPARATUS

The far-infrared (20-400 cm - 1 ) reflectivity measurements were done using a

RIIC FTS-720. Three attachments were constructed for these studies. They are

used to perform transmission, pellet reflectance and crystal reflectance

measurements. The shorter wavelength measurements were made using a

Perkin-Elmer 580B (200 cm - 1 ) and a Varian model 14 (4000-50,000 cm- 1 .)

An aluminum mirror was used as a reflectance standard. The absolute

reflectance of this mirror was measured by us.

B. SAMPLE PREPARATION r.

The reflectance samples were either powdered samples pressed Into pellets,

oriented crystal samples, or polished amorphous samples. The pellets were made

by pressing a fine powder in a piston-cylinder arrangement with a hydraulic

press. There were two dies available for producing samples, one with a diameter

of 13 mm, the other with a diameter of 1 1/8 Inches; each die could be placed

under a maximum of 24000 lbs. force. The die of larger area was used for samples

with very low reflectance. The smaller die was used for the majority of the sample .

preparation, since higher pressure could be obtained. Single crystal samples

were oriented by X-ray diffraction and the amorphous samples were cut and

polished from the sample's naturally occurring solid form whenever the sample

material could be obtained in a large enough section.

C. ATTACHMENTS

1. Reflection. There were two types of reflection attachments constructed

for the far infrared work, each having advantages and disadvantages. The first

reflection attachment, basically, consisted of four mirrors and a sample or

reference. The radiation from the combined beams of the interferometer was

directed toward a parabolic mirror which focused the beam onto the sample with
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an angle of incidence of 150 to 200, as shown in figure 1. The samples and

reference mirror were mounted on a square post, which could be rotated from

outside the sample compartment. The sample compartment had to be kept under a

vacuum to eliminate absorption lines due to atmospheric water vapor. The square

post allowed data to be taken on a maximum of three samples, with the fourth .

used for the reference mirror, without bringing the interferometer up to

atmospheric pressure, thereby, eliminating the time necessary to evacuate the

instrument between data runs. Of greater importance the sample and background

runs were taken under as nearly identical conditions as possible.

The second reflection attachment, shown in figure 2, was constructed

especially to study irregularly shaped samples such as crystals. The optical

path of the radiation was similar to that of the first reflection attachment,

with the angle of incidence equivalent between the two attachments. The main .$

difference was that a vertical plate with a 1 1/8 inch hole replaced the sample

post. Special sample holders were constructed with a beveled front to reflect

unwanted radiation, or radiation that did not impinge upon the sample. These

sample holders have a 10 mm hole to allow

Kai.

owl"

FIGURE 1. PELLET REFLECTANCE FIGURE 2. CRYSTAL REFLECTANCE ';
ATTACHMENT. ATTACHMENT. CS RL A

exposure of the sample material to the radiation. With this reflection

attachment the ability to change samples from outside the sample compartment was

lost. It was determined that the venting and evacuating of the instrument 7
between the sample and reference had minimal effects on the spectrum after the A

interferometer had been evacuated to less than 40 millitorr. An additional '
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benefit of this attachment was that it allowed easy insertion of a polarizer

after the sample, thereby, allowing orientation dependent studies. The polarizer

used for this work was a gold wire grid polarizer with a polyethylene substrate

made by Perkin-Elmer Corporation.

III. RESULTS

A. PRESSED PELLET SAMPLES

The minerals studied in this section were ground in a mortar and pestle by

hand until the sample material consisted of a very fine and uniform powder.

This powder was then pressed into a pellet using either a Perkin-Elaer model

186-0025 die, producing 13mm pellets, or a homemade die, producing 1 1/8"

pellets. These dies consisted of a metal cylinder with a polished metal anvil

and plunger. The sample material was placed between the anvil and plunger where

a maximum force of 20000 lbs. could be applied. All the pressed pellet samples

were produced In this fashion.

The twelve samples in this section will be presented in alphabetical order

with an introduction and description of each sample followed by two plots. The

first displays the reflectance and the second the optical properties, n and k.

If a dispersive analysis is done, the reflectance plot will present two sets of

data, one set will be the experimental data and the other will be the fit.

+ The mineralogical information is taken from refs. 10-15.

1. Anhydrite. Anhydrite, CaSO 4, or calcium sulfate, crystallizes in the

orthorhombic system. It is less abundant than gypsum, CaSO4.2H 20, because it

easily takes up water and converts to gypsum. The material is biaxial positive,

meaning there are two optical axes forming the optic plane and a normal to the

plane, the optic normal, each having a particular Index of refraction. The

optic normal is labeled Y, the maximum Index is labeled Z, and the minimum index

is labeled X. With these designations a mineral is referred to as positive

whenever (ny-nx) < (nz-ny) and negative whenever (ny-nx) > (nz-ny). The indices a

of refraction, determined at the sodium line corresponding to 5893 A are

nx 1 .5 7 1 , ny=1. 5 7 6 , and nz-1.614. Anhydrite has a space group of D2hT; the

primitive unit cell has lengths a-6.991, b-6.996, and c-6.238 A. 1 6 ,1 7 On the

Moho hardness scale anhydrite is rated at 3.5, which makes it slightly harder

than calcite, and it has a specific gravity of 2.98.
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The sample was pressed in a 13mm diameter die at 16000 lbs. force,

producing a very glossy white pellet. This material was more difficult to press

into a pellet than comparable materials of the same hardness. It had a tendency -,:y,.
to stick to the inside cylinder of the die causing it to fracture when being

removed. The reflectance spectrum for a pressed pellet of anhydrite is shown in

figure 3. The optical properties, n and k, are shown in figure 4, where n and k

are determined from a dispersive analysis of the reflectance.

Anhyrits Anhydrite

0.4 2.5 n

M 2.0

0....

0. 0.0
0100 200 300 400 0 100 200 300 400

Wave -mb- cu- WVen.Mbr Cmin,)

FIGURE 3. REFLECTANCE OF ANHYDRITE. FIGURE 4. REFRACTIVE INDEX OF
The solid line is the dispersive ANHYDRITE. The solid line is n and
analysis fit. The squares represent the dashed is k.
the data.

2. Colemanite. Colemanite, Ca2B601 1 .5H20, or hydrous calcium borate,

crystallizes in the monoclinic system. The unit cell has lengths of a=8.74,

b=11.26, and c=6.10 A, where the angle between the plane formed by the a and b

axes and the c axis is 8=1100 7'. The indices of refraction, determined at the

sodium line, 5893A, are nx=1. 586 , ny=1. 5 9 2 , and nz=1.614. making the sample

biaxial positive. The space group of colemanite is 2/m. On the Mohs hardness

scale colemanite is rated at 4.5 with a specific gravity of 2.42.

The sample was pressed in a 1 1/8" diameter die at a force greater than

24000 lbs., producing a dull light gray pellet. Even though the hardness was

4.5, the material pressed easily into a pellet, while other materials of like

hardness were much harder to press. This was assumed to be due to the water,

which makes up 21.9% of the composition of colemanite. Due to the large amount

of H20, the data was taken while the interferometer was purged with dry nitrogen ,

to eliminate water loss that might have occurred under vacuum. The dry nitrogen
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purge was necessary to eliminate atmospheric water vapor absorption lines.

The reflectance spectrum for a pressed pellet of colemanite is shown in

figure 5. The optical properties, n and k, are shown in figure 6, where n and k

are determined from a dispersive analysis of the reflectance.

0.25 n

0.1.

0.00 0
0 100 200 30 400 0 1 200 300 4

Wave, uv (-u
1

) Welveu,,. (ta')

FIGURE 5. REFLECTANCE OF COLEMANITE. FIGURE 6. REFRACTIVE INDEX OF
The solid line is the dispersive COLEMANITE. The solid line is n and
analysis fit. The squares represent the dashed is k.
the data.

3. Fluorapatite. Fluorapatite, Ca5 (PO4 )3F, or calcium phosphate with

fluorine, one of the most common phosphates, crystallizes in the hexagonal

system, C6h 2 . The length of the a and c axes are 9.39 and 6.89 A, respectively.

This mineral is uniaxial negative with the index of refraction for the ordinary

ray, no=1.633, and extraordinary ray, ne-i.630, measured at the sodium line 5893

A giving it a low birefringence of 0.003. On the Mohs hardness scale

fluorapatite is rated at 5 and can, therefore, be scratched by a knife blade.

It has a specific gravity of 3.1-3.4.

The sample was pressed into a 13mm diameter pellet by applying 16000 lbs.

force, producing a whitish green pellet. When pressing the pellet the best

IY method seemed to be to apply pressure, then immediately release. If the

pressure was applied for longer than a few minutes, it caused cracks in the

pellet when removed from the die. This was attributed to the hardness of the

pellet causing the powder to gather better at the surface than at the center.

The reflectance spectrum for a pressed pellet of fluorapatite is shown in

figure 7. The optical properties, n and k, are shown in figure 8. where n and k

are determined from a dispersive analysis of the reflectance.
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FIGURE 7. REFLECTANCE OF FLUORAPATITE. FIGURE 8. REFRACTIVE INDEX OF
The solid line is the dispersive analy- FLUORAPATITE. The solid line is n,

V sis fit. The squares represent the data. and the dashed is k.

4. Illite. Illite, KI_1. 5Al4Si7 -6.s5All.5 020 (OH)4, is a general term for

mica-like clay and is the chief constituent in many shales. It crystallizes in

A the monoclinic system with indices of refraction nx=1.54- 1 .5 7 , ny=l.57-l.61, and

nz-1.57-1.61 measured at 5893 A. Illite is blaxial negative with a

birefringence of 0.03 to 0.05, a specific gravity of 2.6 to 2.9, and a hardness

of 1 to 2, making it the softest mineral studied.p

The sample material was pressed at 16000 lbs. force, producing a dull light

green pellet. The original solid sample, illite-bearing shale, was darker in

color and the decrease in color darkness was assumed to be due to a decrease in

density of the pressed pellet. Producing a pellet was not difficult, but not as

easy as the specific gravity would indicate. This may be due to the small

amount of shale present in the sample.

The reflectance spectrum for an 8 ton pressed pellet of illite-bearing

55 shale is shown in figure 9. The optical properties, n and k, determined by a

dispersive analysis of the reflectance, are shown in figure 10.
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FIGURE 9. REFLECTANCE OF ILLITE. FIGURE 10. REFRACTIVE INDEX OF ILLITE.
The solid line is the dispersive The solid line is n, and the dashed is
analysis fit. The dashed line k.
represents the data.

5. Kaolinite. Kaolinite, A1 2SI20 5 (OH)4 , or hydrous aluminum silicate,

crystallizes in the triclinic system. Kaolinite's plasticity and its ability to

withstand high temperatures when dried makes it useful for firebricks and other

.; refractory materials. Additional uses are as whitening agents, whitewares,

china, and as a filler In paper. The unit cell lengths are a-5.14, b-8.93, and

c-7.37 A with an angle between the b and c axes of a-91o 48', between the c and

a axes of 8=1040 30', and between the a and b axes of g=900. The Indices of

refraction for clays are not as precisely known as for other materials,

therefore, for a wavelength of 5893 A nx-1.553-1.563, ny=1.55 9 -1.56 9 , and

nz-1.560-1.570 making the sample biaxial negative. Kaolinite has a Mohe hardness

of 2-2.5 and a specific gravity of 2.6.

The sample was pressed in a 13mm die, producing a dull white pellet. Due

to the soft nature of this material, it easily pressed into a pellet.

A specular reflectance spectrum of a kaolinite pellet is shown in figure
I..'

11. The optical properties, n and k, are shown in figure 12 and are obtained

from a dispersive analysis of the reflectance.
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FIGURE 11. REFLECTANCE OF KAOLINITE. FIGURE 12. REFRACTIVE INDEX OF
The solid line is the dispersive KAOLINITE. The solid line is n and
analysis fit. The dashed line the dashed is k.
represents the data.

6. Kernite. Kernite, Na 2B40-4H20, or hydrous sodium borate, crystallizes -

in the monoclinic system. This material rarely occurs in crystals, but is

usually found in coarse cleavable aggregates and is named for Kern County,

California where the mineral was originally found. The unit cell lengths are

a=15.68, b=9.09, and c=7.02 A with an angle of B=1080 52' between the ab plane

and c axis. The indices of refraction at 5893 A are nx=1.454, ny-l. 47 2, and

". nz=1.488, therefore, the sample is blaxial negative. Kernite has a hardness of

2.5, placing it between gypsum, 2, and calcite, 3, and its specific gravity is

*" 1.908.

The sample was pressed in a 1 1/8" die, producing a slightly glossy white

pellet. The samples were easily pressed due to the softness of the material.

Because of the composition of kernite, Na 20: 22.7%, B203 : 51.0%, and H20:

26.3%, the data were acquired under a dry nitrogen purge to eliminate the

possibility of dehydrating the sample.

The reflectance spectrum for a pressed pellet of kernite is shown in figure

13. The optical properties, n and k, are shown in figure 14, where n and k are

determined from a dispersive analysis of the reflectance.

I
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FIGURE 13. REFLECTANCE OF KERNITE. FIGURE 14. REFRACTIVE INDEX OF
The solid line is the dispersive KERNITE. The solid line is n, and
analysis fit. The squares represent the dashed Is k.
the data.

7. Limonite. Limonite is a hydrated ferric oxide consisting largely of

goethite, Fe2 3 H20r The term goethite is used when the material shows definite

evidence of crystallinity. Goethite crystallizes in the orthorhombic system and

the unit cell has lengths a-4.65, b=1o.02, and c=3.04 A. The indices of

I't

refraction are nt2.26, ny-2 .3 9 , and nz"2.4O at 5893 A, resulting In goethite

being biaxial negative. Goethite has a iMohe hardness of 5 to 5.5 and a specific

gravity of 3.3 to 4.3.

The sample was pressed in a 13mm diameter die, producing a dull reddish

J.

brown pellet with no gloss. When pressing this sample material only one useabJe

side was usually produced, but there was generally little problem with the

pellet fracturing during removal from the die. There were two 13mm dies used to

produce pellets, one homemade and the other commercial. Pellets were pressed

at 5 tons and 8 tons force. The 8 ton pellet exhibited a higher reflectance,

thus, that result will be presented.

The reflectance spectrum of the the 8 ton limonite pellet is presented in

figure 15 and the optical properties in figure 16. Figure 16 is obtained by a

dispersive analysis of the data in figure 15.

4..
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FIGURE 15. REFLECTANCE OF LIMONITE. FIGURE 16. REFRACTIVE INDEX OF
The solid line is the dispersive LIMONITE. The solid line is n and
analysis fit. The squares represent the dashed is k.
the data.

8. Montmorillonite. Montmorillonite, (Ca, Na) 0 .3 5_0. 7 (Al, Mg.

Fe) 2 (Si,AI)4O0 o(OH) 2 .nH20, or hydrous calcium-sodium aluminum-magnesium-iron

silicate, crystallizes in the monoclinic system and is a biaxial negative clay

with indices of refraction nx=l.48-1.59, ny-1.51-1.60 and nz-1.51-1.63 measured

at the sodium line 5893 A. Montmorillonite has a hardness of 1-2 and a specific

gravity of 2-3.

This sample material was used to prepare samples for both surface roughness

and pressure dependent studies presented in later sections. Some of these

samples were prepared with the homemade die resulting in a lower reflectance

due to the lower pressure at which this die could be operated.

The reflectance spectrum of a montmorillonite pellet pressed with a force

of 10 tons is presented in figure 17 and the optical properties are shown in

figure 18. The spectral values of n and k are obtained from a dispersive

analysis.
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FIGURE 17. REFLECTANCE OF FIGURE 18. REFRACTIVE INDEX OF
MONTMORILLONITE. MONTMORILLONITE. The solid line Is n

and the dashed is k obtained from a
Kramers-Kronig analysis of the
reflectance.

9. Pyrolusite. Pyrolusite, or manganese dioxide, crystallizes in the

tetragonal system. It is uniaxial with the a and c axes of the unit cell having

lengths of 4.39 and 2.86 A, respectively. Usually found in powdery or granular
crystals, single crystals are rare. The Mohs hardness is 6 to 6.5, making it

only slightly softer than quartz, which is rated at 7 by definition. A high

specific gravity of 5.04 to 5.08 makes it one of the denser samples measured.

The sample material was pressed at 24000 lbs. force Into a 13mm diameter

pellet. Due to the extreme hardness of this material, it was very difficult to

press. The method which produced useable pellets was to apply the 24000 lbs.

force to the sample material for, approximately, one half hour. The pellet

produced was dull black in color and very fragile.

Figure 19 presents the reflectance for a 12 ton pellet of pyrolusite and

figure 20 represents the optical properties, n and k. The optical properties

are determined from a Kramers-Kronig analysis of the reflectance spectrum, since

the majority of the features were at wavelengths shorter than 25 micrometers,

a dispersive analysis was difficult. The upper wing was taken from a final

report of Dr. M. Querry.
18
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FIGURE 19. REFLECTANCE OF PYROLUSITE. FIGURE 20. REFRACTIVE INDEX OF
PYROLUSITE. The solid line is n
n and the dashed is k.

B. NON-POWDERED SAMPLES

1. Gypsum, Crystal. Gypsum crystallizes in the monoclinic system, meaning

there are three optical axes X, Y, Z, with Y being parallel to the b

crystallographic axis. Figures 21 and 22, 23 and 24, and 25 and 26 represent

the reflectance and optical properties of the X, Y, and Z axes, respectively.

The gypsum samples were obtained from Dr. M.R. Querry of U.M.K.C. Two

samples of gypsum were needed to provide all three orientations.

Gypaum. E parallel to X Gypau.. E paollel to X

x S ......
.f /7

S-n

3kk

2-

0I I \._.

0 100 200 300 400 0 100 200 300 400
Wevemon~e," (aw't)  

Wavenumd ,- (€:W
I)

FIGURE 21. REFLECTANCE OF GYPSUM FIGURE 22. REFRACTIVE INDEX OF
PARALLEL TO THE X AXIS. The solid GYPSUM PARALLEL TO THE X AXIS.
line is the dispersive analysis The solid line is n and the
fit. The squares represent the dashed Is k.
data.
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FIGURE 23. RELECTANCE OF GYPSUM FIGURE 24. REFRACTIVE INDEX OF GYPSUM .

PARALLEL TO THE Y AXIS. The solid PARALLEL TO THE Y AXIS. The solid line
line is the dispersive analysis is n and the dashed is k.
fit. The squares are the data.
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FIGURE 25. REFLECTANCE OF GYPSUM FIGURE 26. REFRACTIVE INDEX OF GYPSUM
PARALLEL TO THE Z AXIS. The solid PARALLEL TO THE Z AXIS. The solid line
line is the dispersive analysis Is n and the dashed is k.
fit. The squares are the data.

2. Gypsum, Solid. Since gypsum is a hydrous calcium sulfate, removing the

water will change the reflectance spectrum as shown in figure 27. This form of

gypsum is alabaster and is noted for its lack of an apparent crystalline

structure as is common with other forms of gypsum. Figures 27 and 28 represent

the reflectance and optical droperties for this form of gypsum.

An interesting feature is the large difference between the reflectance of

the pressed pellet of gypsum and this solid amorphous gypsum. In fact, the

spectrum actually resembles the anhydrite spectrum. To determine if the absence

of water causes this change, a freshly pressed pellet of gypsum was left under a

'4 -'
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vacuum for several days and the resulting spectrum is very similar to the

reflectance in figure 27. The sample produced due to the vacuum is hemihydrate,

plaster of paris, which corresponds to CaSO 4 .1/2H 2O. Hence the surface of the

solid gypsum sample appears to be partially dehydrated and resembles calcium

hemihydrate.

Solid Gyum Solid Gypm.

3.0

0.3

0.2
1.0

0.1

0L ---------------"

a 10 200 a 400 0 10 2002W 400

FIGURE 27. REFLECTANCE OF SOLID FIGURE 28. REFRACTIVE INDEX OF SOLID
GYPSUM. The solid line is the GYPSUM. The solid line is n and the
dispersive analysis fit. The dashed is k.squares represent the data.

3. Limonite. Solid. Limonite as a pressed pellet was examined in an

earlier section. This sample of limonite was obtained by cutting and then

polishing the naturally occurring solid form. There appeared to be no definite

crystalline structure.I,'

Figures 29 and 30 represent the reflectance and optical properties of solid

limonite. The main difference between the powdered and solid limonite is the

level of the reflectance, although the general shape Is still maintained. This

generally higher reflectance, of course, results in a larger n and k.
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FIGURE 29. REFLECTANCE OF SOLID FIGURE 30. REFRACTIVE INDEX OF SOLID
LIMONITE. The solid line is the LIMONITE. The solid line is n and the
dispersive analysis fit. The dashed is k.
squares represent the data.

4. Olivine. This particular sample was green in color, which identified

it as the forsterite member of the olivine group. Forsterite, Mg2 SiO 4 , or

magnesium silicate, crystallizes in the orthorhombic system. The size of the

unit cell is a=4.76, b=lO.20, and c=5.98 A and is blaxial positive. The

specific gravity of forsterite is 3.27, while the hardness is 6.5-7, slightly

less than that of quartz.

Due to the extreme hardness of the sample, a pellet could not be produced,

therefore, a section was polished for spectroscopic analysis. This particular

sample was granular massive and appeared as numerous small crystals cemented

together resulting in the reflectance spectrum containing all orientations.

Figure 31 represents the reflectance for a polished sample of forsterite

and figure 32 presents the optical properties, n and k, obtained from a

dispersive analysis of the reflectance.

V
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FIGURE 31. REFLECTANCE OF OLIVINE. FIGURE 32. REFRACTIVE INDEX OF
The solid line Is the dispersive OLIVINE. The solid line is n and
analysis fit. The squares represent the dashed is k.
the data.

IV. CONCLUSION

The complex refractive indices, n and kc, are presented for a number of

natural minerals. An Important feature of the results Is the very wide

frequency range covered (from 20 cm
1 

to 400 cm
1
.) This allows an excellent

determination of the refractive index from the reflectance using either a

Kramers-Kronig analysis or a dispersion analysis.
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ABSTRACT

The nonresonant cavity technique (Pinkerton and Sievers) has been extended in
computation approaches eliminating needless approximations and improving data
Inversion to obtain the normalized surface resistance and reactance. New optical
data for Ni at low frequencies are introduced and show that the data obtained from
the nonresonant cavity technique fit well with data obtained differently with the
Drude model. The scattering frequency, w., the plasma frequency, wp, and the optical
resistivitles, Popt, for 14 elemental metals are tabulated using our and open
literature data. We provide three tables of equations linking the complex dielectric
function, the complex Index of refraction, the complex normalized surface Impedance,
and the complex conductivity with and without the Drude model. Also Included are the
ref lectance at normal incidence (nonmagnetic materials; no overlayer) and the
absorption coefficient in all of the different parameter sets.
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I. INTRODUCTION

Far infrared, submm X, and mm X studies of metals are being made.

We are using Ni as a standard in these wavelength ranges to

study many other metals 1 ,2 and in this paper we introduce new experimental data for

Ni. For these experiments on metals the non-resonant cavity technique initiated by

Pinkerton and Sievers 3 to measure the normalized surface resistance has been " -

reexamined by us resulting in approximate relations replaced by exact equations.

Along with these experimental developments we have also developed computer techniques

for easy, careful data analysis. The nonresonant cavity technique has some low

frequency difficulties on which we're still working.

In our studies on metals from the literaturel, 2 , we have fit the experimental

dielectric functions of fourteen metals with the free electron Drude model

parameters: the scattering frequency w. and the plasma frequency w . The Drude model
p '

should be valid for w < 103 cm- 1 since most interband effects occur at the higher

frequencies. However, the criteria that the dc resistivity po, should equal the high

frequency resistivity Popt = 60WT/ (p2 , is not always found as we'll discuss with .A'

Table I.

In our studies we have found any of four different parameters are often used in

describing the optical properties of metals. These are the complex dielectric

function Ec = E1+ic2 , the complex indices of refraction nc = n+ik, the normalized

surface impedance zc = r+ix, and the conductivity 0c = 01+i02. In these equations n

is the index of refraction; k is the extinction coefficient; zc = z/(47/c) is given

In terms of the complex surface impedance z; r is the normalized surface resistance;

and x is the normalized surface reactance. We present an exhaustive table linking

these parameters in all combinations to help ease the transition from one set of

parameters to another. Also we include the Drude model parameters w and in these

linkage equations.

Often enough,one is simply interested In the reflectance and the absorption

coefficient for a metal; so, we present those relations in terms of nc, zc, Oc,Cc,

, ; , and wp where is the high frequency dielectric constant of the metals.

T'7
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TABLE I. RESULTS OF A DRUDE MODEL FIT TO THE DIELECTRIC FUNCTION

OF 14 METALS IN THE FAR IR

Metal 1 -2 . 10o 4 pp P0p oo

(cm- )  (cm-  (g cm) (Pn cm) Popt.

Al 6.60 11.9 2.80 2.74 0.98

Co 2.95 3.20 17.3 5.80 0.34

Cu 0.732 5.96 1.24 1.70 1.3

Au 2.15 7.28 2.43 2.20 0.91

Fe 1.47 3.30 8.10 9.80 1.20

Pb 16.3 5.94 27.7 21.0 0.76

No 4.12 6.02 6.82 5.33 0.78

Ni 3.52 3.94 13.3 7.04 0.52

Pd 1.24 4.40 3.84 10.55 2.8 f.

Pt 5.58 4.15 19.4 10.42 0.54

".. Ag 1.45 7.27 1.65 1.61 0.98

T1 3.82 2.03 55.6 43.1 0.78

v 4.89 4.16 17.0 9.9 1.2

N 4.87 5.17 10.9 5.33 0.49
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I. NON-RESONANT CAVITY TECHNIQUE

The basic idea of a non-resonant cavity is that it has no modes established In -

the cavity3 . By distorting the geometry of the cavity, by keeping the input and

output ports away from each other, by making the cavity large, and by optimizing the

size of the input and output orifices, nonresonance Is achieved as long as the

radiation wavelength is not too large. Fig. 1 is a drawing of our cavity made of AZ. -. -.

For the details we refer the reader to Pinkerton and Siever's paper 3 . We

replace their approximations involved with Eqs. (22), (25), and (26) with

m(W E [A, (n) +A. d (1
0

which for the sample is

P I [[ - [S +S )P 2 S )P ]2)
P 3 4 r (2)

4 4'

and which for the reference plate is

P(W) • r1 + (,)] r + 3 (+)]ln(l+2r+ra(l+g)

+ r In r2(14+j)
(3) 41

SF tan l+ ( ) + -t(a+n-)2 (
n - ! (1 ]) 45

where Ap(n) and Ae(n) are (I-R) for each state of polarization with n-cose In
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terms of the angle of incidence, e. In these Eqs. Ir(w) is the signal intensity

transmitted through the cavity with the reference end plate in position; IS(w) is the

intensity when the reference end plate is replaced with the sample. The areas are

defined in the figure caption of Fig. 1. The definition of 1 is that

-k/n = - .

r (4)

for the reference metal plate. Our reference metal is the same At from which the

cavity Itself was made.

For several metals, J, of known optical constants we empirically found in the

FIR that the integrals can be replaced with

I
P (w) - 15

S D + Sr + F/r• .

with D - 1.495, 2 - -10.56 and F - 0.1876 for 1O- 4 <r&<5x10- 2 . D, E and F are the same .. "

for all metals. The procedure is that one knows r and x for the reference sample and

therefore knows and PR(w)- One then measures Ir(w) and Is(w) (knowing the areas)

and obtains Ps(w)(or In general P (w)] for the sample. Then the normalized surface

resistance rj (w) for the sample is obtained from

1 1 1r 1 /
- .D FD 4E ]1(

29 2 P (w) p

The advantage of this computational technique is that it gives rj in a straight

forward calculation without having to invest Eqs. (2)-(4) for rj. Our inversion of

P ()toobtain rj(w) is crudely

3P. (w)%
rj M L['+Pj (W)] (7)
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S (I NPUT) i

FIGURE 1. INTERIOR SURFACES OF OUR NON-
RESONANT CAVITY. In use the top surface
of area S4 is horizontal as shown. The
input/output holes of area S lead to
small input/output cones machined in the
cavity body. A large brass light cone
(not shown) attaches to the cavity body
on the input side. The axes of the input
and output cones lie in the same horizontal
plane and are parallel and noncolinear (the
axes lie about 2 cm apart). The sidewalls
have an area S2 (excluding the area of the
input/output holes). The sidewalls of our
cavity slope about one degree from vertical--
the bottc:r opening of area S3 being larger
than the top opening of area S4 . The bottom
of the cavity body slopes about four degrees
from horizontal.

2.
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This equation is useful for quick and easy estimates and am a seed for data fitting

techniques.

One only has ri but also wants xj for the jth ample; slopes can be used to

obtain the x.. Noting

j =n/(n +k2(8

and defining

dr.
0 < j r. 1/dw - 12(9)

one has

n L )/ (10)

and

k =(/ -

In terms of the Drude model

j(1-2Le Lj (12

and -

L= (13)
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The main problem with the nonresonant cavity is that at low frequencies modes

develop as seen In Fig. 2. The transmittance of the cavity with the reference At

alloy plate in the sample plate position is not flat with respect to wavenuaber. The

gradual slope to about 70 cm- 1 Is tolerable when used in the ratio Is(w)/IR(w) of Eq.

(2). However, the slope at lower frequencies due to cavity modes Is too great to be

reliable. We're working on larger and more complex cavity designs to partially

overcome these problems.

III. Xi AND OTHER METAL STUDIES

In Fig. 3 we bring together the dielectric data obtained by us employing

different experimental techniques. We show that the nonresonant cavity

produces good data using our experimental-computational procedures. At high

frequencies we measured the Ni reflectance and used Kraaers-Kronlg analysis to obtain

-Ej and c 2 . Interband effects subsided by about w=700 cm- 1 . From 180 cm -1 to 700

cm-1 we fit the data with the Drude model obtaining w. - 352 cm-1 and p - 3.98xl04

ca- 1 . (For the At alloy we knewl, 2  r = 4.xO10 3 ca-land wp - 1.1x10 5 cm-1.) The

Drude model extrapolation Is close to the nonresonant cavity results as seen in Fig. .

3. Agreement is within estimated errors for the cavity data and the Drude model

extrapolation.

From the literature we fit -c 1 and c2 data at low frequencies (below Interband

effects) for 14 metals 2 . Also we Introduced new data for Cut Fe, and Ni. In Table I

we tabulate w., wpr Popt, Pot and Po/Popt for these metals. The last ratio would be

equal unity If the Drude model were perfect.

IV. LINKAGE EQUATIONS

Often in our literature searches we encountered optical data given in different

formats. To overcome these communication problems we fabricated the Tables I, II1,

and IV.

Table I is a collection of equations involving the model-free parameters cc, Zc,

nc , and cc. All parameter combinations are given.

In Table III all the combinations of equations are given in terms of the free

electron Drude model. Also In Table III one has Popt and Po in terms of the other

parameters.
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FIGURE 3. NICKEL: NONRESONANT CAVITY CALIBRATION RESULTS. The symboljs are the
nonresonant cavity resultsfor C2 when WT =4000 cm-1 and w =110 000 cm- are used to
calculate n and kc of the Al alloy reference metal. The gashed-dot lines are -cl and
£2 obtained flom Kraiuers Kronig analysis of reflectance measurements made in the 180
to 50 000 cm-~ region. The dashed lines are the Drude model fit extrapolationi for
-f.1 and £2. The Drude model fit parameters are w. 3.52x102 and =p 398l
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TABLE II. LINKAGE EQUATIONS

0> Li . (n 2 _k 2  r -x * 0

Lr2.,x2) 2I -

0<c '2k- (-2rx ,~ 
2 i ~

2 r 2+X2 ) 2 '1Iw

c2 2 +w e' 2CWC+
2 022

o <k - 1 2 -x 0 2 CC 1+F 0i2

2 - -22) V20 2 CWco 2 2Y }
0 >x - ___ -2 r -x+ { N.o 2 2w~) (2o2 ce-w 71k

22 (rI C _ 2)

0 c< c + 22 a2 F) x2 Cr 2
0< I - (-n+ ) / -12 +

-2 21 2 2 LW (2 o - )J +4

2 2 1

IsV

2 85(a c~w +c

k 1 . 1 2 2 2



TABLE III. In the Drude model the real and imaginary parts of ng, cc, zc and cc are
presented in terms of w, w , w and c . The scattering, w , and plasma,
Wp, frequencies are given In t8rms of the real and imaginaiy parts of nc ,
CC' z,, and oc . The nigh frequency resistivity, the real part of the
complex optical resistivity, ts given in the four sets of parameters. Also
the dc conductivity, oo (sec- ) , is related to the dc resistivity po (hm-crq.

0 [ < n - 2+.(2.2)£ ,22 }
2/ 2)TI F:o"P 21+ 22 4 2 2

[ < ( 24 2wJ + /](4w2.42) w T }

22 2

O ir- -

14 T wC - ww/

[--k 2 2 2 2 42

[(wjT'W)£-wp +wwT/w

S 22 22 22 422/r2_2 C24w2)22,2
0to 4w W +- r .)2 2.w 2,2 + w 2. 2w /W

~0 < r 1  (Pc 1  =

22 2

0w(2ec - ) 2_ +w(02 22

2wW (14 /W

T

2

,.,p~~~~~ ~~ < a . xOgcT- 2209€€0 + 2 n  . .(GecxOck -12+2 22 (z2r2 2P+2-2 2 2(1 2)

-1-20 zr2 2 2

2w(14W/W)

o _WTr
)r f r22+r22 ) rx2

2c 2 ~ 2+x22 2

2+ -2 .(+k2n2) +4n 2 ,2 2 2 2 _ 2 ]2 +4x 2 2 2

0(w -w - 1£ cw+k 2_n2  1(r 2 X2 ) 2[(22)2 .2_r2J

22 2C2 2

- -120 xrx)

w((£,(r2+x22s -2r J+r~

a (sOeJ 1 )- 179c2 *2 rc% (ca 1)
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TABLE IV. Reflectances at normal incidence (vacuum overlayer)
for any material. For R(w, wT1 W~ ) there is an
approximation (as stated in the tgxt).

22 2 22 1+/C~ /2-,4+~
R (n-i1) +k -(r +X -r) 1 2 =1'

2 2 2x2r2+2 1 -,-+
(n+1) +k (r +x+)+ +~t~+ .42 _____

'cw+/(c(cw -2a2V 2) +2
2) 1 CC'2 IZA W-2 4y

1 Cj* (WE-20 2 )40 + V/2cw c.-2c~ + /(cwc. -2a 2 + 4cj

fij 2/2 + [ /(w w)] + ,r,42/( ww) I((/ )+/14I +2M

T P TpT
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The reflectance at normal incidence (nonuagnetic material, vac. overlayer) of any

material is given in Table IV in terms of all of the parameters. The only

approximation in any of the tables Is that c. << (Wp2 /w 2 )/(l+w 2/wr 2 ) In the last R

equation in torus of wp and w r . The approximation should be good to better than 1%

for metal with w<103 cm-1 .

The absorption coefficient of any linear material,a(cm-1), is given by

a - 4nkw (14)

and by using Tables II and III one can have a via k in any set of optical parameters.

V. FUTURE WORK .

We will soon finish the calibration of new nonresonant cavities for metal

studies at low w. We plan to use the knowledge of metals to study graphite at low w.

Major efforts will be made to examine liquid samples at low w.

VI. SUMMARY

We have further developed the nonresonant cavity technique3 such that accurate

measurements of the normalized surface resistance of many conductors can be made at

low w. We have introduced new data for Ni and shown that the results look

reasonablel, 2 . See Fig. 2.

We have reported the wr's and wp'5 for fourteen different metals 2 - part of the

data such as for Cu, Fe, and Ni Is new. See Table I. We gave the ratios of Po/Popt

for each metal and find that the ratio is not always unity as it should be.

In working in different disciplines, one encounters different forms of the

optical constants. We have presented Tables II-IV which give all the combinations of

¢c,nc, Zc, cc and wT and wp that exist. Also the normal incident reflectances, R,

(vacuum overlayer) are given in all forms as is the absorption coefficients, a.

Ps
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ABSTRACT

A review is given of needle-shaped filaments of carbon which have potential applications as ob-

scurants. Three main types of carbon filament are discussed: commercial fibers prepared by heat-

treating an organic precursor, filaments grown by catalytic decomposition of a hydrocarbon onto a

heated substrate, and those by the bombardment of a carbon surface by energetic Ar+ ions. Modification

of the physical properties by thermal annealing and metal coating, and a chemical modification called

intercalation are described. It is shown that filament sizes and electrical conductivity, which con-

trol scattering and absorption cross-sections, can be varied over wide ranges of values.
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INTRODUCTION

The subject of Obscuration Science may be considered to consist of two major components: first-

ly, the physics of scattering by small particles; secondly, the science of the small particles them-

selves. The latter part has tended to be neglected in CRDC Conferences, but it is clear that optimi-

zation of scattering and absorption of radiation can only be achieved by carefully matching the

specific needs of the problem to well defined properties of the scattering particles.

The objective of the present paper is to discuss the properties of a class of needle-shaped par-

ticles based on carbon. The properties of carbon filaments can be modified considerably by thermal

annealing, metal coating, or by a chemical modification, called intercalation. As a result, these

materials are very interesting candidates for various applications in Obscuration Science.

It is emphasized that much research needs to be done in bridging the gap between the two compo-

nents mentioned above. This paper will describe the current status of materials availability, and

mention areas of research. It will not include material on the interaction of radiation with carbon

filaments, since this work is still in its infancy.

The organization of this review will be straightforward. First, the various types of carbon

filaments will be introduced with their properties described. Then the process of intercalation

will be defined, and the property modifications brought about by this process described. The elec-

trical and structural properties of intercalated fibers will then be considered. The review is brief,

and references are made to more extensive descriptions. Only those material properties of relevance

to the application of obscuration will be included.

COMMERCIAL CARBON FIBERS

The most extensive source of carbon filaments is commercial carbon fibers. These fibers are

continuous, and have diameters which are typically -7-10 um. A typical yarn consists of several hun-

dred to several thousand filaments. The yarn can be chopped into sub-millimeter lengths without

difficulty.

The two major commercial fibers are based on the continuous extrusion of polyacrylonitrile 'Z

(PAN) or pitch into thin filaments, followed by thermal processing steps (Sittig, 1980). These are

- outlined for PAN fibers in Fig. 1 and have been reviewed recently by Oliv6 and Oliv6 (1983). The

essential steps in the process are, first, the spinning process, forming the precursor materials
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into a continuous filament; second , a preoxidation step makes the fibers more thermally stable;

and third, a carbonization process, during which a major weight loss occurs due to evolution of H,

0, and N. The chemistry of the preoxidation step is not fully understood, although it is clear that

polymer cross-links are formed which result in the formation of extended ring structures. These

structures grow in the carbonization process. Sometimes a fourth processing step is used, where the

fiber is heat-treated in an inert atmosphere to temperatures in excess of 2000*C, resulting in the

further growth of these extended carbon ribbons, and partial graphitization, in which the ribbons

lock into a regular sequence with respect to their neighbors.

The resulting structure can be imagined as a set of interacting ribbons of defective hexagonal

carbon layers, illustrated schematically in Fig 2. A simple model could be constructed by tearing .

a newspaper into ribbons, then arranging these ribbons into a loosely packed rope. Each page of the

newspaper represents a carbon (hexagonal) layer, with neighboring pages stacked in a disordered (tur-

bostratic) way.

As the heat treatment temperature (THT) of the carbonization step increases, a number of changes

occur in the structure (see Reynolds (1973)).

1. Defects in the carbon hexagon layers (missing atoms, bond disorder, impurities. . .) are

reduced.

2. The carbon ribbons increase in average width and length.

3. The average number of layers stacked together tends to increase, and at sufficiently

high THT (:220oC) the layers begin to lock into an ordered sequence on an atomic

Ascale (graphitization).

4. The density of voids tends to decrease, so that material density increases.

The layer planes tend to be randomly disordered within a plane perpendicular to the axis of PAN

fibers, with a preferred orientation parallel to the external surface. The layer planes are

arranged radially in pitch-precursor fibers. PAN fibers are made with circular or "dog-bone" shapes

while pitch fibers can be circular or "PAC-man" shaped (see Fig. 3).

The layer planes are not perfectly aligned along the fiber axis, and the average misorientation

angle tends to decrease with THT, but is also influenced strongly by the tension under which the

fiber is held during processing.

The misorlentation of the layer planes can be measured by looking at the orientation of the 002

(or any OOh) diffraction lines. The full width at half maximum of those diffraction lines lies in

the range 7-30 degrees, with the best oriented fibers having the highest modulus.
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Structural modifications are accompanied by changes in physical properties. An important prop-
erty is the modulus of elasticity. E at 0/At) where a is the stress applied to the filament, 1o the

initial length, and At the increase of length. The variations of E with THT is sketched in Fig. 4

for a PAN fiber. The highest values approach that of an ideal system of aligned hexagonal planes

(graphite), E = 1020 GPa (1.5 x I08 psi) [Kelly (1981)].

The variation of E can be understood as arising from two main causes: first, the increase

in the modulus with increasing orientation of the stiff layer planes; second, variability in the V,

ease with which the layer planes can slide past one another (i.e. sheer) [Goldberg (1985) and ref-

erences therein].

Since there is a close connection between the elastic modulus and structural perfection, it

is conventional to characterize fibers by their Young's modulus. The units used in the USA are

Mpsi (pounds force per square inch x 106), but SI units will also be used here.

The strain to failure (Ax/o ) is lower for higher modulus fibers (Table I shows typical data
0

for two commercial fibers) and also the stress to failure. Accordingly, lower modulus fibers have

generally been used for critical applications, such as aircraft fiber--epoxy laminates. This is

also partly due to cost considerations, since heat treatment to higher temperatures is expensive.

For instance, Celion fibers (THT 12000C, E "30 Msi) cost ~$40/kg, while GY-70 fibers (THT) 2200C,

E-75 Msi) cost -$1300/kg.

The electronic properties of fibers depend sensitively on structural perfection [see Spain

(1981)]. The longitudinal resistivity as a function of modulus is shown in Fig. 5 for PAN fibers.

The rapid drop as modulus rises to -35 Msi (240 GPa) is largely due to the closing of the gap

between conduction and valence states as hydrogen is removed from the polymer. At the highest mod-

uli, a further decrease is due to growth of ribbons and graphitization, but the resistivity still

remains - twelve times that of pure graphite (-5 x l0-4 sicm) for PAN fibers [Spain et al. (1983)]

and about five times higher for pitch fibers [Bright and Singer (1978)]. The transverse resistiv-

ity has not been measured on any fiber, but is probably higher than the longitudinal value, and

dependent on the type of fiber.

Measurements of the resistivity must be carried out with care to ensure that the current does

not heat the fiber appreciably [Spain et al. (1983)]. A technique for measuring fiber resistance
at IOGHz without applying contact has been described [Azzeer et al. (1985)]. The conductivity is

the same at this frequency as at DC conditions, as would be expected theoretically.
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A commercial process allows nickel to be plated onto carbon fibers [Beetz and Brinen (1983)]

and several metals can be evaporated on easily (e.g., Pt, Au, Ni . . .). The thickness of such

coatings can be varied readily between -0.1-1 pm. Since metals have much higher electrical con- -k.

ductivities than the fibers, the net DC resistance per unit length is typically dominated by the

metal, except for cases where the coating thickness is less than a few percent of the fiber diam-

eter. The mechanical properties of the carbon fiber are retained. At very high frequency, the

skin depth of the metal can become sufficiently small that the electric currents induced by the

external fields are limited to the metal layer (e.g., for a typical metal, the skin depth is

-0.l um at 100 GHz). Thus, at very high frequencies, one may only need to know the conductivity

of the metal coating in order to determine the electromagnetic properties. If the coating thickness

becomes less than the mean-free-path of the conduction electrons in the metal, then a size-effect

on the conductivity must be taken into account [see for example Ziman (1960)]. The mean free path

of electrons in copper at room temperature is -0.03 um, so that size effects could reduce the con-

ductivity of copper coatings of 0.01 pm thickness appreciably.

FILAMENTS PREPARED BY CHEMICAL VAPOUR DEPOSITION (CVD)

Carbon filaments can be prepared by passing a hydrocarbon/hydrogen mixture over a heated sub-

strate with a catalyst such as Fe or Ni (Fig 6). Much of the earlier work was carried out on this

process in order to understand growth of filaments in nuclear reactors [Baker et al. (1972, 1973)].

However, Koyama (1972) showed that long fibers could be grown (z!300 mm for example) with diameter

-3-100 pm from benzene/hydrogen mixtures. Thesearo called benzene-derived fibers (BDF). These fi-

bers have been studied extensively by Japanese workers [Koyama et al. (1972); Koyama and Endo

* (1974); Koyama, Endo and Hishiyama (1974); Oberlin et al. (1976), Endo et al. (1977); Endo et al.

(1982)] and in the laboratory of one of the present authors (M.S.D.) (see later references). Sim-

ilar fibers have also been prepared from natural gas, and studied at General Motors Research Labs

[Tibbetts (1983)].

Although it has not been possible to produce continuous lengths, there are many polymer

reinforcing applications which can use chopped fibers. The possibility of producing vapour grown

fibers with superior properties at considerably reduced costs (e.g., -$10/kg) compared to PAN or

pitch fibers, make them attractive candidates for such applications.

The growth mechanism is interesting. The small particles of catalyst metal act as sites

where the hydrocarbon decomposes to deposited carbon and hydrogen gas [Baker et al. (1972, 1973);

Oberlin et al. (1976)]. The carbon particles then diffuse to the base of the catalyst particle,
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allowing a hollow filament to grow underneath it (Fig. 6). The structure of larger diameter fila-

ments is that of "tree rings" of carbon planes (Fig. 7).

Although the growth process occurs at a relatively low temperature (typically sllO0°C), the

carbon planes exhibit significant ordering [Koyama et al. (1974); Endo et al. (1977)]. It is this

ordering which is responsible for the superior physical and mechanical properties of vapor-grown,

compared to commercial PAN and pitch fibers. As shown in Fig 8 the resistivity as a function of

temperature is similar to that of a commercial PAN fiber heat-treated to much higher temperatures.

As prepared, BDF exhibit considerable disorder compared to perfect graphite, which is reflect-

ed in the relatively high resistivity of the fibers. Heat treatment of the fibers greatly increas-

es the degree of ordering of the graphite planes (see Fig. 9) while decreasing the resistivity by

more than an order of magnitude (See Fig. 10) [Koyama and Endo (1974); Endo et al. (1983); Chieu

et al. (1983)]. At a heat treatment temperature of 30000C, the resistivity is within 30% of that

of single crystal graphite [Chieu et al. (1983b)]. Of particular interest to applications of the

BDF is the wide range of conductivities that can be achieved by heat treatment (see Fig. 10 and

compare to Figure 5 for PAN fibers).

The temperature dependence of the resistivity of the BDF is highly unusual for conducting

media, as shown in Fig 8 where it is seen that the resistivity is nearly independent of temperature

over broad ranges of temperature [Endo et al. (1983)]. This near independence of temperature is

due to the competition between the efficient thermal generation of carriers and the increase in

electron-phonon scattering as the temperature is increased.

The size dependence of the fibers is also of interest. Typically, the larger diameter fibers

exhibit a lower resistivity [Tahar et al (1985)] than the very thin fibers (see Fig. 11), due to

the boundary scattering at the interface between the highly graphitic sectors forming the polygo- V
0

nalcross section of the BDF, heat treated to -30000C. For the very thin fibers (-1000 A), large
]2

aspect ratios (>102) can be achieved [Endo and Shikata (1985)]. -'

It is possible to grow CVD filaments with very small diameters (<1000 A) [Tibbetts (1984)].

Tibbetts developed a simple model to explain the size of filaments in the initial growth stage,

* based on thermodynamic and mechanical strain concepts [see also Sears (1959)]. He proposed an

equation for the change in chemical potential, Ap, driving the precipitation of carbon:

= - 2oaQ Ec2 (S)A r-ri0 c2r 2) n(r /ri)
0 1o 12(ro2 0 1
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where Apo = chemical potential change when carbon precipitates from the Fe/C phase to the filament

r o  = outer radius

r = inner radius

a = energy required to form unit area of (001) surface of graphite

E = Young's modulus

o = volume of a carbon atom in graphite

c = graphitic interplanar spacing

The first term on the right-hand side of this equation represents the change in chemical poten-

tial for precipitation of carbon, the second the surface energy contribution, and the third the

elastic energy required to bend graphite planes into nested cylinders.

Growth occurs when Ap < 0. Using reasonable values for E, a, c, and Q, Tibbetts showed that ri
0 0

could be less than 50 A. The smallest values of ri and r0 observed by him were 35 and 50 A respec-

tively with values below ro = 200 A fitting Eq. (1) well.

A program of study was initiated in 1983 at Colorado State University to grow small diameter

filaments. There is also some recent activity in this area by Endo and co-workers in Japan, and by

Tibbetts at General Motors. Baker et al. (1973) suggested that r0 was controlled by the size of the

catalyst particle. Accordingly, several methods of preparing carbon surfaces with small metal cat-

alyst particles have been tested, including glassy carbon with embedded catalysts, and HOPG and nu-

clear-grade graphite with coated surfaces prepared either by painting on compounds, or vapour de-

position. The aim of the work was to prepare, and if possible control, the growth of filaments with
0,

uniform diameters -200-1000 A. Although filaments have been growi successfully in this regime, the

control of reasonable uniformity has not yet been obtained. Further work is underway.

A final reason for possible application of CVD carbon filaments to obscuration lies in the

observation that carbon filaments have been produced continuously. Hatano et al. (1985) and Endo

and Shikata (1985) have described a fluidized bed process in which very small catalyst particles

float in the fluidizing chamber. Carbon filaments with diameters of the order of tenths of microns

have been grown successfully by cracking hydrocarbons in a hydrogen atmosphere. This method could

conceivably be the basis for large-scale production of smokes.

FILAMENTS DERIVED FROM ION BOMBARDMENT OF CARBON SURFACES

If a carbon surface is bombarded with energetic ions (e.g., 1000 eV Ar+ ions), then carbon

filaments grow from the surface towards the ion source, as illustrated in Fig. 12 [Floro et al.
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1983)]. The mechanism of growth appears to be one in which the impinging ions create energetic

Catoms on the substrate, which can diffuse to preferential sites, and cluster. The growth of the

custer is into a roughly conical shape with low included angle (e.g., !20') (see Fig. 13). Fila-

meits then grow from the top of the cones. It is probable that electric-field-enhanced diffusion

is ssociated with the filament growth.

There are certain similarities between these and CVD filaments discussed in the previous sec-

tion First , there is an initial growth phase of small diameter, followed by elongation and thick-

eninc. Second , the filaments are either hollow, or the core is of low density. Third, thick-

ened Filaments have a structure which is "tree-ring" like. However, no evidence has yet been found

for a catalyst particle promoting growth.

Research into the properties and growth mechanisms(s) of these interesting filaments at

Colorado State University and IBM, Thomas T. Watson Research Center is still at a preliminary stage.

However, it is possible that there may be interesting applications for obscuration phenomena and

also solid state devices.

SUMMARY OF FIBER PROPERTIES

Carbon filaments can be prepared in several ways with diameters ranging typically -5-10 om

for conmercial fibers to -0.01-100 im for those prepared by chemical vapour deposition. High aspect

ratios (length/diameter > 100-1000 for instance) can be obtained. The filaments have high strength,

high thermal conductivity and resistance to vaporization, and relatively low density (-2 gm/cm3).

The resistivity of pristine filaments can be varied over large ranges. Typical commercial fiber re-

sistivities at room temperature are -10-3-3.10 "3 ocm, but can be increased easily by six orders of

magnitude by using lower carbonization temperatures (such material is sometimes referred to as a

partially pyrolyzed polymer). CVD filaments having higher structural perfection can be prepared

with lower resistivities approaching that of graphite (4xlO 5 Qcm at room temperature). The lowest

value reported so far is 5.5xi0 5 ocm [Chieu et al. (1983b)].

These filaments can be metal-coated to resistivities approaching metals such as Ni and Cu

(-2xlO 6 Qcm). However, if the coating is very thin (e.g., <O.l pm), the effect of size on the con-

ductivity needs to be taken into consideration. Another means of reducing resistivity is by a

chemical treatment called intercalation, which will be discussed in the next section.
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INTERCALATION

Intercalation is a chemical process by which atoms or molecules enter a graphite crystal,

occupying positions between the hexagonal carbon planes. Two popular accounts have appeared in

the last few years [Fisher and Thompson (1978) and Dresselhaus (1984)] while a review of physical

properties has been given by Dresselhaus (1981) and of the chemistry by Ebert (1976).

The chemical reaction for intercalation is:

nC + I -*CnI

(graphite) (intercalant) (intercalation compound)

The location of the intercalant between the layer planes causes the crystal to swell in the

c-direction.

De-intercalation is the reverse process:

Cnl - Cn16 + (1-6)1.

The residue compound normally formed (Cn I ) has a small concentration of the intercalant

(6 << 1) at defect sites, which is very difficult to remove, except by heating to extremely high

temperatures.

If an intercalation compound is heated rapidly, then the high vapour pressure of the inter-

calant may cause the sample to disintegrate in a special way, so that it appears to be like an

accordian (Fig. 14). This special type of deintercalation is called exfoliation.

The structure of intercalation compounds is especially interesting, since a wide range of

crystal structures of various compositions is possible. This results in many different types of

phase transitions which are being explored vigorously.

The most important structural feature is called staging, illustrated in Fig. 15. Consider

the compound C8K, in which every layer of carbon is separated by a layer of potassium atoms. Other

compounds of composition C24K, C36K, C48K . . . exist in which two, three, four . . . layers, re-

spectively, of carbon atoms are separated by intercalant. These compounds are described as first,

second, third and fourth . . . stage compounds, respectively. Note that the packing of K atoms be-

tween the layers changes between first and second stage compounds.

The many different (-500) types of intercalant fall into two main classes--donors and accept-

ors. Donor intercalants donate electrons to the host lattice (Cn(-)Dm(+)) and are metals, such as

Li, K, Rb, Cs . . . Acceptors (Cn(+) Am(-)) are of many different kinds, such as Br2, ICl,

H2SO4, NiCI2, FeCl3, AsF 5 . .etc. Ternary compounds can also be formed, such as the donor com-

pound KHgxC4.
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Most intercalation compounds are not stable under atmospheric conditions, but a few are essen-

tially so. Convenient stable intercalants are FeCl 3 and CuCl 2 which are inexpensive and non-toxic.

As mentioned above, intercalation is accompanied by swelling of the crystal normal to the

planes. If disorder impedes this swelling process, then intercalation may not occur. Accordingly,

it is found that certain types of carbon hosts will not intercalate, including isotropic carbon, low

modulus carbon fibers [E 550 Msi (240 GPa)], glassy carbon . . . etc. Most physical and chemical

studies have been carried out on highly oriented pyrolytic graphite (HOPG) [Moore (1981)] and the

succeeding discussions of properties will be for this material. HOPG consists of small (: 1 pm)

crystallites which are oriented randomly about the c-axis but whose c-axes are very well aligned

(<0.40). For the purpose of most properties, identical results are obtained on intercalated

HOPG and intercalated single crystals of graphite.

There are several preparation methods for intercalation compounds. First , a sample of graph-

ite can be immersed directly in a fluid, such as Br2. Second, the sample can be held in a vapour.

(These two techniques are essentially identical from a thermodynamic point of view, since the con-

dition for equilibrium is that the activity of the intercalant in the graphite be equal to that in

the pure external phase.) Figure 16 illustrates a typical two-zone arrangement for FeCl3 inter-

calation. Higher stage compounds would be formed by reducing the vapour pressure of FeCl3. Third ,
3',

compounds can be prepared by an electrolytic technique. The final stage prepared can be con-

trolled through the applied voltage.

Ubbelohde was the first person to realize the potential of intercalated graphite as a highly

electrically conducting material [see for example, Blackman et al. (1960)]. He coined the term

"synthetic metal" to fit the case where two lesser conducting materials combine to form a highly

conducting material. A large increase in research activity followed the report that compounds with

strong Lewis acids, such as AsF5, exhibited room temperature conductivities greater than copper

(Vogel (1977); Vogel et al. (1977)]. These early reports have not been substantiated [Zeller et al.

(1979)], and Fig. 17 illustrates the increase of conductivity that can be obtained with several

intercalants as a function of concentration (or reciprocal stage). The maximum conductivity peaks

typically at -3rd or 4th stage and does not rise above -2/3 that of copper, which represents about P.

a sixteen-fold increase over that of graphite. (There have been recent reports that Japanese work-
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ers have obtained conductivities higher than that of copper with intercalated BDF's, but no information

has appeared in the written literature). Whether or not conductivities as high as copper can be ob-

tained, the decrease in resistivity of intercalated filaments from -6xlO -5 )cm to -3xlO -6 ;cm, and the

ability to control the resistivity in this range, is of importance to obscuration phenomena.

The mechanism giving rise to high conductivity is unusual. Tablell summarizes the conductivities,

carrier densities and mobilities of graphite, copper, and second stage AsF 5 compound. The carrier den-

sity of graphite is very low (l carrier for 10 atoms compared to 1:1 for Cu) because it is a semi-

metal, but its mobility is extremely high (>300 times that of Cu), resulting in a conductivity 1/25

that of Cu at room temperature. Intercalation can increase the carrier density approximately 300 times,

but it is still only less than l/ of that of Cu. The mobility decreases somewhat to -1/3 that of

graphite, resulting in a sixteen-fold increase in conductivity over that of graphite.

It is noteworthy that the large conductivity anisotropy of graphite, aa/0c , is increased to very

high values for this acceptor compound (>106). a is the conductivity with current parallel to the

layer planes, and u c that with current perpendicular to them. The anisotropy of donor compounds such

as C n K is lower than that of graphite.

Another important property which is modified by intercalation is the optical reflectivity. Optical #

reflectance can occur from two different surfaces--basal and prism--in an anisotropic material such as

graphite. Reflectivity is generally high from the basal surface, and low from the prism. Figure 18

illustrates the reflectivity as a function of photon energy (and wavelength) for several intercalation

concentrations of RbCn [Guerard et al. (1977)]. At low frequency, the basal reflectivity is high, but

above a critical photon energy, the plasma energy, E falls to a low value. The plasma energy, in SI
p

units, is

where is W2- (h is Planck's constant), n is the density of carriers, C the permittivity of the me-

dium and m* the effective mass of the carriers. As intercalant concentration increases, n increases, so -

that E should increase in accord with the data in Fig. 18.

Reflectivity of intercalation compounds, such as that illustrated in Fig. 18, offers the possibil-

ity of "tailoring" this phenomenon to specific applications. However, caution needs to be exercised in
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extending this idea to less perfect material in which misorientation of hexagon planes averages phe-

nomena over prism edges and basal surfaces, since the reflectivity from prism surfaces is generally

much smaller than that from basal [see Guerard et al. (1977)].

INTERCALATED FIBERS OR FILAMENTS

Commercial (PAN and pitch) and benzene derived fibers (BDF) have been intercalated and properties

measured. As discussed in the previous section, only commercial fibers heat treated to 20000 C can

be intercalated successfully. BDF can be intercalated as grown, or after heat-treatment. No at-

tempts to intercalate ion-prepared filaments have been reported.

Much of the early work on intercalated fibers has been directed at the problem of producing use-

ful conductors with high electrical conductivity, high strength, and low density. A research program

at Celanese Research Company produced a multi-filament cable with end contacts and a total cross sec-

tional area near that of AWG 17 wire based on intercalated PAN fibers [Kalnin and Goldberg (1983)].

The achievable increase in conductivity depends on the degree of perfection of the filament.

Highest conductivities obtained decrease in the sequence; intercalated BDF fiber, pitch fiber and

PAN fiber. For instance, room temperature resistivities -5xlO 5 cm have been reported for inter-

calated BDF [Chieu et al. (1983b)], 12xlO -5 Qcm for pitch fibers [Oshima et al. (1982)] and 20xlO 5

scm for PAN fibers [Goldberg and Kalnin (1981)]. The resistivity found in each case can be correla-

ted with the scattering length of the charge carriers from defects.

Oshima et al. (1982) showed that CuCl 2-intercalated pitch fibers were air stable to -1500 C.

The favorable tree-ring geometry of the BDF tends to inhibit intercalate desorption [Gaier (1984);

Endo and Ueno (1984)] which is prevalent in many of the highly reactive graphite intercalation com-

pounds.

Figure 19 illustrates the temperature dependence of the resistivity of BDF and intercalated

BDF fibers. Again the improvement in structural perfection obtained by heat-treating to higher

temperatures can be seen in both neat and intercalated fibers. Room temperature resistivities of

intercalated BDF which are closer to that of copper than the data in Fig. 19 have been reported re-

cently [Endo and Ueno (1984)], and there are oral reports that this group may have obtained higher

conductivity than copper. For obscuration purposes we again emphasize that it is the range of val-

ues which can be obtained which is of greatest importance, rather than the absolute values.

Since the crystailine a-axis is predominantly along the fiber axis, graphite fibers have un-

usually high thermal conductivities, among the highest found in solids [Piraux et al. (1984)]. In-

tercalation also modifies the thermal conductivity of graphite fibers, leading to a reduction in the
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room temperature thermal conductivity, because of the increased electron-phonon and defect scat-

tering, and an increase in the low temperature (<10K) thermal conductivity through the dominance of

the electronic contribution at low T.

The fiber geometry is particularly favorable for the thermopower measurements, and in fact

techniques have been developed to measure the thermal conductivity and thermopower of single fi-

bers [Piraux et al. (1984, 1985)]. Intercalation greatly modifies the temperature dependence of

the thermopower, yielding positive values for acceptor intercalants and negative values for do-
nors.

The special tree-ring morphology of benzene-derived graphite fibers makes it possible to fab-

ricate ribbons with a spongy texture by the process called exfoliation (see Fig. 20). The exfolia-

tion process leads to an expansion in cross sectional area by several orders of magnitude [Jim-

enez-Gonzalez et al. (1985)J yielding a texture in many ways similar to that of exfoliated HOPG.

Exfoliated filaments may have interesting applications for obscuration.

Raman scattering provides an important non-destructive characterization tool for both pris-

tine and intercalated graphite fibers [Chieu et al. (1982, 1983b)]. For the pristine fibers, a

comparison of the intensity of the disorder-induced line near 1360 cm-1 to that of the Raman-al-

lowed line near 1580 cm-1 gives valuable information about the degrees of structural ordering.

For the intercalated fibers, the frequencies and intensities of the graphite bounding-layer modes

relative to those for the graphite interior layers gives valuable information about the stage of

the intercalation compound. With the Raman microprobe, it is possible to characterize single fi-

bers [McNeil et al. (1985)] and also to investigate the variation of the crystalline perfection

and staging fidelity along the length of the fiber.

Vapor-grown fibers provide unique opportunities for high resolution transmission electron

microscopy studies because of the small fiber diameters (!l pm) that can be achieved with these

fibers. Of particular interest has been the study of the lattice damage introduced into aniso-

tropic materials by ion implantation and its subsequent annealing and crystalline regrowth

[Endo et al. (1984); Salamanca-Riba et al. (1985)]. Ion-implanted fibers may also have prop-

erties of interest for obscuration applications. ,%
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TABLE I. PROPERTIES OF COMM4ERCIAL CARBON AND GRAPHITE FIBERS

STRENGTH MODULUS

ELONGATION RESISTIVITY DENSITY
(Kpsi) (GPa) (Mpsi) (GPA) W% (micro-ohm-cm) (gm/cc)

CELION 600 4 35 240 1.7 1,500 1.72L

GY-70 300 2 75 520 0.4 650 1.9

P-1O0 300 2 100 690_ 0.3 300 2.1

Celion and GY-70 are trademarks of Celanese (Fibers) and P-100 is a product of Union Carbide

Corporation.

TABLE II. ELECTRONIC PROPERTY CHANGES

Cu Graphite C 16 AsF 5

Conductivity (-nm)- 58X10 6  2.5x106  u40xlO 6

a_ 1 2.3x10 3  2.7x106

ac

Carrier Concentration (m- 3 8.5xl10 28  2.2x10 25  -,1.2xlO27

Mobility (m 2 V 1 Si) 4.3x10-3  0.71 -x.0.3

r%
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PREOXIDATION CARBONIZATION
PAN PRECURSOR (STABILIZATION IN AIR (TREATMENT IN N2

AT 200-300 C AT 1200 -2000 OC
FOR 1-2 HOURS) FOR 30-60 SECONDS)

67.9%C 63.9 %C 95.5 %C

5.7 %K 39%H 0.2 %H

2&.4%N 21.2 %N 5.0%N

II.0%0 0.5%0

MODULUS a 34 Mpsi (23OGPa)

STRENGTH a 550 k psi ( 3.7 GPa)
% ELONGATION a1.5 %

FIGURE 1. CARBON FIBER PROCESS. Schematic showing the principal steps in the preparation
of PAN fiber.

Ilill

40

FIGURE 2. PAN FIBER STRUCTURE. Illustration of a small segment of PAN fiber, with axis
vertical. (Figure reproduced from Wicks (1975).]
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PAN 
Pitch

* 2" ,\ . ., !~?j11 4 %i%

SVapor grown

FIGURE 3. FIBER MORPHOLOGY. Schematic showing the arrangement of carbon hexagon planes in
dog-bone PAN fiber, PAC-man pitch fiber and vapour grown fiber (see next section).
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FIGURE 4. YOUNG'S MODULUS. Variation of Young's modulus for PAN fibers as a function of THT
(5 minute residence time).
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FIGURE 5. RESISTIVITY VERSUS MODULUS. The electrical resistivity of pyrolyzed PAN fibers as
a function of elastic modulus.
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No H.T.
A ~A A

1,600c C1400 0C

20000C -
c:1oc:j I 2200°00

(3 C3 C 0 0

24000C

0 '0 00 0
26000 C 0

10.6 29000C 0 0 000000 0 0 

00
., -[;P" 8000C O 0 O ,.

30000C

.0.9'

,: ,.10- 7  - / L

0 50 100 150 200 250 300 350 400
~Temperature (K)

., FIGURE 8. RESISTIVITY OF BENZENE-DERIVED FIBERL. The resistivity of benzene-derived fibers plotted

as a function of temperature. Curves are drawn for several heat treatment temperatures, and compared
to single crystal graphite.
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2 I I I I I I .

U0-3 * BDF
a PAN-bosed fiber

19 A Pitch-based fiber

6-

4-U

S 2-

N8 8
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4 I I I

"-> I

1000 1500 2000 2500 3000 3500
THT (0G)

FIGURE 10. FIBER RESISTIVITY. Resistivity at room temperature for fibers as a function of
heat-treatment temperature. [Figure from Heremans (1985)].
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FIGURE 11. SIZE DEPENDENT RESISTIVITY. Resistivity as a function of temperature for several

heat-treatment Temperature. Fgr rmHrmn ().

benzene-derived fibers with different diameters. Solid lines are results of calculations.
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ION SOURCE GRAPHITE

HEATER

ION BEAM CARBON
WHISKERS

:2-z

FIGURE 12. ION-BEAM GROWN FILAMENT PREPARATION. Schematic of the method for producing carbon

filaments by the ion bombardment of a carbon surface.

."4

FIGURE 13. ION-BEAM GROWN FILAMENTS. Scanning electron microscope image of filaments (%0.Sum
diameter) growing from conical bases.
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*FIGURE 14. EXFOLIATION. Photograph of a sample of exfoliated highly oriented pyrolytic graphite.
The original sample was -0.5 mm thick.

STAGE I STAGE 2 STAGE 3 STAGE 4
c-ocA c-ocA c--cA 000-A

-- . 0-0- A 00-00- A 00-oo.-o A co-c- A

7 ccoccB -o-cB 0-00-00 B

oo-o- A coo--c
cq-c-aco- B-- -c-cB

oo-o-oooA A

*-0-00- C vo-c
0 -0 0A -0---

oo-oc--c AAa

S00-00-A

Graphite layer----
-- Potassium layer

-00-0-0- C

FIGURE 15. STAGING. Illustration of the concept of staging in intercalation compounds. The
compound KCn is used for illustration only.
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Fe Cl. GRAPHITE
:...

TEMPERATURE To + AT

T, AT -15 K

FIGURE 16. INTERCALATION OF FeCl3  Schematic of a two-zone furnace for preparing intercalation

compounds. FeCl3 is chosen for convenience only.

3xi05
A=GrLi

*:GrRb
* :GrK

2 xl0 5  o GrCs
E

0
E, .;

b lx105-

*HOPG

0 0.2 0.4 0.6 0.8 1.01 / Stage..,
".. .,. ,. .,.

'. -,- A

FIGURE 17. INTERCALANT CONDUCTIVITY. The electrical conductivity of several compounds as a
function of intercalant concentration. Donor compounds of alkali metals are used for
illustration purposes [Data from McCrae et al. (1980)]. .5
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w0.8 PbCO(STAGE 1)

zW0.4-

=0 .RbC (3) -_,,_0 . . L-- II

0.6 1.0 1.4 1.8 22 2.6- 3.0
PHOTON ENERGY (eV)

1.0 ,

w K 24  -

z
S0.4
0
S0. 4; ~ 0.2- T /i

I I I

0.2 0.6 1.0 1.4 1.8 2.2

PHOTON ENERGY (eV)

" .L F (BASAL)

e;tic (PRISMATIC)

FIGURE 18. OPTICAL REFLECTIVITY OF INTERCALATION COMPOUNDS. (a) The basal optical reflectivity
of a series of rubidium compounds; (b) Basal and prismatic reflectivity of KC24 [Figures from
Guerard, Foley, Zanini and Fischer (1977)].
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FIGURE 19. RESISTIVITY OF INTERCALATED BOF. Resistivity as a function of temperature
for two BDF heat-treated to 29000C and 35000C, and three BDF after intercalation.
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FIGURE 20. EXFOLIATED BOF. (a) SEM micrograph of BDF after exfoliation; (b) Overall structural
appearance of an exfoliated BDF as seen by TEM.
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IV, NONLINEAR EFFECTS AT HIGH ENERGY
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INTERACTION OF AEROSOLS WITH LASER RADIATION

J. Carls and J. R. Brock
Chemical Engineering Department

University of Texas
Austin, Texas 78712

SUBMISSIONS FOR PUBLICATION
(Contract DAAKII-83-K-0006)

J. Carla and J. R. Brock, "Explosive vaporization of small particles by laser radiation",
Journal of Aerosol Science, Submitted.

S. Davies and J. R. Brock, "Rapid vaporization of small liquid particles by laser radiation",
Journal of Aerosol Science, Submitted.

ABSTRACT

Under Contract DAAKll-83-K-0006, studies have been initiated recently of interactions of aerosols
with laser radiation. Theoretical and experimental work is described in two areas. In one, the non-

linear interaction of single particles with laser radiation is studied as an aid. In the second.
the more general problem of laser transmission through an aerosol is investigated. The theory for

single particle evaporation and explosion has been developed. Single particles are being investigated
using an electrodynamic cell. Experiments of a preliminary nature are summarized in which laser
transmission through an aerosol is investigated. A corresponding theoretical program is being
initiated.

INTRODUCTION

Laser transmission through an aerosol involves complex interactions whose details are currently

poorly understood. We are engaged in their experimental and theoretical investigation. Thene inter-

actions range with increasing em radiation energy from evaporation of particles to particle explosion

and plasma formation by breakdown. In an atmospheric-aerosol plume these interactions will be, in

addition, influenced by the dynamical properties of the plume.

Current work and preliminary results are summarized here. First theoretical and experimental

single particle studies are described. Then our preliminary work on aerosol - ern radiation interaction

is summarized.

SINGLE PARTICLE STUDIES

A model has been developed for the evaporation of a small liquid droplet in laser radiation in the

approximation of uniform heating of the particle (radial symmetry). The model is believed to be an

improvement over previous work in that all important terms in the conservation equations of the par-

ticle-gas system are accounted for, including surface capillary wave instabilities. Coupling between the

particle and laser radiation is obtained by use of Mie theory in which constitutive properties are allowed

to be functions of radius and time.

In a separate investigation, a model for explosive vaporization of small particles has been
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developed. We have again assumed radial symmetry and include the coupling between the particle

and em radiation using Mie theory. Of course, the principal difficulty in developing this model with

these restrictions lies in an accurate computer code for the hydrodynamic equations. These are

the conservation equations of mass, momentum, and energy:

V!/b t - -P

BfE/at - ?P-V P

From a numerical point of view, the solution of these equations poses the principal difficulty. This is

because of the nonlinear nature of the equadonof motion (which admits the possibility of shocks) and the I, -

fact that the conservation equations tend toward hyperbolic PDE.s when molecular dissipation processes i.

become negligible. Standard numerical techniques break down when applied to systems of equations

such as these that manifest shocks or sharp fronts. This has led us to use the Flux Corrected Transport

(FCT) method of Boris and Book. FCT is a medium accuracy method that is designed to remain stable

near highly structured regions of flow. FCT does this by adding sufficient artificial diffusion locally

to maintain monotonicity and positivity in the transport profile. We have carried out simulations using

this method for small liquid spheres with initial densities near that of water. The aerosol is small

compared to the incident wavelength from a laser with a pulse duration small compared to the times of

propagation of acoustic waves in the particle. Fig 1 shows a result for expansion of the particle for

various initial energies. We plan to extend this work to include two dimensions in the conservation

equations to remove the restriction of radial symmetry.

In our laser laboratory we have constructed an electrodynamic balance to permit suspension of

single particles in one or more laser beams. The laboratory is equipped with an Ar-Ion laser+dye laser '

lieI-Ne lasers,an N,,-dye laser, and a CO. laser with a Q-switch option. Also, the usual laser accessories

are available as well as spectrum analyzers , double monochromator3 with photodiode arrays and

a TN rapid-scan spectrometer with computer. Studies in process include particle evaporation,

induced reactions, particle explosion and plasma breakdown in the presence of particles.

AEROSOL STUDIES

We are currently developing models for laser radiation transmission through an aerosol . The

single particle models are to be incorporated into a model for -evolution of the particle size distribution

during evaporation in the beam. This in turn will be used in a more comprehensive model for
radiative transfer.

Preliminary experiments have been carried out for transmission of laser radiation through an _

aerosol. The experimental arrangement is shown 3chematically in Fig. 3. In our experiments

we have used an aerosol consisting of methyl alcohol, ethylene glycol and the fluorescent dye

Rhodlamine 6G. With our rapid-scan spectrometer system, we are able to detect changes of particle -".'

size in the aerosol in the laser beam by following changes inthe fluorescence spectrum of the R6G it, the

aerosol particles. Fig. 4 shows the shifts in the spectrum as evaporation proceeds in the aerosol.

These shifts may be related to similar shifts in calibration bulk samples, thereby permitting
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S in-situ determination of R6G concentration ,and, from knowledge of initial particle size distribution,

the average particle size in the aerosol evaporating in the laser beam. Temperatures may also be

measured similarly by calibration. These studies have been carried out using an Ar-I cr laser

By further refining techniques such as these, it is our aim to develop experimental systems for

detailed study of aerosol evolution in laser beams.
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On the Propagation of Intense Optical Pulses
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ABSTRACT

A mathematical model has been developed describing the propagation of a pulsed,

quasi-monochromatic beam of electromagnetic radiation in a medium containing

vaporizing aerosols. Spatial and temporal distortions in the propagating beam result
./

~ from radiation-induced changes in the absorption and scattering coefficients as well

as in the angular spread of the scattering phase function. Numerical solutions to the

equations are obtained for the case of pulse propagation through a cloud of vaporizing

water droplets. These solutions demonstrate that significant pulse distortion

accompanies enhanced aerosol vaporization.
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DISCUSSION

The characteristics of laser beams propagating along an atmospheric path may be

significantly altered by interactions with absorbing aerosols. For sufficiently

intense beams, the aerosols may reach elevated temperatures, exhibit enhanced

vaporization, and serve as the source of shock wave and plasma formation in the

4 m
P  surrounding medium. The resulting, possibly substantial, perturbations on the propa-

gating beam include beam wander or spread, partial or total attenuation in an

absorbing plasma, and effective clearing of the aerosols along the propagation path

with an attendant increase in the transmitted irradiance.

In a recent analysis (I) of the interactions of absorbing aerosols with pulsed
3*4

light beams, approximate expressions have been obtained for the time-dependent aerosol

temperature and vaporization rate. This analysis, in turn, permits the determination

of the beam intensity and the droplet temperature along the beam path(2) when

scattering and back reaction effects are neglected. The purpose of this paper is to

extend this analysis for the case of a coupled system consisting of a dense aerosol

medium and an intense laser pulse. As in Ref. 1, we maintain the assumption of low

mass flux conditions which enables us to neglect the convective contribution to the

mass flux. We also neglect the explicity time-dependent terms in the mass and energy

.. conservation equations. The neglect of these unsteady terms restricts applications of

this analysis to longer laser pulse lengths (e.g., greater than 10- 7 sec for absorbing

water droplets), and, generally, precludes a discussion of hydrodynamic effects.

Finally, to the first approximation, we neglect the effect of non-uniform droplet

heating and the localization of the beam at the droplet walls. These two effects are

significant at short times, and for larger droplets whose radius exceeds 10m. On

the other hand, the radiative transfer part of the problem is described correctly

within the limits of the small-angle approximation to the equation of transport ( 3 )

In thi.s way, we are in a position to formulate the aerosol-beam interaction problem.

The incoming beam heats the aerosol droplets, leading through evaporation to reduced

values of the medium absorption and scattering coefficients; these changes in the

coefficients of the medium, in turn, modify the shape of the pulse, producing pulse

•- distortion.

The droplet-beam system is described by a set of coupled, non-inear differential

equations expressing conservation of mass and energy in the irradiated droplet and the
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S radiative transport of the propagating beam 4 . We have obtained numerical solutions

to these equations for the case of pulse propagation through a cloud of water
droplets. At t~o, the leading edge of a pulse of monochromatic 

radiation propagating

in the positive Z direction is incident on the Z=0 plane. The half-space Z>O is

filled with a uniform, monodisperse concentration of n water droplets per unit

volume, each having an initial radius a Note that the model calculations scale as

the product (nZ) so that equivalent concentration-range regimes are easily generated.

With the aid of the cited coupled equations, the droplet temperature rise and radius,

and the beam irradiance are obtained on a three-dimensional (oZ,T ) grid, where p is

the transverse distance from the beam axis and T is the retarded time. The step sizes

on this grid, (:.p ,Z, A-), are selected to achieve stability in the rumerical integra-

tion scheme. For example, for intense beams, the medium characteristics change

rapidly and a small time step must be used in the integration of the droplet

temperature and radius equations.

Figures 1-3 illustrate the results of these calculations for the case of a weak
.4.

beam. Each figure is a three-dimensional plot with the appropriate system variable

(i.e., beam irradiance, droplet temperature rise or droplet radius) plotted against Z'-4

and t , along the beam-axis, p=O. The incident beam, as illustrated in Fig. 1, is a

rectangular pulse of 10.6 dmradiation with a pulse length of I0- 3  sec and an irradiance

of 637 W/cm 2 . The total energy in the pulse is 1J when the irradiance is integrated

over the radial coordinate. The pulse is strongly attenuated for Z>0 as it advances 4

into the aerosol medium which consists of a concentration of 2x105 droplets per cm3,

each having an initial radius of 5 pm. There is no observable distortion as the beam

penetrates the aerosol cloud. The beam irradiance is simply uniformly reduced by the

combined effects of aerosol absorption and scattering.

The reason for the lack of beam distortion is revealed by an examination of Figs.

2 and 3. Some droplet heating occurs which, as seen from Fig. 2, is sufficient to

elevate the droplet temperature by about 40K at the Z:0 plane with progessively

smaller elevations as Z advances into the medium. However, the increased vaporization

produced by this elevated droplet temperature is insufficient to produce a substantial

change in the droplet radius. This is seen from Fig. 3 where the droplet radius is

virtually constant for all spatio-temporal points of interest. The scattering and
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absorption characteristics of the medium then remain fixed with the result that the

pulse propagates undistorted through the medium.

Figures 4-6 illustrate the results for the same aerosol-beam system as for the

previous case, with the single distinction that the total beam energy is now 15J. The

incident rectangular pulse is seen from Fig. 4 to undergo a marked distortion as it

propagates into the aerosol cloud. The effect of pulse clearing is evident in Fig. 4

where the latter portion of the Pulse is propagated with smaller attenuation.

Figures 5-6 detail how the increased beam energy produces significant changes in the -

". aerosol medium. The droplet temperature rise is seen from Fig. 5 to be nearly 80K at

the entrance plane, and in contrast to Fig. 2 for the weak beam case, remains large as

the beam propagates into the aerosol cloud. The marked increase in vaporization

produced by this temperature increase is seen from Fig. 6 to result in a reduction in

the droplet radius from 5 jrm to about 2 um at the entrance plane and to about 4umafter the

beam has penetrated 20 cm into the cloud. Since the scattering and absorption co-

V
efficients are proportional to a , where the exponentv typically lies between 2 and 3, .

the medium characteristics become strongly dependent on the spatio-temporal

coordinates, and produce the distortion displayed in Fig. 4.

The results of this study suggest several areas where a more general treatment of

aerosol-beam interactions is needed. First, the assumption of spherically symmetric

aerosol heating becomes increasingly invalid for large, optically thick aerosols with

the appearance of "hot spots" on the entrance and exit faces ( 5 ) . Internal thermal

conductive processes, however, will tend to smooth out these heating inhomogeneities... J.
It may be seen (6 ) that these processes occur with a characteristic time scale given by

the thermal diffusion time, To . which is a function of the droplet radius. There-

fore, for irradiation times shorter than T , heating inhomogeneities will be present

in the irradiated droplet, whereas, for times longer than T., these inhomogeneities

will be smoothed out and the droplet will approach a uniform temperature. Second,

hydrodynamic effects, both within the heated aerosol and in the surrounding vapor

should be investigated. They will become increasingly important at higher beam --

intensities and may be expected to modify the aerosol heating and vaporization

scenarios sketched here. We are currently implementing a hydrodynamics computer code

to begin to investigate hydrodynamic effects in intensely irradiated aerosols.
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ABSTRACT
I>-

The hydrodynamical interaction of an aerosol with the

ambient air requires the matching of boundary conditions at
three points. The matching conditions will be discussed and
approximate solution obtained.

.

Laser induced absorption in a spherical droplet will possess cylindrical symmetry (for
circularly polarized input radiation) rather than spherical symmetry. Nevertheless. if the drop is
small compared to the wave-length, the absorption will be approximately uniform. The response
of the droplet is governed by several time scales, as pointed out by R. L. Armstrong . At
sufficiently short times, thermal conduction will be unimportant but a hydrodynamic response
ensues in a time of the order of the droplet radius divided by the velocity of sound. The evalua-
tion of this hydrodynamic response for the case of uniform absorption is a problem of interest in A

its own right. It will also. later. provide a test for two-dimensional hydrocode. The latter, needed
when the absorption is non-uniform, can be tested for accuracy in the uniform case.

Our problem can be formulated in an idealized manner: at time t < 0 a small water dro- "" . '.
plet (aerosol particle) starts in a hydrodynamical state with V(r t )=0. T(r t )=Tw. p(r t )pw.
P(r )=Pw; at the same time surrounding air starts in the state: V(rt)-0. T(rt)-T..
p(rx )=p.. P(r t )=P.. where T.. P,. p,. t.. P.. p. - are given initial temperature. pressure and
density of water droplet and air respectively (assumed uniform for simplicity). The above state
can be understood to occur upon absorption of a short laser pulse. before any hydrodynamical
response has occurred. At time t - 0 the surface separating the aerosol from surrounding atmo-
sphere is withdrawn and acoustic interaction begins.

The full time-dependent solution to this problem in analytic form does not appear

iR. L. Armstrong. *Interaction of absorbing aerosols with intense light beams". J. Appl. Phys.
6. (7). 1984. (2142-2153).
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feasible. Complexity arises because the boundary conditions on the surface of the droplet are
unknown before the solution of the problem is found. As a result of an initial pressure difference
inside and outside the droplet. the interface will gain velocity as soon as the interaction starts.
This moving boundary will serve as a cause of waves in both water and air. On the other hand.
boundary conditions at the surface couple changes in state of the water and air. If we neglect sur-
face tension, then. at the interface, the pressure on both sides of the surface should be equal (the
imaginary surface separating droplet from air does not have any mass). and furthermore the
hydrodynamical velocity of water and air should be the same and equal the as yet unknown
velocity of the surface R (t).

In other words the boundary conditions for internal (droplet) and external (surrounding
air) problems are:

V....(r =R( )) = V,,r(r =R (t )) = R(t ) (1)

Pw,ter(r =R (t)) = Pir(r =R (t)) (2)

where R (t ) (rather R (t)) can be found from the mass conservation condition provided the solu--..
tion for the water droplet is known. e.g. .,..

R(i ) R0

f Pwater(r J )r 2dr = f p wr 2dr (3)
0 0

where Ro -R(0) .

We must deal with two sets of hydrodynamic equations which describe waves in water "'
and air respectively. (adiabatic type equations of state are used because no additional energy
source is present).

2 a + V + 2 a 2Va 0(4)'
- n l Ot ar y-1 Or r

aY + va V + 2aa-o (=) '

Ot r y-1 ar *

where a2 (r ) ( P p), - local sound velocity; y = 1.4 for air. y = 3.0 for water; and addi-
tional condition (3). mass conservation, in integral form. We specialize to the case where the dro-

a plet has a gas-like equation of state. for illustrative purposes only.

Because of the unusual nature of this integral condition (3) we do not attempt to get aS. complete numerical solution for the stated problem. but rather try to get the interface velocity
using a crude approximation for the waves inside and outside the droplet and then use this velo-
city to get a more correct numerical solution for these waves.

In this paper we present a rough calculation of the interface velocity (assuming it to be
constant in time) as a function of a given initial pressure difference in water and in air due to
interaction with laser irradiation.

Let us first consider a wave which propagates in air due to an expanding spherical surface
near the origin. If the sphere expands with velocity greater than the sound velocity of the air
then a shock wave will develop. For the case when the initial pressure of the water is several
orders of magnitude greater than that of the air, the velocity of the interface will instantly
become greater than the sound velocity of the air which means that a shock will start immedi-
ately from the boundary and propagate .into undisturbed air with some yet unknown velocity
UShok satisfying the relations Usk >>R(t )>a.,, . After a short time t >Ro/ ao the shock in
air will be at a distance Rshock much greater than initial radius of the sphere Ro which means
that motion of the shock will not be affected by the expanding sphere any longer so to a good
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approximation it can be considered as self-similar. The solution of such a problem was found by
G.I.Taylor .

For the wave propagating in the drop the situation is more complicated. A rarefaction I
wave starting from the outwards - moving surface will propagate toward the center. Even before
this wave will reach the center and reflect as a compression wave. interfering with the initial
rarefaction wave and producing a very complicated "standing - type" wave. it cannot be con-
sidered as a simple wave. This initial rarefaction wave has two points of weak discontinuity 3

separating regions in which different types of solution exist.

So the complete problem (drop and surrounding air) can be divided into 5 simpler ones in
5 different regions of radial variable r with matching conditions at the boundaries of these
regions.

Region 1 (0<r <r1) and 2 (RSbok<r <co) where disturbance has not yet arrived.

Region 3 (rI <r <r 2) where the wave can be described as a simple one possessing

V water + a water aw (6)

where a w is the initial sound velocity of water.

Region 4 (rsli <i r <R(t)) and 5 (R(t )<r <Rabhok) where to a good approximation the
wave is of self-similar type.

The boundary points r1 . r 2 and Rshock are given via equations:

r, = Ro - aw t (7)

r2 = (R 0 + Ut )(Vwater - a water) / U (8)

Rshock = Usbock t +Ro (9)

where Vwater and a water are time-dependent.

In order to get a solution in regions 4 and 5 we introduce a self-similarity variable z and
use rescaling of velocity and sound velocity (self-similar behavior of V(r t )and a (r r ) was

assumed)

r - r =V(r t) a 2(r t (00)
R R t) Ro+Ut -Uz

where the surface velocity was assumed constant (R (t) = U). Equations (4). (5) after the sub-
stitution (10) can be reduced to the set of 4 equations for water and air (subscripts w and a are
suppressed):

dy _2y (1 -x )('Yx -1+ y 01),

dx x 3y -(1-x)

'G. I. Taylor. "The air wave surrounding an expanding sphere". Proc. R. Soc. London. A 186.

1946. (273-292).
3 Y. B. Zeldovich and Y. P. Raizer. "Physics of Shock Waves and High-Temperature Hydro-
dynamics Phenomena". Academic Press. New-York. 1966.
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dz z (x - 1)2 -y (12)
dx X 3y -(x - 1)2

with boundary conditions

x 1 1 z 1 Y I ?

S1 Y2 (I + 0.5(y - 1) x2 )(l -x 2 ) for air (y= 1.4) (13)

x 2 =? z 0= l X(1 x)2 for water (v =3.0)

* . Here Huqoniot conditions on the shock front at point Rsok and equations (6). (8) at point r 2
were used.

In the outer gaseous region 2. all variables remain at their initial value. This value is used
to initiate a solution of equations (4) and (5) into region 2 from Rb.k to R(t ). Also. the undis-
turbed solution in region I is used to initiate a solution in region 3 which is approximately given
by Eq.(6). These solutions provide one boundary condition at r 2 and another at R (z ). Thus equa-
tions (10) and (11) in region 4 must be solved for a two-point boundary condition which
requires an iterative procedure. Matching obtained solutions at the boundary from the outer and
inner sides one can get the velocity of the surface of a droplet. The latter is presented in Fig.l.
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Editing Procedures for the Sandia TOODY Hydrodynamics Code.

Melvin Lax and Shirish M. Chitanvist

Physics Department. City College of the City University of New York. New York. 10031

ABSTRACT

We describe some of the general procedures used to transform the non-portable

I TOODY hydrodynamical code so that it can run on any machine using a for-

tran 77 compiler.

(1) INTRODUCTION

The reason for making these changes is that this code was written for a CDC7600. in a

non-portable dialect of fortran66. making it impossible to be run on a VAX which uses a for-

tran 7 7 compiler, or indeed on any other computer except a CDC7600.

The files are large. one of them being one Mbyte long. with more than 25K lines. The

UNIX utility fsplit can split a Fortran program into its separate subroutines. However. it was

not useful here because many *MAIN" files resulted, because this file contained eight overlays.

These overlays were located by using the command

fgrep -n OVERLAY f2

where 2. the second of four files read from the tape was the only one containing overlays.

The eight overlay files were then separated with the command

extract m n f2 glO

which extracts the lines from m to n from f2 and places them into glO. In this way. the eight

files gO0. gl0. g20. g21. g2 2 . g23. g24. and g30 corresponding to the eight overlays were con-

structed. The extract command was constructed using a small C program extract.c written for

tPresent address: Los Alamos National Laboratory. T.DOT. MS-P371 Los Alamos.

NM %87545
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the purpose. Since the individual overlay files were themselves as large as 300.000 characters.

ordinary editors are inadequate for processing these files.

To cope with these enormous files, as well as to handle the complex editing required. we

found several UNIX' tools to be especially convenient. Our most frequently used tool was the

programable stream editor sed.2 Our second most useful tool was the field oriented program-

able editor awk.3 We also made use of the m4' macro processor, and the most powerful tool of

all. the lexical analyzer. lex.5 Occasionally. it was necessary to write a small C program' to

perform a particular function, or as a support file for lex.

Without such tools, it would be much harder, if not impossible to make the required

changes in the code except by writing a special purpose program fot each required change.

Incidentally. this underscores the point that it is not always wise to write non-portable code.

It would have saved a lot of labor at no cost in efficiency to have written the TOODY code in a

portable manner to begin with.

We have provided below a selection of the programs we wrote to effect some of the

required changes in the TOODY code. We hope it will give the reader a taste of the kinds of

problems we encountered and solved.

_%Z
1 UNIX is a trademark of A.T.T. Bell Laboratories A general description of UNIX is

given in The UNIX Programming Environment, by Brian W. Kernighan and Rob Pike.

Prentice Hall 1984 and in two special issues of the Bell System Journal: July. 1978

and October 1984.
2 Lee E. McMahon. SED - A Non-interactive Text Editor Bell Laboratories Technical 4,

Memorandum August 1978 See Vol. 2 of the UNIX Programmer's Manual. Holt

Rinehart. and Winston. References to a Bell Laboratories Memorandum and Volume

2 of the UNIX Programmers Manual will hereafter referred to by ibid.3Alfred V. Aho, Brian W. Kernighan. and Peter J. Weinberger. AWK# - A Pattern .€

Scanning and Processing Language Software - Practice and Experience. July 1978.

Also ibid. .
4 Brian W. Kernighan and Dennis M. Ritchie. The M4 Macro Processor. July 1977. -.

ibid.
5Michael E. Lesk and E. Schmidt. Lex - A Lexical Analyzer Generator ibid.
6 Brian W. Kernighan and Dennis M. Ritchie. The C Programming Language. Prentice-

Hall 1978
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(2) IF X) 123 456

This is a fortran66/CDC idiosyncrasy. This must be translated into:

IF(X) GO TO 123

GO TO 456 
I

This is accomplished by the shell file logicalif which invokes the stream editor sod and

applies it to a set of files: %

for i

sod

sA (IF *(\ )\ (.\)) \ ((12345678901[12345678901*\) *

S ([1234567890][12345678901\) *S/IF(\ 2) GO TO \ 3\

GO TO \ 4/

Si > if.Si

echo $0 done

The line following the comma in the substitution command is actually part of the previous line

in logicalif. It is broken up here for readability.

(3) DECODE STATEMENTS.

Fortran 77 does not accept decode statements. Fortran 66 does (did). The

decode file translates

DECODE(13,15,AA) G, T etc.

into

READ(AA. ,) G, T etc.

which is acceptable by fortran 77. The stream editor command decode is given by:

ed'

s/DECODE *(\ (.* ) *. (.) *. *\ (.*\) *)\ (.*\)S/READ\ 2.\ 3)\ 4/'
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(4) ARRAY(N).

'.4..

Fortran 66 is clever/stupid enough to know that if you declare an array to be two-

dimensional. and later in the program call it as a one-dimensional array. e.g.

DIMBENSION ARIIAY(NM)

ARRAY(N) - 1.0

then, you really mean

ARRAY(N,1) - 1.0 i

The fixequiv file does that job for you. The fixequiv file has the form:

sed' 'p..

s/ARRAY *(\ ([0123456789[0-9]*\ ))/ARRAY(\ 1.1)/g' <SI >SI.eq

(5) COMMON STATEMDENT.%

'.5 Fortran 77 does not like the statement

COMMON/number/..

Instead, it likes

COMMON/characters/...

The sed file called common takes care of this fact. The common file takes the form:

sed'

s/COMMON\(.*\ )A ([12345678901\ \A)/COMMON\ IC\2\ 3/'

(6) MULTIPLE EQUAL SIGNS

More complicated than the preceding examples of non-portability is the frequent use of

multiple equal signs on one line as in
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A - B = C - D = SUM

Because the number of equal signs on a line is unknown, the usual editing programs. ed and

sed are difficult to use. However. the field oriented editor awk is particularly appropriate

because the - can be adopted as the field delimiter. The 11 lines of the awk code equal, shown

in Table 1. sets each field equal to the last:

The problem lies with all the exceptional cases to which equal should not be applied. For

example, multiple - signs can appear in PROGRAM. COMMENT. FORMAT. READ, WRITE and

PRINT statements. For such lines, the transformation should not be applied. There is a simple

: .. , scheme to accomplish this: place a % symbol at the beginning of each such line with putper-

cent ( an sed program). The code shown for equal will only correct lines that do not start

with a %.

* Now the plot thickens. We must not only protect these lines with a percent symbol, we

- must also find any continuation lines associated with these statements and guard the latter as

'- "well. This can be done. but only by making rather sophisticated use of ed in putpercent. The

correct code for putpercent. found only after some "experimentation'. is shown in Table 2.

The next stage consisted in recognizing that the multiple equal signs themselves are some-

times continued beyond one line. (In one megabyte of code. all the bad things that could hap-

pen did.) It was not too difficult to modify putpercent to detect such continuations and put all

the equal signs on one long line. The length of the line is no problem since it will be split later

by equal.

The putpercent program that recognizes an arbitrary number of continuation lines must

absorb at least one extra line while doing so. This caused failure when any two statements

(FORMAT. WRITE etc.) are adjacent to each other. So we wrote a precursor program protect

% that put two extra comment lines containing only CC before each case to be protected. (One

such line should have been enough!) Finally. all comment lines themselves should be protected.

Thus our complete procedure can be executed by the command:

runtoody g? ',

where the shell file runtoody is given by: *sI

--
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SHELL FILE RUNTOODY

for i

protect < Si I putpercent I yy I equal I

rmpercent I rmdol I ffold > $i.out

echo $0 done %

The command runtoody gT? will cause runtoody to act on gOO. gl0. g20. g21. g22. g23. g23. *-'

g30. the overlay files produced by extract.

The file rmpercent removes the now extraneous percents and the extra comment lines.

The sed file rmdol replaces the S as a statement separator by newline plus six blanks, so that

multiple statements are now on separate lines. The command ffold comes from a C file ffold.c

that we have written to perform a Fortran fold at column 80 in case some lines have been

made too long by a previous transformation. The folding takes place at column 80 and .

appropriately formatted continuation lines are automatically produced.

(7) CONDITIONAL MULTIPLE EQUAL STATEMENTS

So far, we have done only the easy part! In addition to the above complications. we

discovered that there were lines containing an IF statement. followed by multiple equal signs.

Clearly. the first field, containing the IF, should not be set equal to the last field. In addition.

such IF statements also occurred with continuation lines! These lines must be combined into a

single line by putpercent. Then we follow a strategy suggested by B.W. Kernighan: Replace

IF (CONDITION) STATEMENT

by

IF (.NOT.CONDITION) GOTO N

STATEMENT

N CONTINUE

This is to done, of course only if STATEMENT contains multiple signs. The integer N is 7:7 7

chosen to start at 10.000 and incremented by 10 for each case to avoid collision with existing S ..
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statement labels. The computational ability of awk is used to compute these statement

- numbers. The remaining difficulty is that there is no simple procedure with ed, sed or awk to

recognize the CONDITION. The reason is that CONDITION can contain arrays and subcondi-

tions such as

IF ((A(l) .EQ.B) AND. (C(2.1).EQ D(7))) X=YZ=WAB

The most likely tool to recognize a CONDITION is the lexical analyzer lex. The program lexif.l

shown in Table 3 is converted by lex to lex.yy.c and compiled by C to give the binary file yy

used in runtoody above. With the experience gained in lex it might be possible to make all the

changes needed using a large lex file. .'-

(7) CONCLUSIONS.

We have presented here a selection of the some of the problems we ran into in trying to .

port the TOODY code written in a nonportable version of fortran 66 to a VAX running a for- .4.

tran 77 compiler. "4

A problem that we ran into, but have not yet been able to solve is one in which integers

are compared with character strings (in some input/output routines). Such a comparison poses

no problems on the 7600 when the character strings are 10 bytes long. This is because one

word occupies 10 bytes on the 7600. On the other hand on a VAX. where one word occupies 4

bytes, this definitely poses a problem. as the comparison involves an integer and a character ',

string, both of different lengths. Equivalencing the appropriate integer and string does not

solve the problem. since we would still be comparing two entirely different entities.

We continue to work on this problem of porting the T(X)DY code to a VAX. And we

hope to bring the project to a successful completion.

ACKNOWLEDGEMENTS

Work at City College was supported in part by the Army Research Office, and the Depart-

ment of I-nergy.

'' -

349

-X~~ %!4

M&' A' /



Table 1. THE AWK PROGRAM EQUAL

awk

BEGINI FS=

if (NF = 1) print $0

else

for (i = 1; i <NF: i++)

if (i <'F-1) printf "%s=%s\ n . Si. SNF

else printf "%s=%s\ n". $i. SNF
"Ai

/ %/ print $0

I''

Table 2. THE sed PROGRAM putpercent -
•I %'

sed

:back

/ *[0-91] *[Ff][Ool[Rr][Mml[Aa][Tt]/{
.4(' ",t ~s/- A %\ %1/

Nt resetO

: resetO

:startO

sA "/g

n
sQ" 3 [ \ ) A % \ % \ i /.

tstartO

b back
'

S/f Wwl[Rr][lii][Tt[Ee] *(/I

s/ A%/

t reset2

reset2
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:sitart2

n

S/^ ]W\)A% \1/

tstart2

b back

/[RrI[EeIAaX[Dd] *(/I

s/^ A %/

t reset 7

* reset7

:start7

n

tstart7

b back

s/[PpX[Rr][IiINnX[TtJ * ([0-9]O-9] \ M . )/write(6.\ 1)\ 2/

s/[PpX[Rr][iaINnITt * ([0-9]EO-9]*\) S/write(6.\ 0/1

PC/s/ A %/

/[Pp][Rr][OoI[Gg][RrI[AaI[Mm]/f

s/^ A %/

t reset4

:reset4

:start4

n

S/ \W ]\)A % \1/

tstart4

b back

/[Ii][Ff] (** /
t reset5

:reset5

:start,5

N

sA n \( 1\/
tstart5
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P

D

b back 
L2-

t rcset6

:reset6

:start6

N

sA n \W 1\ /
tstart6

P

D

b back

icC]Isl^A %/

s/common \/S([0-91\ )/Common \/cmn\ 1
'I 

Table 3. THE LEX PROGRAM lexifi1

IF[* . .Sn$ fix(yytext);I

int n - 1000;

fix(ss)

char *ss;

int npar;

char c-.

char t(1]1. *tmp:

printf(*if(.not.");

while(*ss++ I- ')
*- TC

tmnp-t+1;

for(npar - npar > 0:)
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*tmp++ -c -s++

if(c - T) nper++;

if(c - ))npar-:

if( c - )break:

if( ss-)

*tmp- :

printf(%s) GO TO %d\ n"t1*n)

printf(" s "s)

printf(*%d continue .lon);

yywrap()

fprintf(stderr." end of yy processing\ n)'

return I:
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ABSTRACT

A novel two-dimensional projection graphics feature P4JRES (_Projection Graphical Comparison of
Results was built up in the DESRES Package to allow the comparison of recently defined or pre-existing
diagnostic two- and three-dimensional functions for a set of nonlinear simulations versus an auxiliary
axis. PROJRES represents the pivoting module to the SYNTH (the Synthesis of Results) package. A
second package FUNCEVAL (FUNCtion EVALuation) has also been developed to allow further (additional)
diagnostic functions to be evaluated in a post-treatment process, (that is, after the calculation is
carried out). This software allows us to remove from our Laser programs the diagnostics output sub-
routines and reduce the memory required to store the simulation results. These universal single andj double parametric-dependence contexts provide additional physical insight which can be considered a
computer-aided design-tool 'inverse-problem' for projected "Gedanken" experiments.

A. MOTIVATION

This article describes a data base management software system developed to support the numerical

laser modeling project by organizing the storage of the results in a canonical fashion and by post-

processing of the results. Organized around files we have called SIMRES and DATSIM, this system

encompasses software packages which control file access, application programs and the laser programs

themselves. That is to say, the system manages the data generation, the data storage, and the data

retrieval for inter-comparisons and multi-dimensional graphic displays to enable an efficient synthesis of

the role of physical processes from the generated results. The SIMRES files, which contain self-

descriptive information, permit the user to store all the information relative to a simulation in the same

direct access file. The SIMRES package is used to generate a SIMRES file while the XTRACT package

*,'. permits the reading of the information stored in a SIMRES file. The DATSIM files, permanently located

on a disk, form a summary of the SIMRES files which are on magnetic tape. The DATSIM package

permits the reading and writing of the DATSIM files. This software encompasses three additional application

programs: 1) the DEFPARM*program which helps the user to manipulate the parameters for the simulation

program, 2) the DESRES program which plots the simulation results, and 3) the SYNTH program which

performs the comparisons. (An intermediate software PROJRES has been developed to allow some of the

features of SYNTH to be temporarily carried out within DESRES. ) The aim of this system is to offer a
-V

reliable, powerful and adaptable tool which efficiently organizes and coordinates the results storage for

the laser simulations and for subsequently studying the results of the simulations through the drawing

and comparison of functions.

B. BACKGROUND

The project for the numerical modeling of light-matter interaction, i.e. , nonlinear laser propagation

was started several years ago. The various numerical algorithms and graphical post-treatment of the results

for physical analysis were carried out in collaboration with experimentalists. It soon appeared necessary to

produce a system which could handle the large quantity of lata to be qenerated, stored, and transformed.

DEFPAR' is the interactive form of DEFSIM.
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A first production system was created in 1979/1980. This system allowed the simulation of one laser "m

represented by a cylindrical model (at that time, the only simulation program) and its graphical results.

This first system was based on a fixed structure of the output files; these being generated according

to an implicit order of calculations done in the simulation programs. Consequently, the programs using b%,'

this structure were not very flexible; they were totally dependent on the structure. Eventually the

need for new features appeared (catalogues of input data and comparisons of output results), and their

" implementation made the system more complex and less efficient because these new possibilities could not

be adequately integrated. Finally, we introduced new models (i.e., differ nt independent variables and

additional Physical variables and diaqnostics) to the system for which the fixed format was not adequate,

for they required the evaluation of functions in spaces that differed from the original model. .

A second system, more structured and thus more flexible and powerful was undertaken in

1982/1983. The object of the present article is to present this new system as well as further enhance-

ments recently introduced 1984/1985. The new system consists of a nucleus composed of general

packages which permit the creation and manipulation of output files consisting of functions of one or

several dimensions and also consists of a set of programs adopted to carry out precise tasks such as

. graphic representation of results and comparisons. It is important to note that the current system is

Z>r applicable not only to laser-simulation problems but also to other contexts where models of numerical inte-

gration are used to determine a set of functions evolving (marching) in a given space and time domain.

C. SUMMARY OF THE DESIRED CHARACTERISTICS '!

This present software is a second generation data base management program that enables physicists

(i.e., non-computer scientists) to readily carry out a family of complex numerical laser simulations, plot

the results and extract, from their inter-parametric comparison, a physical understanding. Through the

various disgnostics, one can appreciate the interplay of the nonlinear physical processes in multi-

dimensional space. ,

SIMRES (it stands for SIMulation RESults) replaces the manual bookkeeping of results and permits

further data manipulation and reduction under the direct control of the user. The mechanical work of

manipulating the data files and complex functions, such as temporal and spatial correlation functions, can

be performed automatically subsequent to the simulation itself. For instance, one would be able to

evaluate the Fast Fourier or Quasi-Fast-Hankel Transforms to study the spectrum contents and the far

field structures of the field.

SIMRES also provides the capability to evaluate additional functional expressions (such as the %'-

In section C, SIMRES is the overall system name. SIMRES was oriinall conco ivld as a shnqle
package, but later broken into several, one of which is also called SIRRFs.
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effective beam radius, the energy moments, the variable width detector output power functions...) and
can generate graphical representations in two dimensions and three-dimensional perspective...

SIMRES enables physicists to use the computer at a higher, far more productive level in the problem-

solving cycle. It not only provides savings in time and effort, but allows the user to achieve better

solutions. In many cases, SIMRES enables the user to solve problems for which the manpower require-

ments would have otherwise been prohibitive.

SIMRES is a program designed for physicists, with emphasis on speed, user-friendly interfaces,

high capacity via sophisticated memory management, efficient numerical evaluation, and extensibility.

The physical, functional diagnostics repertoire can be easily extended by direct addition of procedures

after the XTRACT package and before the DESRES graphical program and without the need to access

its underlying laser simulation program environment.

SIMRES is involved in assessing new physical dependencies; it could thus help in conceptualizing
the experimental problem, formulating the physical parameters which interplay, manipulating the pro-

cesses by studying a series of limiting cases where few processes clearly prevail in the nonlinear inter-

action, obtaining symbolic solutions through curve fitting of the numerical results for a given depen-

dence, and maintaining a data base of the results obtained from numerical solutions of complex programs,

SIMRES thus increases productivity, increases user efficiency, produces more useful and accurate

results, solves previously intractable problems and is designed for end-users.

SIMRES handles laser, nonlinear propagation, aerodynamic shock-formation, molecular dynamics,

underwater acoustics, and heat transfer calculations.

D. INTRODUCTION

A software system of adequate sophistication was developed to coordinate the various laser studies

such as self-induced- transparency, superfluorescence, swept-gain superradiance, two-color super-

fluorescence, optically pumped three-level superfluorescence, far- and mid-infrared optically Raman

pumped Stokes build-up, CW on-resonance self-enhancement, optical bi-stability and fluid approach to

light propagation. These can be of different dimensionality both in dependent and independent variables.

The wealth of information that will ensue from this computer output will be tremendous. One must

dissect these results to decide upon the proper method of summarizing them. Similar to a jigsaw puzzle,

we have the pieces, but must be able to put them together in the correct manner, filling in any gaps

along the way. Only in this way, can we deepen and strengthen our physical understanding. We

cannot over-emphasize how vital this conceptualization is to the absolute value of our program.

It is important to note that the acquisition of numerical data and isolated results is only the begin-

ning. The results must be fully understood if the program of study is to achieve its purpose.
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An extensive software must be developed to organize and coordinate effectively the flow of data

generation. It is necessary that the software simplifies the digestion of the ccnted data. This would

enable one to extract universal intrinsic dependencies.

SIMRES would allow for interpretation of conclusions to refine the physical picture. The rigorous

three-dimensional calculation results stored in SIRES refine the approximate picture obtained by

perturbation.

SYNTH, which is in the process of development, is a generalization of the comparison code of the

fixed output structure of the first system. It would enable comparison with experimental results in

order to extract a unified conclusion to establish the connection between such experimental results and

.0 the ones predicted by the previous one-dimensional analysis.

An interim software, PROJRES, has been developed in FY85 to realize comparisons within

the same family of simulations in which one physical parameter varies. This variation parameter can be

a procuct of several parameters such as the gain Fresnel number F = nr2/A - 1 with p = i[l+{(w)tp} 2]-

and a = p2wN/lc. This characteristic parameter which varies from one element simulation to the other is

accounted for through an additional axis.

The availability of the data -base results permits us to identify experiments that can now be

attempted to generalize the theory. This in turn can suggest possible further exploration, experiments

and analytical work.

The design objective of this software is (1) to efficiently organize and coordinate the simulation

generation (by insuring the validity of the parameters); (2) to construct structured results in the data

base for storing and (3) to extract physical conclusions by comparing and drawing the various charac-

teristic functions.

This software represents a reliable, adaptable and easy tool for the production and comparative

studies of laser simulations which insure practical parametric assessment of real-life experiments in

Quantum Electronics.

The software system is characterized by (a) its simplicity for readability, (b) its flexibility and

extensibility in accczmmdating the constant evolution of the research requirements by exploring new

dependencies (which add to the dimensionality of the problem, such as degeneracies of the atmic medium),

and (c) portability to maintain close collaboration with experimentalists at multiple sites to enhance

the conformity of simulation with actual data acquisitions.

The system is organized around SIMRES and DATSIM type files and encompasses software packages

and procedures which control file access, application programs and the various laser propaga-,on programs.
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The SIMRES package is used to generate SIMRES files which store in the same direct access file

all the infomation relative to a simulaticn. TheXTRACT package permits the reading of this (SIMRES

file) stored information. The DATSIM files, permanently located on disk, contain summaries

(namelists of parameters and functions monitored) of the SIMRES files which are on magnetic tapes.

The DATSIM package permits the reading and the writing of canonical procedures of the DATSIM files.

This software also encompasses three additional application programs: 1) the DEFPARM* program-*.

which helps the user to construct ensembles of parameters for the simulation programs, 2) the DESRES

program which plots the simulation results, and 3) the SYNTH program (in process of development) "'

which makes the comparisons.

This software enables one to manage the data bank, the retrieval of the simulation results for ',

inter-comparison within the same calculation (e.g., time evolution, spatial reshaping of a given phe-

nomenon) or for different parameter families, and the generation of multi-dimensional graphic displays

and a cost effective, correct synthesis of the complex results.

E. DESCRIPTION OF THE SOFTWARE

1. OVERVIEW

[In this section a comprehensive view of the system is given (subsection 2) followed by an

assessment of the software of the system (subsection 3). A more detailed description of the software

packages and applications programs is made in the final report. See the footnote on the first page.]

2. A COMPREHENSIVE VIEW OF THE SYSTEM

The system supporting the laser modeling project has been developed on a CDC CYBER 173

computer at the Centre de Calcul at the Universite de Montreal. It consists of programs and packages -. -

written in FORTRAN IV and more recently in FORTRAN 77, ANSI Standard. The three main tasks .

accomplished by the system are: 1) managing the generation of simulations results; 2) drawing of

simulations results; 3) comparisons of simulations results. Moreover, some peripheral functions, not .

dealt with here formally, are included in the system, and these are: 1) generation of catalogue of the

physical parameters characterising the simulations; 2) generation of catalogue-directory of comparison :

SDEFPAR4 is the interactive form of DEFSIM.
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and higher order comparison; 3) archiving on magnetic tapes of the simulations results; 4) reloading on

disk of the simulations results; 5) generation of histograms and probability functions.

2.1 Generation of Results

The study of lasers is done with programs simulating the spatial and temporal evolution of a laser

beam, according to a specific numerical model. Initially, there was only one program which used a

single laser in a cylindrical geometry. Eventually, with developments in the physical theory, the initial '.

'.. model was improved (it now takes into account Doppler effects, initial quantum fluctuations, ... ) and

new models were developed (the 2 (two) laser,three-level model; the Cartesian single laser interacting

with two-levels and the counter-beam , 2 (two) laser in a two-level atomic system). There are

now many laser simulation programs, each corresponding to a specific model.

Each simulation is controlled by a set of parameters defining the field and the material through

which the laser beams propagate. These parameters are given to the laser programs as FORTRAN
.S , NAMELISTS. ,N

Each simulation is identified by the model used and a number unique amng the simulations done

with that model. This number is a kind of special parameter which identifies the simulation more

succinctly than does the cariplete list of parameters.

The results of a simulation are written on SIMRES type files (SIMulation RESults). Each file is

identified through a root to which a suffix is added: the root corresponds to the identifier of the

program which produced the simulation, and the suffix is the simulation number. The SIMRES files

contain general information (name of the operating program: for eg., single or double laser, version

number, creation date of the file, ... ), the list of the simulation parameters, the rate of sampling and

the simulation results. The handling of the simulation results can be summarized as follows: 1) the

* .,, programs evaluate functions of varying dimensions,and the parameters of the simulations determine the

points at which the functions are to be evaluated; 2) the values of the functions as well as the points

at which the different functions have been evaluated are kept on SIMRES files.

This data, points of evaluation and value of functions, form the major part of the SIMRES files.

.4-" Thus only one entity, the SIMRES file will be sufficient to store all the data of one simulation.

Added to this basic scheme (NAMELISTS, simulation programs, SIMRES files) are the DEFSIM

program and the DATSIM files.

The DEFSIM (DEF for definition and SIM for simulation) is used to assist the user in writing

*".-" NAMELISTS. It is an interactive program which allows the user to describe a simulation or a family of

simulations by using a compact syntax, and in return produces the corresponding NAMELISTS. Although

this program may not be essential, its advantage is to relieve the user of the need of writing often
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repetitive NAMELISTS and thus to avoid some trivial errors in the simulation specification, i.e., errors

of syntax of the NAMELISTS, errors in the names of the parameters, .... Furthermore, it enables one

to submit a family of calculations where only one physical variable is altered. More importantly, the v-. "p

program DEFSIM checks whether the suggested calculations were not already realized.

The purpose of the DATSIM (DATa SIMulation) program is linked to the context of extensive

production. To be efficient at the production level, it is necessary that any information concerning any -.

given,produced simulation be available. Because the SIMRES files are too large and too numerous to be

kept on disk, a mechanism has been devised to transfer data between disk and tape. This archival

system, though essential, slows considerably the access to information. To be efficient, it was necessary -

therefore to make a compromise and keep on disk some high priority information concerning all produced

simulations.

The data is gathered in a data bank made up of as many DATSIM files as there are types of

simulation models and thus of simulation programs. These different files are called DT(model) where -"

DT is the link to the DATSIM type and '(model)" is the value of the simulation under study. A DT

(model) file contains the general data in the SIMRES files and the values of the different parameters of

the simulations for all the simulations generated by a given program. The programs of the IC(model) [

group (IC for Installation Catalogues and "(model)" to mark the link with the model) extract from

a SIMRES file the needed data and posts them in the corresponding DT(model) file. Thus, the DEFSIM

program uses data of the DATSIM file to get the numbers to be given to the new simulations.

The configuration of the system with regard to the production of simulations is given in Figure 2.1 '.

for the 1-laser, cylindrical, frequency, statistics model: 1CFS. This abbreviation is used as a suffix. 4,.-.-."

The same can be applied to other models whether they are 2CFS (double laser in a cylindrical configura-

tion ': Doppler broaden.r._" and quantum initiation encompassed), 1CP (single laser cylindrical with -. -9.

plasma nonlinearity), 2PS (double laser in a cartesian geometry where statistics associated with an

ensemble of quantum fluctuations are included), or 1P4S (single laser in a Cartesian geometry, the four

quadrant included to calculate the short-scale length, phase and magnitude fluctuations in the initidtion

process for large Fresnel numbers).

As shown in the chart, the DEFSIM program takes the user's spe ificaiinw, validates them, and

then writes the information needed to generate the requested simulation in the X1CFS file (SX, simulation

to be executed). Then, the program LR1CFS (LR for Laser R) reads the appropriate data fromte

SX1CFS file, generates the simulation and produces a SIMRES file whose identifier is LR1CFS (no) [(no):

simulation number]. Finally, the LRICFS(no) file gives to the LR1CFS program the data needed to

record the results in the SIMRES files using the DATSIM and XTRACT packages. The DATSIM file

.%362 1 %
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contains a summary of the different simulations carried out with the 1CFS model.

2.2 Drawings of a Simulation

The study of the simulation results requires graphical support in order to visualize the profiles of

the functions evaluated by the simulation programs. The DESRES program (DES for DESsins/Drawings

and RES for RESults) has been designed for this purpose. This program can be used either in batches

or in interactive mode.

The needed drawings are specified by using a syntax similar in structure to that of a program and

allows inner loops on simulations, functions, selection criteria, etc..... The DESRES program analyzes

the user's commands and, through the XTRACT package, breaks them down into simple drawings.

The SIMRES files thus provide all the data needed to identify and produce the drawings. There are

four types of drawings available: 1) 2-dimensional representation of a function; 2) 3-dimensional repre-

sentation of a function; 3) level curves; (contour, eg., iso-fluency graphs); and more recently

4) projection of a 3-dimensional representation. The 3-D projections and the level curves are performed

by the TRSURF package (CACM, Sept. 74).

Figure 2.2 shows the portion of the program that carries out the drawing production.

2.3 Comparisons of Simulations

The SYNTH (SYNTHesis) has been designed to allow comparisons between simulations. A comparison

is done by superimposing on one drawing 2-dimensional representations of functions (eg., the output

power) coming either from different simulations or of functions of characteristic features of the output

power for which each point comes from a different simulation. The SYNTH program is a powerful tool

which encompasses the following applications: (i) comparisons between simulations of the sane ndel,

thus bringing out the role of certain parameters and their interplay in the nonlinear interaction;

(ii) comparisons between the different lasers for the models with several lasers, thus showing the role

of each of the lasers, for example, pump 'Laseral versus driven superfluorescence 'Laserb"; (iii) com-

parisons between different models to demonstrate their impact, i.e., the two-level superfluorescence with '.

the superfluorescence emission emitted in a three-level atom driven coherently by an optical pump which

can get depleted. Another example displays the effect of each of the various refinements (such as

including Doppler Broadening, quantum initiation in a cylindrical geometry, and general fluctuations at

the initiation where azimuthal symmetry is assumed) on the evolution of the two-level superfluorescence;

(iv) double comparisons* that study, for example, the dependence of specific features of

the output power pulses (such as the pulse delay, the pulse maxima, the pulse width, spectral

width, etc.) on Fresnel number for a family of atonic densities or for different families of profiles of

the atomic density (Gaussian, superGaussian, and hyperGaussian for example). This specific double

* further caparisons.]
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ccqparison feature is presently limited to a specific type of laser simulation (e.g., same fautily of

single laser). It is yet to be integrated in the new format with this second generation data manage-

ment s stem. A structured program whose features have been specified is presently being developed.

For current comparison, an auxiliary axis characterising the physical parameter under study (or

the product of parameters) has been added to the laser program and a projection PROIRES program was

4,.. constructed enabling both sim comparisons of functiors such as the output powe and double

ccnparisons*, of quantities such as the effective temporal width of the o power,to be carried out.

The user specifies the work to be done by indicating the objects to be compared and the comparison

parameters.

After validating the request, the SYNTH program (in the process of development) produces the

necessary headings identifying the comparison (by isolating the fixed parameters from the variable

ones) then producesthe graphics corresponding to the comparison.

The running of a comparison requires all the information needed at the same time in one disk. It'C.

, is at this level that the DATSIM files are useful as they give access to the parameter list of all the

simulations already produced. However, if the data on the DATSIM files are not sufficient, the

user request reverts to the archival procedures and the reloading of the needed SIMRES files.

The structure of the system of comparison is shown in Figure 2.3.

2.4 Practical Aspects of the System

By keeping the fixed format of the old system, each simulation program would have generated a

parallel system. But with a system based on auto-descriptive files, the DEFSIM, DESRES, and SYNTH '.

(as well as all the other application programs such as PROJRES, FUNCEVAL and HISTO) can adapt by -

themselves to different environments (i.e., different computer sites) and do not have to be split up;

.5., thus a proliferation of parallel versions differing only by the number and the arrangement of the

information to be treated is avoided.

It follows that each simulation program becomes the starting point, not of a parallel system, but of a

subsystem, including with the simulation program a data bank associatedwith the rodel. Finally, each of

these subsystems shares with the rest of the data base the unique copy of each of the production tools

-DEFSIM, DESRES, and SYNTH (in process of development)J.

3. SOFTWARE ASSESSMENT

At this point the system contains the functioning packages SIMRES, XTRACr, and DATSIM, and the

application programs DEFSIM and DESRES, which are in use. While the application program SYNTH is still

(Sfurther cciparisons.l
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being developed, it would be of value to review our objectives and to examine how the software

developed so far for the laser-model-building project answered our expectations. (A partial

realization of SYMlI involved the addition of an auxiliary axis in the laser program, (for example, %

the probe detuning in the Double Laser Three-Level propagation code), and the design of PROJRES which

allows a projection comparison, e.., the output power, and double comparison, e.g., Tpeak versus

the auxiliary axis Awb, compatible with DESRES.) j
With respect to modularity, it is evident at this stage that a considerable effort has been extended

to divide the work into concrete jobs and to limit these different jobs into procedures or groups of

procedures. By their very definition and by their conception, these packages constitute evident

examples of modularity. This modularity can also be found in the step by step division of the application

programs.

As to flexibility, there was an effort, all along the conception of the new system, to identify the

problems of general concern by liberating us of the specific constraints of the laser project in order to

concentrate on the fundamental aspects of the tasks at hand. It follows that the softwares thus

developed have enough flexibility to be adapted to the different situations arising within the same laser

modeling project or even to be adapted to other projects where the results are functions and where

there is a sufficient quantity of results to justify a data bank.

The question of validity and reliability is more difficult to evaluate. Nevertheless, the use of

techniques such as data validation, exhaustive tests during the set-up period, etc., increase the

accuracy aspects of the programs. Moreover, splitting up the work into modules facilitates the inception

and set up of the programs and contributes to their strength. Finally, the fact of using these programs

in the context of production (i.e., parametric studies) makes it easier to test them and to find their

loopholes.

As to efficiency, it is clear that the development of more complex laser models has forced us to

take into consideration execution time and memory requirements. For instance, the direct access to the

SIMRES and DATSIM files has increased the efficiency of the application programs and made them more

amenable to interactive use. Moreover, the use of pagination in the laser modeling programs has

cut down the size of the programs, and facilitates their use on academic computers with limited memory.
.5. S.- °

Much attention was given to transportability in order, on the one hand, to execute certain laser
programs on computers more powerful than those at our disposal, and on the other, to use our auxiliary

software in other projects. To make the software more transportable, we have chosen to write it in
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FORTRAN IV and FORTRAN 77 and to respect the ANSI standard. Moreover, we have isolated, in

procedures with enhanced local characteristics, such as the input/output buffer, access to the instructions

or portions of code that are particular to a given environment (like the files direct 3ccess subroutines)

thus making It easy to locate what is to be modified in order to transfer the software to another system.

With respect to documentation, finally, we have established and tried to follow a strict standard

for the program comments. We expect to publish (internal publication) a technical report and a user's

manual for the different packages and the programs dealt with in this article.

F. APPLICATION OF DESRES AND PROJRES

* To illustrate the importance of the interactive graphic packages DESRES and PROJRESt, we present

two nonlinear studies[in the report submitted to CRDC]. The first study is the illustration of an edge-

stripping process during the propagation of a CW, very intense laser beam in a saturable absorber. The

computatj3n involves three axes Rho, Eta and the number of modes of the perturbation treatment for the

diffraction. Whereas the second case analyzes the concomitant longitudinal reshaping of a strong on-

resonance pump and an off-resonance weak probe, and the calculation involves four axes: Rho, Eta, Tau

and the detuning of the probe. That is, the second physical problem deals with the temporal (Tau) and

spatial (Rho and Eta) reshaping of the coherent transients of a double laser study in a three-level

atomic system in conjunction with dispersion.

The first study, or Case 1, displays the surprising prediction of the CW on-resonance enhancement

(i.e., self-focusing) of a laser beam more intense than the saturation intensity Is in two-level systems.

The CWORSF evolves by the interplay of the radially distributed absorption (defined in UPW* analysis by

4." the Beer length a-l), and the forward free-space diffraction (characterized by the Rayleigh length zd)I

towards the beam center. A Fresnel number defined in terms of a, namely F = azd, perfectly charac-

terizes the competitive effects of the nonlinear medium and the beam geometry. The saturable absorption

decreases with increasing intensity and attenuates the low-intensity 'wings' of the beam more than the ,

high-intensity 'center', thus abruptly stripping the beam as described analytically using a mode analysis

perturbatively. The perturbation must be followed by a free-space propagation so that the same on-axis .

self-focusing, obtained by rigorous calculations, occurs. The stripped beam can be approximated by a

beam with a parabolic profile. The free-space propagation of a parabolic beam is expressed analytically

as an equivalence to the aperture model. However, the on-axis intensity enhancement of the free space

beam is larger than what it would have been had the absorbing medium effect been maintained. A small

corrective nonlinear field can be obtained as a perturbation driven solely by the free-space parabolic beam.

In collaboration with Teichmann et al., a soft shrinking aperture model has been developed in

which the stripping is elucidated over the propagation distance by expanding the field profile at the

1 The PROJRES software was developed under CRDC sponsorship solely, as was the inclusion of
an auxiliary axis in the laser programs.
UPW: Uniform Plane Wave
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edges into power series in terms of decaying exponentials. The beam-edge clipping process is followed

(beyond the range of validity of the perturbation of the diffraction coupling) by free space propagation

where diffraction is the dominant mechanism leading to Fresnel rings resulting in on-axis minima and

maxima.* Mathematically one could consider the equivalent free space propagation of a parabolic beam

instead of a Gaussian beam. The edges of the parabolic beam are stripped, compared to those of the

Gaussian beam. Indeed, one can solve analytically the free space propagation of such parabolic beams

and obtain the CW, on-resonance, on-axis intensity enhancement. A refinement which encompasses a

corrective absorptive term due to the free space parabolic source has also been developed.

The stripping mechanism is substantiated in Fig. F.1 by intensity isometric plots of the numerically

computed zero, eo,and first correction, e.,modes due to diffraction in p and z.

Figure F.2 demonstrates using the PROJRES software the transverse profile of the first three

' . modes e o el and e2 intensities as well as z-derivatives as a function of z. .,

Figure F.3 illustrates the analytical stripping process through the radial profile of the intensity, .

the transverse Poynting vector, the phase evolving due to the diffraction coupling and the associate

wavefront curvature.

[The capabilities of the software are truly shown by the many results and intercomparisons of the

second study or Case 2. However, these require 95 pages for presentation and may be found in the final

report. (See the footnote on the first page of this article.)]

G. ASSESSMENT OF WORK REALIZED AND DEFINITION OF NEW TASKS

In the first version of the system, we had a sole simulator (single laser in an r,z,t configuration)

which writes the physical results functions in a preset fixed file structure. The graphics and comparison

", programs relied on this fixed structure to extract data files of results. The number of functions, the

number of axes, the number of stored points, the types of graphics, everythingwaspreset, thus fixed.

The old comparison program handled automatically only one type of simulation at a time (either the

single laser, or the double laser but not outputs from the two types concurrently). %

Therefore, it was not possible to compare the two-level superfluorescence (SF), (obtained from the

single laserz LR1CFS simulator), and the coherently optically pumped three-level superfluorescence,

(Laserb calculation from the double laser LR2CFS simulator). Neither could it have been possible to

compare the longitudinal and transverse coherent-pump reshaping (Lasera in the 3-level SF calculation)

with that of the two-level Self-Induced-Transparency, SIT. In both situations, it is desirable to compare

'one' element (of a single element laserz module) with 'one out of two' elements constituting the double

IThe beam-edge clipping process generates warefront curvature which leads to this result.]
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laser ensemble in a systematic "non-ad hoc" manner. %

As the research progresses, the need to include new functions and parametize the modeling has !*

become mandatory. New functions need to be calculated as well as new refinements introduced onto the

modeling modifying the number of dependent and independent variables. The (pre-selected) fixed, now '

rigid, structure of the software must be modified and enhanced to handle our new requirements (needs).

L
In realizing the software support that the laser modeling and simulation effort requires, we have -..

set up the foundations of a second version of the SIMRES (simulation results software) system. Adopting -.

the data base concept, we design a data base management system that handles a family of (record

types) files. Each file is thoroughly described by a heading that summarizes its contents, such as the

sequential order in which the various functions resulting from the simulations are stored, the axes and

the (associated) sampling rates for which the functions were calculated (and thus stored).

The (preset) fixed structure has now been replaced by a self-adjusted dynamic (flexible) format

that enables each simulation to have its most appropriate sampling format which defines the way in

which the simulation results are stored (thus, how they might be read). The graphics and comparison

programs are being modified and adapted to interface with the data base management system.

The data base interface software package has been written. The various laser programs have been
, , .-..

adapted to the new structure. All the old results files have been re-formatted. The graphics package

was rewritten to be operated interactively. The projection comparison program, PROJRES,has been written

enabling simple and double comparison to be performed within a family set of simulations carried out, *

e.g., with the double laser program with the augmented dimension being the parameter under study. A W,-.

canonical, post-simulation function -evaluation program FUNCEVAL has been constructed to unify all

simulation diagnostics for the sake of comparison with newer observations. However, the full, new

comparison program SYNTH is yet to be finalized.,-%

The new version of the comparison in progress will be able to handle almost any logical comparison %

as long as the data format in the SIMRES files is not a constraint. The elements that can vary in a com-

parison between families of simulations are the following: physical functions (energy, output power,...)

to be compared, the simulation types (single, double laser,...), the independent variables axis (p, T,

r, &u, trajectories of a statistical ensemble, ... ), and the domain of extraction dependence (whether it is

a single point, a full curve or a family of trajectories). The program checks the validity of the com-

parison request. SYNTH also generates the identfying header as precisely as possible. One can extract -"- I

through SYNTH the required information from the data base as well as generate the graphics.

The main desired feature of the SYNTH program to be introduced is the interactive mode.

Contrary to the old version which operated only In a batch mode, SYNTH is being written as a questioning .1%
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program which allows the user to interactively select the desired comparison and provides diagnostic

error messages that arise as a result of the mistakes the user might experience when specifying his

choice of comparisons. This feature has been built into PROJRES.

The necessity for an additional feature in the SYNTH package has recently emerged. It deals with

comparing statistical quantities resulting from histogram calculations of ensembles of trajectories (each

ensemble is evolving from quantum fluctuations as an initiation process) for a family of simulations:

(a) an automatic, nonlinear multi-dimensional curve-fitting of an array, both discrete and continuous

(i.e., functional) of statistical quantities with error-bars (standard deviations normalized to the arithmetic

average) must be written; (b) for a cost-effective error-free data reduction, the tabulation (and graphical

display) in the statistical representation of various physical quantities for a family of simulations (each

one constituted by a set of trajectories evolving from the quantum initiation process) must be automatized

with a new computer program, that is written once and for all to handle single- or double-laser simulation;

and (c) for new sets of cases, one need not repeat all the amount of work done for manual data reduc-

tion, one has only to submit the computerized histogram comparison program.

, "

A'..
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Explanation of the caption below the plots for section F:

V AXIS TOT. PT. SYM RANGE NB. SEL RANGE OF VALUES

ORD 3 No 1 1 0.0

Z 801 No (1,801) 51 (0.0, 8.0),,

RHO 151 Yes (1.125) 32 (0.0, 1.24)

a) The AXIS column indicates the name of the axis:

STAT (which trajectory of the statistical ensemble{ST T is a pseudo axis which indicates "which order

ORD the plotted function belongs to.

Z is the longitudinal axis of the propagation

RHO is the radial axis of the cylinder

b) The TOT.PT. column indicates the total number of points used in the calculation

of the simulation.

c) The SYM column indicates if an axis has been plotted with symmetry (YES for
the RHO axis in the 3-dimensional plots).

d) The RANGE column indicates the lower and upper limits of the point indices

(as opposed to the coordinates) used for the plot.

e) The NB.SEL column indicates the total number of points appearing in the plot.

f) The RANGE OF VALUES column indicates the lower and upper limits of the
coordinates of the points used for the plot; so, in our example, the
value 0.0 corresponding to the ORD axis indicates that it is of order 0!
the (0.0, 8.0) values corresponding to the Z axis indicate that the
value Zmin is 0.0 and that the value Zmax is 8.0.
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SCATTERING BY ARBITRARILY LARGE HOMOGENEOUS/CONCENTRIC SPHERES
-EXACT THEORY WITH USE OF NEW EFFICIENT ALGORITHMS

R.T. Wang and W.X. Wang
Space Astronomy Laboratory, University of Florida

Gainesville, FL 32609

RECENT PUBLICATIONS, SUBMITTALS FOR PUBLICATION AND PRESENTATIONS:

R.T. Wang and W.X. Wang, presented at the 1985 CRDC Scientific Conference on
Obscuration and Aerosol Research, Aberdeen, MD (June 1985).

W.X. Wang, Some improvements of scattering theory for spheroid, submitted to Applied
Optics (Aug. 1985). '

ABSTRACT

Ratio functions of Riccati-Bessel functions and their derivatives are used for
exact calculations of the scattering by homogeneous/concentric spheres. New
algorithms are developed which are applicable to particles of arbitrary size (large
or small), complex refractive index and/or core-to-mantle size ratio, and are
especially efficient for computer calculations. Illustrative examples are shown by a
series of uniformly formatted graphs. The mathematics are explained in some detail,
following a short statement on the necessity of developing such efficient
algorithms. In addition to several examples for testing the algorithms, a number of
graphs are provided for practical application to concentric-sphere scattering
problems. All scattering particles possess realistic complex refractive indexes of .

water, ice and graphite, with sizes ranging from the resonance to geometrical optics
regions. Some hitherto unnoticed, striking/exotic scattering properties of
ice-coated graphite spheres and also of water bubbles, as inferred from the
computations, are discussed. This work is a part of our theoretical studies linking
our microwave-based experimental research to the systematic understanding of the
physics of light scattering.

I. INTRODUCTION

Exact calculation of the Lorenz-Mie solution to the problem of scattering by a

homogeneous sphere [Refs. 7, 10, 12], or to similar, but more complicated

concentric-sphere problems [9, 12, 13] still requires the use of high speed

computers. The bulk of these time-consuming tasks is associated with the evaluations

of coefficients, an's and bn's,in the series expansion (the so-called Mie series) of

the scattered field. The number of terms (nm) required in such a slow-converging Mie

series is a little larger than the size parameter x=27a/A of the sphere, where a is

the sphere radius and A, the incident wavelength. Expressions for an's aitu bn'S

involve Riccati-Bessel functions of both real and complex arguments (x and mx; m is

the complex refractive index), the evaluations of which appear to be the essential,

most difficult part of the scattering problem. As x becomes larger, the time

required to evaluate the Mie series increases in such an accelerated manner that the

exact calculations often become impractical or even impossible. Thus, ever since the
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rigorous mathematical solutions were widely accepted, many researchers have had to

develop efficient programs to overcome these difficulties [6, 7, 8, 11, 13, 14,

15). We have also been motivated to do this in connection with the study of surface

waves, rainbow/glory phenomena [4,10] and particle sublimation/evaporation problems,

all related to particles too large to be investigated by our microwave-based

experiments.

We found that in the a, bn expressions complex Riccati -Bessel functions did not

occur irregularly but rather in the forms of ratios. Hence the name 'Ratio function'

was summarily given to denote the following ratios:

pn(Z) = * n(Z)/0n1 (z) (a)

An (Z) - * n '(Z)/Ipn(z) (Ib)

B n(Z) = X'n (z)/X n(Z) (Ic)

D n(Z) - 'n (z)/Cn (Z) (id)

where * (Z), Xn(z) and n(Z) n(Z) + i X(z)) are Riccati-Bessel functions of the

first, of the second and of the third kind, respectively, and z is either the real

argument x or the complex argument mx. We noticed thereby that:

(1) Simple recursion formulae for these ratio functions, similar to those for the

ratio functions of spherical Bessel functions j (z). n (z) and h (2) (z) [1], could be
n n n

derived from the relations between Riccati-Bessel and spherical-Bessel functions which j .

are:

*n(Z) = zj n (Z) (2a)

Xn (z) = -Znn (Z) (2b)

(z) - zhn (z) (2c)

(2) The numerical stability was significantly improved if we employed downward

recursion to generate An(Z) and Pn(Z) by judiciously choosing small initial values

for An(z) and pn(Z) at a sufficiently large startingn, such that N > nm; but on the

other hand, upward recursions should be employed to generate Bn(Z)'S and Dn(Z)I

pertaining to Ricatti-Bessel functions of the second and of the third kind.

In Sec. II we will discuss in more detail the mathematics of the new algorithms,

separately for homogeneous and for concentric-sphere cases. Since in both cases the

bulk of the calculations needed is for evaluating the much simpler ratio functions rather

than the individual Ricatti-Bessel functions, the efficiency/reliability of numerical

calculation is considerably Improved.
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Sec. III gives a number of illustrative examples of using the new algorithms, in

extensive but uniform graphical forms. We will also include therein discussions

on: (A) The growth function of backscatter, i.e., contribution to backscatter

intensity as a :unction of the number of successive Mie series terms included [4,

12]; (B) Resonances in extinction and backscattering by large spheres in the size

range 200.0 S x (0.001) S 201.0 ; (C) Effects of core-to-mantle size ratio q (-a/b)

and of overall size on scattering properties of concentric spheres. In all cases q

spans the range 0.01 q (0.01) S 1.0, with overall particle size,

5.0 xb 2000.0. Only two distinct, but practical, cases are considered for the

core-mantle compositions: ice-coated graphite spheres and water bubbles. We

conclude with summary discussions.

II. MATHEMATICAL CONSIDERATIONS

A. For Homogeneous Spheres.

In terms of the ratio functions (Eqs. (1)) the Mie coefficients are [7, 10, 12]

a n(X) An (mx)-mA (x)[2 p(x)*i i(X An(mx)-mAn(x)a = --- (3a)
"n (x) An (mx)-mD n(x) n (x) An (mx)-mD n(x)

b n(X) mAn(mx)-An(x) [ 1i 2 pi(X)*4 _(x MAn(mx)-An(x)b = *n n n"i2 -I - I (3b) NO
n n (x) mA n(mx)-D n(x) n (x) mA n(mx)-Dn(x) Cb

Downward recursions were employed to generate an array of A CZ)'s and Pn(x)'s,

while upward recursions were used to generate Dn(x)'s for computing Cn(x)'s. Except

for the Pn(X)'S, we refer details to the following See. II-B on precautions needed in

using the recursion relations.

(1) The Pn(X)'S, from which all real functions *n(x)'s can be obtained successively,

are generated by

Pn1 (x) = 1/((2n-1)/x - pn (X)) C )

starting from a sufficiently largen,so that N ) nm . If not carefully used, Eq. (4)

would lead to p1 (x) - w at x-kr, k-1,2,3,...; because at such points the

denominator in

p,(x) = ,(x)/ ,o(x) = (sinx/x - cosx)/sinx (5a) %

vanishes. Inspection of Eqs. (1) and (3) then suggests that we have to use

*,(x) = sinx/x - cosx (Sb)
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and P 2 instead of o and p1 to avoid such numerical breakdowns in p1 (x). Singularities in

Pn(x) for n~l do not exist at x = kr. (See Appendix.)

(2) pn(z) goes asymptotically to
z

n ( 2n 1) (6)

when n >> Iz1 (see Appendix). The application of this asymptotic property can insure

the resultant accuracy of using the downward recursion. Our current experience shows

that starting from n - N - 21mxI + 10 is satisfactory for all x and jmxj values in all

Mie calculations.

B. Two Concentric Spheres.

(1) Ratio functions An(z), Bn(z), Dn(v) and their application in the calculation for

the Mie coefficients an and bn .

First derived by Aden and Kerker [2], also independently by GUttler [9], and

published later in succinct forms by Kerker [12], the explicit formulae for an and bn

are:

(*4')'n *(x*)'n - (x'$),n *.*$$),n

a P ncz nv n,' nv (7a)
~~~n = [P), ,a" [X d',v _ (x*) n,a'($ *, n,v,

!*) na (* "~ ( -- ! ,

b nXJ', - X*J' (J'b)
n [0q' n,c o n,v n,a n,v

where *, X and & are the Riccati-Bessel functions described earlier, whose order n

and pertinent arguments a and v are indicated by the suffixes attached to the

bracketed quantities [p.195, Ref. 12). a and v represent the size parameters of

core and mantle, respectively; i.e., a = 2wa/A (often denoted by xa) and v - 2wb/A

(often denoted by Xb). Downward recursion generates an array of An(z)'S, while %

* Bn(z)'s and Dn(v)'s were computed using upward recursions. z is in general a complex

argument standing for ma, m2 a or m 2v; m, and m, being the complex refractive indexes

of core and mantle, respectively. Instead of customarily taking AN(Z) = 0 as the

initial value in the downward recursion [I], we found that the better choice would be %,

AN(z) " z/(2N +) . (8)

The initial values Bo(z) and DO(v) for the upward recursion are

Bo(z) - X'0(z)/x,(z) = - sinz/cosz (9a)
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D.(v) (V)/(V) - i . (9b)

Similar initial value for An(z) applies to the previous homogeneous-sphere case.

The recursion relations are as follows:

On-l (Z)/#n(Z) - (2n + l)/z - #n+1 (z)/*n(Z) (lOa)

Fn(z) - -n/z + n-1 (Z)/#n (Z) (lOb)

F n(z) - -n/z + 1/(n/z - F n-(z)) for upward (lOc)

Fn(Z) - (n + 1)/z - 1/((n +l)/z + Fn+1 (z)) for downward (lad)

where n (z) denotes n (z), xn(z), and Cn(V);

F (Z) denotes A (z), B (z), and D (v).

Divided by the common factor n (ma)n (m2 z)x n(m2a) in the numerators and

denominators, equations (7a) and (7b) can be converted to

'n(v) {U- - nmA(m2 )-m2A (m ) ( f(m 2V)-m 2A n(v))
a

n n

n n(V) {Un V (MIA (m2a)-m 2A (m1 a) )'(Bn(m 2v)-m 2D n(v))

aI

Un -B n(ma)/ An (m la) ( ( 2v 2 v) (11a)

-(mBn(m2a)m2An(mla)) (A2(m2V)-m 2D bv))

b n (V) {uvn 2A(m2 L)-miA(mjct)J(m 2B(m 2V)-A(v)
Un - (V) {U n VM 2A n(m2ct)-m n(mI )j(1m 2B(m 2V)-D(v)]

X(n (m)m, n-(m) 2A(2)- V

n  n)  (11b)
-m 2B n (m2a)-m 2A n (mja))/m2A (m2V)-D nn  ad

U nand V nare defined by

U n - P (maa)/* n (m'V) (12a)

Vn ) Xnn(m)/Xn(ma) n (2b)

They obey the following recursion relations

Un *n- (m2a) (mV) (13a)

Xni ( 2a) X~n- (ma) n-

n ~ (m'V) Xn .(ma) uN-n (13b)
n n-i n-

The ratio functions 0 n (ma)/* n-1(M201) and *n-1 (m2V)/* n (m2V) in Un and

Xn (M2V)/X n-1.(mlv) and X n-1.(ma)/X n(m.0) In Vn are computed using the downward and%

upward recursions, respectively. 4
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Mi(i)a Wm(i) e i)

For a large particle, the exponentials e e ( , and em2 v

(superscript I denotes the imaginary part of refractive index) become extremely

large. In order to avoid exponential overflows, we multiplied them by the reducing
e-m(i)a e (i)a (i) =

factors e M  %, e2 M and e-m ( 
v This proved very successful.

Remarkably accurate and speedy calculations are now possible for particle sizes up to

v - 5000.0 using our VAX-11/750.

(2) Reduction to homogeneous sphere:

If q - 1.0, i.e., a = b, and m, = m2 , then equations (11a) and 01b) reduce to

a 41n (V) An (mlv)-mtAn(v)

n -- 7 A (mlv)-m1 Dn(v) ( 14a)

n n n

b n(v) mAn (mlv)-A (v) (14b)
n• n(m,v)_( ) (

No computer program difficulties have been experienced thus far in making this

transition to homogeneous-sphere cases.

If q becomes very small, the Riccati-Bessel function of the second kind, Xn(z),

goes to an extremely large number as fast as (z/2 )-n. Because of this, our original

program for concentric spheres broke down for very small sized cores, i.e., for q 5

0.1. In our new program, we use the ratio function X (Z)/X Z) instead of X (z)
n n n%

itself. Since the following approximate expression holds: %

Xn (Z) n (n - )/(z/2)
n - 1

lXm Bn(W) = lim n W') m [- - . ]

z+ 0 z. 0 Z+ 0 z (n -1/)!/(z/2)

n (n - )z
= lim - - 2 ) (15)

z+ 0

we can see that the Bn(z) will become large only as fast as (-n/z) i.e., at a much

slower pace than as (z/2) -n  Therefore, this program can be used for core size as

small as one desires.

If q -0, equations (7a) and (7b) reduce to iZ
a n n,, (16a)
n (O* 'n,v

b '(16b)
n =[3"n,v86
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By using ratio functions, we can express the above equations as

*n(V) A n(mv)-mA n(V)
an ' Z • A (m~v)-mD (V) (17a)

n n n

b n(V) mA n(mav)-A nCv) (17b)bn  m ffaAn (mzv)_Dn (V)
nn n

Eqs. (Ila) and (lib) as q - 1.0 and as q 0 are thus seen to

reduce to Eqs. (3a) & (3b), the homogeneous-sphere expressions for an's and bn's; we

routinely make these transitions in actual computations.

III. APPLICATION OF THE NEW ALGORITHMS

Figures are used freely, along with explanations/discussions in this section to

illustrate the results of scattering calculations using the new algorithms described

in the previous Sec. II. Graphical display is one of the easiest ways to visualize the

outcome of algorithms.

A. Growth rinction of Backscatter.

This function is defined as the total contribution to the backscatter intensity by

the first n partial waves in scattering by a spherical particle [4,12]4 The absolute

magnitude of this function is expressed in terms of Mie coefficients an , b as:
n* n

n 2n+1 2
(n) i n(n+1) (an n(cos) + bnTn(cos)}I

n n-1 (18)

" In 2 - (an-bn)

Thus as n increases the functional dependence on n is characterized by rapid

oscillations, due to rapid changes in phase of the partial-wave complex amplitudes an

and bn, until the Mie series converges at n=nm beyond which i(n) levels off.

Examples are shown in Figs. IA-ID for homogeneous-sphere cases and in Figs. 2A-2D for

concentric spheres. Inspection of Figs. 1A-ID also shows that if one continues to

take the contribution by additional partial waves beyond necessity, i.e., n>nm, 1(n)

for homogenous spheres soon resumes oscillatory or even divergent behavior again.

Curiously, this tendency appears to be considerably slowed down for concentric-sphere

cases (Figs. 2A-2D). By comparing Figs. 2A-2D with corresponding Figs. lA-ID, we
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also notice that coating a sphere by only a one-wavelength-thick mantle significantly

changes the backscatter as well as the growth function profile for a large spherical

particle.

B. Extinction Efficiency and Backscatter Gain (or Normalized Radar Cross Section)

Figures 3A, 38, 4A, 4B, 5A, 5B, 6A, and 6B, a total of 8 figures, are to display

the particle size dependence of extinction efficiencyQextand backscatter gain G(r):

n

4 m 2n+1 Refa +b (19a)Qext = ext I G  7 J- n1 -- n-- n

nm

4T In E-1 -2 (an -bn) (19b)

where G is the geometrical cross section of the sphere, C its extinction cross
ext

section, I(n) the backscatter intensity, and nm the number of the Mie series terms

required for its convergence. These figures are plotted in the particle size range

x-200.0 to x=201.0 with a common interval Ax=0.001: A-figures are for homogeneous

spheres and B-figures for the related concentric ones with large core (radius a)

mantled (radius b) by one-wavelength-thick foreign material. In particular, Fig. 3A

is for water droplets and is to facilitate the direct comparison with other

researcher's result C 4 ], while Fig. 3B shows the case when the surface of such

water droplets freezes to form 1-A-thick ice shell. Fig. 4B is for water bubbles;

i.e., 1-X-thick water mantle enveloping spherical void, extended examples of which

follow in the next See. III-C.

Several outstanding features noted from these figures are: (1) In all cases

except for the water bubble, Qext is close to 2, an asymptotic character exhibited by

all spherical particles in the geometrical optics size region. (2) Qext vs. x

profiles for all particles in this size range, however, stay without appreciable

magnitude change, and we may have missed narrow but specular resonances reported in

the literatures [ 3,5 ], due to our choice of Ax=0.001 being an insufficiently fine

interval. (3) On the other hand, resonances of G(n) are spectacular for

low-absorbingparticles, as seen in Figs. 3A-4B, suggesting many intricate

interferences between various penetrated and reemerged rays to give rise to the

so-called 'glory phenomena'. Absorbing graphite or ice-coated graphite-like spheres
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I W

in Figs. 5A and 5B, however, have no such variations of G(w) in this size range,

except that the magnitude is rather low, i.e., they exhibit low radar echoes. 4

(4) Magnitudes and widths of G(w) resonances change with particle size in rather
%"

complex ways and can only be explained via the use of exact theories [ 4,5,12 ]; the

more efficient the theory's algorithms, the easier the explanation. An inference

drawn from this work, for example from Figs. 3A-4B, is that if such a spherical

particle is allowed to grow or evaporate at a known rate, the backscattered light as

seen from the illuminating light source will undergo aperiodical changes in

intensity, often spectacularly bright but sometimes quite dark, in a predictable

manner. (5) As in the cases of growth functions discussed previously, the effect of

even a 1-A-thick mantle coated on a large spherical particle is such that it may

dramatically change the G(w) vs. x profile of the uncoated homogeneous sphere

(compare Fig. 3A and Fig. 3B).

C. Concentric-sphere Scattering. Effects of q [-a(core radius)/b(mantle

radius)], particle size xb, and compositions,mcore and mmantle"

Perhaps the most sensitive way to test our new algorithms is to apply them to

problems of concentric spheres. To conduct the test within a manageable extent but

in a systematic way, we chose only two sets of material composition where the complex

refractive index of the core material, mcore, was vastly different from that of the

mantle, mmantle. The first set is a graphite core enveloped in a water-ice mantle

(mcore=1.70-iO.7 0, mmantle=1. 3 13-il. 9 E-9 ; Figs. 6A, 6B-13A, 13B), while the second is

a water bubble (mcore=1.000-iO.O, mmantle=1. 3 3 3 -iO.O; Figs. 14A, 14B-19A, 19B). For

each set the particle size, or the mantle size xb, discretely spans the range

5.0 S xb S 2000.0, i.e, from resonance to geometrical optics region. For each xb

the core-to-mantle size ratio q is allowed to change with a common step

Aq-0.01 from q=O.01 to q-1.0 or 0.99 (fo- water bubble) to see the subtle effects of

q on net scattering properties. Calculations were made only for those quantities

derivable from Mie coefficients (an's and bn's) alone; i.e., efficiencies for extinction

(e ), scattering (Qs), absorption (Qa), radiation pressure (Qp), single-scattering

albedo (Qs/Qe) and asymmetry factor cose [10,121:

4 nm 2n+1
- R., --- Ref +b (20a) %

'p'I
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4nm 2n+1Q" 3- .7A1 la nl + lb nl-) (20b)-_

Qa= Qe-Qs (20c)

4 n m n n+1) 2n
- Re(an + bn ) ) Re(an bn)} (20d)

Q = Q- cose Qs (20e)

nm again denotes where the Mie series converges and the summations should be

terminated. These efficiences can be normalized with respect to those for the

mantle-sized homogeneous sphere possessing the complex refractive index of either the

core or the mantle to facilitate the direct comparison of scattering properties of a

concentric sphere to those of an equally sized homogeneous one. The former is

denoted by Qe/Qe,c , Qs/Qs,c , etc., while the latter, Qe/Qe,m Qs/Qs,m , etc. All

A-figures, Figs. 6A to 19A, refer to such normalized efficiencies, while all

B-figures, Figs. 6B to 19B, show the unnormalized, absolute magnitudes of the efficiencies

in Eqs. (20).

1. Concentric spheres with graphite core mantled by ice

Figs. 6A, 6B to 13A, 13B are for high-absorbing graphite cores enveloped in

very transparent water-ice mantles. They are shown in increasing order of particle

size xb. Outstanding features noted are: (1) Three curves for the normalized

efficiencies, Qe/Qe,c, Qs/Qs,0c and Qa/Qa,c intersect at a single point for every

particle size, i.e., at such a point the light energy obscured by the concentric

spheres is divided between scattering and absorption in exactly the same proportion

as in the case of a homogeneous graphite sphere of the same size. For the larger

sized particles (xb9100.O) , the above intersecting point occurs at q - a/b - 0.78,

with all normalized efficiencies very close to unity. Further implications of this

feature are not yet studied. (2) As the core shrinks in size so that q S 0.1,

absorption becomes negligibly small so that Qe Qs , i.e.; the absorbing core becomes

invisible. (3) On the other hand, as the core grows larger

(q 9 0.1) with respect to a fixed mantle size, both Qa and Qp increase rather

monotonically while Qs and Qe develop oscillatory behavior with respect to the

variation in q, signifying that more complex wave interferences take place with
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increasing core size. (4) More oscillations but less amplitude variations in Qs and

Qe versus q curves are noted as the overall particle size increases, the most III
pronounced oscillations occurringin 0.3 1 q S 0.8. (5) The functional dependences

of single-scattering albedo w and asymmetry factor cose on q are equally

intriguing. In general, w decreases while cose increases as the graphite core grows

in size until q - 0.8, beyond which this trend may reverse. (6) Oscillations of w

and cose versus q curves are also noted for larger particles, which occur in almost

perfect synchronism as in Q. & Qe vs. q curves except when q 9 0.9, where more

enhanced amplitude variations in oscillations are noted for w, cose curves. (7) Not

entirely expected is the result that the minimum of albedo w is not at q = 1.0 but in

the range 0.8 S q S 0.95, depending on size, i.e., an ice-coated graphite ball looks

even darker than a fully exposed graphite ball of the same overall size, if the

thickness of the ice-mantle is about 5 - 20% of the particle radius. This decrease

in w is more conspicuous for smaller particles.

2. Water bubbles

Figs. 14A, 14Bto 19A, 19B are for water bubbles; i.e., each for a water shell

with mmantle - 1.333 - iO.0 enclosing a spherical void with more = 1.0 - i0.0.

Again they are shown in the increasing order of particle size xb. Such a bubble is

characterized by having no absorption, i.e., Qa - 0 hence Qe - Q., and the scattering

is entirely due to the water mantle. Normalization of efficiencies is therefore made

with respect to the efficiencies of an equally sized full water droplet. Core-to-

mantle size ratio q is allowed to vary with a constant step Aq = 0.01 in the range

0.01 S q 5 0.99. Striking scattering properties noted are: (1) If the size of the

bubble cavity is so small that q 5 0.2, the scattering properties of a water bubble

are practically the same as those of a full sized water droplet. (2) By increasing

the cavity size, i.e. q > 0.2, oscillatory variations in Qe (=Cs). Qp and asymmetry

factor vs q curves arise, as also mentioned in the previous ice-coated graphite-

sphere case. As q varies, the larger the bubble size, the more frequent the

oscillations vary, but the more damped these oscillations are in amplitude. (3) In

contrast to the previous ice-coated graphite cases, where the effects of the ice shell on

the optical properties diminished as its thickness was reduced, the enhanced

effects of the water shell in this case are even more pronounced when it is thin, i.e.

when q * 1.0. For this reason, our choice of Aq = 0.01 was too coarse for large -e
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bubbles (xb  400.0) and might have missed additional oscillations in

0.99 S q S 1.0. (4) Examination of the dependences of normalized/unnormalized

extinction efficiencieson q further shows that solely by scattering, water in a bubble

will tend to obscure much more efficiently than an equal mass of water in a full-

water-droplet, particularly when the bubble is large and the bubble shell is appro-

priately thin, in which case as much as - 60% more light may be obscured than with an

equally sized (much more massive) full water droplet. Indeed, the absolute

magnitude of Qe (or Qs) reaching more than 3.0 in such cases is very unusual if

compared with a large sphere without interior void. (5) Radiation pressure exerted

on a bubble, which follows from inspection of Qp/Qp'm vs q curves, slowly reaches a

maximum at q z 0.5 (about 25% higher than that of a full droplet), and as q goes to

1.0, it drops thereafter to 0, accompanied by characteristic oscillation similar to

/Q or Q /Q curves. This feature is very common to all bubble sizes; therefore, V

if an aggregate of monodisperse bubbles of various shell thickness was subjected only

to the force of radiation pressure, a segregation would take place so that generally

thinner bubbles would be left behind in their motion away from the light source.

SUMMARY

In summary, we find:

() New algorithms based on the use of ratio functions of Riccati-Bessel funutions

Sappear to be applicable to many Mie scattering problems with remarkable

efficiency and accuracy. For practical applications it is virtually

unrestricted in sphere size, complex refractive index and/or core-to-mantle

size ratio for concentric spheres. Although not shown in this paper, we have

compared our results with those by other researchers for many specific

examples, and we found no significant discrepancies thus far.

(2) A similar ratio-function technique has been employed by us in cylinder-

scattering problems for some time, where cylindrical Bessel functions were used

in place of the Riccati-Bessel functions. Application to tilted infinite

cylinder problems will be reported in the near future. Indeed, the new

algorithms are being extended to cover much more complex spheroid problems,

whereas most of the other methods impose severe restriction on the ranges of

aspect ratio and particle size.
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(3) Highlights of this work relate to concentric-sphere scattering, and we have

emphasized the effects of mantle thickness for two distinct types of material

compositions; i.e., the ice-coated graphite particles and the water bubbles.

Examples shown are extensive but not exhaustive. It remains to be seen whether

the reported exotic features can be observed in real-world scattering.
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APPENDIX

1. Pn(X) and singularity of p1 (x)

Expression of half integral order Bessel function in terms of elementary

functions is:

Cn+1/2(x) - (2/x)/2 (sin(x-n1r/2)*Sn+ 11 2 + cos(x-nw2)*Cn+1/ 2 ) (A-i)

[n/R] r

where S n n/2 / (-1)r (n+2r)!
n r=O (2r)!(n-2r)!(2x)2 r

[n/2-1/2] r
Cn+il2 -1)rn+2r+1)i

r-O (n-2r-1)!(2x)2 r + 1

For Jn-1/ 2 (x), just substitute n-1 instead of n.

Thus pn(x), as defined by the ratio of Jn(x)/jn_1(x), will be

Pn(x) Jn(X)/J (x) = Jn (x)/J (/2(x)

S n+i/2*sin(x-nw/2) + C n+/2*cos(x-nw/2) (A-2)

Sn-1 /2 *sin(x-(n-1)/2) + Cn-i/2*cos(x-(n-1)n/2)

Now let's discuss the denominator of Pn(x):

For positive integer n, while x is multiple of fr, there are the following

formulae:

sin(x-(n-1),r/2) - sin(kr-(n-1) /2) = (-1)k+ sln((n-l)ir/2) (A-3)

cos(x-(n-1)ir/2) = (-1)kcos((n-1)w/2) (A-4)

If n = 1, Cn-1  C1  0, the sine term becomes zero, and pl(x) goes to infinity.

%.
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Actually, it can be seen from

pi(x) = J,(x)/j,(x) = (1/sinx)(sinx/x - coax) (A-5)

2. Asymptotic expression of Pn+1 (z)

From series expansion of half integral order Bessel function

= (-I)k

n+1/2  k-O ki r(n+k+ 3/2 )(z/ 2)
2k+n+1/2  (A-6)

and from asymptotic expression of r function

Rinr(n+a) - (n+a-1/2)t n - n + (1/2)t(2r)

r (-1 )m- 1 m+la)
+ I m + O(n -  ) (A-7)

m-1 m(m+l)nm

where fm+1 (a) is Bernoulli polynomial-and t is the natural logarithm.m+1 n

If jzj/n < 1, let a - k + 3/2, after some simplification, then

Jn+i/ 2 (z)- exp((n+1/2) + (n+l/2)Ln2)- (n+1)Ln(n+1/2))

o(C. + Ci/(n+1/2) + C,/(n+1/2) + ... ) (A-8)

W(z) - exp((n-1/2) + (n-1/2)L.(2) - n(n-1/2))
n2 n

.(C, + Cl/(n-1/2) + C2 /(n-1/2) + ... ) (A-9)

where C, = 1/(2w) C1, C2,...are constants.

since pn+ (Z) Jn+l/ 2 (z)/Jn-1 /2(z), then we have

(112)(-2n)(-1/2) 1 - .L (-o
lim Pn+1 (z) - exp(1)(z/2) •(1-1/2n ) 2 1 z (1-10) 2n"

n+ (1+1/2n)(2n)(1/2)
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GROWTH FUN4CTION4: BACKSCATTER INTENSITY AS A FUNCTION OF SERIES TERMS INCLUDED
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FIGURES 3A &36. DEPENDENCE OF EXTINCTION EFFICIENCY AND BACKSCATTER GAIN ON PARTICLE SIZE.
Fig. 3A is for a homogeneous water sphere whose nrowth function is also shown in Fin'. 10.
Fig. 38 is for a concentric sphere with water core mantled by l-x-thick ice shell (Cf. Fin. 28).
Both are plotted in 200.0< x (0.001)< 201.0. See also Sec.III-B.
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FIGURES 4A & 4B. DEPENDENCE OF EXTINCTION EFFICIENCY AND BACKSCATTER GAIN ON PARTICLE SIZE.
Fiq. 4A is for a homogeneous ice sphere whose growth function is also shown in Fiq. 1B.

Fia. 4B is for a water bubble with l-x-thick water shell. Both fiqures are plotted in
200.0 < x (0.001) < 201.0. See also Sec.III-B.
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FIGURES 5A & 5B. DEPENDENCE OF EXTINCTION EFFICIENCY AND BACKSCATTER GRAIN ON PARTICLE SIZE.
Fig. 5A is for a homogeneous graphite sphere whose growth function is also shown in Fig. 1A.
Fig. 5B is for a graphite sphere coated by l-N-thick ice shell whose growth function is also
shown in Fig. 2C. Both figures are plotted in 200.0 < x (0.001) <201.0. See also Sec.1II-B.
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FIGURES 9A & 9B. ICE-MANTLED GRAPHITE. See also Sec.III-C.
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FIGURES 12A & 12B. ICE-MANTLED GRAPHITE. See also Sec.III-L.
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FORWARD OPTICAL GLORY OF BUBBLES: THEORY AND OBSERVATIONS'

Dean S. Langley * and Philip L. Marston

Department of Physics
Washington State University

Pullman, WA 99164-2814 %

RECENT PUBLICATIONS, SUBMITTALS FOR PUBLICATION AND PRESENTATIONS:

A) P. L. Marston and D. S. Langley, "Forward Optical Glory Scattering from Bubbles (and Clouds of
Bubbles) In Liquids and Other Novel Directional Caustics," submitted to the proceedings of the Symposium

on Multiple Scattering of Waves in Random Media and Random Rough Surfaces (edited by V. K. and V. V.
Varadan) July, 1985.

B) P. L. Marston, "Uniform Mie-theoretic Analysis of Polarized and Cross-Polarized Optical

Glories," Journal of Optical Society of America 73, 1816-1818 (1983).
C) P. L. Marston and D. S. Langley, "Transmitted wave and rainbow-enhanced glories of dielectric

spheres," in Proceedings of the Chemical Research and Development Center's 1984 Scientific Conference on

Obscuration and Aerosol Research, p. 239. %*

ABSTRACT

The near-forward cross-polarized scattering patterns from gas bubbles in liquids were observed and
calculated. Quasi-periodic structures observed are a consequence of glory rays.

SUMMARY

We have photographed the near-forward cross-polarized scattering pattern from individual bubbles

and from bubble clouds in liquids.I1A The bubbles were large in comparison to the wavelength of light.

The quasi-periodic structure present for individual gas bubbles is similar to that previously observed

for the cross-polarized near-backward glory of bubbles. l C The observed periodicity is in good

agreement with a calculation of diffracted glory wavefronts,and it is clearly not caused by the ordinary

forward diffraction which is co-polarized with respect to the illumination. The gas bubbles observed

were in water or in silicone oil. The dominant toroidal wavefront was associated with the twice-

refracted (once-reflected) ray. See Fig. 1 and Ref. 2. Though these experiments may be interpreted

using a theory which assumes single scattering, the observed polarization phenomena may be helpful in

the understanding of scattering from dense bubble clouds where multiple scattering may be significant.

The polarization and structure of glory scattering may be useful in inverse problems.

Since the forward-directed toroidal wavefronts resulted from rays transmitted through the bubbles,

the mechanism for glory scattering differs from the one proposed for drops by Nussenzveig and Wiscombe.
3

They calculated the glory contribution to forward scattering from spherical drops of water in air by

considering rays which traveled circumferentially along the drop's surface during part of the

trajectory. Our calculation of the near-forward glory amplitudes for bubbles is similar instead to our

previous models2 3C of transmitted-wave backward glories.

'Research supported by the Office of Naval Research.

%% **Present address: Department of Physics, Whitman College, Walla Walla, WA 99362.
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The measurement configuration used in our experiments is like one of the polarized measurement

configurations recently analyzed using Mie theory.B ,4 That analysis gives a description of the far-

field scattered irradiances for spheres as seen with co-polarized and cross-polarized measurement

configurations. Because of recent interest
5 in such configurations, it is noteworthy that the analysis

B

is uniform with respect to variation of the scattering angle. The cross-polarized scattering from

*! spheres vanishes in the exact forward and backward directions.

SUPPLEMENTAL REFERENCES

1. D. S. Langley, "Light Scattering from Bubbles In Liquids," Ph.D. thesis, Washington State

University, 1984 (available from the Defense Technical Information Center, Alexandria, VA:

Accession Number AD-A158736).

2. P. L. Marston, D. S. Langley, and D. L. Kingsbury, "Light scattering by bubbles in liquids: Mie

theory, physical-optics approximations, and experiments," Appl. Sci. Res. 38, 373-383 (1982).

3. H. M. Nussenzveig and W. J. Wiscombe, "Forward optical glory," Opt. Lett. 5, 455-457 (1980).

4. Inspection of Eq. (2) of Ref. B reveals a trivial misprint. The rightmost quantity of the upper

line should have been printed as he x  ( x)e r.

5. J. T. Brown and F. V. Kowalski, "Polarization effects in the scattering of light by spherical

* particles," presented at this CRDC Conference, June 1985.

EXIT
PLANE

2 F2

OPTIC a ____

AXIS

3F3

FIGURE 1. SOME FORWARD DIRECTED GLORY RAYS FOR BUBBLES. The ray families shown have 2 and 3 chords.

The resulting toroidal wavefronts appear to diverge from ring-like sources which cut the plane at F and
2

F 3, respectively. The largest contribution to the cross-polarized near-forward scattering is due to the

2-chord family.
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ELECTROMAGNETIC INTERACTION--ENERGY TRANSFER AND TRANSIENT RESPONSE

D. K. Cohoon
Temple University Department of Mathematics 038-16

Philadelphia, Pennsylvania 19122

RECENT SUBMITTAL
A) D. K. Cohoon, "Dispersive and geometric electromagnetic pulse distortion effects--Lorentzian
and Debye Materials," to appear in IEEE Transactions on Antennas and Propagation, August, 1985.

ABSTRACT

We have developed analytical methods and computer algorithms treating the problem of describing
electromagnetic interaction with a single particle which will help us describe the propagation of
electromagnetic radiation through an aerosol of particles. One of our concerns is that the ringing
or internal reflections of a ducting nature that have been shown by computer computations to occur
when an electromagnetic pulse interacts with an individual particle whose index of refraction has a
small imaginary part or that purely dispersive effects such as that which engenders the Sommerfeld-
Brillouin precursor waves [1] will alter the transmission properties of a cloud of these particles
in a manner that could not have been predicted with a traditional time-harmonic analysis. Another
concern is that an intense coherent source of radiation might by heating or other energy transfer do
such things as explode the droplet, create a plasma around it, or change the droplets electrical prop-
erties during the course of the electromagnetic radiation so that the transmission properties of the
aerosol of droplets depends on the precise history of its exposure to radiation. We have predicted
with computer codes the thermal response of spherically symmetric particles and cylindrically symmetric . .

obstacles with circular cross sections; these objects may be multi-layer in nature and the layers may
have different beat sink and source characteristics. For the case of a homogeneous spherical ball
the computer code was verified by experimental measurement using Vitek non-field perturbing thermal
probes. This comparison is described in Cohoon et al. [2]; in a microwave simulation a homogeneous
spherical ball was encased in a styrofoam mold and was exposed to 1.2 Gigahertz and 2.4 Gigahertz
radiation for times ranging from 0 to 180 seconds with the temperature being measured along three
perpendicular axes, one of which was parallel to the direction of propagation of the radiation.
Excellent agreement was found between theory and experiment. No comparisons have been made for the
cylindrical structures or for any multilayer structures. We have developed a hybrid method of eval-
uating the spherical and cylindrical harmonics used in these two programs that could conceivably be
used to improve EBCM codes that are applicable to particles with a general shape. For example, in
the cylindrical harmonics code we use series to compute J0 (z) and J1 (z) when Izi is small,

Neumann series for Yo(z) and YI(z) for moderate values of IzJ, asymptotic expansions

when Jz is large, and continued fraction expansions for J n(z)/Jn+l (z) (c.f. Gian Carlo Rota (ed)

Encyclopedia of Mathematics. Volume 11, page 162) and a careful use of recurrence relations. A similar
analysis and algorithm testing was carried out for the spherical Bessel and Hankel functions of arbi-
trary order and complex argument that arise naturally in Mie-solution, spheroidal-harmonics, and EBCM
computer codes. An effort is underway to improve these codes and then to attempt to predict the
electromagnetic pulse response of spheroidal particles to transient electromagnetic radiation and to
predict the thermal response of spheroidal objects to time harmonic radiation.

INTRODUCTION

We tLcat in this report the problem of predicting the transient and thermal responses of pene-

trable particles such as orthophosphoric acid droplets (e.g. Rubel [3]), methylene blue particles

(Liu [4J,p 40), or zirconium dioxide(Rabbe [5], p 92) that have been subjected to eiectromagnetic .

radiation. The basic equations under consideration are

curl(E) = B ' (1)

curl(H) D + J, (2)

413 , g*



D(X.y.zIt) fF-l(c:)(xy.z.-T)E(x.y.z,t-T)dT. (3)

J(x,y,z,t) -I (o)(x.y,z.)E(xy,z,t-T)dT , (4)

= -1

B(x,y,z,t) f Jl1()(xy,z.r)E~x,z,r-T)dT , (5)

-00

P3 . -bu + div(Kgrad(u)) + Q r(E,) (6)

where

b - a cooling law coefficient of the -bu distributed heat sink term with units of calories per-3 -I

cubic centimeter per second with the units of b therefore being (L T ),

B - the magnetic induction vector or magnetic flux density in Webers per square meter(MT-i
1Q -1)

c - the specific heat in calories per gram per degree centigrade(M ),

-24D = the electric flux density in coulombs per square meter(QL ),

E - the electric field strength in volts per meter(Q-MLT 2 ),

F-1  = the inverse Fourier transform operator which transforms functions of the spatial variables
(x,y,z) and frequency w into functions of the spatial variables (x,y,z) and time t,

H - the magnetic field intensity in amperes per meter(QT 
1L),

J - the current density in amperes per meter(QT ),1-

K - the thermal conductivity in calories per centimeter per second per degree centigrade (L T-),

(L,M,Q,T) is a four tuple containing our symbols. L for length, M for mass, Q for charge, and T for
time, for the basic units in which the physical quantities discussed in this paper are
expressed,

Qr(E,H) the radiative heat transfer term which defines the energy transfer by the electromag--. -
netic field, defined by the vector valued functions E and H, into a pene-
trable scattering body with prescribed electrical and thermal properties and constitutive
relations. This is conmonly referred to as a power density distribution and is expressed in

calories per cubic centimeter per second((ML2 T2 )L T = ML 1 'r),

t - the time of observation of the fields and temperature excursions(T),

(x,y,z) - the laboratory coordinates of an observation point(L,L,L),

e - the permittivity at a point in the scattering body when the incoming radiation is time-
harmonic and has frequency w and where we assume that the permittivity function E

is a temperate distribution(Hormander (6), p 19) whose units at each point are

farads per meter(QciL-3 T2)

U the complex permeability, a temperate distribution of the spatial and frequency variables,

whose value at each point has units of Henry's per meter(Q ML)

a - the complex conductivity in mhos per meter(M-L 3 TQ2)

u = the temperature in degrees centigrade (ML2 T-2) ,""

-3P the mass density (ML- )
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We developed in Cohoon et al [2] and in Bell et al [7] a computer program which uses hybrid methods

of evaluating higher order spherical harmonics and in particular the spherical Bessel functions, J0,

l' Y0' YI' h I ) , h )  and the ratios jn/n and which makes use of Taylor series, Neumann

series, asymptotic expansions, and recursion relations to enable us to compute in a very accurate manner

the thermal response of and electromagnetic power density distribution within lossy-dielectric-

multilayer-spherically-symmetric scatterers. In a microwave simulation we find in Cohoon et al [2] -N.

a comparison between computer predictions of microwave induced thermal excursions and actual measure-

ments with a Vitek non-field perturbing thermal probe.

The derivation of the formula for the radiative heat transfer term Q (E,H) which serves as a
r

source term for the energy balance equation (6) is related to a proper understanding of the analysis of

transient responses which might result from stimulating a scatterer with an electromagnetic pulse. The

analysis of the pulse response of a scatterer can be obtained from the response of the scatterer to time

harmonic radiation of many frequencies in an efficient manner if we correctly represent the ratio

k(w)/k 0 (w) of the propagation constant of the material within the scatterer and the propagation

constant ko() = W/v0  of free space, where w is the frequency of the incoming radiation and v0

is the frequency-independent velocity of light in the material containing the scatterer. We make use of

what we know about solving scattering problems when the incoming radiation is time harmonic to develop

an expression or at least an algorithm for computing the Fourier transform E of the induced electric

field vector. While normally we think of the inverse Fourier transform as an integral

E(x,y,z,t) = ViJJE(x,y,z,w)exp(iwt)dw (7)

over the entire real line from minus infinity to plus infinity which is,to say the least,a difficult

task on any computer, we can, by extending the frequency variable w to complex values and by defining

2 2 2Arg(r + in)= e, where F = rcos(e), n = rsin(e), and r = 2 + n2
, and r > 0 and

0 < P < and by using the argument function Arg to define the complex propagation constant

k(w) as a member of an algebraic extension(Cohoon [8]) of the field([8], page 723) of meromorphic

functions, reduce the problem to evaluating a finite number of residues and to carrying out an integral

around a contour of finite length for many pulse interaction problems that arise in a natural way.

One important case is that of the interaction of a planar electromagnetic pulse with a Lorentz medium.

An example of a Lorentz medium of interest to the U. S. Army is a phosphorus derived smoke droplet which

is subjected to infrared radiation(Milham et al (9]). In the case of a Lorentz medium the ratio of the

propagation constants is given by
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++121
(k/k0)Cx,y~z~w) (W - W( - 1/2 exp(Crg(w - Wt0) + iArg~w - w o))/2)(8

(W- W)((- W') 'e p(( Urg(w- w0) + iArg(w - 0))/2)

for the simple case of a Lorentz medium whose charge moieties have a single characteristic oscillation

frequency wi where

W0 + a -P2 + ip * (9)

- 0 + 2 p 2  + ipi 9 (11)+ +/ 2 2 p

and woo " P - + , (11)

W. -j + ip, (12)

where
a 2 the density of the charge moiety with characteristic oscillation frequency w

multiplied by the (e/m) charge to mss ratio and divided by the free space

permittivity c0  (T-2  . (QL-3)(Q/M)/(QI-- 3T2)),.

pj - (g/2) which is half of the damping constant associated with field induced oscillations

of the charge moieties of mass m and charge e which oscillate with characteristic

oscillation frequency wj (T-1)

and where the vector displacement x of the charge moiety of mass m and charge e satisfies the

ordinary differential equation

m L +g x) +m mw 2x - eE (13)

where E is the stimulating electric vector. Thus, if

N = the charge per unit volume in the Lorentz medium(QL -3),

so that the polarization vector is

P = Nx (14)

then the fact that the polarization vector P is also given by

P = (c -c0 - io/w)E (15)

implies that if a 2 (e/m)N/ 0  where E = 8.854xlO - 12  and if x has an exp(iwt)

timedepndece,2 2
time dependence, then equations (13), (14), and (15)--andthe fact that k0  f w 0 C0  and the

2 2 -7
relation, k = P2 0

E 
- iW 0oO, where 1.0 - 41xlO is the permeability of the ambient space-- ____

imply that 2
2a 7

(k/ko) = 1 + 2 2 (16)

which gives the relationship (8).

To begin to understand the relationship between these developmentR and the radiative energy

transfer term Q r(E,H) we multiply both sides of equation (13) by - , where - is
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aP
the complex conjugate of the time derivative Tt of the polarization vector P , add the conjugate

of this relation to itself and divide by 2 obtaining the relationship,

(.21) ( -a+ at ) at ( 1 ) Ldt' ij I j dt T= p+E.Pl.L N&1 .,,)+Ng1d1 at r EH,(7

where in this case U represents kinetic plus potential energy and Q r(E,H) represents the rate at

which energy is transfered into heat. This derivation implies that the dissipative term Qr(E,H) is

given by

(E,H) = (.(we" + o')IE 2 /(4.1xl0 6) (18)

where

c' - iE" - the complex permittivity c in farads per meter(Q 2M-- 3 T2 ) where c' and
c" are both real valued functions of (x,y,z) and frequency w,

a' + ia" = the complex conductivity a in mhos per meter(M-l-3TQ2) where a' and a" are
both real valued functions of the spatial variables (x,y,z) and the frequency w,

and

E a locally time averaged electric vector(Q- T-2) length.

The electromagnetic field or the electric field vector(if the scatterer is nonmagnetic)can be

obtained by solving electric field integral equations. One can show by elementary calculus that if

E the electric field vector of an incident electromagnetic wave that is traveling in a
direction parallel to the unit vector in the direction of the positive z-axis and
which is normally incident on an aerosol or composite material bounded by the planes U-

z - 0 and z - L )Q- .- )

and if we define a coupled system of integral equations involving E and H by the rule,

E = Ei - (=]TE (19)

and 
[2k )

i curl( i TE) (0

where L
T)4(TE = j(iw(c - £O) + o)(z',w)E(z',w)exp(-ik0lz - z'l)dz' (21)

0

so that if 0 < z < L, then we can transform TE into a form that can be readily differentiated,

obtaining the relation, z

TE =- c 0 ) + a)(z',w)E(z',w)exp(-ik0 (z - z'))dz' +

L

(iW(E - r0) + o)(z,w)E(z',w)exp(-ik0 (z - z))dz' (22)

z
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If z < 0, then TE has the representation

L

TE exp(ikoz)}(iW(E - EO) + u)(z',w)E(z',w)exp(-ikoz')dz' = Aexp(ikoz), (23)

0

which represents a left going or reflected wave. If L < z, then TE can be put in the form,

TE exp(-ikoZ) j C - EO0 + o)(z',w)E(z',')exp(ik0z')dz' = t exp(-ik0z) , (24)

0

which represents a right going or transmitted wave. This enables us to easily show that any

solution of the integral equations (19) and (20) is automatically a solution of the Maxwell equations '

(1) and (2). Furthermore, one can 8how that in view of the fact that we have used the same integral

equations in the three regions 0 < z < L, z < 0, and L < z, that solutions of the

integral equations (19) and (20) satisfy the boundary conditions which say that the tangential com-

ponents of the electric field vector E and the magnetic field vector H are continuous across the

boundaries z = 0 and z = L of the slab. Furthermore, equations (23) and (24) show that any

solution of the integral equations (19) and (20) satisfy a kind of radiation condition in that

i iE - E is a left going wave when z < 0 and E - E is a right going wave when z > L. Also, f

by using Dyadic expansions of the free space Green's functions associated with the Helmholtz

operator in two and three dimensions, the same results can be obtained for the two and three dimension-

al integral equations. By using the volume integral equations one can develop a procedure which will

permit us to predict the electromagnetic interaction with heterogeneous particles of a general shape.

The dyadic expansion of the free space Green's functions show us that if we substitute the solution

in Bell et al [7] into the integral equation describing scattering by a multilayer sphere that the

integral equation is satisfied exactly. Because the Mie solution describing the scattering by a sphere

is the only exact solution to a three-dimensional scattering problem that can be easily computedthere

has been a heavy reliance on this solution in a variety of efforts to describe the propagation of

radiation through clouds. As more powerful computers become available, the integral equation methods e%

and other methods applicable to bodies with a general shape will be used more widely to model the

interaction of radiation with aerosols. These methods coupled with powerful methods of solving the

heat equation in a body with a general shape and contour integration schemes for computing the inverse

Fourier transform of the Fourier transform of the electromagnetic field will help us determine both

the thermal response and the pulse response of scatterers with a general shape.
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ENERGY TRANSFER TO SPHERICAL PARTICLES

If a spherical droplet has a complex index of refraction, then in view of the representation (18)

of the heat source term Q r(EH), we can expect the droplet to be heated by the radiation source. In

a microwave simulation a spherical ball with a permittivity of 50.4 0  and a conductivity a - 1.52

mhos per meter when exposed to 1.2 Gigahertz radiation and having a density of .970 grams per cubic

centimeter, a specific heat of c = .84 calories per gram per degree and a thermal conductivity of

K - .0012 calories per centimeter per second per degree gave the following result when the tempera-

ture was measured at the center of the sphere and the radiation with a power of 70 milliwatts was on

for 5.5 minutes and was then shut off.

4 .XPRMRF OFF

%

"''

,3
• __ THEORETICAL "

• ,. %'.%

0 2 3 4 5 6 7 -s'
~TIME (MINUTES)

Figure 1. The predicted and measured temperature increase versus time at the center of a 3.3 cm radius %,
f~~homogeneous lwtssphereerf msuaeUcle ctmtrequivalent material exposed to 1.2 GHz radiation with a power .'

4419
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The temperature excursions shown in Figure 1 were measured with a Vitek, Inc., Model 101, electro-

thermia monitor with output to a Data Precision, Model 3500, Digital Multimeter, Microwave Labs ML1200

scanner, and a Hewlett-Packard HP9830A computing calculator. The sphere was encased in a 8 cm by 8 cm

block of Dupont HD 300 closed cell styrofoam. Because of probe placement we estimated that there would

be approximately a 5 percent error in measurement when the probe was moved during the course of the

measurement process. The following Figure shows the results of exposing a 3.3 centimeter sphere for

3 minutes when measurements were made along an axis which was parallel to the direction of propagation

of the radiation.

3.0- d

2.5 K

0 THEORETICAL
%U EXPERIMENTAL

(fl
LAS
1 2.0 /
z

0"- 1.5

I-M

< 1.0

uCC
a.D

U . z

0.5 =

z I- ,o z IC '

-3 -2 -1 0 +1 +2 +3 %:

Z -AXIS (cm)

Figure 2. Temperature rise along the z-axis of a 3.3 cm homogeneous muscle-equivalent sphere exposed
for three minutes to 70 milliwatt per square centimeter radiation with a frequency of
1.2 Gigahertz.
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In what follows we will consider the interaction of planar electromagnetic pulses of the form

Ei = E0 (Y(t-x/c) - Y(t-x/c-T))sin(w 0 (t-x/c))e , (25)

where Y(u) = 0 for negative values of u and Y(u) I if u is nonnegative, w0 is the cen-

tral frequency of the pulse, e is the unit vector in the direction of the positive y-axis, and % %

T/5 is the period of the incoming radiation, with dielectric bodies of interest to the U. S. Army.

Figure 3 shows the time profile of the electromagnetic signal induced at a point just inside a

spherical ball filled with a low loss dielectric material when the stimulating pulse is of the form

defined by equation (25), and Figure 4 shows the time profile of the electromagnetic signal induced at

a point just inside a dielectric slab bounded by the planes x - 0 and x = X where A is the

wavelength of the radiation of frequency w0 in a slab or ball filled with material whose relative

permittivity is e/E0 - 70 and whose conductivity a is .01. Since both the initial and total time

profiles are distinct we see that we cannot assume that data concerning radiative transfer into a half-

space or slab can be used to infer how radiation might be transferred into a spherical particle if the

wavelength X of the radiation and the slab or sphere diameter are nearly the same. Figure 3 shows

that there is a considerable ringing when transient radiation is passed into a low loss spherical

particle. This may help explain the lasing or fluorescence transfer that occurs when a spherical ball

that is doped with one or two types of chromophores at such a low density that the expected intra-

chromophore distance is larger than the accepted maximum separation distance for chromophore to

chromophore energy transfer is irradiated by an external source of laser light. Figure 5 illustrates

the purely geometric quarter-wavelength interference phenomena in a simple way; the plane wave given

by equation (25) interacts with a slab bounded by the planes x = 0 and x = X where X is the

wavelength -' the radiation in the material filling the slab when the point at which the field is being

observed is x = X/4. In the example described in Figure 5 which is a microwave simulation the

relative permittivity of the material was 64 and the conductivity was 0; this calculation is

related to the problem of making structures invisible to radar through coatings which is of interest to

the U.S. Army. Figure 6 shows the induced electric field vector 5 wavelengths into a half space

filled with a Lorentzian type material; the Lorentz medium half space is being irradiated by a plane

wave defined by equation (25). Figure (7) shows the Sommerfeld Brillouin precursor wave at the same

point considered in Figure (6) but starting at a time equal to the travel time of a wave whose velocity

is the vacuum speed of light. The main wave begins at a time equal to the travel time of a wave whose

velocity is the speed of a wave of frequency w0  in the material filling the half space.
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Figure 3. The response of a one-wavelength diameter ball with a relative permittivity of 70 and

a microwave conductivity of .01 to a planar, five cycle, truncated sinusoidal pulse

with a central frequency of 100 megahertz. (Tic-mark labels on this and following %

figures suffer from round-off error.)
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.-V

THE OBSERVATION POINT IS JUST INSIDE THE FRONT OF THE SLAB. THE WIDTH OF THE SLAB "r
0. 78 -IS ONE WAVELENGTH

0.52-

0.26-

a -0.00-

. -0.26 -
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-0.78 I I I I I I I I
-0.01 0.02 0.04 0.07 0.09 0.12 0.14 0.17 0.19 X 10- 6

TIME (SEC) LLS352842.o1

Figure 4. The response of a one-wavelength thick slab with a relative permittivity of 70 and a
microwave conductivity of .01 to a planar, truncated sinusoidal pulse of 5 cycles when

the central frequency of the pulse is 100 megahertz.
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PULSE RESPONSE OF A DIELECTRIC SLAB

OBSERVATION POINT IS 1/4 OF A WAVELENGTH INTO THE SLAB

**CALCULATION WAS CARRIED OUT WITH A HIGHLY ACCURATE
FOURIER INVERSION ROUTINE THAT CAN BE USED TOGETHER
WITH INTEGRAL EQUATIONS TO COMPUTE THE PULSE RESPONSE
OF PARTICLES WITH A GENERAL SHAPE

0.22

0.11

-*A.O \-o®

-0.11

-0.22,

0.01 0.05 0.12 0.17 0.23 0.28 0.34X 10 - 7

TIME (SEC)

* 1±5352801.01

Figure 5. The pulse response of a one-wavelength thick loss-free dielectric slab with a relative

permittivity of 64, when the observation point is one-quarter of a wavelength into the

slab which is stimulated by a truncated sinusoidal pulse with a central frequency of 1 GHz

and exactly 5 cycles.
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FREQUENCY 950.00 1HZ
PERK ELECTRIC FIELD = 1.00 VOLTS/METER
POINT I8 0.699949 METERS INSIDE SLRB

(OR 6.00 WAVELENGTHS AT INTERNAL VELOCITY)
WJ = 6.28318u.10
RJ = 1.26864a10"
GJ 5.8319,1 u
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Figure 6. I
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INDUCED ELECTRIC FIELD AT R POINT IN A HRLFSPACE
EXPOSED TO MICROWRVE RADIATION

FREQUENCY = 960.00 MHZ
PERK ELECTRIC FIELD = 1.00 VOLTS/METER
POINT I8 0.899949 METERS INSIDE SLRB

0 (OR 6.00 WAVELENGTHS AT INTERINAL VELOCITY)
NJ = 6.28318.10"ai FiRJ = 1.20004n10_
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Some final notes follow.

David Colton [11] describes some theorems regarding surface integral equations which permit one

to prove uniqueness theorems associated with the problem of describing scattering from electromag-

netically hard surfaces. By using volume integral equations one can describe scattering by penetrable

and internally heterogeneous bodies.

The precursor waves are described in (12] and integral equations can be used to describe their

occurrence in heterogeneous bodies.

Haken [13] describes possible nonlinear interactions and the variational methods of Mizohata and

Lions ([14] and [15]) could be used to describe them.
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NEAR AND FAR FIELI) SCATTERING-
FROM FWO INTERACTING SPIElES

K. A. Fuller and G. W. Kattawar
Department of Physics, Texas A&M University

College Station, Texas 77843

ABSTRACT

This paper provides a summary of some preliminary work that has been conducted on three
rather disparate aspects of the physics of dependent scattering by a bispherical system. The first
type of phenomenon to be investigated here is that of structure resonances in the scattered fields
at the surface of a two-sphere particle. Secondly, the effects of the orientation of such a particle
onits scattering properties (viz., the MNiller matrix) in the radiation zone are considered. Lastil,
we present comparisons between the exact solution of the dependent scattering problem and two
methods of approximation. This latter endeavor provides a bit more physical insight into the
effects and range of the crosstalk that is set up between two closely spaced scattering centers.

INTRODuCTION.

The modal expansion technique developed by Bruning and Lo" is an excellent vehicle through

\which one may address the problem of light scattering by two interacting spheres. In principle "

the scattered fields may be obtained to any de-

sired accuracy for any combination of constituent .-

sphere characteristics, and for any orientation or

state of polarization of the incident beam. Corn-

13 putational limits do exist, of course, and we are

., 'currently restricted to a maximum size parame-

ter of eight for the individual spheres.

- The scattering geometry is depicted in Fig-

u re 1. All calculations were made with the in-

cident beam lying in the - r semiplane and

the point of observation is restricted to the x-z

plane. The quantities used in this presentation

which do not appear in Figure 1 are defined as

Fig. 1 The scattering geometry. follows:
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kr 2nx/A, S

S, (kr, 0,)= Re(Ee H41 - E0 He);

for € = 0 or = 7r, the Miller matrix of the two-sphere system assumes the form

P1 P 12  0 0

P1 2  P1 1  0 0
0 0 P3 3  P 3 410 0 P34 P33 "S

where

P, I 0.5(1 S 2 12 + IS, 12),

P12 = 0.50 S2 12 _ I2 S 12),

P33  Re(S 1 S'), and P3 4 = Im(S 2 Sj.)

The amplitude functions S, and S2 are elements of the scattering matrix which is defined by the

equation

E _L ikr S4 S1 Ei± .-

For the two-sphere system, S3  S 4  0 provided that the observations are made in the x-z plane.

Two approximations have also been considered. One is made by simply adding the scattered

fields of two non-interacting spheres and is labeled 'Mie+Mie'. The second approximation is

taken from the work of Bruning and Lo 2 . It is labeled 'Fib' and consists of adding a "far-field"

interaction term to the superposed non-interacting Mie field of the form

i(s'S,(kr, 7r - 0,0) + stS, (kr, 0, 7r)et ' ) e".

where

- 4 S,(kd, a,r) - S1(kd, 7r - a,0)S,(kd,ir, 7r)
I - IS (kd,r,,,7 r12

0 S,(kd,r- c,0) - S,(kd, o, r)S,(kd,r, r)

40 exp(ikdcosa),

"S.
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and

6 - ,d(coso cos ).

This form of the approximation assumes that the spheres have ident ical radii and optical constants.

THE NATURAL MODES OF STRON(LY IEFRACTING BISPHERES

As a partial test of the reliability of our computer program we ran some preliminary calcula-

tions in which the refractive index N2 of the second sphere was set to unity. By so doing, selected

portions of a study conducted in the near zone by Kamiuto3, 4 were easily reproduced. In addi-

tion, we also regenerated one of the single-sphere resonance spectra calculated by Barber eta/.'

with our code before proceeding to the case of two spheres. For the case of transparent dielectric

spheres, size-dependent resonances of appreciable strength do not appear at optical frequencies

for any reasonable value of refractive index unless ka>4. Detailed studies of the normal modes of

spheres of this size are computaticnally expensive if cooperative scattering is involved. Although

the refractive indices of dielectrics are <2.5 in the visible region, refractive indices of z 10 are

not uncommon at centimeter wavelengths. By employing such values to our present study, rather

strong and very sharp resonances can be obtained for size parameters as small as 0.30.

The resonance spectra of the radial component of the Poynting vector as calculated for a

selection of points on the surface of a two-sphere system with NI - N2 - 10 are presented in Figure

2. For the case of N2=1, resonances occur at kayO.305, 0.444, and 0.447 which correspond to the

fTE 1 1, TM11 , and TE 21 modes, respectively. At no time do the resonances for Ihe single sphere

rise above 250 nor do they fall below -10. Thus the interaction between the spheres tends to break

the singlets in the spectra of the individual spheres into a rather complicated set of multiplets,

the peaks of which may be enhanced by as much as a factor of 400. It should be noted that, due

to the scales involved in some of the graphs, not. all of the spectral signatures of the two-sphere

particle are discernable in the plots presented here.
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Fig. 2 The structure resonances produced at selected point, on the surface of a two-sphere

particle. Figure 2.c is the calculated effect of a simple superposilioning of the fields scattered by

noninteracting spheres. i.e. the Mie. Ntic approximation.
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THE EFFECTS OF ORIENTATION ON THE MUILLER MATRIX

The Millervatrix elements have been calculated for a = 0. 7r/4, and 7r/2, and the orientation-

averaged elements arising from these three sets of data have also been determined. These results w

will appear in the reference that is cited in the final section of this paper; only tile results of

the orientation-average are presented here. It should be noted that < P 1 > is the field-averaged

*. phase function and not a simple amplitude-averaged quantity. In this study, the observation point

remained in the x-z plane, and hence there is no predicted depolarization of the scattered fields.

The elements in the upper right and lower left quadrants of the 4 x4 Muller matrix are therefore

equal to zero. The results of this calculation are displayed in Figure 3. The characteristics of the

constituent spheres match those studied by Thompson et al.' and the Maller matrix obtained in

the course of the present research for a single sphere agrees with calculations that were employed

in their work.

THE APPROXIMATIONS

The nature of the approximations has already been outlined in the introduction. Although

the Mie+-iMie approximation is certainly a naive one, it serves to help distinguish those features

e.- that appear in the phase functions of a two-sphere system which are primarily due to simple

interference effects from those which arise from the interactions. The multiple reflection approach
.'--I.

ignores the extended size of the scatterers, their proximity to one another, and the fact that a

different set of boundary conditions must be applied with each successive reflection. For the

case of small (ka< 1.0) spheres, however, this approximation can be surprisingly accurate, and it

may also be employed to yield qualitative predictions for moderately separated spheres of larger... ma

,. relative size. Both approximations converge to the exact solution as the separation becomes large.

The multiple reflection approximation is in best agreement with the exact solution when one is

calculating the backscatter produced from broadside incidence. Some representative results oft lie

application of these estimates are provided in Figure 4. Attention is called to the close agreement

between them and the exact solution when the center to center distance between the spheres is

e,-. only ten radii.
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Fig. 3 The orientation-average of the Mller matrix elements. < P, I > was obtained from

an average of scattered fields for orientation angles o=O, 7r/4 ?r/2 whereas all other elements

were obtained from an average of the matrix elements that correspond to these orientations and

then normalized against < P, I >. For all orientations it was found that, as in the case of a single

sphere, P43 = -P 3 4 and P22  PI when the field point remained in the x-z plane.
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Fig. 4 A comparison of the approximations to the exact theory. Figure C a contrasts

'spy the backscatter efficiency as calculated by the multiple reflection approximation to that of the

exact solution when the separation between the spheres is varied. The remaining graphs are

characteristic of the behavior of the phase function of a two-sphere particle as the separation is

0 

increased.
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FUTURE WORK

The results of the Mifller calculations will be submitted presently as part of a collaborative

effort with R. T. Wang to Applied Optics.

A modification of our computer code that will allow the study of larger particles is to be

implemented as soon as possible. We also plan to study the effects of interactions between small

metalic spheres on the phenomenon of surface-enhanced Raman spectroscopy (SERS). Finally, we

will engage in the rather formidable task of extending our calculations to the case of cooperative

scattering by three or more spheres.
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ABSTRACT

The scattering into the rainbow region from spheroidal drops of water manifests hyperbolic-umbilic
and cusp diffraction catastrophes not previously known to be present. The angular location of the cusp
diffraction catastrophe in the far-field scattering from a spheroid was used to determine the axis ratio ,
of drops of water. '

SUMMARY i'

It is well known that large spherical drops of water in air give enhanced scattering at angles

close to therainbowangle8 1380 . Near e., diffraction provides an essential correction to

geometric optics and the scattering is a simple example of a fold diffraction catastrophe. We %

observedA the scattering from spheroidal drops into the rainbow region and we find other diffraction

catastrophes can be produced depending on the drop's axis ratio q - D/H. Here the drop's diameter Is D,

in the horizontal equatorial plane and it is H along the vertical axis of rotational symmetry. An

acoustic standing wave was used to levitate the drop and to control q. The drops were oblate (q > 1)

and they were horizontally illuminated. With q = 1.31, the observed scattering pattern corresponds to

the focal section of a hyperbolic-umbilic diffraction catastrophe. For q differing somewhat from this

value, the pattern was observed to separate into fold and cusp diffraction catastrophes.B

The hyperbolic-umbilic and cusp catastrophes arise because, in addition to the usual set of

equatorial rays, skew rays contribute to the scattering near the horizontal plane. Nye has calculated

the critical q = 1.31 from the condition that two infinitesimal-skew rays merge with

*Supported by the office of Naval Research.

**Supported by N.A.S.A.
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two equatorial rays at the rainbow angle 6R = 1380. We find that the cusp in the unfolded catastrophe

occurs where the skew rays merge with a single equatorial ray having a scattering angle 0 > 0 . Ray
R

B
tracing formalism was used to relate q to the 0 of the cusp. This calculation was confirmed by -q

observations with q from 1.21 to 1.37 and D - I mm.

The analysis B facilitates the determination of the shape of drops of water from the angular

location of the cusped rainbow. The shape and size information in the scattering pattern are in effect

decoupled. The present analysis is limited, however, to oblate drops oriented with their axis of

rotational symmetry perpendicular to the propagation direction of the incident light. Since the

existence and angular locations of cusp and hyperbolic-umbillc diffraction catastrophes may be

predicted, these catastrophes may be useful as benchmarks for testing computer algorithms based on the

partial-wave series for scattering from spheroids. 3 Recall that the computation of rainbow patterns was

4useful for verification of computer algorithms for Mlie scattering from spheres. Diffraction

catastrophes are examples of directional caustics and as such, they are characterized by bright, .

localized scattering patterns when the drop is much larger than the wavelength.

The experiments were carried out while P. L. Marston was on a sabbatical visit to the Microgravity

Science and Applications Laboratory (supported by N.A.S.A.) of Jet Propulsion Laboratory. The

subsequent data analysis and development of theory has been supported by O.N.R. .'.>I

SUPPLEMENTAL REFERENCES

1. M. V. Berry and C. Upstill, "Catastrophe Optics: Morphologies of Caustics and Their Diffraction

Patterns," Prog. Opt. 18, 257-346 (1980). -4

2. J. F. Nye, "Rainbow scattering from spheroidal drops--an explanation of the hyperbolic umbilic

foci," Nature (London) 312, 531-532 (1984).

3. S. Asano and G. Yamamoto, "Light scattering by a spheroidal particle," Appl. Opt. 14, 29-49 (1975).

4. J. V. Dave, "Scattering of visible light by large water spheres," Appl. Opt. 8, 155-164 (1969) (see

Fig 4).

:%

440'

Z .:-.4 ,

%, % %440

%,



Absorption and Scattering by Conductive Fibers:

Basic Theory and Comparison with Asympototic Results

N. S. Pedersen
P. C. Waterman
J. C. Pedersen

Panametrics, Inc.
221 Crescent Street

Waltham, Massachusetts 02254

ABSTRACT

This paper considers electromagnetic scattering and absorption by thin conductive

fibers. Earlier related work was supported by CRDC, as described in

[N. E. Pedersen, J. C. Pederson and P. C. Waterman. Final Report on Theoretical Study

of Single and Multiple Scattering by Cylinders, prepared by Panametrics, Inc. for

U.S. Army Chemical Systems Laboratory (Sept. 27, 1984).]

The present work is supported by the U.S. Air Force Office of Scientific Research.

and includes further refinements to the theory (Drude equations, size dependence of

conductivity) and a comparison with approximate formulas in the long and short wavelength

limits.

1.0 INTRODUCTION

During the course of the past several years, a theory based on the variational

method, along with associated computer codes, has been developed at Panametrics for

analyzing the electromagnetic scattering and absorption from thin conductive fibers of

arbitrary size, conductivity and orientation. 1  Extensions and refinements of this

theory have now been completed and programmed, as described herein.

We begin by summarizing the basic equations used in the variational computation

for arbitrary fibers. The quasistatic model appropriate at long wavelengths is then

derived, followed by the infinite cylinder computation which should be accurate for

wavelengths short compared with cylinder length. VI
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In order that the computations may be extended into the infrared and visible

regimes, it is necessary to incorporate the optical properties of the fibers. We do

this by employing the Drude model for conductivity (or complex dielectric constant), and

also introducing the dependence of conductivity on both fiber diameter and electron

mean free path.

Numerical results are then presented for copper and lead 
fibers, and the approximate

methods are seen to agree very well with the variational computation in those limiting

regions where they should apply.

2. THEORY

2.1 The Variational Equations

The variational method has been discussed often - 4 we will simply summarize the

important equations here. The basic integral equation is

1~ j~ (z) + 2R

EO sin GieJkz cos ei = I(z) Z + L 4- f dz'dO' (1)21r 4f2 31k28z )(z') (1 k 2  C-

with surface impedance Z given by

g I (&a)

2ikea (a" + is') II(ga) (2)

2 ko 2
= [(Cos 00 -0 ') + is"]

For the current l(z) one assumes

I = 10 (fc(z) + Afr (z)), (3)

where

fc(z) = cos kz cos qx - cos z cosqkz

fs(z) = sin kz sin qx - sin x sinqkz (4)

q -cos i - ki.

For the constant A appearing in Eq. (3), the variational method then gives

-.

%4
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AI

.d o

AI- s I'* - l*) (5) 'L

in terms of the coefficients

Sk f 2x
2  - Jk i

To = f dO fc(zlfcz' i + 4 -- l ddz U
0 

k 2 a ,2  R.

T k f Jdt j fs(z)f,(z') + 2 * dz'dz

4x J i  (zldz

k- . fs 2 (z)dz

Sc - k sin 01 (f(Z)eikz Cos Sidj

sin O i  fc (  kz Cos aidz (6)

all of which can be evaluated explicitly.

The extinction, absorption and scattering cross-sections are then given explicitly

by

2' - Y r - X./.

2 2
a, (0i)1 + O-S I.-

aZ a 2

as.<, ( 1-92 go Go$ <.sn o.,,o. n.,. < .
k 2 /C-X0 (-

4 c (q O o co x (in p sx) pcosx sin pi)

2 2 ' -

(q -p
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+ 99 ( s sinz q p sizi cospx -008x sinpi)

sin x (p sinqx cospx -q cosqz sinpz)I p = cos 0 x = k (7)

(q - p )

2.2 The Quasistatic Model

In the following. we re-derive the equations of Ref. 5 and 6 for absorption,

scattering, and extinction worked out in 1965. Although the previous equations are

satisfactory at radar frequencies, one must consider the relaxation effects of Sections .

2.4 and 2.5 when calculating optical and infrared electromagnetic interactions.

First consider the electric field H i inside a long, thin spheroid, given by prm.

E i  E o - L 4w P. (8)

where L = depolarizing factor, P = polarization, and Eo = homogeneous applied field.

In the case of a long, thin spheroid, which is a good approximation to our conductive

filament, the depolarizing factor is

L - 4(!) In)-11 (9)

where a particle radius and I- particle length.

The definition of the polarization is %

(8-1) i (10)-

where s = normalized dielectric constant. Combining (9) and (10) we see that the

internal field is given by

E
Ei= 1 + L (-l) (11)
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We next take a to be complex, i.e., a =a' + is". The internal field then becomes

I + Wel-1) La - U~s - iL.' 12
Ei Ls'-l + 1] + [L6 2  

(2

and we see that, in the quasistatic approximation, we have both an in-phase and a

quadrature component of the internal field.

The electric dipole moment of our Rayleigh particle is def ined in terms of the

polarization an

P(l) PV (13)

N where VP - particle volume. The polarizability a of the particle Is related (by def i-

nition) to the dipole moment as follows:

P~l) a E0(14)

Combining (12), (13), and (14), we obtain the needed expression for the complex electric

polarixability of the particle:

V 2 ofN
* - j (W-1)(1 + LMa'-l)] + Le + ii(5

4xr [~al + 1li + (L 2J.

The well known Extinction Theorem6 relates the extinction cross section of any

S scatterer to its normalixed forward scattering amplitude. S(O) by the following relation: 4

'44x

west 2 Re (SCO),(1)-
k
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whet Ggxt - extinction cross section, h - 2x/ o. ko f free space wavelength of the

incident wave.

To order k6 , S(0) is related to the polarizability by6

S(O) - ik3 a + 1 k6 n2 (17)3

where the complex polarizability is given by Eq. (15)%.

The absorption and scattering cross sections are, respectively, given by

sbs " 4x k Re (-i,) (18)

and Osca 8 Dk4 (19)

where a is given by Eq. (15). After considerable manipulation, the following expressions

for the cross sections emerge:

aezt - kVp[B + 6X (B2 + A2)] (20)

0abs " kVpB (21)

sa- 1..-11 (A2 + 32) (22)

A -1) + L(g-1) 2 + "]2j 23) ....

21112
(1 + L(se-l)J + [Ls" 2

Bal2 1112 (24)
[I + L(a'-1)J + (Laj

and, in summary from the preceding sections plus Secs. 2.4 and 2.5.

*-.% *.
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.% A-.

a~ / 1(25)
1 + (-)2

/ (26)1 2'06(wv+ 2

L =41() [Ina -1] (27)

, ,
3A

a 0 o [1 - ((-s) (;11 (28)

In an attempt to analyze the effects of Eqs. (25) and (26) on the absorption cross

section, we have substituted these expressions into Eq. (24). and then inserted Eq. (24)

into Eq. (21). The resulting expression for absorption cross section is too complicated

for easy analysis. However, there is no doubt that in the regime of (OtC) 2 (<( 1, the

absorption cross section is, in general, diminished from its value without the inclusion .

of relaxation effects. It turns out that, for copper, wc = 1 corresponds to Xo j 30

microns.

We have recently shown that (at least, for the filament types of interest here),

we can greatly extend the region of applicability of the quasistatic theory by letting

I Il/ko in the k0o) I regime. We do this only in the depolarizing factor, L', given by
a. a.%

L' - 4(koa) 2 [in 1 -1 (29)
0 oa

Note that this substitution cannot be used to predict the scattering cross section when

kol) 1, and is good only for absorption. We will comment shortly on the use of this

f o rmul a.

2.3 The Infinite Cylinder Approximation

Using the results of Wait 7 ,8 for scattering by infinitely long cylinders of

arbitrary dielectric constant, we have derived the expression for absorption cross

section per unit length of the infinite cylinder. The general expression, obtained by

-A
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considering the inward radial component of the Poynting vector on the lateral surface e

of the cylinder, is A

2x10 a i n2 0 Re [(ik-) J (kea)J '(ka)]sln2 0o WL. 0" o(0

ca -1 2Ha sin 2)

1J (ka) ( sin 2 go [in k 2n 0 ) + y + i2 (ka)Jo'(ka)2

2 2-

k 2 = p ko
2

y = .5772

We have compared the results of our high frequency asymptotic quasistatic expres-

sion for the absorption cross section with this expression. The results in all (six or -'

seven) cases were in close (z 20%) agreement, as will be shown below. This close

agreement was both surprising and gratifying to us. It is now evident that we have a

quasistatic theory which can predict the absortLion cross section of thin conductive

filaments over a very wide range of k, and which predicts the scatterina cross section

in the region koL < 1.

2.4 The Drude Model

Our early work 5' 6 in the area of target obscuration was restricted to the microwave

range of incident electromagnetic energy. We did not at that time anticipate that the -

infrared and visible regions of the spectrum would be pertinent in the absorbing

particle cloud techniques which we developed. Although, during our theoretical programs

with the U.S. Army Chemical Systems Lab, such applications were being explored, we were

so involved in developing a comprehensive theory that we did not include the optical .

properties of the (metallic) filaments whose cross sections we were calculating.

Indeed, it has not been until the present AFOSR program that we have included these

properties. In this and the following sub-section we deal with (1) the inclusion

of the optical properties in both theories, and (2) the inclusion of the dependence of "

electrical conductivity upon particle radius and the electron mean-free-path.
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In a recent paper by Ordal, et a1 9 , the application of the Drude model for the

prediction of complex optical dielectric constant was compared with measured values of

the real and imaginary parts of the optical dielectric constant for a number of metals

(Al, Cu, Au, Pb, AS, and W). Tabular experimental results are also given for Fe, Pt,

C o, Ni, Ti and Pd. This model, which is based on the Free Electron Theory of Metals, is

in surprisingly good agreement with the observed experimental results. We realize

that, for certain transition elements such as Fe, the model has drawbacks. For such

cases, one must resort to the use of tabular experimental data. For our present discus-

&ion, we will choose Cu as the substance comprising our fibers, and will utilize the

Drude model in the calculation of the various electromagnetic cross sections. A good

exposition of this is given in Wooten's book1 0 , in which the normalized complex dielec-

. tric constant is derived (note that Eq. (32) corrects a mistake on p. 53 of Wooten' s

book):

a Sa + i " (31)

W2 x2

-' 1 P (32)
+ (Wo-C)..

W 2e" =p (33)

[l + () 2J

Using MKS units, the plasma frequency mp is given by

Z.,%
W2 Ne 2  (34)

in which N = electron density (m- 3 ), e = electronic change, m - effective mass of the

electron, and so - permittivity of free space =(1/3/6T x 10- 9 mho/m.

The quantity v is the electron relaxation time, which is the time required for

randomization of the momentum vector of an electron in the (metallic) latti-s. For our
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purposes, it is instructional to cast the dielectric constant in terms of the electrical

conductivity, a, given by %

Ne 2 T (35)

From (34) and (35), we obtain

2 a (36)

~,c-

Using Eq. (36) in (31) and (32), we have

av * (37)
+ (OV)

sa (38)

wo [1 + (WT) ]

Typical values of the relaxation time v are on the order of 10-14 sec.

It is easily shown that Eq. (37) can be written in terms of e":

". =.18- 1 (w ) (39)

This equation shows us that, for all frequencies significantly below the visible and

infrared (i.e. the microwave region), Je' << Is"[. And, from Eq. (38), we see that e " \

goes to its low frequency value a" = a/oe o for (wC) 2 (< 1.

The reason for the above analysis is to determine whether or not the Drude model

can be utilized at ''low' ' frequencies. Although the low frequency asymptotic value

of a' differs significantly from a value of unity, which is normally assumed for metals

at low'' frequency, the ratio Is"/e'I will always be very large when (w) 2 (( 1.

Therefore, the use of the Drude model throughout the region 10-6 m j )Lo 10-1 m

appears to be justified, and we feel confident in using Eqs. (37) and (38) in the --'

derivation of the electromagnetic cross sections throughout this entire wavelength range.
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2.5 The Reduced Conductivity

Whoe one or nore dimensions of a conductive material (metal or semiconductor) are

on the order of the mean free path of the conduction electrons, electron collisions

with the surface will significantly reduce the mean free time, and hence the mean free 

path A given by

A- vFt (40)

where v F = Fermi velocity and -c relaxation time discussed previously. Since the

electrical conductivity is proportional to V (Eq. (35)), the conductivity will be

reduced.

The classic work on this subject was done in 1938 by Fuchs. 1 1  In a more recent

paper, Dingl1 1 2 reviews the subject and provides some useful numerical computations.

The key equation in Dingle's paper is his Eq. (2.3) which relates the effective conduc-

tivity a to the bulk conductivity a o . as a function of the moan free path A, the wire

radius, a. and the quantity a that is the probability of an elastic collision at the

surface:

a= o [1 - (1-a) (A1 (41)

A value of a - 1/2 is frequently used as the surface scattering coefficient.

Taking this, we have

a - o 1- (42)

r.', We have had difficulty in obtaining numerical values for mean free paths from the

literature. lowever, Kitte1 1 3 provides a good background as well as quantitative data

for a number of metals. Taking copper as the subject material, a value of A - 4.2

x 10-8sm is given in Table 10.1 of Kittel's book. Using Eq. (40), and taking the Fermi ',.

velocity vp = 1.6 x 106 */sec (Kittel, p. 240), we obtain a mean free time of v - 2.6 z

I.'
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10 - 1 4 sec. This is in fairly good agreement with the value V = 1.9 x 10 - 14 seec, which

we obtain from Ref. 3 for copper.44
Utilizing the above value, we obtain for copper r

' 7.9 x 10 - 9 ]

a 0 [1 - 1 (43)

aa

where the radius a has the unit of meters. This equation shows that, if a = 1.6 x

10 - 8 a (160 Angstroms), the conductivity is roughly half its bulk value. If the radius

is 0.1 micron, the conductivity is 92% of the bulk value. I,1

This exercise was done to show that, indeed, one must consider the particle size

effect upon electrical conductivity, when computing the absorption and extinction ..

properties of thin metallic fibers or films.

3.0 NUMERICAL RESULTS

All of the above work has been reduced to operating computer codes with quantitative

graphical outputs. It should be noted that, as a part of our present AFOSR contract,

we expect to receive a Hewlett Packard Model 9020AS computer. This machine will

replace our present HP9835 computer, which presently requires 50 hours to complete a

full set of scattering, absorption, and extinction data on a given particle over a

wavelength range from 10 cm to 1 micron. The new machine will reduce this time by

a factor of between 100X and 10001.

As a first example, consider copper. We take fiber radius of 5 x 10-8 m, unreduced

bulk conductivity of 5.8 x 107 mho/a, relaxation time 1.9 x 10-14 sec, mean free path

of 3 x 10- 8 m. The reduced conductivity can now be computed from Eq. (42), and using

that result the complex optical dielectric constant is obtained from Eqs. (37) and

(38). Results of this computation are plotted in Fig. 1 vs. wavelength over the range .-.

from 10 cm to 1 micron. -,

452



Knowing a* and a", the surface impedance of the fiber may be computed from Eq. (2).

The results, which are again frequency-dependent, are shown in Fig.2 .

Choosing a fiber length of 5 x 10- 4 m, the extinction, absorption and scattering

cross-sections may now be obtained from Eq. (7) of the variational method, and are

plotted vs. wavelength in Fig. 3. Note that both the scattering and absorption cross-

sections rise to peak values at X - 10-3 a, then fall off. The extinction cross-section

% must equal the sum of the scattering and absorption 'cross-sections, and this is seen to

be accurately obeyed except at the shorter wavelengths X j. 10-4 m, where we believe that 4".
as is in error due to employing too few points in the numerical integration (which

affects only os).

In Fig. 4 we show the cross-sections obtained using the quasistatic theory, for

the same example. As expected, both a. and oa are in excellent agreement with the

previous values at the longer wavelengths. The absorption cross-section moreover, is

seen to agree with that of Fig. 3 for the shorter wavelengths also, providing good

confirmation of the ''high frequency'' depolarizing factor proposed in Eq. (29).

In Fig. 5 @a is plotted using the infinite cylinder approximation Eq. (30) appro-

, priate for short wavelengths. Almost exact agreement is found with both preceding

results, for X j 10- 3 m, and hence for k1Z 3, about as one would expect.

Figures 6 and 7 give respectively the variational and quasistatic results for the

same cylinder shortened by a factor of ten. The peaking and crossover behavior from

long to short wavelength is now seen to occur at X ~ 10- 4 m as one would anticipate.

' Agreement between the two figures is analogous tc that of the first example, although

the peak height predicted by the quasistatic theory for a. is seen to be somewhat low

in this case. For the infinite cylinder approximation, the curve of Fig. 5 applies

without change, and again a. is in excellent agreement with the variational values at

. the shorter wavelengths for which hi Z 3
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Next, consider lead fibers. The resulting dielectric constant and impedance are

shown vs. wavelength in Figs. 8 and 9. with fiber parameters as listed in the figures.

The variational results, along with the long and short wavelength approximations, k

are shown in Figs. 10-12, respectively. Agreement is analogous to that obtained with

copper. Note that in these cases aa shows saturation effects for wavelengths 10-5 m.

Figures 13 and 14 show that upon increasing the fiber radius by a factor of 10,

the dielectric constant is substantially unchanged, while the surface impedance decreases

at all wavelengths by about two orders of magnitude. The resulting cross-sections,

given in Figs. 15-17, again show the same pattern of agreement between the variational

(Fig. 15) and approximate results.

Finally, Figs. 18 and 19 (which should be compared with the short wavelength .

approximation of Fig. 17) give the corresponding values when the fiber length is

decreased by a factor of ten. This time the absorption cross section peaks at ki - 3,.

precisely as observed originally with copper.

4.0 DISCUSSION

Excellent agreement has been demonstrated in the -case of absorption cross section

between the variational technique and the quasistatic approximation over virtually the

entire range of kh. Both of these techniques provide excellent agreement with the

infinite-cylinder results in the range of validity of these latter results.

The above comparisons providc substantial confirmation that (a) the modified

quasistatic theory can be used over a much wider range of kh than had been previously

anticipated, and (b) the rather primitive current trial function (see Eq. 4 and Ref. 1)

used in the variational technique appears to be giving results that are in good agreement 1'

with both the quasistatic and the infinite cylinder theories in their striqt limits of

validity. Further work is underway to improve the numerical integration accuracy in
le.

the variational code for the case of the total scattering cross section at large values r-%..

of kh.
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The calculation of a' and a" should be thought of as preliminary. Actually, one

is dealing with two relaxation times, one due to bulk conductivity effects, and the

other due to surface scattering. We are, at this writing, as a part of our ongoing

AFOSR work, reformulating the calculation of the complex dielectric constant, taking

into account multiple relaxation times. Note that, since the same complex dielectric

constant is used in all three (variational, quasistatic, and infinite cylinder) electro-

magnetic calculations, the conclusions given above still appear to be valid.
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ABSTRACT

Stimulated by our earlier findings on resonant scattering by two oriented, neighboring spheres
[Refs. 8,10], we have performed a similar investigation for the case of finite cylinders using our now
computer-controlled microwave analog technique. Three resonance-sized finite cylinders of aspect
ratios 12:1, 4:1 and 2:1, whose refractive indexes simulate those of ice or silicate at visible
wavelengths, were prepared for this study. The scattering intensities, all calibrated in absolute
magnitudes and observed at scattering angles e = 500, 700, and 900, were plotted versus the azimuth
angle X as each cylinder was continuously rotated through 1800 from the beam direction (X - 0) in the
horizontal scattering plane. This plane contains both the transmitting and receiving antennas which, ., ..

are simultaneously polarized either vertical or horizontal, the respective scattering intensities

being denoted by i1 or 1 22, respectively. Several striking features are discussed. Preliminary
theoretical analysis of these data has also led us to the new finding that surprisingly close
predictions of these features were possible via the use of the well-known Rayleigh-Gans-Debye
approximation theory [5,61, especially for ice-like cylinders having low refractive indexes. The
results of these experimental/theoretical findings are shown in uniformly formatted figures. This
work is an integral part of our ARO-supported research program to better the understanding of the
physics of light scattering by irregularly shaped particles.

INTRODUCTION

Long, active research by a number of people [2,4,5,6,7,9] has made possible the quantitative

prediction of light scattered from an infinitely long, but arbitrarily oriented, cylindrical object.

An outstanding feature in such a process is that the scattered light is observable only when sighted

from the directions defined by a circular cone and toward its apex [4,6]. This particular cone is -e.
'VS. dependent only on the angle of incidence and is formed by rotating the incident ray around the

cylinder axis with a constant angle in between. For example If a long straight spider web Is fully

illuminated o.,ly by collimated light, only a particular spot along its length can be seen. This spot

the apex of the cone just mentioned. Thus, it is seen that the scattering by a very long

cylinder is extremely narrow in its angular spread, being almost delta-function-like.

What if the unrealistic restriction that the cylinder be infinitely long is removed? This

question in realistic scattering problems has not yet been answered in sufficient generality
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despite the existence of a number of promising, yet highly involved theories [1,3]. On the other

hand, experimental investigation is extremely difficult other than using microwave-analog techniques -

mainly due to the lack of knowledge/precise controls of particle parameters such as size, shape,

refractive index and orientation in the beam. In the next section (Sec. II) we shall describe in some

detail the measurement procedures of this investigation using our microwave facility. An important

mathematical symmetry relation which is independent of the cylinder size and material, but which

proves very useful in the interpretation of cone profile, is also discussed. Sec. II also includes a

brief explanation of the Rayleigh-Gans-Debye approximation theory (abbreviated hereafter by RGD),

which gave unexpectedly close predictions for the observed phenomena. Sec. III presents the

experimental results along with the comparisons with RGD theory in uniform comprehensive graphical

forms. Most of the significant scattering properties are discussed. This paper then concludes with

the summary.

II. EXPERIMENTAL/THEORETICAL CONSIDERATIONS

A. Experimental Considerations

The parameters of the Lhree plastic, circular targetcylinders are listed at the top of each of

the figure pages, Figs. IA-3F. Two cylinders of these three have aspect ratios 1:12.263 and 1:4.0 and

were machined from expanded polystyrene material to simulate the refractive index of water-ice at

visible wavelengths. The third cylinder, which has a 1:2.008 aspect ratio, was similarly prepared

from plexiglass material to simulate silicate. The choice of cylinder diameters and lengths was made

to systematically investigate the change in the scattering-cone profile as the cylinder was shortened,

to be compatible with the antenna-wave-front size and the level of accurately measurable scattering

intensity, and to obtain mechanical rigidity of the particle shape.

Scattering intensities i11 (X) and 122() were measured at each azimuth angle X as each cylinder

was rotated in the horizontal scattering plane that contains both the transmitting and receiving

antennas. X is the angle between the cylinder axis and the incident beam. It was varied in the
0 "0

common range 0  S X S 1800 either by an interval AX - 1 or by AX = 2°  i11 and i22 are the

intensities (in absolute magnitude) when both antennas are polarized vertical and horizontal,

respectively. The absolute magnitude calibration of ill and 122 was made by comparing intensities

with those of a standard sphere run immediately following each azimuth sweep. Each of these %

scattering-cone profiles was measured at three angular positions of the receiving antenna - scattering

angles 0 = 50 , 0 - 70 , 0 - 90°--and are depicted, respectively, in the A & B figures, C & D figures,

and E & F figures of Figs. 1A-3F. (They are labeled "Expt".) Separate runs to measure the intensities

averaged over random particle orientations, the 11 and ,22 were also made. (See our previous report
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[11) to facilitate the direct comparison between i and i1 and between i2 2 and i ) The levels
11 Til 22 22*

as well as the numerical magnitudes of 111 and i22 are shown at the lower left corner of each figure.

All measured scattering intensities are calibrated in absolute magnitude to facilitate direct

comparisons with the necessarily complex theoretical results. In the summer, when these measurements

were performed, the high indoor temperature of our large anechoic chamber may have caused appreciable

system gain changes (in the transistor/integrated circuitry) during target azimuth sweeps

(typically 12-25 minutes). Maximum error in the absolute magnitude calibration is estimated to be

about 10% if the magnitudes of ill and i2 2 are larger than about 5. Below magnitude 5, the error may

climb to about 20% because an additional factor of fluctuating residual background has to be

considered.

B. Scattering Properties Resulting from Particle Shape Symmetry CC
All cylinderical particles used here are of course axisymmetric in shape. As the axis of such a

particle is confined to rotate in the scattering plane, the 1i11(X) or i2 2 (X) profiles should be

symmetrical about the bisectrix (w - )/2 with a half period w/2. Equivalently, i1 1 (x) and ' 2 2 (x) are A

also symmetrical about the bisecting angular position of the scattering angle, 6/2, as the azimuth X

is varied. These remarkable symmetry relations follow from examination of the transformation

properties of the complex scattering amplitude matrix S under particle rotations/inversions, van de

Hulst explained [5] that there exist four related particle positions in which S at each position

can be represented by the same set of matrix elements Sz , 2 S,, S.:

Position a Position b Position c Position d

a 1 " d"b S, S, "-(1) .. -d s.,-(1

Only two of the above transformations, Sa S and S * S b lead to the proof of our beginning -

statements. These two positions cand b are obtained from the particle position a by mirroring the

particle with respect to the scattering plane, and 1800 particle rotation about the bisectrix,

respectively. Immediate consequences of Eqs. (1) are
(1) S Since our cylinder axis is always in the scattering plane, the positions (a) and

(1) w uc

(c) are identical. Equating the S-matrix elements for both positions we have S, = -S, and

S, S., which are true if and only if S, = S, - 0; I.e., there are no cross-polarized _

components.

(2) S . The above consequence, S, = S, - 0, further results In S ; i.e., the

matrix elements at position a are identical to the corresponding elements at position b, the

reciprocal position. Thus, as X is varied, both S, and S, vary periodically with the half

period w1/2 and with symmetrical patterns about the bisectrix.
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Since the intensity components , i ,  i12 and '21 (i12 & i2 1 are called the cross-polarized

intensity components) are by definition simply related to the amplitude matrix elements by

I - Isj2 - Is, l 2  . IsI2 and - IS, 2 (2)% 11 22 ' 12 '21- (2)"

the symmetry properties of i1 and i2 2 follow those of the S-matrix elements shown above.

These symmetry properties, which are independent of the target size/material, allow us to check

the precision with which we orient each particle in the beam, the homogeneity/symmetry of the product

particle, and/or even the reliability of theoretical algorithms employed to analyze the experimental

results. It is also interesting to note that when the cylinder axis is aligned to the 8/2 direction,

i.e., when X - - 8/2, an extremum (in general a maximum) in i11 or i2 2 is observed at e, the

intersecting direction of the scattering plane and the scattering cone.

C. Rayleigh-Gans-Debye (RGD) Approximation Theory

This classical theory in light scattering is known as the Born approximation in its wave

mechanical counterpart. It was developed to treat the scattering by particles larger in size than

in the Rayleigh region (where x << I and ImxI << 1; x - 2wa/x, m - m'-im" - complex refractive

index). The physics in the RGD theory is the same as in the Rayleigh scattering theory, except that

the scattering particle is subdivided into a number of Rayleigh-sized particulates each of which

contributes a scattered wavelet (in the familar Rayleigh pattern) at the observation point. Each

particulate therein is assumed to scatter the unperturbed incident wave as if other particulates were

absent, but only the phase relationships between these wavelets are taken into account to assess the

resultant RGD pattern. Even though the basic assumptions in the RGD theory imply that 2xim' - 11 << 1

(i.e., m has to be very close to 1), this approximation has been applied to many practical problems

far beyond its validity mainly because of its relative simp.icity in the qualitative explanation of

scattering by irregularly shaped particles. Furthermore, the angular scattering patterns of many

nonspherical shapes can be expressed in closed analytical forms. For more detailed expositions of the

RGD theory, we refer to other texts [chapt. 7, Ref. 5; Chapt. 8, Ref. 6], and describe here only those

formulae employed in this investigation.

For a finite cylinder of radius a and length L, the particle azimuth and scattering-angle
-m .-.

dependences of scattering intensities i11 and i2 2 by RGD theory are

I m2  1 1 2 L )2 6  ( A
1 I - 2 (11 4) 2 P(,B) (3a)

m +2

i22 11cos E, (3b) 7
respectively, where

x = ka = 2wa/A (3)
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m - m' - im" = complex refractive index (3d)

- x - (N - 012- angle between cylinder axis and bisectrix (3e)

and P(8, 8) is called the "Form Factor" of the oriented cylinder:

P(O,8) =  sin (v cose) 2J1 (u sin) )2(3f)

v coss u sin$ (f

in which

u = 2 k a sin(O/2) (3g)

v = k L sin(0/2) (3h)

and J1 is the first order Bessel function of the first kind. i11 and i22 are dimensionless quantities

representing the absolute magnitudes of the perpendicular and parallel components of the scattering

intensities, respectively. They are also plotted as a function of X and are shown in each of the

figures Figs. IA - 3F for direct comparison with experimental results.

III EXPERIMENTAL RESULTS AND COMPARISONS WITH RGD THEORY

The easiest and most efficient way to evaluate the outcome of microwave experiments is to present

the experimental data in a carefully selected set of graphs. This not only facilitates the

visualization of actual light scattering phenomena but also provides an adequate link to the

theoretical interpretations needed to better understand the underlying physics. We present 18 figures

(Figs. IA - 3F; note that Figs. 1A & 1B for 8 - 500 data are shown twice to facilitate comparisons

with 8 = 700 and 8 - 900 data, Figs. IC & ID and Figs. IE & IF, respectively).

Outstanding features:

(1) The larger the aspect ratio, the more pronounced is the specular scattering from a finite

' cylinder - in the sense that narrower, sharper peaked light beams are scattered into the directions of

a cone predicted by the infinite cylinder theory.

"'_ (2) What is not known by the infinite cylinder theory Is that one such main scattered beam is

accompanied by several side lobes symmetrically surrounding it. Again, the larger the aspect ratio,

0% the narrower is the side lobe and the lower the intensity level compared to the main beam. Indeed,

for the 2:1 cylinder the side lobe level becomes comparable to that of the main lobe and is so

-- displaced in angular position (Fig. 3E) that these two may become indistinguishable.

(3) The profile of scattering intensity versus cylinder azimuth angle changes markedly with respect

to the incident polarization. For the longer cylinders the peaks of ill are in general higher than

those of at all scattering angles. In an extreme case such as shown in Fig. 2F, the extremum of

.22 at the cone direction may even become a trough!
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(4) For long and short cylinders alike, i11 and i22 vs X profiles follow the mathematical symmetry

described in the beginning paragraph of Sec. II-B; i.e., the profile is symmetrical about the

bisectrix position X = ( - e)12 or half-scattering angle position X I - 8/2 and repeats itself with -.

a period n.

(5) The degree of specular scattering may also be quantitatively expressed by the ratios

whei) /i and (i ar/hemxiu(i11 max I i11 and r22 (i22)max 22 1where (ii)max and (i22)max are the maximum

intensities of ili and i22 while ill and i 22 are the corresponding intensities averaged over random

cylinder orientations, respectively. r11 and r2 2 are seen to give the measure of flashing scattered

light in a constant background of light scattered by randomly oriented cylinders. There are no simple

correlations between r1 1 or r2 2 and either polarization or scattering angle, but in general longer

cylinders have larger r1 1 or r2 2 ; i.e., they exhibit more enhanced twinklings. The maximum value

observed was r2 2 = 34 for the 12:1 cylinder shown in Fig. 1B at 6 = 500.

(6) Away from the azimuth X iT - 6/2 where specular scattering occurs, scattering by an oriented

cylinder is considerably reduced in intensity, and the larger the aspect ratio the more conspicuous is

this contrast.

(7) The RGD approximation for finite-cylinder scattering gave surprisingly good predictions for those

"V . with ice-like refractive indexes (see Figs. 1A-2F); e.g., as regards the angular locations and widths

of the major and neighboring scattering lobes. Even the quantitative agreement with experiment in

intensity versus azimuth profiles is unexpectedly close.

(8) According to Eq. (3b) there is no scattering at 8 = 900 by RGD theory when both antennas are

polarized parallel to the scattering plane. While this is roughly borne out by experiment for the two

longer cylinders with lower refractive indexes (Figs. IF & 2F), it is not the case for the 2:1

cylinder with higher refractive index (Fig. 3F).

(9) Despite the fact that RGD theory gives the worst predictions for the higher-refractive-index

targets by overestimating (Fig. 3A) or underestimating (Figs. 3C, 3D, 3E, 3F) the absolute magnitudes --

of scattering intensities, it still foretells the occurrences and angular locations of major

scattering lobes and in some cases the minor lobes as well (Fig. 3B).

SUMMARY

(1) An oriented finite cylinder may also specularly scatter the incident light in the same cone-

shaped directions as the similarly oriented very long cylinder.

(2) The aspect ratio, or the length/diameter ratio, is a dominant determining parameter of such a cone

profile, in that the larger the aspect ratio, the narrower is the angular width and the more sharply
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% %
peaked is this major scattering lobe. The lobe profile is also strongly dependent on both the

incident polarization and the scattering angle.

(3) This main scattering lobe is accompanied by side lobes symmetrically surrounding it, the widths,

intensity levels and angular positions of which again depend strongly on the aspect ratio. For

shorter cylinders these side lobes, as well as the main lobe itself, become wider and less specular

in intensity levels; i.e., the cone profiles are more smeared out.

(4) The Rayleigh-Gans-Debye approximation theory is seen to provide unexpectively good predictions of

the above scattering features if the cylinder's refractive index is low. This argues strongly

for development of even better theoretical methods.
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FIGURES lA-ID. SCATTERING INTENSITY VERSUS PARTICLE AZIMUTH ANGLE. Experimental (marked Expt.) and ~.
theoretical (marked RGD) curves depicting the azimuth dependence of the scattering intensity for a
12:1 cylinder as its axis was continuously rotated through 180 0_in the scattering plane. Target

parameters are shown on the upper righteornersof this page. t~ or t. on the lower left corner of

Sealso Sec.II.
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SCATTERING INTENSITY VERSUS AZIMUTH ANGLE OF A 4:1 CYLINDER
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FIGURES 2A-2F. SCATTERING INTENSITY VERSUS PARTICLE AZIMUTH ANGLE. Experimntal (marked Expt.) and
theoretical (marked RGD) curves depicting the azimuth dependence of the scattering intensity for a0
4:1 cylinder as its axis was continuously rotated throue 180 in the scattering plane. Target
parameters are shown on the top of this page. i- or z2 on the lower left corner of each figure is
the intensity averaged over random cyZinder oieAlatio, as measured by separate runs. See also
Sec. II.
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ANGULAR SCATTERING CURVES AND ASYMMETRY FACTORS

FOR A CLUSTER OF RANDOMLY ORIENTED INFINITE CYLINDERS

Ariel Cohen*, Richard D. Haracz and Leonard D. Cohen
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Philadelphia, Pennsylvania 19104
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Abstract

The special geometry required for obtaining the optical scattering intensities

for a cluster of randomly oriented fibers is discussed.

The geometry Is also used to generalize the concept of asymmetry factor to

include nonapherical long cylinders in order to calculate the ratio of the power of

radiated ligt Into the forward direction to the power of backscattering light.
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The determination of the scattering intensity for the scattering of light from

randomly-oriented long cylinders into a given direction in space requires the

integration over all possible tilt angles between the incident direction of light and

the cylinder axis. However, due to the unique properties of the scattering pattern

of light from infinitely long cylinders, the integration cannot be performed by

numerical integration over all possible orientations equally weighted. Account

must be taken of the fact that very long cylinders, with aspect ratios exceeding
200 (aspect ratio - diameter/length), scatter light primarily along the surface of

a cone whose vertex angle equals the angle between the direction of incidence and

the cylinder axis.6

Let 0 be the tilt angle between the direction of incidence and the axis of the

cylinder. The angle between the incident fight and the scattered light is denoted

2 90. It is customary to define the scattering angle I as being measured in a plane

perpendicular to the cylinder axis as shown in Fig. 2. If 2 o is fixed, there are

only two values Of 8, (0 and -0) for which the cylinder contributes to the

scattering. All other orientations of the same tilt angle f produce negligible

scattering as these orientations correspond to scattering off the cone. As a

consequence, when determining the average intensity for the various possible
W.I0

orientations, care must be taken to select only those orientations that produce

scattering along the cone. Inclusion of orientations that do not produce such

scattering, as may occur when the integral is done in constant steps in the

averaging process over all orientations, will result in erroneous results.

The scattering intensities of light obliquely incident on an infinite cylinder

are given by

1 I const. libol + 2Zbn cos(nO)] cosy i2r-b., sin(nO)]siny 12. (1)
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x2  . Ilao I + an, co(ne)) sint- 2 an, sn(nS)coSr 12. (2)

V where bn. bnlI, anl, and an,, are the scattering coefficients and Y is the

polarization angle (see below). I1 and 12 are the polarized intensities in, and

normal to the cylinder-scattering plane (formed by the cylinder axis and the

direction of scattering).

The coefficients are dependent on the size parameter of the cylinder, x -

2Vi/)a. the complex index of refraction m - n - ik and the tilt angle J. Here, Iis

the wavelength of the incident light and "a" the radius of the cylinder.

In order to solve the problem of the scattering of light by randomly

oriented cylinders, five angles are used (see rig. 1 of Haracz, Cohen and Cohen):

1) The scattering angle 2 o0

2) The angle of incident linear polarization .. This is measured relative to the

scattering plane. (Note that the scattering plane containing the incident and

the scattering light is different for each cylinder - the scattering plane is

defined above).

3) The tilt angle 0 between the cylinder axis and the direction of

incidence. We note that - ,-

4) The scattering angle e, measured on a plane normal to the cylinder axis.

5) The orientation angle Y. the azimuthal angle of the cylinder axis in the

reference plane. This frame places z in the direction of incidence, and x in

the scattering plane. Thus, the orientation angles or the cylinder axis in the

reference frame are 'and I. The angle Y4appearing in eqs.(I) and (2) is

is defined by

Y'. ":"• i3(+' (3)
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As a direct result of the fact that light Is scattered on the envelope of a cone, the

angles 0, op and 0 are related

0 - 2 sin-I(sin%/ sn 4) (4)

The angles o, io and y are also related as

* - tan- I (tar4o / cosy) (5)

with (_><1o

The summation over all tilt angles can now be performed by multiplying each

Intensity obtained for a particular tilt angle 4 by a probability factor

corresponding to this tilt angle

POP, 1 ) - MOO sln o  (6)

where 4 - 40(y) by Eq(5). and It Is shown that

JP(¢, 0 ) dy - T/2 (7)

for any value of (o.

This result reflects the important fact that the same number of cylinders Is

participating In the scattering of light In any given direction. (References for ,

equation 6 and 7 - see (B)).
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A ui tla ring Curves

We calculate the intensities for the wavelength 10 microns incident on

cylinders with the complex index of refraction m - 1.85 - iO.033 i. The size -.-

parameter x - 7.3513. These values are used by N1. Mckay el aL (J.A. P.55,1984),

in which a different averaging process was used that required a compensation

factor for a singularity in the averaging integral. Our averaging process Is ,-.

nonsingular and requires no compensation factor. The intensities I 1 and 12in

relative units are plotted against the scattering angle 2to in Fig. I form(- 0.

(incident light linearly polarized in the scattering plane). Fig. I also contains

these intensitites for .(- 7'/2 (incident light linearly polarized perpendicular to the

scattering plane). It is important to point out that each point in these curves

involves calculations of contributions of several tilted cylinders which are not

necessarily in the scattering plane and for which cross-component terms (see

eqs. (1) and (2)) must be taken into account. The curves have a few of the basic

characteristics of the intensities for the scattering of light from a sphere with a

similar size parameter. These characteristics are

1) A strong forward scattering value.

2) A minimum in the region of 70 to 120 degrees of scattering angle.

3) A backscatter value approximately one order of magnitude smaller than the

forward scattering value.

4) The number of maxima roughly equal to the value of the size :-

parameter.

We note that no divergence appearsas is physically expected. This leads to

the conclusion that our method of averaging over cylinders using the constraints

imposed by scattering on the envelope of a cone overcomes the difficulties

reported by Mckay et al.
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Ajymmety Factr for Ilfinite Cylinders r
One of the main optical parameters in the study of heat transport through i

fibrous media is the amount of radiative power scattered into the forward :

hemisphere versus the power scattered in the backward direction. In the case of

spherical particles, this ratio is called the asymmetry factor j and for spheres

larger that the wavelength of light Ix - (2irWl) I irs form is

() - I( x m) d>1/2 (8)

where/ - cos 0 , 0 is the scattering angle and m is the complex relative index of

refractioc

This equation cannot be used for the definition of the asymmetry factor for

cylinders since the scattering angle 0 is not defined relative to the direction of

the incident light. We shall therefore define the scattering angle for light

scattering from a long cylinder and the geometry required for a proper definition

of the asymmetry factor.

Consider Fig. 2 where the incident light is along the z-axis, the target axis is

zC. and the scattered direction is z'. The direction of incident polarization defines

the x axis and the Incident polarization frame xyz. We can then orient the target

axis z relative to the frame xyz using the spherical angles (tilt or polar angle)

and y (azimuthal angle).

For log cylinders, the scattering is along the surface of a cone whose apex is

at the origin (Figs. 2 and 3), and whose base has its center, denoted Oc, on the

target axis ZC This geometry is illustrated in Fig. 3. Any line from the origin to

the periphery of the base of the cone is a possible scattering direction. Thus, the

lines OA (forward scattering) and OB (arbitrary) are possible scattering
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directions. The direction OB can then be defined by the angle 0, measured in the

conic base counterclockwise about zc .

The base of the cone intersects the xy plane along the line CD, as shown in

Fig. 3. Thus, the lines OC and OD are scattering directions perpendicular to the

incident direction, and their respective scattering angles are 0 = 8 A and 9 - -eA

2wr- @A. Forward scattering then corresponds to the range of scattering angles

0 < 18 O A ,2Tr-A <0 A 1-..:

and backward scattering corresponds to the range 0 A < 0 <(2- 0 A..

We can now proceed to the definition of the observable quantities. The
scattered plane is defined by z and z', and the intensities for the scattering of light

parallel and perpendicular to the scattering plane are given by eqs. (I) and (2). As

mentioned above (eq. (4)) the scattering angle 0, the tilt anlge $ and 40, where 2 o 0

is the angle between z and z' are related. We are interested in forward scattering

for which the scattered light is in the forward hemsiphere (above the xy plane). If

the tilt angle 0 of the cylinder axis is less than 45 0 all scattering directions will

be forward. For 0 > 45 *, the critical scattering angles - @A for scattering

perpendicular to the direction of incidence are shown in Fig. 3. These are found

from Eq. (4) be setting 40 4 ".

8A - +-12 sin-l[I/(2 sin )11 (9)

The asymmetry factor for a long cylinder can now be defined as the ratio of the

power scattered into the forward hemisphere to the total power.
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-7r

For a cloud of randomly oriented cylinders, the average value of this factor Is

found by summing the effects of scattering for all possible values of the

orientation angles andiair
Pave (f dy'j sir4)d J(I 11 2 )dO)/

( dy.X 0sr N J (I 1 12) d*) 11l/1ln  0 1 )
vI"

a * . 0

Asy&mmetry Factors - Calculations
"A

- -.. ue- u4j

we get

A cos2y * lbol *2 1 bni cos(nO)l 2 dO

(.,.'... *1d (d b ll/1 ( )

:. (. - Jstn2y* Im[lbol+ 2 1 bn cos(nO)) x (2 1 bn sin(ne))] d (t12)'.-,
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The .quantity A is the power radiated into the forward hemisphere for scattered

light polarized parallel to the scattering plane, and It Is more compactly

expressed as

A = A, cos2 y + BI sin2 yM - C1 sin(2yv) (13) -

where A,,, BI and CI are evident from the preceding equation, and are not

dependent on y*. Therefore, for a cloud of randomly oriented fibers, the

Integration over y* results in averaging cos2y*, sin2y*, and sin(2y*).

Similarly

B -J sin2 y I am+ 2 1 an1 cos(ne)12 de

OA
* j cos2y* 12 - ant sin(ne)12 dO

- J stn(2y*) lm[(ao. 2 1 an, cos(nO))
ALT I

x (2 1 ani sin(nO))] dO

= A2 sin2 y* + B2 cos 2 y* - C2 sin(2y*) (14)

The quantities Ai, Bi, Ci (0 - 1,2) can be Integrated In closed form,

Al 2 lb1A +4 Ib [eA + sln(2nA) / (2n)
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+ (8Re(bobnn] sin(n8A) / n + I 8Re[bnnbmlJ

x [sin(n-m)OA/(n-m) + sin(n+m)eA/(n+m)]) (15)

As 8 does not contain zero-order partial waves Its integrated form Is

B - 4 1 Ibnttl (OA + sin(2n6A)/(2n)]
VITI

+ I I 8Re[bnlbmi[sIn(n-m)OA/(n-m)

- sin(n~m)OA/(n~m)]. (16)

Finally, the quantity CI contains integrals of sin(n$) and stn(nO) cos(nO) which

vanish when the limits are - 6A and 8
A. However, for Integrating the amount of

lIght scattered between OA and 8B, CI has the form

00 - 00 *

C - 2 1 Im(- [boibnl cos(nO)/n + I [bn bmuicos(n-m)e/(n-m)
4nu

- cos(n~m)6/(n~m)) - 2[bnibnnicos(2n)/2n)) (17)

and C1  C(O8 ) - C(A)Ii

The expressions for A2 , B2, and C2 can be obtained from these by replacing
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bni and bnii by an, and ani, respectively.

Results

Fig.4 shows the asymmetry factor Pave averaged over the possible orientations of

the cylinder as defined above. This parameter is plotted against the size

parameter. The behavior Is seen to be highly oscillatory with a period of about 15

units that damps as x Increases. It is also observed that the mean value of Pave

decreases with x.

The results should be of value In applications involving the transmission of

electromagnetic radiation through media that contain randomly oriented long

cylinders, for example, fibrous Insulating material.
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Z(Incident)

-6Y-

Fig2. The geometry for the scattering process. The light Is Incident along the

z-axis, and polarized along the x-axls. The light Is then scattered along

the z'-axis and Z O Is the angle between the Incident and scattered

directions. The cylinder axis Is denoted zc, and Its orientation angles with

respect to xyz are 40 (tilt angle) and y'(azimuthal angle).
Z (rwidet)

% %y

% %

/ 
a

FIgS. For scattering of light from an infinite cylinder, the scattering Is along the

element of a cone as shown. The scattering angle S is measured on the base

of the cone counterclockwise from A (forward direction).
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FIg4. The asymmetry factor averaged over all possible orientations of the
scattering cylinder versus size parameter.
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SUPERPOSITION PRINCIPLE FOR CIDS BY
HEIRARCHICAL MOLECULAR STRUCTURES

Chris W. Patterson, Shermila B. SJngham, Gary C. Salzman
University of California

Los Alamos National Laboratory '"
Los Alamo, New Mexico 87545

and

Carlos Bustamante
Department of Chemistry
University of New Mexico

Albuquerque, New Mexico 87131

RECENT SUBMITTALS FOR PUBLICATION:
A) C. W. Patterson, S. B. Singham, G. C. Salzman, and C. Bustamante, "Circular Intensity

Differential Scattering of Light by Heirarchical Molecular Structures," submitted to J. Chem. Phys.,
August 1985.

B) S. B. Singham and G. C. Salzman, "Evaluation of the Scattering Matrix of an Arbitrary Particle
Using the Coupled Dipole Approximation," submitted to J. Chem. Phys., August 1985.

ABSTRACT

We show that circular intensity differential scattering (CIDS) of light by macromolecules with
different levels of chiral structure is the superposition of the CIDS from each Individual level. As an
example, we treat a model superhelix with anisotropic polarizability.

INTRODUCTION

The theory of the circular intensity differential scattering (CIDS) has previously been considered

for molecules with one level of chiral structure.1-8 In this paper we study the CIDS for a model

superhelix with two levels of chiral structure. Because we are most often dealing with macromolecules

in solution, we will only consider the CIDS resulting from an orientational average. We show that the

CIDS of the orientationally averaged superhelix is the superposition of the CIDS for each of the two

separate orientationally averaged helices which comprise the superhelix. We give heuristic arguments to

show that this superposition principle is quite general and applies to any number and type of chiral

structure for which orientational averaging Is appropriate.

The consideration of hierarchical structure of molecules also provides an understanding of the

theoretical basis for using effective polarizabilities for the 'aggregates' which comprise the last

level of a macromolecule's structure. It is important to know whether it is possible to average the

polarizability of lower order structures in order to obtain effective polarizabilities for higher order

structures. In this paper we give examples which help to confirm this averaging principle for

anisotropic polarizabilities.

The theory of CIDS for orientationally averaged structures with anisotropic polarizabilities has

been developed extensively by Bustamante, Maestre, and Tinoco.4 We describe this theory briefly below

and refer the reader to the referenced works above for more detail.
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CIDS THEORY

We wish to determine the far electric field due to a radiating dipole Pnat point r n

nn n

induced by the incident field O where the polarizability at pointl is given (on principal axes)
10

4 n -P -o
Saee j 6ij (2)

The scattered field at r' with wave vector I' and incident wave vector from a collection of such

radiating dipoles Is given (using the first Born approximation) by

E(r) = Ceik'rn-'k*)"e i orn4
(, n

where

S - .(4)

The orientational average for the difference in total scattered intensity, TL 1 R' with left and

right circularly polarized light incident, given by Bustamante et al,4 is then of the form
C ).

I L 0 (e I R = R .cj xj)Rj[ 'j M( / q - j l

A% 3
-(eI-RIj)(ej. Rij)(5ij/q-j)](siV3 + sinCA)) (5)

where the argument of the spherical Bessel functions (j1 and j2

q = 4xR1 j/I , (6)

".' is omitted for simplicity, and

R rj -ri (7)

0 '".
is the distance vector between dipoles. The angle .8 is half the scattering angle and is 90 for

backward scattering. All components of all dipoles are included in the sums of Eq. (5).

Eq.(5) is the starting point for all our calculations of CIDS arising from helices and

superhelices. Although normally the CIDS signal is normalized to the total scattered intensity IL+R .

we shall see that such a normalization conceals the superposition principle which we develop below As

a result, we shall identify CIDS as synonymous with the orientationally averaged ILI given in Eq.(5).

When calculating CIDS using Eq.(5) we let C-1 and cei=.
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SUPERPOSITION PRINCIPLE

We now apply Eq.(5) to calculate the CIDS from the superhelix shown in Pig.la. The result is shown

in Fig. lb where we have assumed the polarization is everywhere tangential to the superhelix ( letangent

vector). One can observe in Fig.lb a high frequency oscillation superimposed on a low frequency one. In

general, the higher frequency oscillation in reciprocal I-space of CIDS corresponds to the larger

structure in real r-space. One might expect, then, that the observed high and low frequency

oscillations in Fig.lb might correspond to the CIDS of the large and small helices, respectively, in

Fig.a.

In order to see this behavior, we calculate the CIDS separately for the small and large helices

which comprise the superhelix. In Fig.2a we show the small helix and in Fig.2b its resulting CIDS using

tangential polarizability as before. In Fig.3a we show the large helix and in Fig.3b its resulting

CIDS. The question arises as to what polarizability one uses for the large helix. We simply place the

dipoles on the large helix by translating the respective dipoles we used for the superhelix. This Isd

possible when the radius of the small helix Is much less than the radius and pitch of the large helix

comprising the superhelix.

Calculations show that further simplification is possible. We may average the dipole vector over

the turns of the small helix when its pitch Is much less than the radius and pitch of the large helix

*" comprising the superhelix. Such an average results in only a tangential component of the induced dipole

on the large helix. We have indeed used this approximation to find the CIDS for the large helix shown

In Fig.3b.

In Fig.4 we compare the CIDS from the superhelix in Fig.lb with the sum of the CIDS for the

separate small and large helices In Fig.2b and Fig3b. The agreement is quite good and confirms the

superposition principle. Note that, In general, the superposition principle would not work had we

followed standard procedure and normalized the CIS with the total intensity IL +I R '

Comparing Fig.lb and Fig.2b it is evident that the CIDS of the superhell oscillates about the CIDS

of the small helix. This is just a representation in reciprocal space of the fact that the superhelix

oscillates about the large helix in real spacer Thus the difference of scales of hierarchical levels in

real space implies different scales of hierarchical levels in CIDS as well. .

The existence of a discernible hierarchy in CIDS allows one to apply a smoothing function to

"~extract the CIDS arising from the small structure component. For multiple levels of structure, such a

smoothing function can be applied repetitively and the CIDS signal at each level can be extracted

sequentially until only the CIDS from the largest structural component remains. Conversely, if there is
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no visually discernible hierarchy in real space, there will be none in the CIDS. Signal smoothing will

not work and the superposition principle will not apply.

We have shown that the CIDS arising from chiral molecules with hierarchical levels of structure is

the superposition of CIDS from each of the individual levels. This principle allows us to treat the

different levels of structure of a macromolecule on an equal footing. We contrast this with the

situation In crystal diffraction where the different levels of structure result in a signal product

instead of a signal sum. For the superposition principle to be valid, it is necessary that the CIDS

result from an orientational average of the macromolecule and that the different levels of structure be

readily discernible.
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a) a)
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FIGURE 1. CIDS FROM SUPERHELIX. FIGUIRE 2. CIUS FRHOM SMALL III: I,.IX
a) Superhelix with radius and pitch a) Small helix of the superhelix wit I
dimensions showni. There are vs32 turns radius and pitch (hlmvnsinns shown. h)
oif the small helix per turn of the large CIDS from 32 turns of the small helix
helix. b) CIDS from 1 turn of super- with 3 dipoles per turni. Thv dipoins
helix with 3 dipoles per turn of small are directed tangential to the small
helix. The dipoles are directed tani helIix.
gential to the superhelix. A total of
96 dipoles were used.
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rlditis and pitch dimvnslons shown. hW he]ix in Fih. l (solid line) with the
CIDS from I turn of the large helix w":th sum of the CIDS from the individual
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to those, translated from the siperhelix. comprising the superhelix. The dashed

line here is the sum of the dashed lInes

tio Fig. 2h and Fig 1b.
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ABSTRACT

The integro-differentlal equation developed by Shifrin for scattering by

tenuous particles and extended by Acquista Is used as the basis for a model for

scattering by a dielectric spiral. In order to develop the model It is necessary to

carefully delineate the scattering geometry and the geometry of the spiral.

Shifrin's approach to the solution of Maxwell's equations ror the scattering or a

plane wave from an isotropic and non-magnetic medium can be expressed by the S
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integro-differential equation

E(-) =Eoexp(ikdr) + ( grad dlv .k2)fd3r' exp(lkor r)(m2 - !) E(P)

where-E(r) is the electric field far from the scattering medium,

Eoexp (Ok6. r) represents the incident plane wave,

and m is the index of refraction.

A direct solution to this equation might be obtained by evaluating (F) at many

points Inside the scatterer and solving for these values by a matrix inversion

technique. This would be a prohlbltlvel complicated approach. Another more

manageable possibility is to estimate the E field inside the target medium and use

this as the start of an iterative approach. In fact, in the Rayleigh-Gans-Rocard

approximation the external plane wave Is used for the internal field. . "
Shifrin's approach adopts a more realistic choice for the lowest order

approximation to the Internal field, specifically, the internal solution for the

scatterer placed in a uniform electrostatic field. Acquista found that Shifrln's

. solution, which was appropriate for values of ka < I was unnecessarily restrictive

on theoretical grounds. Another drawback of. Shlfrin's approach is that his

derivation of the scattered fields depends heavily on the geometry of the

scattering particle. Thus, for scatterers of different shapes, the entire derivation

must be repeated.

Acquista used a Fourier - transform technique which changed the

Integro-differential equation of Shifrin into a pure integral equation. Futhermore,

the scatterer's shape dependence can be extracted as a separate Integral over the

volume of the scatterer provided the electric field Is constant throughout the

target. This leaves the rest of the formulation independent of the scatterer's

shape. Thus, in principle, scattering by a dielectric helix Involves determining the

pupir(or shape) function for sections of the helix where the field can be assumed

constant and then multiplying this function by the general first order scattering

solution. The second order solution in the iterative scheme used necessarily

Involves a much more complex Integration.
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As mentioned above, the Shifrin-Acquista technique provides an improvement

over the Rayleigh-Gans-Rocard calculation in the first iterate by assuming an

internal solution which is the solution of the equivalent electrostatic problem.

This approach has produced quite accurate results for spheres, spheroids, and

cylinders for which the equivalent electrostatic problems are soluable. In the case I

of the helix the authors are unaware of any solution of a dielectric helix in a

uniform electrostatic field. Thus, one must appeal to other notions to obtain the -.

first order estimate of the internal field. What has been done is to break the spiral

' into a number of disks. The electrostatic solution for a disk arbitrarily oriented

*" with respect to a uniform field is known. This internal field does of course vary

from disk to disk. In the sections to follow, the details of the somewhat complex

geometry is presented along with the integral form-,lation of the spiral shape

function.

.. The geometry of scattering

The reference frame is shown In Fig.l. It indicates the Incident direction, the

scattered direction, and the direction of polarization. Fig.2 Indicates the spiral

coordinate system and its relation to the reference frame. The spiral frame is

related to the reference frame by two rotations:

Xs ""'"

ZS  ZoQ O.

zs z0

k-sin#, COSYi + sintsinT,%. csK.
S

W .', '

is -sint. cos 509
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where (i. ,jok.) and (1,jk,) are the cartesian unit vectors for the reference and

spiral frames respectively.

The Geometry of the Spiral

The radius of the spiral Is R. The location of a point on Its axis Is given by the

vector

h()- R cosOV R sin*J,. (P/20) 0 k
In the spiral frame, where 4 Is shown In Figure 4, and P Is the distance of rise of

the spiral In one cycle and Is shown in Figure 3. The 0"" corresponds to the right

handed helicity shown In Fig.3, while "-a corresponds to a left handed spiral. The

vector h locates the point "0" shown In Fig.5, which Is at the center of a disk of

radius "a" (the radius of the helical wire). The direction z is the direction of the

helical wire at the point "0".

3d (d/do) d)-R (sino -cosCJO) + (P/27) ]d)

~ij R2 + (p2,41,) do

We complete the right hand triad with
AA
,-* cos4 .+ sin Aj,,

k1 /2rr)( coso ,1sin D
'if'

Scattering of Light from a Spiral In the First Order Shifrin Approximation

The scattered field Is to first order

E [1l + div grad) ,e G(r r,)

where dx=3(m' )/(41T (m2))

m= Index of refraction

r,- locates points relative to the spiral frame (x,,y,,z,)

U(r') Is 1 within the target and zero elsewhere. "II

The spiral Is divided Into disks as shown In Figures 4 and 5. We assume that E,

Is constant within an elemental disk. Then
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As mentioned above, the Shifrin-Acquista technique provides an improvement

over the Rayleigh-Gans-Rocard calculation in the first iterate by assuming an

internal solution which is the solution of the equivalent electrostatic problem,

This approach has produced quite accurate results for spheres, spheroids, andco t

cylinders for which the equivalent electrostatic problems are soluable. In the case

of the helix the authors are unaware of any solution of a dielectric helix in a Z

uniform electrostatic field. Thus, one must appeal to other notions to obtain the

first order estimate of the internal field. What has been done is to break the spiral

into a number of disks. The electrostatic solution for a disk arbitrarily oriented

with respect to a uniform field is known. This internal field does of course vary

from disk to disk. In the sections to follow, the details of the somewhat complex

geometry is presented along with the integral formulation of the spiral shape

function.

The geometry of scattering
The reference frame Is shown in Fig.l. It indicates the Incident direction, the '

scattered direction, and the direction of polarization. FIg.2 Indicates the spiral

coordinate system and its relation to the reference frame. The spiral frame is

related to the reference frame by two rotations:

.0.1

zsm  sIzosi.,

- sin#,cos.1+ i cosAK.

I cost cost, cos4,sin ,- sin ,

so I
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E~s(')-,k'k:+grad di d'r, E -4 G(F .
Vf.

where " Ji;'
-0 - - A A ~AA

here
ar, and aT, are constants taken to be the same as in the static infinite cylinder

case,
aT- 2A(m "0, w I.

Using the far-field approximation
Es(r)= exp Di ) uiI.k) ]

S r
where u( I -,) is the Fourier transform of the pupil function for the ith disk.

Evaluation of the Pupil Function uiO( r-

The pupil transform is

where r - ka

We have (Acquista) evaluated this transform In a previous paper with
-. -. -%1;rs = h +r,

giving,
ui(()= P r U;(r h)exp(]ilr)exp(iih)

d'r'exp(i -iexp(iT.h)

=2rra2 d5 . Jl Q) exp(lih')

=2Ta2 J L J a)exp(t) d (

where

3"1 (k a) is a Bessel function and

4.= '±((4cos4i4 t sino)2 + r)

Yq= *R cos+- 511 sin#.,
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It follows that the first order~cattered electric field is

E5(r)-atexp(Ik~r) k 217 Xrd( J, (ra)

We write

AExpression of E.,() in the reference frame ( yz.)

The unit vector r isin the scattered direction z, and rk.- cos 2,as seen in Fig.l1.
-*AA -^A 'AAE,9 (y . E-J, a,, E;Ikjya1I

A

E M Ecosy.+ Esin,.j.
We f irst need *, "Ik, in the reference frame

AAAL A A
I;B Cos#[ cosicosj'..costsinrs,.- ±jtI, sir4[ - sini. cosja1

A A A

a,i. aj, j. a,,k.A
IP( COSM -sli 4cosrej.]

;sir,+I costcos;? + cos~sin A - sIn4*kA] ;R[sinqcosgt L sin# sintj. + costl ,jJ
0*

*a.. + .4j. a~.

k# -- [-Rsinfcos~cos~i # cosf sinlJ4. -sir~k' Rcos#[-sin4'11 cosr-A
+ P i C% +sirosinr,4 + cos~k~j

A 4 A

1, + a,* a,,k.
thus

x4 a, , a,,, a,, 4
z4 a,, a,, a,, zJ

We may then writePO

?([~~~,A A f AAA AjA
Ei." L.~~l~ it 14, 1.16 W ,. ar+i ( a,4 +s nI( j; i. 4, + j+ jJ a,,, J. k. ya

A A (a, A A 4 N
RE(os(a, a, ..(Ea, a-+a,

0+(Eo *

This form is next used to get the vector portion of the scattered wave
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A A 4 AA

The scattered wave is therefore *ven by

r
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ABSTRACT

The scattering of polarized light from targets of either random or constrained

orientation is discussed with emphasis on the special geometrical considerations

involved. Application is made to randomly oriented short cylinders and spheroids, and

it is shown that the different shapes of equal volume produce different intensities

when the plane of polarization is changed by the scattering process. The Shifrin

dtheory is applied and extended to a continuous spiral modelled as a sequence of

adjacent disks.I
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GEOMETRY

We want to be able to find scattering intensities for light incident on a target

whose symmetry axis is arbitrarily oriented relative to the direction of incidence, and

the incident light is arbitrarily polarized. To this end, we first establish a

reference frame defined by the direction of incidence and the direction of scattering.

Let z0 be an axis in the direction of incidence and z be an axis in the direct-

ion of scattering, as shown in Fig. 1. The plane formed by z0 and z is called the

reference plane. The x0 axis is perpendicular to zo and in the reference plane, and the

Y axis is perpendicular to the reference plane. This defines the reference frame -

the x0 , Yo * zo axes. The angle between the directions of incidence and scattering is

denoted 2o •

Application of the scattering matrix is done in the target frame, where zt is

the symmetry axis of the target. The target plane is formed by zt and zo, and xt is

perpendicular to zt in the target plane. The right-hand triad is completed, and

xt, Yt , zt is the target frame.

The reference frame and the target frame are then related by two rotations:

Azt  X

At = RR) ( k" ) (1)

where the transformation matrix is

cos+ cos'( cos4 sin,( -sin$

Ro  -sin)' cos ' 0 (2)

sin$ cosy sin i sin 1 Cos"

AVERAGE SCATTERING INTENSITIES FOR RANDOMLY

ORIENTED SHORT CYLINDERS AND SPHEROIDS

Our first application is to finite cylinders and spheroids of equal volume.

The incident light has the electric field

A"

E0 = E 1O + E (3).-'

and hence it is linearly polarized.
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To apply the scattering matrix, this field must be transformed to the target

frame by the application of the rotation matrix given in Eq. (2):

Eot = Ro_0 t Eo  (4)

The scattered electric field is perpendicular to the scattered direction P,

A A

Esc E -r.E r s, (5)

where the vector Es is obtained by the application of the Shifrin-Acquista N

perturbation theory, so the first order contribution toE 5s in the target frame is

E = S Eot , (6)

where the scattering matrix is

aTE 0 0

S =C k 2 ekr u(k 0 P k 0 aTE 0 (7)

L.-0,0..,,

It is assumed that the polarization matrix is constant over the target volume (not

quite true in the case of a finite cylinder as shown in our paper in Appl. Opt. 

(1984)). In Eq. (7), the constant C = (m2 - O) 4f and is the expansion constant

of the perturbation theory. The function u( Y ) is the Fourier transform of the pupil

function for the target.

Two intensities are defined in relation to the reference frame (parallel and

perpendicular). Each assumes that the incident electric field is in the reference

plane, and

= k 2 r2  () / IE 1 1
0 scx scz (8)

2 2 I I2 .
= Escy 0

The average intensity is found by integrating these intensities over all possible

target orientations: z-

Iave = 1/4-t- d " dc sin# I( , ) (9)
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The results are shown in Figs. 2-5 for aspect ratios of 10, 2, 1, and 0.1,

respectively. In these figures, the volume of each target is 1 (m) 3  the index

of refraction is 1.5, and the wave number of the incident light is ko= I 1)-I

In each figure, the results for a sphere is given as a reference (dashed line).

The intensity I, has both the incident and the final directions of polarization

in the reference plane, and we see that the intensity patterns for each shape are

quite similar with small but discernable differences in the position of the minima.

Thus, for spheroids and cylinders, the scattering pattern for I, is controlled by

the volume of the target.

On the other hand, the intensity I. corresponds to the situation where the in-

cident polarization is in the reference plane and the final direction of polarization

is perpendicular to the reference plane. For an aspect ratio of 10, the cylinder and

spheroid have similar values of IL , while the sphere has I, = 0. For an aspect ratio

of 2, IL for a spheroid is nearly an order of magnitude smaller than I for a finite

cylinder of the same volume. For an aspect ratio of 0.1, 1.- for a spheroid is more

than an order of magnitude smaller and does not appear on the figure. One then .

concludes that these various shapes can be distinguished through measurements of Ij.

AVERAGE SCATTERING FROM LONG CYLINDERS WITH CONSTRAINED

ORIENTATIONS CONSISTENT WITH SCATTERING ON A CONE

In the above discussion, the average intensities were found by including all

orientations of target axes, equally weighted. On the other hand, for a given direction

of incidence and scattering, the orientation of a long cylinder must be constrained

in order for the scattering to be along an element of one of a family of cones. The

orientation angles of the cylinder must satisfy the constraining equation

Tan - 1 ( tan4o / cos'( ) (10)

(s given in reference A). This condition places the axis of the cylinder on a great

circle (as described in reference A), and the result is that the average intensity

depends on an integration over only one of the orientation angles:

= 2/W d' (sin 2  y, )/sin4 ) 1( , ) ) ) )', . Iave " j%'
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SCATTERING OF LIGHT FROM AN ARBITRARI.Y ORIENTED CYLINDRICAL

SPIRAL

This problem is treated as coherent scattering from specially positioned

dielectric disks.

The relationship between the target and reference frames is given in Eq. ().

As shown in Fig. 6, the spiral axis in the target frame is located by the vector h(4 ,

where $ is the azimuthal angle of the spiral as shown in the figure. The equation of

the axis is

h( A ) = R cos' it +(-)Rsin4 it + P/21 k k (12)

where R is the radius of the spiral, P is the pitch, and it 9 Itp and At are the

unit vectors of the target frame. The sign of the second term determines the

"handedness" of the spiral.

The cylindrical spiral is next divided into disks of infinitesimal

length and radius a. The length of the disk located by the angle 4 is

ds 4  =Idh/d4I d+ = P2 + p2 /4Vr d4 (13)

If the components of a vector in the disk frame are Ax: A, and Az+ , these are

related to the corresponding components in the target frame agLAx cos +(-)sin4 0 0 1 AX

Ay| (-(+)sin* )P/2-r oP/2i cos4 -(+) RA

P I (14)
.w t

A - ok R sin 4 -(+)-cR cos4 -.P/2rr

2 2
i.e.. A 4 = + At , with o 6 E P A/ The reference and disk frames

are then related as

A4 = Rt0. Ro-*t Ao (15)

The incident wave can have any polarization, and when this incident wave scatters off

the disk, the scattered wave obeys

A - A
dE = dEc - r • dE r (16)

Sc Sc
The vector dE is obtained from the first-order perturbation theory in the disk frame as

Sc

+ = S (Rt 4 Ro t E ) (1)

where this vector is in the disk frame of reference and S has the form of Eq. (7), but
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du(k0 r - k0 )is the Fourier transform of the pupil function for the disk. This Fourier

transform is obtained as

du( ) = fd3lj U(4 ) 6i * +

f fd3r exp(i 'Y- r) exp(iY-h )

-12ra 2  /R7+p/ 4 L ( P )( a)l ( 4) a)

x exp(i I(- h( ,)bd 4, , (18)

where we have used h + r' In this last equation J1  is a Bessel function,
and .is the component of the vector Y perpendicular to the axis of the disk.

It is noted that each disk contribution is constructed from an internal electric

field that follows the orientation of the disk and varies with the angle 4 . The

i total scattered electric field is the coherent sum of these disk contributions:

N

Esc dEsc (9

.4,.
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Figure 1. The geometry for the scattering process. The direction of incidence isz

,0
the direction of scattering is z, the symmetry axis of the target is zt, and

incident electric field is E
0

523



ASPECT RATIO =10

SPHERE~ 11
\ III

z\
Ld4

>- -5
10

LI

I S

< , C YLINDER

, 5~PHE ROID)
, II

5' t
(I

10
0 30 60 90

Figure 2. The intensities I,, and I for targets of various shapes all with
volume 1 4im ). The results for a sphere are shown as dashed lines,
and the results for cylinders and spheroids of the same aspect
ratio are shown as solid lines (with dots for the cylinder and
crosses for the spheroid). The aspect ratio - 10. (The solid
curve for Ii. for the spheroid is not drawn in, in Figures 2 and 3,but its close proximity to the curve from the cylinder is indica-ted by the crosses.)
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Figure 5. The same as figure 2 with aspect ratio = 0.1. Note that the intensity I ~ -

f or the spheroid is less than 105 and does not appear on the figure. ''
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Figure 6. The geometry for a spiral in the target frame of reference. Note that points on

the axis of the spiral are located by the vectorth(4) with the azimuthal
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ABSTRACT

Single cubes whose dimensions are of the order of one micron have been suspended in a quadrupole
trap and oriented by using a laser beam with a non-uniform azimuthal intensity distribution. This i a
major step forward in our program to measure the complete Mueller matrix of small cubes and to compare -
the results with theoretical calculations. The orientation phenomenon itself is very interesting and
provides new research directions such as studies of the dynamics of gas-particle interactions. The
ability to hold and hence also turn a small particle by optical means provides the possibility of
spinning a non-absorbing particle at very high speeds. Future work in these areas as well as complete
analysis of the torques and intensity distributions in the orientation process are being planned. The
orientation scheme is being engineered to fit into our Mueller matrix measuring apparatus and data for
oriented cubes will be obtained.

1. Introduction

A major part of our work on measurements of the complete electromagnetic scattering properties of

small particles is to hold a single particle in a fixed orientation while making the measurements.

This is required for a rigorous comparison of theoretical calculations with the experimental results.

One possibility is to use a fine spider web to hold the particle. However, even for the smallest

webs, the electromagnetic scattering properties will be affected in an undetermined way since the

effects will depend on the relative positions of web, particle, and scattered light detector. Conse-

, quently, a much more elegant way to orient the suspended particle has been sought.

The physical idea upon which our method is based can be understood as follows. Consider a laser

beam which has a non-uniform azimuthal intensity distribution about the laser beam axis. If such a

beam is incident on a particle, it will exert forces and torques on the particle due to radiation pres- .-

sure. If the direction of incidence corresponds to an axis with respect to which the particle has the

same azimuthal symmetry as the laser beam, then there will be an orientational potential energy func-

. tion with well defined minima. If the minima are deep enough, the particle will be trapped in a fixed

orientation. A pertinent example Is a laser beam with three azimuthal Intensity maxima spaced 1200

S apart incident on a cube along a body diagonal, i.e. the cube presents a three-fold symmetry when
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viewed along a body diagonal - See Fig 1.

II. Experimental

An apparatus has been assembled for the specific

* purpose of studying orientation schemes. A schematic

is shown in Fig. 2. A laser beam of wavelength, 488 nm,

is passed through a two lens beam expander to obtain a

1" diameter collimated beam. A third lens of 15 cm focal

length focuses this beam onto the particle which is

suspended at the center of a quadrupole trap. A fourth FIGURE 1. A CUBE VIEWEU ALONG A BODY

lens, also 15 cm focal length, recollimates the beam. A DARM

mirror reflects the beam back through the fourth lens, refocusing it onto the particle. For successful v2

orientation the transverse positions of the foci of the direct and reflected beams must be superim-

posed.

Light scattered at 9U by the particle is detected by a photomultiplier (RCA 921A). The output is

Fourier analyzed using a Spectral Dynamics Model SD340 Fast Fourier Transform Analyzer. If the parti-

cle is spherical the intensity of the light scattered at 900 has a constant amplitude and the

FIGURE 2. SCHEMATIC UF THE ORIENTATION APPARATUS. %OXYo

I I
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Fourier spectrum is flat as shown in Fig. 3.

The two spikes at 270 Hz and 540 Hz are the

fundamental and first harmonic of the trap

drive frequency.

If the particle is non-spherical, for

example, a cube, then the light scattered

at 90 has a fluctuating amplitude due to

the tumbling motion of the particle and the

Fourier spectrum shows significant amplitudes 0 2KHz

below 1 KHz as shown in Fig. 4. (The shape of FIGURE 3. FOURIER ANALYSIS OF THE LIGHT
INTENSITY SCATTERED AT 900 BY A SPHERE.

the tail is a Lorentzian. 3) If the cube is

fixed in orientation then the light scattered

at 90 should have a constant intensity and the

spectrum should be flat as for the case of a

sphere, Fig. 3.

To orient the particle, the laser beam must

be given the appropriate azimuthal symmetry.

This is accomplished by blocking the center of 0 2KHz

the laser beam with an appropriate geometry in FIGURE 4. FOURIER ANALYSIS OF THE LIGHT
INTENSITY SCATTERED AT 900 BY A CUBE.

the region where it has a collimated 1" diameter.

(See Fig. 2.) We have found that either a triangular block or square block will successfully orient the

cube as indicated by the Fourier spectra of Fig. 5.

I.q

A BLOCK N BLOCK

FIGURE 5. FOURIER SPECTRUM FUR AN ORIENTE CUBE.-

a) a triangular block, b) a square block.

531



For these data the dimensions of the blocks were approximately the radius of the Gaussian beam waist.

The low frequency spikes are noise pickup at the line frequency and its harmonics. Fig. 6 shows some

data for a triangular block with side of length 1.2 cm. The laser power focussed into the trap is

varied from 0.01 mW to 0.5 mW. As the intensity increases the low frequency contributions decrease

until the spectrum is relatively flat, indicating a fixed orientation.

An important systematic check is to use a__

circular block. Indeed, for such a block the

spectrum is unchanged from that in Fig. 4. A

particle has not yet been oriented using a mono-

directional laser beam. Whether this is in fact

possible has not yet been determined, but we be-

lieve that counterpropagating beams may be necessary

so that longitudinal forces will cancel, leaving - i4,.

only orientation producing torques. Experimentally

it is essential to overlap the transverse positions

of the focuses of the counterpropagating beams in

order to effect orientation. .

II1. Theoretical 0 IKHz 2KHz

Only the triangle block will be considered here. Frequency

Some general observations about the expected inten- FIGURE 6. SPECTRA FOR A CUBIC PARTICLE.
a) no block, b) and c) a triangular block

sity distributions in the region of the focus are in with 0.11 mW and 0.3 mW respectively. Note
the ordinates are offset for clarity.

order. First, even though the center of the beam is % %

removed, at the focus the intensity will be a maximum. In fact, the standard procedure to generate a

smooth Gaussian profile is to insert a pinhole at the focus. However, slightly off axis the triangle

block is expected to produce an azimuthal intensity distribution with three maxima separated by 1200.

After passing through the focus, the orientation of the triangular hole in the beam will be

inverted. Thus near the focus, the reflected beam will also have three azimuthal intensity maxima

separated by 1200, but they will be halfway between the maxima of the direct beam. The inversion of

the triangle matches exactly the physical requirement, since for a cube observed along a body diagonal

the triangular symmetry observed from one end of the diagonal is inverted with respect to that observed

from the opposite end.
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Even for a single beam, due to the fact that the triangle inverts on passing through the focus,

the three azimuthal intensity maxima on each side of the focus must pass smoothly into each other.

Since they are offset by 600 from each other, there must be a point between them at which there is

either a smooth azimuthal distribution or one with six maxima separated by 6U0. Our theoretical

results give the latter.

The calculations of the intensity distributions use the Kirchoff integral approximation
4 for the

field.

k /e"' R

(() = )da)

where we have set the obliquity factor equal to unity and used R >> A. The relevant geometry is shown

in Fig. 7.

i ][

o x .-ii XT +( -Y Z 2
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i The integration is over the clear aperture in the x-y plane, ~v'(x',y',0) is the field in the aperture,"-'

(x,y,z) is the field at the observation point, and the parameter R is, '.5"

R = / ) 2 ±(y +(- ')' + (2 C) ,'
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Due to the rapidly varying phase neither the Fraunhofer norFresnel approximations are accurate in our

experimental situation. Consequently, we have directly integrated Eq. 1 numerically. Typical results

using a triangle block are shown in Fig. 8. As expected there are three intensity maxima separated by

120 ° which evolve into six maxima and then into three again as one proceeds down the z-axis.

', v',.243-

z-6 um.
. 2 2 3 - ,,
.215

z=-3 iwn.

z= 0 Pm.

-r. .169

z= 3IM.143

z- 6 um.

.1190 60 120 180 240 300 360

AZIMUTH ANGLE

FIGURE 8. NUMERICAL RESULTS FOR THE AZIMUTHAL INTENSITY VARIATION. e,
The relative intensity is given as a function of azimuthal angle at
a distance of 1 um from the axis for 5 successive points on the z
axis separated by 3 Pm. Note the ordinates are offset to show the
variations. Parameters are: focusing lens, f = 15 cm; input gaus-
sian beam waist = 1.2 cm; edge length of triangle block = 1.7 cm and
focussed beam waist = 2 Pm.

SUMMARY

Single cubes whose edge lengths are approximately I an have been successfully suspended and '

oriented. Orientation has been achieved by using a laser beam whose intensity has an azimuthal symme-

try that matches the projected symmetry of a cube about some axis. Both triangular and square symme-

tries introduced into the laser beam have provided successful orientation. If the center of a Gaussian

laser beam is blocked by an opaque triangle or square, then calculations of the intensity distribution

near the focus show the required azimuthal variations.
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ABSTRACT

The resolvent kernel technique was used to calculate the complete Mueller matrix for a cube in

random orientation. For experimental comparison we used the microwave analog results of Zerull.2 In

this article he presented the results for a monodisperse mixture of cubes whose edge to wavelength

ratio L/X=U.96209. This size cube corresponds to an equivalent volume shpere whose size parameter

P=2wa/A=3.75 where a and A are the radius and wavelength respectively. We were also able to obtain

some unpublished results of Zerull provided to us by Dr. Ru T. Wang for a similar monodispersion of

randomly oriented cubes where L/A=O.76967 giving an equivalent volume sphere whose size parameter

p=3.UO. The complex refractive index was N=1.57-.006i. In order to emulate the measurements we calcu-

lated the resolvent kernel for a single cube of the appropriate size and refractive index. This was

done by partitioning the cube into 125 subcubes which yielded a resolvent kernel matrix of order 375.

Once the resolvent kernel matrix is obtained, the scattered field for any orientation of the inci-

dent beam can be obtained. To obtain the Mueller matrix for a randomly oriented cube we used a Monte %

Carlo sampling of the three Euler angles (00,V)3 consistent with the scattering geometry shown in

Fig. 1. To cover the unit sphere uniformly, the angles 0 and Y were selected randomly in the intervals

0 < i' < 7r/2,0) < If < n1/2, whereas the angle U was v.

selected according to (=cos - ' (1-2k) where R is a

random number uniformly distributed between zero

and unity. This selection in 0 assures that the

mirror image of the particle in the scattering

plane is obtained. For the randomization program %

we used 250 orientations. If the selection is

adequate the upper right and lower left 2x2 sub-

Fig. I Scattering geometry for the cube. %
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matrices of the Mueller matrix should be zero. Our tests always produced zeros in these elements with-

in a few percent. In addition, for a cube in random orientation P12=P2 1 and P4 3=P34 . These equalities "

were also satisfied to within a few percent.

In Figs. 2a and 2b we show a comparison of the element P11 for both cubes where L/A = 0.76967 and

and 0.96209 corresponding to spheres whose equivalent volumes have size parameters of P=3.00 and 3.75

respectively. Also shown are the results of the unpublished microwave analog measurements of Zerull.

The first interesting feature to note is that for scattering angles up to 600 there i3 very little

difference between the randomly oriented cube and the sphere. This is of course suggestive that this

lobe is primarily due to diffraction effects. For scattering angles between "6U0 and -13UO the

cube calculations produce a better shape dependence than the sphere when compared to the measurements.

Unfortunately there were no error bars presented on the data. Another interesting feature is that the

cube calculations give more backscattering than the equivalent volume sphere. In Figs. 2c and 2d we

show similar comparisons for the element P12. Again we see the small difference between the cube cal-

culation and the equivalent volume sphere for scattering angles up to 600. The behavior of the data

in this region seems to suggest that there may be a slight calibration problem in the measurements.

The cube calculation produces better agreement with the data than the sphere calculations. In Figs. 2e

and 2f we show the element P22 . The element P22 is quite interesting since it is unity for a monodis-

persion or polydispersion of spheres whereas the randomly oriented cube gets as low as 0.4 at a scat-

tering angle of -1250. This element is a true test of asphericity.

Or

In Figs. 3a and 3b we show comparisons between the sphere and the randomly oriented cube for the

element P34 . For the larger size cube (Fig. 3b) there are very large differences between the sphere

and the cube particularly at the larger scattering angles. In Figs. 3c and 3d we show a simultaneous

plot of P33 and P44 compared to the sphere. What is extremely important about these results is that
P33*P44 for a randomly oriented cube, whereas P33=P44 for either a monodispersion or polydispersion of

spheres.

'pk F-1
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FIGURE 3. Same as Fig. 2 except for elements P34(a and b)
,and P33, P and d). [Vertical axis run from -1.0 to +1.0.]

FUTURE WORK 
o

SDr. Edward Fry and coworkers have managed to orient a single cube whose edge length is of the or-

der of a micron. We will soon be able to compare complete Mueller matrix calculations with experimen-

tal measurements for cubes.

Dr. Ru Wang has recently obtained some new data for randomly oriented cubes using his microwave

Vanalog technique. We will perform the theoretical calculations and check with his new data, however

the microwave analog technique at present gives only the upper left 2x2 submatrix of the 44 matrix.

We are also planning to calculate the forces and torques exerted on the particle by using the Maxwell

.- A

stress tensor.
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I

SYMMETRY THEOREMS O, THE FORWARD- AND BACKWARD-SCATTERING

MfLLER MATRICES FOR LIGIHT SCATTERING FROM A

NON-SPHERICAL DIELECTRIC SCATTERER.

Chia-Ren Hu, George W. Kattawar, Mark E.Parkin and Pascal Herb

Texas A&M University, Dept. of Physics

College Station, Texas 77843

ABSTRACT

In this work we have systematically analyzed the symmetry theorems for the com-

plete forward- and backward-scattering M6ller matrices for light scattering from a single

dielectric scatterer (as opposed to an ensemble of scatterers). Such an exhaustive analysis

has not been done previously. From the symmetry theorems on the forward-scattering

matrices, we have also deduced a symmetry theorem on the total extinction cross section.

This worl was motivated by our recent effort to calculate the complete M6ller matrix for

light scattering from a dielectric cube, at various orientations. (For a progress report of

that work, see references I and 2) -.

In those studies, we found that the complete forward- and backward-scattering %iller

matrices for light scattering from a dielectric cube at face-, edge-, and corner-on incidences

show clear signatures of the symmetry properties of the scatterer relative to the incident

wave vector k-,. 'hich cannot be fully understood in terms of the symmetry theorems dis-

7 cussed in the literature. A complete set of such symmetry theorems can not only help /

us understand our calculations of light scattering properties from a dielectric cube. it can

also have a wide range of applications, including: (i) ConsistencY checks for numerical

methods, approximation schemes and experimental rneasurerments on light scattering fron

a non-spherical scatterer, (ii)providing a simple, fast, non-destructive method for identi-

fying certain types of objects, etc. These considerations have motivated us to undertake

the present thorough study of the symmetry lheorems for forward and backward light .-

1%%
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.

,scattering.

In this study, we find that there are four basic symmetry operations that are relevent to

the analYsis of the forward scattering of light. They are: (i) a mirror plane parallel to ko, but

not necessarily coinciding with the scattering plane, (ii) an n-fold discrete rotation about

k, with n , 2. (iii) a 180'-rotation about an axis perpendicular to k,, but not necessarily ..

lying in the scattering plane. and (iv) a mirror plane perpendicular to k1. Through various

combinations of these four symmetry operations. including the possibility of screw-like "

symmetries (i.e., a symmetry with respect to a product of two or more basic symmetry

operations, but not with respect to any of the factor operations), we find that there are

sixteen different symmetry shapes for analyzing the forward scattering of light, [named

1) ,(l') ,(2) ,(3),(3') (4),(5) ,(6).(7) ,(a),(8b),(9),(lO),(),(12a) and (12b),] , which may be

classified into five symmetry classes [named (A),(B),(C),(D) and (E)J. The reductions in

the forward-scattering Mtijler matrix are identical for all symmetry shapes that fall in the ''

same symmetry class, so that they are actually indistinguishable by the forward scattering

of light alone. Not included in this list is a general shape with no relevant symmetries at all,

which falls into a class of its own, which may be called the "symmetry class" (X). Including

this shape and class we would have seventeen symmetry shapes and six symmetry classes

for analyzing the forward scattering of light. Only for the shapes in the class (E). is the

forward-scattering Miller matrix diagonal (and proportional to a unit matrix).

For backward scattering, there are only two relevant symmetry operations (i.e., the

first two for forward scattering), which may be combined in various ways to give only . _

four different synMnetry shapes. inamed (1), (1'), (2 ) and (3f). (Again not included is a

general shape with no relevant symmetries at all.) These symmetry shapes may be grouped

into only two symmetry classes, inamed (A) and (B), with again identical predictions

on the backward-scattering matrices for all the qymmetry shapes that fall in the same

svninitefrv cla-s. (.Again to these svmmetry clazses one riay add a "symmetry class"

(X), orreslpondirig t rio symmetry reductions in the backward-scattering matrices at

all). Only for the shapes in class (B) is the backward-scattering Mller Matrix diagonal

(and proportional to the diagonal matrix with elements 1,1.-I.-i). We also find that -

by combining the predictions for both the forward and the backward scatterings. one
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has a slightly better distinction between the different s.nimnetr. shape., but rian\ of the

different symmetry shapes are still not distinguishable, and one must rel\ on ot her met hod!-

for their distinction. Thus the symmetry theorems deduced in this work allow% one to

understand the maximum information that can be obtained from forward and bac'kward
.oo

light scattering alone. The clear distinction of many different symmetry shapes by this

method should suggest many practical applications, especially when partial information is

already available about an unknown system to be identified. This method may then provide

a quick and convenient non-destructive method for its identification. One promising such

application is in the area of automated cytology where, for example, normal blood cells

could be distinguished from sickle cells due to the fact that they belong to clearly different

symmetry classes in the sense discussed in this work, even at random orientations! It

should also provide exciting possibilities for LIDAR use in determining aerosol shapes.

Radar applications will also be possible. Measurement of light scattering properties in

: the exact forward and backward directions may be difficult, but this difficult\ may be

easily circumvented by measuring the scattering properties at small deviations from I he

exact forward and backward directions, and then performing simple ext rapolations. Small

errors caused by such extrapolation procedures will not be of concern. if the main task is to

distinquish between a small set of possible objects, which belong to clearly distinguilshiable

symmetry classes in the sense discussed here, such as to distinguish between sickle cells

and normal blood cells. Applications of this type should be quite abundant, and in a wide

range of fields, such as in medicine, in various types of industries, and in pollution analysis.

etc. The availability of lasers. optical fibers. and various sentitive light detection devices. J 4

etc. should make such applications quite feasible and of practical value. The essential

common feature of such applications is the measurement of a few crucial elements of the %

forward- and/or backward-scattering Miller matrices, and then cross-checking the results

with the predictions of the symmetry theorems deduced here.

In order to enhance our confidence in these symmetry theorems, we have also per- K

formed extensive numerical tests of all of the symmetry theorems deduced here, using our

cube scattering program. We subdivided the cubic scatterer into t. subciibes. and then

deleted the appropriate subcubes, in order to emulate all of the different symrnmetry shapt-
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discussed in this work. We obtained excellent agreement with all of the conclusions in

these theorems, except that in some cases, some crucial quantities may turn out to be very-

,mall and can thus become misleading if plotted on ordinary scales. This is of course un-

avoidable, since the symmetry theorems cannot say anything about the magnitudes of the

nonvarnishing elements of the forward- and backward-scattering M6ller matrices, except to

provide certain relations among these elements. The theoretical part of this phase of our . .

research is essentially completed. It is currently being prepared for publication in Applied

Optics.
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ABSTRACT

:~-, Resonance absorption and scattering by polariton modes for Rayleigh particles and particle
clusters are studied numerically. The effects on the resonance frequencies and resonance strengths
of particle shape and contiguity and of surface grooves and ridges are illustrated for a number of
particle configurations.

INTRODUCTION

The resonances we are concerned with occur in absorption bands of the bulk material of which the

particles are composed. The absorption is due to combined electromagnetic-vibrational modes of

excitation; i.e., polariton modes. The resonances occur even in particles wnich are much smaller

than the wavelength of the purely electromagnetic incident wave, so-called Rayleigh particles. Since

the results we present are all based on the theory, computational techniques and computer programs

presented in Refs. A), E), F) and G) listed above,as well as in an older related paper [Senior and

Weil, Appl. Phys. B 29, 117, 1982]; we simply quote without proof the theoretical formulas essential

to understand the significance of the present results. A requirement on the applicability of the

results is that the entire group of one or more scatterers must lie within a region small compared

to the free space wavelength. We shall consider such a group of particles to be a single disjoint

scatterer. To simplify the problem,while still retaining the effects we wish to demonstrate, we

assume that all the scatterers are rotationally symmetric about an axis which we take to be the

x exis of a Cartesian or cylindrical system. The polarization tensor, X, which relates the
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unperturbed incident electric field Eo to the dipole moment of the induced field via

: 0oVXE°0

then has a diagonal matrix with X = X . Element X is proportional to the dipole moment when
12. 22 1 1

'
-

is transverse to the symmetry axis, X to the dipole moment when E is parallel to the symmetry0 0

axis. X and X are functions of the complex dielectric constant = c' + ic" of the bulk material
1 33

composing the scatterer(s) (which are assumed to be homogeneous and nonmagnetic) and of their

geometrical configuration. The absorption and total scattering cross-section A and aT are

expressible in terms of the Xii. Thus if one averages over all orientations of the scatterer,

considering all orientations to be equally likely, the resulting average cross sections are

k°V
< 8F (21X 2 + IX 2 )

S183 3

k V '

<CA> :-.- Im(2X +X )
A>=3 11 33

At the polariton resonances of X or X both absorption and scattering are enhanced.1i 33 % -

The absorption bands of the bulk materials are characterized by a range of frequencies wherein '-.'

< 0 ("> 0 always). The particle resonances occur for c' < 0 and their strength depends on

". If "- 0, there is no damping and Im Xiand JXii i are infinite, Our procedures locate the

important resonance values of c' by searching for those values which give clear maxima of

Im X as a function of c' while E is held fixed (independent of E')at a non-zero value small

enough so as to avoid excessive damping. Of course for physically real materials C' and C" are both

frequency dependent; e" varies with c'. This is illustrated for Cu and SiC in Fig. 1 which plots

F" vs E:' for these materials while showing values of wavelength along the curve for Cu or normalized

frequency v = f/23.8 THz along the curve for SiC. We shall use these data to bring into account

realistic material effects.

A good object with which to illustrate the resonance effects is the isolated sphere for -

which a simple formula exists for X

X3( - l)/£ + 2) ,-1 i 3 3 " '-# '

Hence there is one true resonance and this is for 0 = -2, 0 = . To explore the effect of non-zero "

one can write

- 5.
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-2 + A + ic" "'__-_

so that
Im X = Im X = .-.'__

11 33 2 + ,.'-"

which at resonance (A 0) shows that

Imx = 9/"

RESULTS

1. Pairs of Spheres and Partial Spheres

We first consider the sequence of bodies shown in Fig. 2. This begins with a single sphere

and then follows a sequence as though two superimposed spheres were being pulled apart, finally

becoming a pair of separate spheres. For each configuration Fig. 2 also shows the location on the -M

-E' axis of the resonances which are not damped out when e" = 0.01. Resonances for both X and X1 1 3 3 "- -

are shown. X tends to have a larger number of appreciable resonances than X . There is also a
33 11

sudden shift to an extremely large value of -e' for one of the X resonances, occurring just as the
3 3

two spheres separate.

Next, to illustrate the relative peak strengths and resonance widths of the various resonances,

we plot -E' vs Im X in Fig. 3 for one of the configurations in Fig. 2. We do this for the three

materials; the unphysical one in which c" = 0.01 for all e', and for Cu and SiC. One might think of

the resonances obtained for c" = 0.01 as putative resonances which may or may not be damped out by ,..

the " values of a true material. We see that most, but not all such potential resonances are

in fact removed by damping for Cu and SiC.

2. Circular Disks and Pairs of Circular Disks

Results similar to those of Fig. 2 are given in Fig. 4 for a sequence made by "pulling apart"

two superposed disks until they become separate pairs. The results are in some ways similar to those

of spheres but note that a single disk, unlike a single sphere, possesses many potential resonances.

3. Surface Perturbations .

In this section we illustrate how small scale perturbations of the surface can modify the :, '

strengths of the resonances as well as the e' values at which they occur. The perturbations also

introduce new resonances. As an unperturbed prototype shape, we use a circular cylinder, spherically

capped at both ends, of five to one length to diameter ratio. Again, we show the X11 and X33 resonances -."' -

for the unphysical (e1 = 0.01) material and for Cu and SiC. In Fig. 5(a) the Xll results are shown fbr

the unperturbed cylinder while Fig. 5(b) displays the results for surface modified as illustrated

549.
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with alternate ridges and grooves. Additional potential resonances are generated by the perturbations. '\

Some, but not all, of these are suppressed by damping in the real materials. Figures 6(a) and 6(b)

present similar results for X and point up again that the number of resonances for X is greater
; t\ 3 3 3 3 '

*i' than for X"""

COMMENTS

Matrix elements X and X wereeach computed numerically from an integral equation based on
- •. 1i 33 *..-w p.

the unperturbed field being, respectively, radially or axially directed. The limitation to rotational

symmetry not only limited the matrix to only two non-zero elements, it enabled analytic reduction of the

integrals from surface to line integrals before any numerical procedure had to be introduced. When

the particle is not rotationally symmetric the same type of diagonal matrix still exists for mirror

symmetry of the body shape in the x x and x x planes.1 3 2 3 , w

Finally, we mention that Refs. 0 and H describe a completely different technique to handle
thin disks of arbitrary shape. The method is a finite element one and gives identical results,

when applied to thin circular Rayleigh disks, as the integral equation mode used here, but it is not

applicable in the polariton resonance regions without further refinement.
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ABSTRACT

Inverse scattering methods are used to characterize and/or image diaphanous refractive scatterers.
These methods provide high quality images of singly-connected and multiply-connected structures such
as those that might be encountered in aerosols. Several reconstruction methods are employed using
both simulated and experimental data.

This work, which is in progress, will be concerned with reconstructions or characterizations of
lossy and optically large structures in the future.

.p..
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I. INTRODUCTION

The Fourier transform relation between the shape of a diaphanous object and its scattered field

has been known since the original work in this area by Lord Rayleigh [1], circa 1880. Subsequent )

calculations by Born, Gans and many others after the turn of the century have produced similar con-

firming calculations which are appropriate for a variety of wave-scattering problems. Since the

Fourier transform possesses an inverse, certain formulations of the inverse-scattering problem also

make use of the Fourier relation between the known scattered field and the desiredbut unknown,charac-

teristics of an unknown object. These methods, both direct and inverse, linearize the inherently non-

linear nature of the problem. However, though approximate in nature, these methods provide useful

i iear n their regime of validity. Exact methods for multidimensional problems, such as the l

Gel'fand-Levitan approach [2] or the methods involving integral equations of the first-kind [3] have

not been implemented to date due to their almost overwhelming complexity and/or difficulty in computa-

tion.

Here we examine a solution to the scalar inverse problem in which the shape and internal structur_-

of a multiply-connected tenuous dielectric object is determined from the electromagnetic backscatterur

data. This method is applied both to experimental data taken from our laboratory measurements and to

simulated data. The resulting images or reconstructions will be seen to be accurate, (band-pass)

filtered replications of the original object and are very similar to the corresponding imagery created

from simulated data. Fourier transform and backprojection techniques [4] are both used to process the

swept-frequency backscatter data collected in the experiment. The interest here is in testing the

limits of the appropriate scalar theory and in the comparison of several processing schemes. The work

is currently in progress. %

II. FORMULATION

Consider the problem where a lossless refractive object of finite support in the volume V is illumi-

nated by an incident electromagnetic or optical wave. The appropriate Helmholtz equation for the total %

tot
scalar field component t (x,k) is given by

V + k n(x)] btt(x,k) = 0 (1)

where k is the vacuum wavenumber and n the (real) refractive index. The integral equation satisfied

by the total field at a point x outside the scatterer can be divided into incident and scattered

fields as expressed by
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tot(xkinc ,ksc) = ,inc(x,kinc) + sc(x,kinckSc) (2) %.

where the superscripts identify the appropriate field iP or wavevector k. In the far zone the scattered

field can be written as

Ssc(xk inc, kJv [n 2 (x')-l] e-ikSC . tot (x,kinck_ dx' (3)

where r=Jx_ is the distance from the center of the object located at the origin to the observer located

at x. Expression (3) is exact but is not easily inverted for the refractive index n(x) unless the

perturbation approximation is made. For plane wave illumination the incident field becomes

inc (x, inc) = ekinc (4)

while for diaphanous objects, the total field in the integrand of (3) can be replaced by the incident

field of (4) in the perturbation approximation. This yields the scattered field result

k2eikr / '
SSC(xq) = r %f nx ) -] e- '! -' dx' (5)

where

sc i w (isc _Inc) e+

_ k ~kc ( - ) qe + qy~ + q (6)
- - c x yy qzz

which is valid for optically small,diaphanous refractive objects and for observers in the far zone.

Here w is the radian frequency of the illuminating wave and c is the vacuum speed of light.

Clearly (5) can be exactly inverted in principle for the unknown refractive index if the
scattered field is known in all of q-space, that is,for all frequencies and all orientations of

ein  and e such that the three dimensional manifold of q is covered. This result can be written

in compact form as

r(_q) = (x) e- i ' x dx (7)

where r(q) is proportional to the scattered field as indicated by 777

Fke2 lkr -
r(-) j sc(xa) (8)

and the object function y(x) is defined by
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[n2 v

y(x) = (9)

0 xv V

These expressions can be inverted to find the desired object function

y(x) = (2n) "3 f r(q)ei ' x- dq (10)

Of course r(q) is not known for all a since that requires an infinite number of measurements and a

measurement system with infinite bandwidth. In practicea set of measurements are made in a plane

of q, say the qx-qy plane, over a desired spatial frequency bandwidth Aq so that r(j) is known in an

annular disk of q-space. This results in a bandpass-filtered projection image of y(x) in the x-y

plane with a spatial resolution on the order of 2r/Aq. The ideal projection image is

YproJ(x,y) = y(x,y,z) dz (11)

or equivalently

yproJ(x,y) r(q ,q ,O) e i(qxx + qyy) dq dq (12)
xy x y

where (12) also gives the bandpass-filtered projection image if r(q ,q ,O) is the measured data inthe qx - qy plane.

A vector formulation of this problem is given by Farhat et. al. [5]. However, for the diaphanous

objects examined here, the role of polarization is not expected to play a significant role. This

expectation is verified by experimental results for the cases considered. Other objects or

materials may cause polarization effects to become more prominent. This occurs in particular for the

perfectly conducting case.

III. EXPERIMENTS

The scattered field and hence r~a) are measured in a backscatter configuration such that (6) be-

comes

= 2ksc -2 (13)

To access the desired annulus of data in the q qy plane, measurements are taken with a swept-fre-

quency microwave source and coherent receiverwith the object to be imaged rotated around the qz

axis. This is shown schematically in Fig. 1. The object rotation, frequency sweeping and data

acquisition are under the control of a DEC MINC computer. Data processing takes place on a DEC VAX 750.

In the experimental results shown here, 64 frequencies,equispaced from 6.1 to 17.1 GHz,are used for
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180 angles spanning 27 radians. The objects are constructed of 0.25 cm thick plexiglass (n=l.6) with

maximum dimension 30 cm. The approximate resolution of the system is 1.5 cm. Initial experiments

with dielectrics can be found in [6].

In Fig. 2, the experimental results for a thin-walled plexiglass cylinder containing two plates

;.... is shown. On the left the relative magnitude of ?(qx qy) is displayed in the q- qy plane. Large

,. specular reflections due to the interior dielectric plates produce the characteristic bright lines in

the data at the 11 o'clock and 3 o'clock positions. The reconstruction is ,hown on the right where

relative values of the object function yproj (x,y) are displayed. This reconstruction uses a 2-D dis-

crete Fourier transform (OFT) implemented through the use of the fast Fourier transform (FFT). The

result is an excellent band-pass image of the original,multiply connected object.

In Fig. 3, the reconstruction of three eccentric cylinders is shown. Again, the left side shows

the magnitude of the experimental values of I(q ,q ) while the FFT reconstruction is shown on the.-'.x y
right. Itisa surprisingly excellent result in that all three dielectric cylinders are evident even

though the two assumptions inherent in the perturbation expression are violated. In Fig. 4 the simu-

S lation and the experimental reconstruction are compared for the same case. The simulation result is

found by taking the inverse FFT of the object in image space, bandlimiting the result to correspond to -"

the experiment values of 6.1 to 17.1 GHz and taking the FFT of the bandlimited data to obtain a band-

pass filtered object. The resolution of the experimental image is very close to that of the simula-

tion. Some loss of detail of the object at the 6 o'clock and 12 o'clock positions is due to a slender

dielectric rod which holds all of the cylinders in place. (The effect of this rod can also be noted

in the experimental data shown on the left side of Fig. 3.)

Finally, we note that backprojection methods as well as 2-D FFT techniques may also be used to

carry out the two-dimensional Fourier transform inherent in (12). In Fig. 5 a comparison of these

two signal processing schemes is shown for the cylinder-enclosing-two-plates object first shown in

Fig. 2. Here similar results are shown in each case although the interior plates are emphasized more

clearly in the backprojection reconstruction method (left side) as opposed to the FFT technique

(right side). This is more clearly shown for cases in which the number of views is restricted (not

shown) and suggests that backprojection methods may possess some slight advantage in the reconstruc-

tion of objects containing high spatial frequencies such as edges or corners.
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IV. CONCLUSION

Inversion or imaging of multiply connected diaphanous objects is possible from swept frequency

measurements by use of a perturbational approximation. This method is robust as evidenced by the

fact that excellent reconstructions are performed with band-limited and imprecise experimental data

and that these results compare favorably with reconstructions due to simulated data. Furthermore,

the images are qualitatively accurate even for cases in which the approximations inherent in the

theory are seriously violated. This latter effect is the subject of continuing investigation and the

present methods are being extended to objects of larger optical size.

In closing we note the usefulness of using microwave modelling and measurements to examine the

scattering and inversion of optical scattering phenomena.
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FIGURE 2. Experimental data for IF(qx,qy)l (left) in an annulus of qx-qy plane of Fourier
space and resulting image (right) of thin-walled plexiglass cylinder containing two di-
electric plates in x-y plane of image space.

FIGURE 3. Experimental data for IT(qx,qy)I (left) in an annulus of qx-qy plane of Fourier
space and resulting image (right) of three thin-walled plexiglass cylinders in x-y plane
of image space.
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FIGURE 4. Comparison of reconstructions of the three plexiglass cylinders using bandlimited
simulated data (left) and bandlimited experimental data (right).

FIGURE 5. Comparison of reconstructions of the plexiglass cylinder with plexiglass plates

using backprojection (left) and two dimensional discrete Fourier transform method (right). -,'!
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ABSTRACT

A highly motivated, systematic and fundamental approach to surface scattering requires that the
initial surfaces be fundamental (perfect or ideal) and that the contamination to produce surface
scattering be known and controlled. Rough surfaces are considered to be perturbed perfect surfaces
that have reached their final condition through some continuum contamination process. This approach
permits the classification of surfaces according to the light scattering response to the surface as it
is perturbed away from its initial condition. All light scattering data are reported in the context of
the Stokes vector and Mueller matrices.

INTRODUCTION

The powerful Stokes-vector/Mueller-matrix light scattering techniques used to study suspended

particulates (spheres and fibers) can be extended directly to study surfaces. Scattering from

perfect" spheres and fibers can be theoretically predicted and experimentally tested in the laboratory

to an arbitrarily high degree of accuracy. The word "perfect" is the key. The experimentalist cannot

make perfect (ideal) spheres and fibers which are homogeneous in optical properties. Nor can the

theorist solve in closed form the scattering fields for a slightly perturbed sphere or fiber.

Nevertheless the experimental fits to theory are so close that small deviations do not endanger the

validity of Maxwell's equations or the speed of light. Because theory and experiment agree for perfect

particles, attention is directed to imperfect particles and particle systems, i.e., snowflakes, "bird
I.o.

nests" and mixtures of complex particles. Closed-form theoretical scattering solutions for truly
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complex particles like snowflakes do not exist. Some solutions that come close work because the

4. complex particle is an only slightly perturbed perfect system (ellipse) or possesses symmetry (cube,

etc.). However, scattering from any arbitrarily random complex particle can be solved exactly by a

brute force calculation, point by point throughout the particle.

Experimentalists have an advantage. Everything scatters. They can measure what the theorists

cannot calculate, and it is just as easy to measure the light scattering from a perfect particle system

as it is from a collection of snowflakes. If the data are used to check theory the experimentalist

must relate the light scattering (Sij) signal to both the exact structure and orientation that scattered.

This is not easy because test particles are not perfect and so-called cubes often have rounded corners,

etc. - /

With these observations and limitations in mind, it is important to review why light scattering

-4 research is done. What are the motivations and main goals? Five are listed below:

1. Test Theory: Rayleigh, Rayleigh-Gans, and Mie theory for spheres and fibers is valid and can

predict the far-field scattered polarizations and intensities to a high degree of accuracy.

2. Obtain a Signature: A set of 16 matrix elements Sij obtained from any scattering system can

be called a signature of that system. If the signature is unique, it will identify the system and he

empirically related to the structure.

3. Obtain a Change in Signature: A change in any optical, geometrical, or stochastic property of

the particle (system) should cause a change in the signature. This feature is probably the most

important application of light scattering -- its use as a probe for change.

4. Quantify the Signature Change: Relate a specific change in the signature Sij to a specific 4

parameter change of the system.

5. Obtain an Inversion: Measure all 16 matrix elements for a scattering system and computer

invert the signals to obtain the exact (best) fit to all the system parameters. This is the final goal ...

of many light scattering experiments. It is ambitious and it is impossible since light scattering

signals are not unique. However, partial inversions are sometimes possible and useful. This involves

extracting either an exact value for one parameter of the system for which all other properties are

known or an approximate value whose uncertainty is related to the inversion procedure and the amount

of other information known about the system.

Our work with surfaces follows the same novel and powerful procedures we used to study perfect
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and imperfect particles. They are as follows:

First, start with perfect systems (spheres and fibers) that are exactly amenable to theory and

experimental verification.

Second, slightl perturb the perfect system, and measure how the Sij respond to the perturbation.

Some perturbations are reversible, some amenable to theory, some are fundamental and some useful.

A small perturbation is expected to cause a small change in some feature of the Sij. (Some very

large pertubations cause no change at all).

Third, increase the perturbation until the Sij become nonlinear, or oscillate (multivalued) or

become nonresponsive (saturated).

We have studied extensively the threshold, sensitivity, and response of Sij to all forms of simpiy

perturbed perfect systems, experimentally and theoretically. The simplest perturbations are

.. fundamental parameter changes which leave the new system amenable to theory. 1 These involve changes

. in radius r, refractive index n, and absorption P1, but not shape. The larger perturbations which can

significantly change the structure, effectively create a new scatterer whose shape and structure have

only a tenuous connection to its initial starting point. 2 This observation is important to our approach

to surface scattering. Some examples of these ideas are demonstrated in Figures 1, 2 and 3.

Figure 1 shows the four light scattering curves from a two component sphere system as a function

./! of relative concentration. The system containing mostly large spheres is characterized by the Sij for

- 0.7 micron spheres. We now "contaminate" the system with small spheres. As more and more small 0.3

micron spheres are added to the 0.7-micron sphere system, the original Sij gradually lose phase

- '-. information and finally become equal to the Sij for 0.3 micron spheres. At certain angles, where both

. particles have the same polarization, all curves pass through the same point. These crossing points

are independent of the population ratio and do not occur at the same angle for all Sij. The single-

w._.. component 0.3 and 0.7 micron Sij curves bound all curves that result from any other population ratio.

Data taken at certain (crossing point) angles will show no response to population changes, whereas data

obtained at other "well chosen" angles will give large monotonic responses represented by the well

known S-shaped masking curve. These are the angles that must be selected if the matrix element is to

be used as a probe for change.

4. 4.

Figure 2 illustrates how phase information from large perfect spheres can be lost as the N

particles become irregular or mixed with different particles. As the particle systems in rows, B, C, 0,

and E progress to the right, they become more complex causing their light scattering curve, row A, to
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become less complex. This is why light scattering data can be unreliable as a diagnostic tool. We

examined the polydispersive systems of perfect spherical particles (which are exactly solvable

theoretically and attainable experimentally) and irregular particles -- both of which give smooth light

scattering curves.3 This procedure can be used to test exactly the validity of inversion techniques.

When phase loss is severe, information is lost and the light scattering data are not unique to the

scattering interaction. Inversion will then yield wrong or highly uncertain values for the optical and

geometrical constants. In some cases, however, the remaining data are sufficient to partially

characterize the scattering system.

Figure 3 shows an example of extreme phase loss in the four matrix element signals for Arizona

road dust. This is a log-normal system of irregular particles polydispersed in all optical and

geometrical constants. All matrix elements are smooth. Matrix elements S12 and S33 appear almost

Rayleigh except that the minimum of S12 and the zero crossing point of S33 are shifted approximately

20 degrees toward the backscatter. S34 is almost zero as it is for Rayleigh spheres. SII, varying by

more than 2.5 orders of magnitude and increasing in the backscatter, is the only signal that suggests

that the particles are large with high refractive index and low absorption.

SURFACE SCATTERING

How do these ideas for particulates carry over to light scattering from surfaces? What '-

questions do we ask and what starting points do we choose for a highly motivated, systematic and

fundamental study of surface scattering?

A surface is characterized by its surface properties as well as by its orientation with respect to -

the input-exit beam. Since surface appearance depends on how it is viewed, the Sij are not unique to

the surface alone. Since we consider surface scattering to be an extension of sphere and fiber

scattering, similiar questions arise.

1. What kinds of surfaces should be studied?

2. What do the matrix elements Sij look like?

3. What kinds of perturbations should be applied?

4. How is the Sij information related to structure

and its perturbation?

5. How important is the input-output-surface geometry?

6. How are various surfaces related?
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THE STARTING POINT -- THE FUNDAMENTAL SURFACE ..,*,

Of the infinite number of surfaces available for study, we choose to start with perfect surfaces

just as we started with perfect spheres and fibers for particulate study. The first choice is an

ideally flat surface such as a thin film, glass plate or mirror. However perfect surfaces do not

scatter. They reflect and transmit. The reflection and refraction properties (directions, intensities

and polarizations) of such surfaces are predicted exactly by electromagnetic theory (Fresnel equations .-

and Snell's law), and they can be experimentally measured. Some results for the two polarizations

refelected from glass, gold, and silver are shown in Fig 4. These well-known Fresnel curves exist for

virtually every flat, high polished, natural and man-made material. However, since no scattering

occurs, the curves are measured only for the s.ecial case of reflection (I = R) and transmission.

There seems to be a dilemma. Unlike perfect particles, perfect surfaces do not scatter -- except into

the special angles R and T. Nevertheless, we choose the reflecting "perfect surface" for the starting

point for surface scattering. We will see that all scattering that does occur must come from imperfect

surfaces, i.e., surfaces with imperfections and impurities.

How perfect is a perfect surface? Careful measurements of even the "best surfaces" show that

the scattered light intensity at angles other than I = R is not zero but decreases rapidly by several

orders of magnitude on each side of the reflected peak. Different "perfect surfaces" can be

characterized by this e-dependent intensity (and other Sij) function. The residual scattering from

"perfect surfaces" comes from uncontrolled defects or impurities on the surface and perhaps quantum

mechanical fluctuations in the dielectric constant at the atomic level. Whatever its cause,this

residual scattered light is the "zero baseline" starting point for perfect surfaces. Any surface,

perturbed even more, will scatter more. The same consideration holds for particulates (spheres and

fibers) in suspension. The air or liquid medium is considered to be non-scattering, although even

perfectly clean fluids show Rayleigh scattering. This is taken as the zero baseline for particulates.

Therefore scattering from any surface will consist of two components -- scattering from the perfect

surface and scattering from the added perturbation.

Our research starts with the basic premise that any scattering surface is a "perturbed" perfect

surface. A completely scratched aluminum surface is considered to be a perfect aluminum surface

completely perturbed by scratches. We plan to follow the Sij as a function of perturbation -- from the

first scratch to final "saturation." Since a scratch is a nonfundamental (nonsolvable) perturbation,

the addition of the first scratch to a perfect surface immediately generates a scattering system that

is not amenable to theory. We are therefore faced with the possibility that no scattering surface can

be fundamental. Although this is true for most surfaces, a number of fundamental scattering surfaces
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can be experimentally created that are amenable to exact theory. Since there are so few, they are

worthy of careful consideration. They are shown in Fig. 5. ,

The mirror, bi-mirror and line (A, B, C) are perfect flat surfaces with boundaries that separate

surfaces of different refractive index. The mirror has surface index nj; the bi-mirror -- a particular

case of edge diffraction -- contains two regions, n I and n2 , separated by an "infinitely narrow"

boundary line; the line consists of a straight line of width w, index n3 separating two boundaries with

index nI and n2. These three surfaces are flat planes with no geometrical surface structure. The

scattering comes only from the boundaries (discontinuity) between the different indices.

The mirror has been discussed earlier; the bi-mirror can be solved exactly using Fresnel edge o.

diffraction. We are studying the line to see how the Sij respond to changes in nI, n2 , and n3 , w and ", \f.

orientation.

The grating, fiber-plane and multifiber-plane (D, E, F) have geometrically perturbed surfaces. The

grating is completely characterized by the surface index n, the blaze angles cc and B and by the grating .

constant d. The fiber-plane, consisting of two exactly characterized fundamental systems, is also

fundamental. The multifiber-plane is more complex, where di and xi can be specified for any number of

fibers near the surface.

The interference filter (G) is a special surface made up of multilayers. Its function is to select

a certain wavelength through constructive and destructive interference of the incident radiation. All

of its surfaces (boundary layers) are assumed to be smooth and flat, to minimize scattering.

The Lambertian surface (1) is the "opposite case" of the perfect mirror (A) because its rough

surface perturbations scatter isotropically any light incident on it. Just as there are no perfect

mirrors, there are no perfect Lambertian scatterers, yet it represents the ideal and final end point

--- a completely saturated perturbation of an initially perfect surface. We are trying to determine if

all initially perfect surfaces can be driven to Lambertian by "enough" of the "right kind" of surface .

perturbations. .-. -. ,"

The rough surface (H) represents "real world" surfaces all of which lie somewhere between the

perfect mirror and the perfect Lambertian. The roughness is caused by perturbations which can be any

particulate -- above, on or under the surface, any kind of crack, scratch, hole, bump or other

geometrical defect or a mixture of all of them. There are an infinite number of imperfect surfaces

and an infinite number of ways to destroy a perfect one. Much theoretical work needs to be done to

predict the scattering from these perfect surfaces. Special attention should be given to the role of

polarization in the context of the Mueller matrices and Stokes vectors.
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Experimentally we will find out how well the light scattering Sij can characterize various

classes of these surfaces and detect changes in them as more of the same or other perturbations are

added.

SURFACE ORIENTATION

As mentioned earlier, the geometrical orientation of the rough surface with respect to the input

exit beam is important. This problem must be addressed early because there are an infinite number of

possible orientations all of which might give a different Sij for the same surface. Figure 6 shows

some of the geometrical parameters involved in surface scattering studies. The laser beam, after

preparation into a definite polarization state, strikes the surface at angle a and is scattered into all

4w. The light scattering into angle 8 is analyzed with the polarization exit optics and detected by a

photomultiplier. The angle T is a surface tilt measured in the surface plane. Initially we thought

that the geometric effects were like scaling factors or convolutions which could somehow be folded out

of the Sij to leave information only about the structure. We hoped to find the optimum geometry to

enhance or perhaps subdue certain surface effects or find that certain Sij are independent of geometry.

Our work and that of others show that geometry is important and that no best orientation exists

... for all cases. Harvey4 shows how a total intensity spread function becomes distorted by the e-

dependent measuring arm that moves the detector along the circumference of a circle. See Fig. 7. This

spread function, when projected onto a circle, generates a set of intensity curves whose shape depends

on the illumination angle of the surface. Conversely, when the curves are deconvoluted, from the

circle to the plane, all spread functions are identical.4 See Fig. 8. This shows that at some angles

the total intensity matrix element S11 is orientation independent.

The polarization curves Sij do not scale this way. Figure 9 shows the four matrix elements from a

random sanded brass surface as a function of illumination angle o. The S11 all appear different but

can be related through the spread function. S12 gives a different curve for each .c,. S3 3 is

independent of geometry for 8680 degrees, S34 is independent of geometry at all scattering angles. To

detect orientation changes of a surface with fixed structure, we would choose Sl2. To detect structure

changes on surfaces, independent of orientation, we would choose S34. Since these conclusions might be

specific to this sample only, more experimental work has to be done. We have also found that the

detectability of one component (defect) in a two or more component system depends on illumination
angle. In fact, at some angles a particular defect can be invisible!

Figure 10 shows how the matrix element S3 3 responds to a geometrical surface line (h=O.8 vi,

w-2.2 i) when illuminated at two different angles: normal incidence (a=90) and grazing incidence (aO). .
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The normal incidence illumination gives a smooth S33 similiar to that from a Rayleigh particle. The

grazing incidence illumination reveals an oscillatory structure indicative of a single fiber. As the

angle of illumination varies from grazing to normal, the structure gradually disapppears. Other Sij

respond similarly showing that no simple geometrical or scaling function can generate an a independent

Sij.

SCATTERING FROM SURFACES UNDERGOING CONTROLLED CONTAMINATIONS

WITH QUANTIZED COUNTABLE PARTICLES (DEFECTS)

We now get to the main part of our experimental approach to surface scattering. Basically we

will follow the response of all 0-dependent matrix elements (for all angles of illumination) as a

perfect surface is contaminated with known particulates. Our first contamination choice is spheres

since a sphere and surface represent an exactly solvable system. The experimental procedure is

described with the help of Fig. 11.

A perfect clean mirror (situation A) when illuminated with laser light (wavelength X, intensity Io,

width w, cross sectional area A)reflects light according to the law of reflection I=R. Since ideally no

scattering occurs into angles other than OR a delta-function shaped intensity peak IR occurs at the

reflected angle OR as indicated in the graph at lower right.

As spheres begin to contaminate the surface (situation B), increased scattering occurs into all

angles BS (at the expense of light removed from OR). This is single, independent particle scattering

since each individual sphere is far (D>>> A ) from other spheres. The scattered intensity will increase

linearly with increasing contamination (neglecting localized speckle).

Further contamination (situation C) increases the scatter at all angles and drives the scattering

system into the non-linear region. Here non-independent scattering occurs from those spheres that touch

or lie close to one another (D- or 0=0).

Still further contamination (situation D and E) occurs until the surface is completely covered by

the particles. Situation D represents a "geometrical" covering of the surface (no ray of incident light

at any angle can hit the surface or leave the surface without interacting with at least one particle).

Situation E represents the final result, the complete masking of the initial surface. The particles

form a new surface which is thick enough to ensure that no radiation leaving it carries any information

about the initially perfect mirror surface underneath. Adding even more particles to this surface does

not affect the scattering. We say the initial surface is completely masked out (at this wavelength) by

the new particles. The final surface is saturated. The light scattering signal is flat or rigid.

o'
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As the situation moves from A to E, scattering increases at all angles until saturation occurs. (p _

This is indicated by the e-dependent intensity curve E in the graph. (NOTE: For simplicity the

scattering intensities have all been normalized to the reflected intensity for the mirror. Conservation

of energy requires that the areas under each curve remain constant, i.e., scattering occurs at the

expense of the main reflected peak intensity.) If the final surface were perfectly Lambertian, the

scattered intensity would be independent of the scattering angle. The controlled contamination would

have created from a perfect mirror a new surface which scatters isotropically.

THE SURFACE MASKING CURVE

Contamination of any surface with particles will change the initial surface scattering properties

into the final surface scattering properties. During the process intermediate but related surfaces are

created. Continuous contamination will generate an intensity function whose initial response is linear

with contamination number N. It goes over to a final flat response at saturation. The theory

describing this response is shown in Fig. 12.

Spherical particleswitha geometrical cross-section area a randomly contaminate an illuminated

surface of area Ao . The surface suffers the "raindrop effect" where the most likely value of the
I'.

fraction of the surface remaining uncovered is dY

Nae io

where N is the number of particles on the surface.

The fraction of the area covered is

na

1- e Ao

so that

na
Acovered =Ac =A 0 (1 - e Ao)= A 0  Auncovered

In the geometrical limit the scattering intensity is proportional to the area covered (the total particle-

covered area) so. A

Na

S = A 0 - e Ao)

where E is the efficiency for particle scattering. We note that for large N (as N--)

1 10 0 .10
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Also, for small N (as N-#O) Na
I I A CLa.I e Na .
IS  0 Ao  0

The response curve for the scattered intensity I S is shown in Fig. 12. Initially, scattering is zero for

the perfect mirror. Adding a few particles that scatter (independent scattering) causes the scattered

intensity increase linearly with N. The intermediate non-linear region occurs when non-independent

scattering from near-neighbor or touching spheres start to dominate. Here e changes also. Finally the J

surface is completely covered (new surface) giving no response to additional contamination. We say the

initial surface is totally masked or saturated by non-independent multiple scattering particles which

make up the new final surface. The light scattering response is rigid.

The above discussion deals only with the reflected scattered intensity IRS. A complete

experimental measurement will measure the scattering into all angles as a function of all angles of

incidence. Whether this will create redundant information remains to be seen. However, there is an

advantage in measuring other intensities in addition to IRS.

Figure 13 shows the experimental setup of the e-dependent light scattering and response curves

for four important interactions. Here small particles contaminate a thin glass plate so that

transmission occurs also. Specifically the detector scans through e to measure the transmitted beam

IT, the transmitted scatter ITS, the reflected scatter IRS and the reflected beam I R. Note that the

angles for IT and IR are dictated by the geometry whereas the angles for ITS and IRS can be arbitrary.

The expected response of the four intensities to increasing contamination is as follows:

IT will start from an initial high value and asymptotically approach zero.

IR somewhat lower than IT will decrease asymptotically to approach a non-zero limit.

IRS will start from zero, and increase asymptotically to approach a non-zero limit.

ITS will start from zero, reach a maximum and then asymptotically approach zero.

These curves are shown on the Intensity-Number (I-N) plot at the bottom of Fig. 13. Some I
% important conclusions can be drawn from these experiments.

1. If the final surface is a perfect Lambertian, IR = IRS for all a and e so that AT = 0.

2. If the final surface is opaque, IT = ITS = 0.

3. For large enough N, the surface is totally masked or saturated and all curves are flat

(non-responsive, rigid).

4. ITS is the only signal to change the sign of its slope.
5. The curves IT and I will never cross.
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6. IR and IRS will never be zero.

7. The IT and IRS curves will always cross once.

8. The IR and IT curves will always cross once.

9. The ITS and IRS can cross no more than once.

10. Initially , for small N, all curves have a linear (small exponential) response.

Finally, at large N, they are constant.

Figure 14 shows the expected S11 total intensity response to contamination number N (perturbation

strength). In general the vertical axis can represent any matrix element Sij. The polarization

responses are not as obvious as the S1 1 and are therefore receiving a great deal of experimental

attention. Note that a particular set of response curves are obtained for a single wavelength X and

illumination angle a and for preselected fixed scattering angles 6R, 67, ORS, and eRT. A particular

perturbation strength Ni therefore gives four Sij values to characterize the surface. Whether or not

these will be unique or contain "enough information," requires more experimental study.

CONCLUSIONS

With the help of Figure 14 we can speculate about the kinds of response curves that can be

generated by different surface contaminations.

Anj surface in the universe is a point on the Sij-N curve (curve A). However, the one data point is

only a small part of the complete "history line" for a particular contamination process (curve B).

Some contaminations will cause "thin film" interference effects as their thickness passes through

various mX (curve C). The removal of a contamination by some process might not follow the

contamination curve backward. This will cause repeated contamination and removal to show hysteresis

(curve D).

Contaminating an already contaminated surface with another different contamination will cause a

discontinuity in the Sij-N curve (curve E). The system is driven from a to b by the first

contamination. It is driven from b to c by the second and from c to d by the third. These different ?.-

contaminations create a final Sij-N point at d which is intimately related to the order, nature and

~'' strength of each contaminant.

N
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THIS CURVE EXPLAINS WHY ANY SURFACE, REGARDLESS OF ITS ORIGIN, HISTORY OR STRUCTURE, OR

WHETHER IT IS SATURATED OR NOT, WILL RESPOND AGAIN TO A DIFFERENT CONTAMINATION AND AFFECT

THE LIGHT SCATTERED FROM IT. ALL THAT IS REQUIRED IS THAT THE NEW CONTAMINATION DIFFER

FROM THE FIRST IN SOME OPTICAL OR GEOMETRICAL PROPERTY. THEREFORE, ANY Sij WILL RESPOND TO

ANY CHANGE IN ANY SURFACE, REGARDLESS OF WHAT THE SURFACE IS OR WHAT THE CHANGE IS.

A word of caution is in order here, since unrelated surfaces will give Sij points through which a

smooth line can be drawn. However, the fact that a smooth curve can be drawn through the points 1, 2,

and 3 does not imply that the three surfaces are related by the same contamination that varies only in

strength. For example, the strength of an Sij signal at some angle might monotonically increase for *

three different samples, each with a different kind of surface roughness, one caused by scratches, one

by pot holes, the third by pimples. The response curve of any one of the three perturbations will not

necessarily follow the smooth curve that arbitrarily connects the three samples.

.1,

FINAL COMMENTS !

These comments summarize some important observations concerning light scattering from surfaces.
*1.

1. The different shapes that occur for S11 as a function of illumination angle a can be

normalized to a single angle-independent shape through a geometrical spread function. The

. other Sij for polarized light do not scale in a simple way.

2. The detection of defects on a rough surface depends strongly on illumination angle CE Certain

angles can increase the light scattering sensitivity to the defect. At other angles, the

defect can be invisible.

3. All Sij depend significantly on the laser spot size used to illuminate small localized defects

on a larger irregular surface. Scattering occurs from defect and surface. As the laser spot

size decreases, the scattering from the defect increases with respect to the scattering from

the surface.

4. Rough surfaces are multiple non-independent scatterers.

5. Certain matrix elements can be sensitive to surface structure independent of orientation, while ..-

others can be sensitive to orientation but independent of structure.

6. Multiple component surfaces give polarization curves that are dominated by the component that .-'

scatters the most light.
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ABSTRACT
A three-dimensional transport code DIF3D, based on the diffusion approximation, is used to model

the spatial distribution of radiation energy arising from volumetric isotropic sources. Future work will
be concerned with the determination of irradiances and modeling of realistic scenarios, relevant to the
battlefield conditions.

INTRODUCTION

Light propagation through an optically thick particulate medium is basically a multiple-scattering

problem in which rays or photons traverse a medium of scatterers and undergo many scattering events be-

fore escaping. A natural framework to deal with this type of problem is provided by the theory of radi-

ative transfer. The linear Boltzmann equation--in the context of radiative energy also termed the equa-

tion of transfer--governs the radiation field in a medium that absorbs, emits, and scatters radiation.
1

The complexity of the equation of transfer forces one to implement numerical methods of solution.

The most direct procedure is the discrete-ordinates approach, in which the radiance distribution function

I(r,'I,A) is replaced by a discrete set of values at a discrete set of points (ri,Qj,Ak). Unfortunately,

such a calculation becomes a rather formidable task even on the most powerful supercomputer available

today.
2

Because of the numerical complexities, an important aspect of transport theory involves the develop-

ment of simpler epproximate descriptions. There are some special cases where simple and useful solutions
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are available.
3 For isotropic scattering the irradiance distribution function can be represented as a

sum of two terms, the residue term and the branch cut integration. If the particles are mostly scatter-

ing (albedo w - 1) the residue term whose behavior is identical to a diffusion process dominates over
1<Z

the branch cut integration for optical depth greater than unity.4

In this paper, we employ the diffusion approximation to model the spatial distribution of radiative

energy density due to a collection of volumetric, isotropic sources. After outlining the essence of the

diffusion approximation and discussing the limits of its validity, we give numerical results in the form '..

of 3-D isosurface plots, representing the surfaces of constant energy density. It will be shown that as

the detector sensitivity decreases, the individual radiation sources cannot be spatially distinguished,

thus leading to a false target effect. 5  %

DIFFUSION APPROXIMATION

The diffusion approximation, which corresponds to the lowest-order truncation in the spherical

harmonics expansion of the radiance distribution function, was employed by Tam and Zardecki6 to examine

the role of non-small-angle scattering for off-axis beam propagation. To gain insight into the

approximation in question, we write the radiance distribution function for any given wavelength X, whose

index will be dropped, in the form

I + 1 ( ) + ,1 ()

where J(r) is the flux, f2 is a unit direction vector, and where the function p(r), proportional to the

energy density, satisfies a diffusion equation

-VDVp +(at - as)p = qo (2)

In Eq. (2), at and os denote the total extinction and scattering coefficients, and qo is the isotropic -

source term. If <u> denotes the mean cosine of the scattering angle, which can be identified with the

asymmetry parameter g, then the diffusion coefficient D is given in terms of the transport coefficient PIN

atr = at - as<w> (3)

as

, D (4)

3tr

Eq. (2) should be solved with the boundary condition demanding that the radiant flux directed inward

at the scattering boundary be zero.

To delineate the range of validity of the diffusion approximation, we have compared the results for

I-D geometry obtained with the transport code ONEDANT7 with the results obtained with the diffusion-

based code DIF3D.
8 Figures (1) and (2) contain the results of computations referring to a 100 m wide

slab, divided into 200 meshes of equal size. The isotropic source of unit strength, located in the
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, first mesh with the boundaries 0. and 0.5 a generates the radiation field. As can be seen from Fig. 2, .

the diffusion theory leads to a degeneracy with respect to the single scattering albedo W - O/O t . The

i ! perfect-scattering case, however, where w = 1.0, is described correctly within the diffusion approxima-"-

tion. This implies that the diffusion theory can be applied to model radiation distribution and multiple I

scattering in dense, non-absorbing media, such as inventory smokes in the visible range of the spectrum.

FALSE TARGET EFFECTS

In Ref. 5, we addressed the resolution problem that arises for a distant observer attempting to-.II

distinguish spatially between two thermal sources radiating into a turbid medium. Since our analysis

was based on the transport theory, the results--especially for low optical depths--suffered from the ray

effect distorting the spatial form of the radiation distribution. With the aid of the diffusion theory,

we are in a position to entirely bypass the problem of ray effect; in addition the code DIF3D allows us

to model 3-D situations, an unrealistic undertaking within the framework of the transport theory.

Our model scenario involves a cube 100xlObxlOO m in size. The lower half of the cube, z < 50,

" is filled with haze having the optical thickness 2.0 in the x or y direction. The upper half, z > 50,

contains water cloud aerosol with optical thickness 8.0. Two isotropic point sources of equal strength

located at S= (20,20,20,) and S2 = (80,80,80) produce the volumetric radiation distribution. By sol-

r, ving the diffusion equation (2) for p, we can compute the radiation energy density inside our scattering

volume. For the wavelength of 0.55pm we show in Figs. 3 and 4 the isosurface plots representing surfaces

of equal energy density. Choosing a fixed value for the maximum energy density, set by the source

strength of the point sources, the resulting plots vary drastically with the value of the detectable

energy density. Thus for a detector registering 4% or more of the maximum energy density the sources

appear well separated, Fig. 3. On the other hand, for a detector registering 2% of the maximum energy

distribution function, the individual sources appear to overlap, Fig. 4, leading to a false target .4

effect. Similar results have been obtained with a larget number of sources both for homogeneous and

inhomogeneous media. ,,

CONCLUSIONS -.

Contrary to popular belief, the diffusion approximation is susceptible to yielding erroneous results

when the single scattering albedo is smaller than 0.95. On the other hand, this approximation becomes

a powerful tool to model complicated 3-D scenarios, which is today outside the scope of conventional ;i-

approaches based on transport theory. Since diffusion theory ioes not deal with directional

quantities, but with angle-integrated energy density, it does not suffer from the ray effect distortion.

For these reasons, the false target problem finds a natural setting within the framework of the

diffusion theory.
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Our future investigation will largely focus on two as yet unsolved problems. First, using the

diffusion approach, we intend to study the spatial detectability of radiating or reflecting objects

placed in the vicinity of a smoke screen. When the radiation field is described in terms of irradiances,

this becomes a problem of optical imaging. Second, to describe multiple scattering of laser beams

in the off-axis regime, a novel approach valid for a wide range of size parameters needs to be formula-

ted. A combination of the small-angle scattering approximation with diffusion theory should provide the

desired computational base.
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TRANSPORT CODE: ONEDANT

g =0.1000 T =16.00

lin

-9
10

Coa

0.9

0.95.

A0.9

o0=1.00

0.0 12.5 25.0 37.5 50.0 62.5 75.0 87.5 100.0

DISTANCE (n

A ~FIGURE 1. ENERGY DENSITY DISBRIBUTION PREDICTED BY TRANSPORT THEORY. -'

Optical depth -16, asymmtnery parameter =0.1.
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DIFFUSION CODE: DIF3D 2
g =0.1000 T =16.00

0 =0.92
A = 0.95
- = 0.97 -

* x = 0.99
0=1.00

0.0 12.5 25.0 37.5 50.0 62.5 75.0 87.5 100.0

DISTANCE (n

FIGURE 2. ENERGY DENSITY DISTRIBUTION PREDICTED BY DIFFUSION THEORY.
Parameters as in Fig. 1. Note the degeneracy with respect to 1y
the single scattering albedo.
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Isosurface at 4.0 % of

Max Energy Dens. = 0.221E-09 J.m-' ,

4 .%

100-

40--

599 . *

40

FIGURE 3. ISOSURFACE PLOT AT 4%. OF MAXIMUM ENERGY DENSITY. Radiation fields from

individual sources well separated.

599



Isosurface at 2.0 % of

Max Energy Dens. 0 .221E-09 J-m-3  A=0.55 pim

801

60-I

40-

20-
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20.0

FIGURE 4. ISOSURFACE PLOT AT 2% OF MAXIMUM ENERGY DENSITY. Radiation fields from

individual sources overlap, showing a false target effect.
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COHERENT AND INCOHERENT INTENSITY
OF THE ELECTROMAGNETIC FIELD
IN A DISCRETE RANDOM MEDIUM

V. V. Varadan and V. K. Varadan
Laboratory for Electromagnetic and Acoustic Research

Department of Engineering Science and Mechanics
The Pennsylvania State University

University Park, PA 16802

ABSTRACT

h In this paper, work reported in the 1984 CRDC proceedings concerning a propn! %ir modk I for
multiple scattering of waves in a discrete random medium is extended to include iihi,,r ;rdr terms ,
the multiple scattering series for both the coherent and incoherent intensitiji. '!, VI:t hle w pr. -
vides references to papers that have been submitted for publication based on th, 19S5 .re: stat ~ nnd

*;. other related presentations. .,

V. K. Varadan and V. V. Varadan, "Progress in Research on Wave Propagatis, and Scattering-
in Discrete Random Media Using Multiple Scattering Theory", 1984 CRDC Proceedings.

V. V. Varadan, Y. Ma and V. K. Varadan, "Propagator Model Including Multipole Fields for
niq',rprp Random Media". J. Optical Society of America, scheduled for pubtication in

December 1985.

V. K. Varadan, Y. Ma and V. V. Varadan, "Coherent Electromagnetic Wave Prpacat ion Viro,,ch
Randomly Distributed Pair-Correlated Dielectric Scatterers", Radio Science 19, I',. .
1449, 1984.

EXTENDED SUMMARY

In the previous CRDC Proceedings, a propagator model to describe propagation and scattering of %

multipole fields in a discrete random medium containing a distribution of inclusionns was described

using a T-matrix to characterize the single scatterer response and a propagat ina,, t rt ix t,, desc ribe

wave propagation between scatterers. Since the T-matrix is represented in a b i44 ,f -,e,,tor spheri-

cal functions, the propagator is simply the translation matrix for vector sILtril 11 1,11.t ,-. .\I-

though the explicit expressions for the elements of the translation matrix are quite ce plicated, LhC

formalism is quite compact and general.

Let r, denote the portion of the i-th scatterer, o, (.-r.) denote the prl in matrix for *4 '
1nn 1 3

propagation from r. to Ti  is the T-m.,trix of the ith scatterer i-id F is Lei i.liic, nt f ieli.rfi Tnn -

The total field at any point (r) in the host medium can be written as

E(r) = E (r) + Z Ou T ( Ti Ai

i n nn' n

+ T Ou (r-r T) (rr) T',, A.,.
]ji~j n nn' n'n" nn" n

where

" i k k0.r 
i  

*)*-

E (r) = e = E A Re (r-r )
n n 'n - i
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with i k.2or 
i

A1  
= e ( - n . 0 O 0 (2b)

where p is the polarization of the incident wave, 1o its direction of propagation, Ru are vector

spherical functions and A are vector spherical harmonics, definitions of which can be found in Ref. 1.n

The configurational average of the series retaining only certain types of multiple scattering

processes permitted by the Quasi-Crystalline approximation, using a diagrammatic representation, was

shown to be

<Er)E (r) + + + ____________

E~QCA 1 __ _ __ _ _

1 22 3

+
2 3

+ +(3)

where 1 = denotes T A i a denotes Tlj(rl-r 2 ) p(r 2 jr l ).and . denotesn 1 22

The coherent field in the QCA, satisfies a dispersion equation of the form

1 - n0 T 12 ) p(r2jr1 ) e 2 = 0 (4 )

To here j j denotes a matrix determinant and the roots of the above equation yields the effective,

complex propagation constant K = K (n 0T,w) + i K2 (noT,w).

Similarly one can keep restricted classes of terms in the definition of the incoherent intensity

and represent it as
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u. 1r 4 . W n

IE E) E- (
U

12

li 2' 21 3'

iI

L______________ 
(5)

1' 1' 2' i' 2' 3' II

where u is a particular polarization component of the incoherent intensity. In the above expression,

the first series is the intensity of the multiple scattered field when both field contributions arise

from the same scatterer or scatterers (in the language of the diagrams in Eq. (5), both field lines pass

through the same scatterers). In the second sequence of terms the two field contributions arise from

different scatterers (the field lines pass through distinct scatterers). There are several other types

of terms which have been neglected because they do not lend themselves to resu-ation and require a

~ knowledge of higher order correlations.

Results are presented for the incoherent intensity computed from the lowest order terms and the

order of magnitudes of the terms are compared. Only single and double scattering terms from both

sets were considered and the results plotted in the figures below. In Fig. 1, the normalized inco-

herent intensity is plotted resulting from diagrams of the form E (B), (A) and

== + (C). The nonzero value of A essentially shows theeffect of pair

correlations which is more noticeable at higher values of ka and is a considerable fraction of the

uncorrelated single scatterer values even at a scatterer concentrationi c., of five percent.

In Fig. 2 the (correlated) different-scatterer (A) and same-scatterer (B), single scattered intensi-

ties are plotted as a function of the angle of observation, 0, for a concentration of c - 10% at ka - 2.0.

It is seen that the effect of correlations as a function of 8 is due to the angular dependence of the

expression for the single scattered intensity. For example at e - 90* and 1550, the curve A has a

minimum, but near the forward direction A is a considerable fraction of B. In the back scattered

direction, A is not a minimum, but it is only a small fraction of B.

In Fig. 3, the contribution from single and double (n ) scattering are compared as a

0%
function of ka at a concentration of 10% for e - 90 . The double scattering contribution is any-

where from 0 to 40% of the single scattered value. In Fig. 4, the effects are compared as a function
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of the angle of observation at c f 0.15 . Unlike Fig. 2, in the forward direction the contribution of

the simpler process, the single scattering contribution, is several orders of magnitude higher than the

contribution of the more complicated process, the double scattered results, whereas at other angles,

especially in the backscattering direction, double scattering cannot be neglected.

CONCLUSIONS

In this summary, we have essentially tried to compare the order of magnitude of the different

orders of multiple scattering and the effect of pair correlations. Our results indicate that both

are important and it is only in certain preferred directions or at certain values of ka that simple

approximations to the incoherent intensity will agree well with experimentally observed values. Fur-

ther studies will focus on resummations of the diagrams presented in Eq. (5) that can be called the

ladder approximation to the incoherent intensity. In this connection we note that recently just the

.uimjation of terms (I),neglecting pair correlations in Eq. (5) has been referred to as the ladder

2approximation by some authors. This is incorrect; it is the sum of I and IIlincluding the effect

of pair correlations that leads to the so-called ladder approximation or the Bethe-Salpeter equation. r.'
,1
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Q4
A ..... from single scattering by field,

different scatterers
B...... from single scattering by field,

same scatterer :

0°3 .c...... A+B

80.2- B

' Z /0 0.1 - e

LO 2 1.4 1.6 W1 20

ka
Fig. 1. Contribution to the normalized incoherent intensity

as a function of the non-dimensional wavenumber ka

for randomly distributed spherical ice particles

(Er = 3.17) due to terms= (B), (A)
and C = A + B.

10I~ Z= 0.10

0 ka=2.0
10

1I0I' -  "..B

z

10 2\ V /

10

1~-4  1 I I1,
10 0 30 60 90 120 150 180

8(in Degree)
Fig 2. Same as Fig. 1, but intensity versus angle

of observation 0.
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Fig 3. Comparison versus ka of single and double scattering

contributions (A) and (D) for
spherical particles.
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Fig. 4. Comparison versus angle of observation e for

single (A) and double scattering ( D)contri-
but ions for spherical ice particles.
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17 June 1985APPENDIX C

AGENDA*

1985 CRDC SCIENTIFIC CONFERENCE ON OBSCURATION AND AEROSOL RESEARCH

Bldg. E4810 (Post Theater) Edgewood Area
17-21 June

Bldg. 3074 (Dickson Hall) Aberdeen Area

Each presentation is listed with the appropriate session topic, and,
if it is scheduled for presentation at a different time, it is listed

a second time at the appropriate place in the schedule.
The second listing for scheduling purposes is set off by carets

in the margins.

MONDAY 17 June

9:15 Registration Opens

10:00 Opening of Conference

Welcome - Dr. B. Richardson, Technical Director, CRDC
Administrative Remarks - R. Kohl

10:15 Overview of Aerosol Research Program - E. Stuebing, G. Rubel,
J. Bottiger, and 0. 1. Sindoni

11:45 LUNCH

I. PHYSICAL AND CHEMICAL PROPERTIES OF AEROSOLS

Moderator: Glen Rubel

A. Particle Formation, Evolution and Composition .1

Post! R. G. Keesee and A. W. Castleman, Jr. (Pennsylvania State Univ.),
The Interaction of Clusters with Reactive Species: Initial Stages
in the Evolution of Particle Composition

1:00 J. R. Brock and S. G. Kim (Univ. of Texas-Austin), Nucleation and Growth

of Aerosol Particles (15)

*"Post." indicates a presentation in the all-topic poster session on
Wednesday, late afternoon and evening.

Presenters are underlined. Where only the presenter's name appears,
other authors may be indicated during the presentation.
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MONDAY 17 June (continued)

I. A. (continued)

1:20 R. K. Ahluwalia and K. H. Im (Argonne National Lab.), Boundary Layer
Nucleation (15)

1:40 K. H. Im and R. K. Ahluwalia (Argonne National Lab.), Evolution and
Transport of Aerosols Formed from Vapor Condensation (15)

Post. Michael Ligotke (Battelle, Northwest), Generation and Characterization
of Phosphorus Smokes in a Wind Tunnel

Tu.AM Roger Schirmer (Battelle, Northwest), Changes in Phosphorus Smoke
Chemistry with Environmental Conditions

Post. P. A. Lawless, A. S. Damle, and P. C. Reist (Research Triangle Institute),
An Experimental Study of Gas Pressure Effects on the Coagulation Growth
of Metallic Aerosols

2:00 Philomena Grodzka (Lockheed-Huntsville), Mechanisms of Solid Particle
Formation (15)

Post. Paul Yager and Paul Schoen (NRL), Structure of Polymerized Lipid Tubules

2:20 Ken9 H. Leon 9 (Univ. of Illinois), Generation of Nonspherical Aerosol

Particles (15)

Post. John Glissmeyer and W. Rudy Allaman (Battelle, Northwest), Maximum
Containment Aerosol Chamber

2:40 BREAK

B. Plume Mechanics (and Particle Fluidization)

Post. Morris Morgan and Howard Littman (Rensselaer Polytechnic Institute),
The Mechanics of Fluid Particle Jets and Their Stability

3:10 Howard Littman and Morris Morgan (Rensselaer Polytechnic Institute),
The Fluidization of Fine Particles (15)

3:30 John Latham (U.M.I.S.T.- England), Mixing/Phase-Change Processes
in Wet-Aerosol Clouds (15)

3:50 J. R. Brock (Univ. of Texas-Austin), Dispersion of Thermal and Chemical

Aerosol Plumes (15)

4:10 Tate T. H. Tsang (Univ. of Kentucky), Numerical Techniques in Aerosol
Simulation (15)

Appendix C 634

A FAL-



*1w

MONDAY 17 June (continued)

I. B. (continued)

Post. Michael Poreh and J. E. Cermak (Colorado State Univ.), Diffusion in
an Atmospheric Layer with an Elevated Inversion

4:30 Michael Poreh and J. E. Cermak (Colorado State Univ.), Wind Tunnel
Simulation of Dispe-sion of a Particle Plume with Appreciable Settling
Velocities Diffusing in a Neutrally Buoyant Surface Layer (15)

C. Particle Dynamics: Including Orientation Effects, Concentration
Sampling, and Size/Shape Analysis

>

> 4:50 Carolyn Kaplan and J. W. Gentry (Univ. of Maryland), Use of Condition
Numbers in Interpreting Atmospheric Aerosol Size Distributions

5:10 ADJOURNMENT
Cocktails and Dinner at The Bayou Restaurant, Havre de Grace, MD (casual)

TUESDAY 18 June

I. PHYSICAL AND CHEMICAL PROPERTIES OF AEROSOLS (continued)

A. Particle Formatinn, Evolution and Composition (additional presentation)

> 8:15 Roger Schirmer (Battelle, Northwest), Changes in Phosphorus Smoke

Chemistry with Environmental Conditions (15)

C. Particle Dynamics: Including Orientation Effects, Concentration
Sampling, and Size/Shape Analysis (continued)

8:35 Robert M. Platz and Daryl L. Roberts (SRI International), Simulation
of Particle Deposition of Phosphorus Smokes Based on MAEROS Model of
Particle Dynamics (15)

8:55 W. E. Dunn (Univ. of Illinois), Field Study of Fog-Oil Smokes (15)

Mo.PM Carolyn Kaplan and J. W. Gentry (Univ. of Maryland), Use of Condition
Numbers in Interpreting Atmospheric Aerosol Size Distributions

9:15 David T. Shaw (State Univ. of New York), Measurement Techniques for
Obscuring Smokes - A Review (15)

9:35 Keng H. Leon9 (Univ. of Illinois), Sizing of Moderately Nonsperical
Aerosol Particles (15) .. s,-

Post. Chris Evoniuk (3M Company), Methods of Size Measurement & Evaluation of

Whisker Aerosols FI

9:55 BREAK

Post. H. E. Wilhelm (Naval Weapons Center), Diffusion and Coagulation of
Magnetic Dipole Particles in Magnetic Fields

10:25 Isaiah Gallill and Moshe Goldenberg (Hebrew Univ.-Israel), Determination

of theOrientation of Nonspherical Particles In a Turbulent Field;
Experimental (15)
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TUESDAY 18 June (continued) ¢. ]

I. C. (continued)

10:45 Ehud Gavze and Isaiah Galllly (Hebrew Univ.-Israel), On the Nonsteady
Motion of an Arbitrary Particle in a Stokes Flow (15)

Post. Jya Wan and J. W. Gentry (Univ. of Maryland), Survey of Filtration
in Idealized Membrane Filters

D. Aerosol Elimination

11:05 Josef Podzimek (Univ. of Missouri-Rolla), A Realistic Assessment of
Clearing Smoke Cloud by Scavenging Technique (15)

11:25 LUNCH

II. AEROSOL CHARACTERIZATION METHODS (Other than Aerodynamic Methods -

See Session I. C.)

Moderator: Jerald Bottiger

A. Optical Inversion Methods for Size, Size Distribution and Other Particle
Pr6perties

Post. Robert E. Benner, S. C. Hill, C. K. Rushforth, and P. R. Conwell
(Univ. of Utah), An Automated Algorithm for Sizing Dielectric
Microspheres by Aligning Multiple Orders of Measured and Computed
Resonance Locations

Post. Lee Harrison (Battelle, Northwest), Optimization of Single Particle
Optical Sizers: Prospects for Improvement in Minimum Size Resolution
and Reduction of Size Uncertainty

12:25 Earl Kie h (Calspan), Optimization of Mie Scattering Wavelengths
an Angles for Particle Sizing (15)

12:45 (combined presentations] An Empirical, Orthogonal Function Approach to ."

the Inversion of Backscattered Data:

Benjamin Herman, A. Ben-David and John Reagan (Univ. of Arizona),
I. Theory (10)

A. Ben-David, Benjamin Herman and John Reagan (Univ. of Arizona),
II. Results (10)

1:10 D.L. Jaggard, P. Frangos and Y. Kim (Univ. of Pennsylvania), Non-Linear
Methods for the Inversion of Refractive Index Profiles (15)

Ap. e C
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TUESDAY 18 June (continued)

II. A. (continued)

Post. Edward Burlbaw (Science & Technology Corp.), An Advanced Fiber Array
Polar Nephelometer: FAN I

1:30 Philip J. Wyatt and Jeffrey M. Reece (Wyatt Technology Corp.), Trolling
for Single Particles in an Ocean Environment (15)

1:50 S. R. Beck, C. D. Capps, N. E. Carroll, T. R. Majoch, and A. R. Tokuda
(Boeing Aerospace Co.), Multichannel Nephelometer - System Overview (15)-..-.

Post. S. R. Beck, C. D. Capps, N. E. Carroll, T. R. Majoch, and A. R. Tokuda V

(Boeing Aerospace Co.), Multichannel Nephelometer - Aerosol System
Capabilities and Operations

Post. S. R. Beck, C. D. Capps, N. E. Carroll, T. R. Majoch, and A. R. Tokuda
(Boeing Aerospace Co.), Multichannel Nephelometer - Light Scattering
Chamber and Data Acquisition

2:10 CONVERSATION/DISCUSSION BREAK (1 hours)

B. Optical Constants of Liquids and Powders

3:40 K. D. Moeller (Fairleigh Dickinson Univ.), and J. Heaney (NASA), [Read
by E. Stuebing] Millimeter Wave Spectroscopy at FDU, NASA and BNL (15)

4:00 H. H. Chung, G. A. Pfaff, and S. Y. Peng (Teledyne Micronetics), X-Band
Multiple-Position Cavity Method for Determining Complex Permeability
and Permittivity (15)

Post. Ralph W. Alexander, Jr., R. J. Bell and L. L. Long (Univ. of Missouri-
Rolla), Optical Constants of Natural Mineral Powders and Single Crystals
in the Millimeter and Submillimeter Spectral Range

Post. R. J. Bell, R. W. Alexander, M. A. Ordal, L. L. Long (Univ. of Missouri-Rolla)
and M. Querry (Univ. of Missouri-Kansas City) Graphite Research at Low
Frequencies

4:20 R. J. Bell, R. W. Alexander, M. A. Ordal, and L. L. Long (Univ. of
Missouri-Rolla), Optical Properties of Ni; Cavity Measurements at
FIR and Submillimeter Wavelength Ranges; Resistivity Ratios; and
Linkage Equations

Post. Ronald G. Pinnick (Atmospheric Sciences Lab.), Attenuated Total
Reflectance Measurements of the Complex Refractive Index of Aerosol
Constituents at CO2 Laser Wavelengths ,

4:40 Marvin R. Querry (Univ. of Missouri-KC), Optical Constants of Selected .'

Materials (15Tm
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TUESDAY 18 June (continued)

(Session III, the Tutorial Review: Intercalation, is scheduled on
Wednesday at 9:15)

IV. NONLINEAR EFFECTS AT HIGH ENERGY

Moderator: 0. I. Sindoni

Post. Dave Pendleton (Atmospheric Sciences Lab.), Water Droplets Irradiated
by a Pulsed CO2 Laser: Fluence Requirements for the Initiation of
Explosive Vaporization

5:00 el Lax and Boris Yudanin (City College of New York), Shock Waves in
Aerosol Droplets at Early Times (15)

Post. Mel Lax and Shtrtsh Chttanvts (City College of New York), Automatic
Conversion of a Huge Non-Standard Fortran66 Hydrocode (TOODY4) to
Standard Fortran77

5:20 Dennis R. Alexander and John Armstrong (Univ. of Nebraska), Experimental
System for Real-Time Observation of Particle Dynamics at High Energy (15)

5:40 ADJOURNMENT
Cocktails and Dinner at Giovanni's, Edgewood, MD (casual) or
Cocktails and Dinner at Hausner's Restaurant, Baltimore, MD

WEDNESDAY 19 June

IV. (continued)

8:15 Stanley Abramowitz (National Bureau of Standards), Overview of NBS
Program in Support of AFOSR's Spacecraft Survivability Program
[Aerosol Related Aspects] (15)

8:35 Richard K. Chang, Shi-Xiong Qian, and Judith B. Snow (Yale Univ.),
Laser Emission and Stimulated Raman Scattering from Liquid Droplets (15)

8:55 J. R. Brock and J. C. Carls (Univ. of Texas-Austin), Aerosol Interaction
with Laser Radiation (15)

(Session IV is continued after Session III.)
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WEDNESDAY 19 June (continued)

Il. TUTORIAL R VIEW: INTERCALATION ("Small Needle-Shaped Filaments Based <
on Carbon")
Organized and Moderated by Ian Spain

9:15 Ian L. Spain (Colorado State Univ.), Chemistry & Physics of Intercala-

tion (25)

9:45 Mildred S. Dresselhaus (MIT), Intercalated Fibers Derived from Benzene (25) <

> 10:15 BREAK

> 10:45 Harris A. Goldberg (Celanese Research Co.), Properties and Applications
> of Modified PAN Fibers (25)

IV. NONLINEAR EFFECTS AT HIGH ENERGY (resumed)

11:15 [combined presentations] On the Propagation of Intense Optical Pulses
through Vaporizing Aerosols:

Andrew Zardecki (Los Alamos), R. L. Armstrong (New Mexico State
Univ.), and S. A. W. Gerstl (Los Alamos), An Algortihm for the
Radiative Transfer Equation (10)

Robert L. Armstrong (New Mexico State Univ.), A. Zardecki (Los Alamos),
and S. A. W. Gerstl (Los Alamos), Solutions of the Aerosol-Beam
Equations (10)

11:40 Withdrawn

12:05 LUNCH (Film Withdrawn)

V. OPTICAL PROPERTIES OF AEROSOLS

Moderator: Ed Stuebing

A. Interaction of Radiation and Spherical (Including Layered) Particles

Post. David K. Cohoon (CRDC and Temple Univ.), Energy Transfer of Electro-
magnetic Radiation to Spherically Symmetric Penetrable Bodies
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% WEDNESDAY 19 June (continued)

V. A. (continued)

1:05 Steve Arnold (Polytechnic Inst. of New York), Primary Events in Energy
Transfer within an Aerosol Particle (15)

(Session V. A. is continued Thursday Morning)

> 1:25 [combined presentations] from Session V. B. (each continues as a :oster <
presentation this evening):

> Chia-Ren Hu and George W. Kattawar (Texas A&M Univ.), Symmetry <
> Theorems for Forward and Backward Scattering of Light from a w
> Non-Spherical Particle (10) <

George W. Kattawar, Chia-Ren Hu, and Mark E. Parkin (Texas A&M Univ.),>Mueller Matrix Calculations for Dielectric Cubes: Comparison with < '

> <

> William White, Pascal Herb, and Edward Fry (Texas A&M Univ.), <
Suspension and Orientation of 1 Jim Cubic Particles and Measurement

, > of Their Mueller Matrices (10) <

PREVIEWS OF PRESENTATIONS in the ALL-TOPIC POSTER SESSION

> I. PHYSICAL AND CHEMICAL PROPERTIES OF AEROSOLS <

A. Particle Formation, Evolution and Composition

> 2:05 R.G. Keesee and A. W. Castleman, Jr. (Pennsylvania State Univ.), <
> red The Interaction of Clusters with Reactive Species: Initial Stages
> in the Evolution of Particle Composition (2) <
> <

> 2:08 Michael Ligotke (Battelle, Northwest), Generation and Characterization
> blue of Phosphorus Smokes in a Wind Tunnel (2) <

2:11 P. A. Lawless, A. S. Damle, and P. C. Reist (Research Triangle Institute), <
> red An Experimental Study of Gas Pressure Effects on the Coagulation Growth 

<

of Metallic Aerosols (2) <

> 2:14 John Glissmeyer and W. Rudy Allaman (Battelle, Northwest), Maximum
> blue Containment Aerosol Chamber (2) <

> B. Plume Mechanics (and Particle Fluidization) <
> <

2:17 Morris Morgan and Howard Littman (Rensselaer Polytechnic Institute),
> red The Mechanics of Fluid Particle Jets and Their Stability (2)

> 2:20 Michael Poreh and J. E. Cermak (Colorado State Univ.), Diffusion in
> blue an Atmospheric Layer with an Elevated Inversion (2) <

Appendix C 640



WEDNESDAY 19 June (continued)

PREVIEWS (continued)

> I. (continued) <
> <

> C. Particle Dynamics: Including Orientation Effects, Concentration <

Sampling, and Size/Shape Analysis <

2:23 Presented as a talk <
>

red

> 2:26 H. E. Wilhelm (Naval Weapons Center), Diffusion and Coagulation of
> blue Magnetic Dipole Particles in Magnetic Fields (2) <

> 2:29 Jya Wang and J. W. Gentry (Univ. of Maryland), Survey of Filtration in <

• red Idealized Membrane Filters (2)

> II. AEROSOL CHARACTERIZATION METHODS (Other than Aerodynamic Methods - <
> See Session I. C.) <

> A. Optical Inversion Methods for Size, Size Distribution and Other Particle <

Properties <

> 2:32 R. E. Benner, S. C. Hill, C. K. Rushforth, and P. R. Conwell (Univ. of <
> blue Utah), An Automated Algorithm for Sizing Dielectric Microspheres by
> Aligning Multiple Orders of Measured and Computed Resonance Locations (2) <

> 2:35 Lee Harrison (Battelle, Northwest), Optimization of Single Particle <
> red Optical Sizers: Prospects for Improvement in Minimum Size Resolution
> and Reduction of Size Uncertainty (2) <

> 2:38 Edward Burlbaw (Science & Technology Corp.), An Advanced Fiber Array <
> blue Polar Nephelometer: FAN I (2) <

> 2:41 S. R. Beck, C. D. Capps, N. E. Carroll, T. R. Majoch, and A. R. Tokuda <

> red (Boeing Aerospace Co.), Multichannel Nephelometer - Aerosol System
> Capabilities and Operations (2) <

> 2:44 S. R. Beck, C. D. Capps, N. E. Carroll, T. R. Majoch, and A. R. Tokuda <
> blue (Boeing Aerospace Company), Multichannel Nephelometer - Light Scattering <
> Chamber and Data Acquisition (2) <

> B. Optical Constants of Liquids and Powders

> 2:47 Ralph W. Alexander, Jr., R. J. Bell and L. L. Long (Univ. of Missouri- <
> red Rolla), Optical Constants of Natural Mineral Powders and Single
> • Crystals in the Millimeter and Submillimeter Spectral Range (2)<

> 2:50 Ronald G. Pinnick (Atmospheric Sciences Lab.), Attenuated Total Reflect- <
blue ance Measurements of the Complex Refractive Index of Aerosol Consti- <

> tuents at CO2 Laser Wavelengths (2) <
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WEDNESDAY 19 June (continued)

PREVIEWS (continued)

>IV. NONLINEAR EFFECTS AT HIGH ENERGY

2:53 J. D. Pendleton (Atmospheric Sciences Lab.), Water Droplets Irradiated <
> red by a Pulsed CO2 Laser: Fluence Requirements for the Initiation of <

Explosive Vaporization (2)

> 2:56 Mel Lax and Shirish M. Chitanvis (City College of New York), Automatic <
> blue Conversion of a Huge, Nonstandard Fortran66 Hydrocode (TOODY4) to
> Standard Fortran77 (2) <

> V. OPTICAL PROPERTIES OF AEROSOLS <
> A. Interaction of Radiation and Spherical (Including Layered) Particles <

> 2:59 D. K. Cohoon (CRDC and Temple University), Energy Transfer of <

> red Electromagnetic Radiation to Spherically Symmetric Penetrable Bodies (2) <

> 3:02 Dean S. Langley (Whitman College), and Philip L. Marston (Washington

, blue State Univ.), Forward Optical Glory of Bubbles: Theory and Observations (2) <

> 3:05 Ru Wang and Wan-Xian Wang (Univ. of Florida), Scattering by Arbitrarily
> red Large Homogeneous/Concentric Spheres and Spheroids - Exact Theory with use

> of New Efficient Alqorithms (2) <

> 3:08 Withdrawn
> blue

. B. Interaction of Radiation and Nonspherical Particles Including Aggregates <

* 3:11 Kirk A. Fuller and George W. Kattawar (Texas A&M Univ.), Near and Far
* red Field Scattering from Two Interacting Spheres (2)

* 3:14 David Capps (Boeing Aerospace Co.), Analysis of Scattering Cross
* blue Sections of Nonspherical Particles (2) <

> 3:17 Leonard D. Cohen, Richard D. Haracz, and Ariel Cohen (Drexel Univ.), <
> red Scattering of Linearly Polarized Light by a Dielectric Spiral (2) <

> 3:20 Chia-Ren Hu and George W. Kattawar (Texas A&M Univ.), Symmetry Theorems <
> blue for Forward and Backward Scattering of Light from a Non-Spherical <
> Particle (2) <

, 3:23 George W. Kattawar, Chia-Ren Hu, and Mark E. Parkin (Texas A&M Univ.), <
> red Mueller Matrix Calculations for Dielectric Cubes: Comparison with <

Experiments (2) <
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WEDNESDAY 19 June (continued)

PREVIEWS (continued)

> (continued) <

B. Interaction of Radiation and Nonspherical Particles 
(continued)

> *<

> 3:26 William White, Pascal Herb, and Edward Fry (Texas AlM Univ.), <

blue Suspension and Orientation of 1 aumrCubic articles and Measurementof Their Mueller Matrices (2)

> 3:29 Withdrawn <
> red 

<

>C> 3:32 Alessandro Coletti (Georgia Institute of Technology), Angular Light <
> blue Scattering as Measured with a Fisheye Lens Photographic Camera (2)

> <
C. Propagation/Multiple Scattering in Aerosol Media and Radiative Transfer

> 3:35 William A. Pearce (EG&G), Optical Spread Function Dependence on the> red Aerosol Size Distribution (2)> <

> 3:38 Brent Smith (Optech, Inc.), Laboratory Measurements of the Forward and <
> blue Backscattering of Laser Beams in Dense Aerosol Clouds (2)

3:41 Richard A. Elliott (Oregon Graduate Center), Time Resolved Measurements <
> red of Irradiance Backscattered from Optically Thick Media (2)
>(

> 3:44 Withdrawn
blue

> 3:47 Paul Yager & Paul Shoen (NRL), Structure of Polymerized Lipid Tubules (2) <
> 3:50 Chris Evoniuk (3M Company), Methods of Size Measurement and Evaluation <

> of Whisker Aerosols (2) <

> 3:53 R. J. Bell, R. W. Alexander, M. A. Ordal, L. L. Long (Univ. of Missouri- <
> Rolla) and M. Querry (Univ. of Missouri-Kansas City), Graphite Research < .Z
> at Low Frequencies <

3:56 BREAK

ALL - TOPIC POSTER SESSION at (Edgewood Area) Officers Club during the Social
Hour, Breaking for Beef and Burgundy Dinner, continuing with Dessert and Coffee.

4:15 (approximately) Beginning of Poster Session

5:00 Emphasis RED (Red boards are manned, blue presenters may view
other posters.)]

5:45 Emphasis BLUE [Blue boards are manned, red presenters may view
other posters.]

6:30 Break for Dinner, followed by

Resumption of Poster Session over Dessert and Coffee [Both Red and "'
Blue boards manned.]
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THURSDAY 20 June

V. OPTICAL PROPERTIES OF AEROSOLS (resumed)

A. Interaction of Radiation and Spherical (Including Layered) Particles
(continued from 1:25 Wednesday)

8:15 Petr Chylek (New Mexico State Univ.), Ron Pinnick, D. Pendelton,
J. Cruncleton, and V. Srivastava (Atmospheric Sciences Lab.), Surface
Waves, Sturctural Resonances and Surface Heating of Spherical
Particles (15)

Post. Dean S. Langley (Whitman College), and Philip Marston (Washington
State Univ.), Forward Optical Glory of bubbles: Theory and Obser-
vations

Post. Ru Wang and Wan-Xian Wang (Univ. of Florida), Scattering by Arbitrarily
Large Homogeneous/Concentric Spheres - Exact Theory with Use of New
Efficient Algorithms

8:35 Milton Kerker (Clarkson Univ.), Some New Surface Plasmon Phenomena:
Photoelection Emission from Small Silver Particles; Light Emission
from Tunnel Junctions in Layered Particles (15)

Post. Withdrawn

8:55 James T. Brown and F. V. Kowalski (Colorado School of Mines),
Polarization Effects in the Scattering of Light by Spherical
Particles (15)

B. Interaction of Radiation and Nonspherical Particles Including Aggregates

Post. Kirk A. Fuller and George W. Kattawar (Texas A&M Univ.), Near and Far
Field Scattering from Two Interacting Spheres

9:15 Donald R. Huffman (Univ. of Arizona), Spectroscopy from Atoms to Small
Particles Using Light Scattering and Absorption (15)

9:35 Craig Bohren (Pennsylvania State Univ.), On the Applicability of Effective-
Medium Theories to Problems of Scattering and Absorption by Inhomogeneous
Particles (15)

Post. David Capps (Boeing Aerospace Co.), Analysis of Scattering Cross

Sections of Nonspherical Particles

9:55 BREAK

10:25 Philip Marston (Washington State Univ.), and E. H. Trinh (Jet Propulsion
Lab.), Diffraction Catastrophes and Inverse Light Scattering from
Spheroidal Drops (15)

10:45 Tony Pluchino (Aerospace Corp.), and Steve Arnold (Polytechnic Institute
of New York), Structure Resonances of Nonspherical Particles (15)
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THURSDAY 20 June (continued)

V. B. (continued)

Post. Leonard D. Cohen, Richard D. Haracz, and Ariel Cohen (Drexel ,Univ.),
Scattering of Linearly Polarized Light by a Dielectric Torroid

11:05 M. F. Iskander, S. C. Olson, and D. E. Yoshida (Univ. of Utah),
Optical Scattering by Metallic and CarbQn Aerosols of High Aspect
Ratio (15) [presented at end of the day]

11:25 Norman E. Pedersen, Peter C. Waterman, and Jeanne Pedersen (Panametrics),"AN.
Calculation of Scattering and Absorption in the Infrared and Visible
by Specific Metallic Fibers with Comparison to Asymptotic Results (20)

11:50 LUNCH (Videotape of Diffraction Catastrophes--See 10:25 paper above)

12:50 Richard D. Haracz, Leonard D. Cohen, and Ariel Cohen (Drexel Univ.),
Light Scattering from Randomly Oriented Finite Cylinders and
Spheroids (15)

1:10 Ariel Cohen, Leonard Cohen, and Richard D. Haracz (Drexel Univ.),
Hemispherical Scattering and Angular Distributions by a Cloud of
Randomly Oriented Infinite Cylinders (15)

1:30 Ru Wang and Yu-Lin Xu (Univ. of Florida), Extinction by'Finite
Cylinders (Microwave Results & Preliminary Analysis) (15)

We.PM [combined presentations]:

Post. Chia-Ren Hu and George W. Kattawar (Texas A&M Univ.), Syimetry
Theorems for Forward and Backward Scattering of Light from a

Nonspherical Particle

George W. Kattawar, Chia-Ren Hu, and Mark E. Parkin (Texas A&M
Uiv.), Mueller Matrix Calculations for Dielectric Cubes:
Comparison with Experiments

William White, Pascal Herb, and Edward Fr, (Texas A&M Univ.),Suspension and Orientation'of 1 um Cubic Particles and Measure- ':

ment of Their Mueller Matrices

1:50 Chris Patterson, Shermela Singham, and Gary Salzman (Los Alamos National
Lab.), Superposition Principle for Hierarchical Structure in Light
Scattering (15)-'

Post. Withdrawn

2:10 William S. Bickel and Vincent lafelice (Univ. of Arizona), Polarized

Light Scattering from Surfaces (15) .

2:30 CONVERSATION/DISCUSSION BREAK (M* hours)
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THURSDAY 20 June (continued)

V. B. (continued)

4:00 Herschel Weil (Univ. of Michigan), Surface Roughness and Clustering
Effects in Absorption and Scattering by Electrically Small 6

Particles (15)

4:20 Withdrawn

4:40 D. L. Jagard and K. Schultz (Univ. of Pennsylvania), Using Scattering
Information to Determine Object Shape for Objects of Complex Shape (15)

Post. Alessandro Coletti (Georgia Institute of Technology), Angular Light

Scattering as Measured with a Fisheye Lens Photographic Camera

5:00 Alessandro Coletti (Georgia Tech), The Angular Light Scattering from
Nonspherical Particles Generated with the Berglund Liu Vibrating
Orifice Generator (15)

5:20 [Ishkander talk presented. See 11:05 above.]
5:40 ADJOURNMENT

Crab Feast at Gabler's Shore Restaurant on the Bush River (very casual)
(chicken and hamburgers also available] .

FRIDAY 21 June

V. OPTICAL PROPERTIES OF AEROSOLS (continued)

B. Interaction of Radiation and Nonspherical Particles Including
Aggregates (continued),

8:15 Ezekiel Bahar (Univ. of Nebraska-Lincoln), Multiple Scattering in Media
Consisting of Nonspherical Finitely Conducting Particles (15)

C. Propagation/Multiple Scattering in Aerosol Media and Radiative Transfer

8:35 Richard K. Chang, Burghard Schlicht, and Kevin F. Wall (Yale Univ.),
Light Scattering from a Fiber Placed near a Mirror: Case Study of
Multiple Scattering (15)

8:55 D. A. de Wolf (Virginia Tech), Large-Angle Scattering in the CFSB
Approximation: A Numerical Result (15) .- 4

Post. William A. Pearce (EG&G), Optical Spread Function Dependence on the
Aerosol Size Distribution

Post. Brent Smith (Optech, Inc.), Laboratory Measurements of the Forward . .
and Backscattering of Laser Beams in Dense Aerosol Clouds

,- .,S.-.
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FRIDAY 21 June (continued)

V. C. (continued)

Post. Richard A. Elliott (Oregon Graduate Center), Time ResolvedMeasurements of Irradiance Backscattered from Optically Thick .-...
,., , ~~Media tzL.T-

9:15 A. Zardecki, S. Gerstl (Los Alamos), and R. E. DeKinder, Jr. (PM

Smoke), Diffusion Approximation for Modeling of 3-D Radiation Distri-
bution (15)

9:35 V. V. Varadan and V. K. Varadan (Pennsylvania State Univ.), Coherent

and Incoherent Intensity of the Electromagnetic Field in a Discrete
Random Medium (15)

9:55 BREAK

10:25 A. Ishimaru and C. Yeh (EMtec), Multiple Scattering of Beam Waves
by an Ensemble of Nonspherical Particles - First Order Theory (15)

Post. Withdrawn

10:45 David L. Mott and August Miller (N.M. State Univ.), Contrast

Prediction in the Presence of Multiple Scattering (15)

VI. DISCUSSION: DIRECTIONS FOR FUTURE RESEARCH IN THE CRDC AEROSOL SCIENCE
PROGRAM

Moderator: E. Stuebing

11:05 Discussion (1* hours)

Approximately 12:35 END OF CONFERENCE

.v.-.
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