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'.7

THE EFFECTIVENESS OF RANDOM MFSK FREQUENCY HOPPING
ECCM RADIOS AGAINST WORST-CASE PARTIAL-BAND NOISE JAMMING

1.0 INTRODUCTION
The purpose of this study is to piovide the Army a direct

comparison of the uncoded bit error rate (BER) performance of several

receiver anti-jam processing schemes with varying degrees of implementation

complexity, under the same conditions of system noise and jamming. In

: :this manner the engineering cost of complex anti-jam receiver designs can

be weighed against their effectiveness, as illustrated in Figure 1.0-1.

In what follows we discuss the issues surrounding the work and summarize

our effort.

1.1 BACKGROUND

In the Electronic Warfare (EW) environment, where a "battle" is

waged between the communicating party and the party that is engaged in the

pursuit of disrupting the communicator's link, strategy plays an important

and fundamental role for the opposing parties. To the communicating party,

the opponent's Electronic Support Measures (ESM) and Electronic Counter-

. measures (ECM) pose as threats. ESM involves essentially activities for

spectrum surveillance and direction finding by passive means, whereas ECM

b-aL involves activities for the purpose of victimizing the communicator's link.

2 .~Jamming is an active measure of accomplishing ECM objectives. It is, therefore

..; i..-1
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easy to recognize that fixed-frequency radios are very much vulnerable

to ESM and ECM attacks. Communication systems that are designed to counter

or mitigate the effects of ESM or ECM attacks are termed Electronic Counter-

countermeasures (ECCM) radios, or jam-resistant communication systems.

In principle, there exist many different schemes which can pro-

vide the communicator with jam-resistant radio capabilities; Direct Sequence

(DS) spread-spectrum and Frequency-Hopping (FH) spread-spectrum systems

are two generic schemes. While the DS/SS system requires phase coherence

over the system's wide operational bandwidth in its implementation, the

FH/SS system does not. The fact that most of the tactical ECCM radios are

of FH/SS type is based not only on this reason, but also on the fact that

the attainable "processing gain" is achieved with less complexity and cost.

1.1.1 Jamming Strategy AAginst Frequency-Hopping Radios

ECCM radio designs are based on the desire to suppress the total

jamming power by an amount equal to the processing gain, defined as the

ratio of FH system bandwidth to the receiver noise bandwidth. The difference

between the processing gain in dB and the SNR in dB required for traffic

demodulation is the (anti-jam) margin that the communicator can use to

tolerate an excess of jammer power over signal power at the system front end.

The intelligent jammer, however, does not spread his power over the entire

system bandwidth, so that the definition and effects of processing gain will

not apply.

The jammer may employ a partial-band noise jamming strategy, in

which the available jammer power is placed in a fraction (y) of the radio
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system bandwidth, as illustrated in Figure 1.1-1. Assuming that total power

is fixed, there is an optimum value of y which achieves the most effective

tradeoff of the probability of jamming and the probability of error when

jammed, thus achieving a maximum overall error rate for the given amount

of jammer power.

The jammer may, if it is feasible, concentrate his power further

if he can intercept the hopping signal in real time and immediately broadcast

a strong burst-of noise in the frequencies near the signal (follow-on jamming).

This type of jamming can be successful against FH systems in which a conventiona

narrowband communications signal is slowly hopped by simple translation in

frequency.

1.1.2 ECCM Waveforms

Along with using hopped signals, the communicator can exercise

an additional degree of freedom by employing a low energy density waveform

to minimize interceptions by a potential jammer. Such a waveform is FH/MFSK

using a number of hops per symbol (L), a kind of repetition code or diversity

[5] to permit transmission at lower power and/or to combat fading. The

conventional form of FH/MFSK is illustrated in Figure 1.1-2; once a symbol

has been chosen for a given interval Ts, a conventional MFSK signal is

generated and randomly hopped (translated) L times at a rate RH = L/Ts = 1

before a new symbol is keyed. Because the M possible symbol frequencies are

adjacent, this waveform is vulnerable to follow-on repeat jamming, unless the

hopping rate can be made very high.

1-4
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If the individual symbol frequencies of the MFSK symbol are

assigned randomly on a per hop basis, as illustrated in Figure 1.1-3, then

repeat jamming is less likely to produce an error since the symbol frequencies

(at RF) are no longer adjacent [6,7]. (We shall refer to this waveform as

FH/RMFSK with L hops per symbol.) It has been shown [6] that, for the special

case of one hop/bit binary systems (M=2) and very little system or thermal

noise (Eb/N0 = 30 dB), the two forms of FH/BFSK achieve the same performance

in optimum partial-band noise jamming. This suggests that the random MFSK

waveform will perhaps be a better choice for L > 1 and M > 2, although it

has not been established as a fact that its performance in partial-band noise

is always equal to that of the conventional system, while offering additional

protection against follow-on jamming.

The FH/RMFSK implementation is more complex, and the study in this

report will permit the cost of this additional complexity to be weighed against

its performance, compared to that of the more conventional FH/MFSK as calculated

by LAI [1].

1.1.3 Motivation for the Proposed Random Hopping

As we have stated above, the proposed FH/RMFSK waveform is less

vulnerable to follow-on or repeat jamming than is a conventional FH/MFSK systems

with M contiguous signalling frequencies. In addition, the FH/RMFSK waveform

is less vulnerable to tone jamming, since the randomized selection of the M

frequencies reduces the amount of structure in the signal. This makes it
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U
much more difficult for a tone jammer to implement an optimum jamming

strategy consisting of one jamming tone per M-ary symbol: the lack of

structure in the hopping gives the jammer no features to exploit to insure

a tone hits the symbol; thus the jammer is forced to divide his available

power up into more tones, resulting in a lessened effect on the communications

link when it hops into a jamme.d slot.

Therefore, the motivation for considering the use of FH/RMFSK

as an LPI anti-jam communications system design is based upon a desire to

lessen or reduce vulnerability to certain more sophisticated jamming threats,

such as follow-on jamming and tone jamming. However, before the system can be

considered a viable design candidate, its performance under the less

sophisticated jamming, namely partial-band noise jamming, must be known.

1.1.4 Rationale for the Exact Analysis of FH/MFSK S_.stem Performance

In Partial-Band Noise Jamming

It is known that the advantage of an M-ary orthogonal modulation

system rests on the fact that the scheme requires less energy per data bit

transmission than other available modulation schemes. Cost-effective

implementation (efficient non-coherent detection) is another reason in

selecting M-ary FSK waveforms by designers of ECCM radios. Recently, Hughes

Aircraft Company has conducted studies for U.S. Army CECOM on feasibility

of AJ/LPI ECCM techniques, employing L-hops per symbol FH/MFSK [8].

Exact knowledge of performance measures and vulnerability of

L-hops per symbol FH/MFSK SS systems has not been available until recently,
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and that of FH/RMFSK is yet to be determined. Workers in this field pre-

viously held the view that M-ary system performance measures could be

estimated once the performance measures of the binary systems are available.

This view was based on the conventional wisdom of applying the "union bound".

As is well known, once we know the binary system performance, that of the

M-ary system can be approximated by the union bound given by

PM(e;ES) $ (M-1) P2 (e;Es) (1.1-1)

where P2 (e;E s) is the probability of error for the binary system, using

any pair of symbols from the set {sl(t), s2 (t),... ,sM(t)}, and PM(e;Es)

is the M-ary system probability of error, where E is the symbol energy.

The workers have also invoked the well-known relationship between the bit

error probability and the symbol (K-bit word) error probability for the M-ary

orthogonal system. That is,

Pb(e;Eb) M 2(M-1) PM(e;Es)" (1.1-2)

where Pb(e;Eb) denotes bit error probability and Eb is the energy per bit.

By putting equation (1.1-1) into equation (1.1-2), we obtain the "union bound"-

based approximate-performance measure of the bit error probability of an MFSK

systems, given by

M 2K-1

Pb(e;Eb) b . P2 (e;Es) = 2  P2 (e;KEb) (1.1-3)

where

K = log2 M. (1.1-4)
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In principle, one can use equation (1.1-3) to assesF the

performance of an M-ary orthogonal system. Our discovery, however, did

not support this generality when the communication channel is of the non-

exponential type. In an attempt to obtain an approximate performance

measure of 2-hops per symbol FH/MFSK system under partial-band noise jamming

environment for M=4, 8, 16, and 32, we have used equation (1.1-3) in

applying the binary results, as shown in Figures 1.1-4 to 1.1-6, to three

different receiver schemes. A surprising result is that as M is increased,

bit error probability as given by the union bound is worsened for all three

receivers: Interpretation of this result is that one needs to expend more

energy per bit in the higher-order-message-alphabet orthogonal system, a

result that is not supportable even on the basis of intuition; and is,

indeed, contrary to the exdct results shown in the figures.

The above paragraph is to point out that the "union bound" can-

not be used when one considers non-Gaussian channels such as partial-band

noise, as experienced by a FH/MFSK system. These channels are inverse

linear channels, and they do not allow the union bounding techniques to be

applicable in assessing M-ary system performances. Thus, one can conclude

that exact analysis is necessary.

1.1.5 Extension of Uncoded Error Analysis to Coded Performance

While error-control coding is quite likely to be used by the

communicator to counter any jamming effects, the analysis of total system

performance may be usefully divided into two parts: uncoded performance and

1-11
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enhanced performance using coding. For comparison stu'ies of anti-jam

demodulation schemes such as we are proposing, it is st ficient to consider

uncoded performance, since the coded system performance is proportional to

the uncoded.

For example, for code words using n channel symbols the proba-

bility of word error for a bounded-distance decoding algorithm is [9]

n

PW = n (n) Pi (I- PS)n'-i.
W L. i s1 S

i=t+l

where P5 is the uncoded performance in terms of symbol errors and t is the

number of correctable errors. This word error probability can be translated

into an equivalent information bit error probability by a formula appropriate

to the particular coding and decoding algorithms.

1.2 ECCM PROCESSING

Once the FH/MFSK or FH/RMFSK waveform has been dehopped at the

intended receiver, the L hops constituting the MFSK symbol can be combined

in several ways. It has been shown [10] that the conventional method of

summing up the (non-coherent) L hop energies, although effective against

fading, produces a BER which increases with L against optimum partial-band

noise jamming. Therefore, a number of non-linear combining schemes have been

studied, based on weighting the dehopped and envelope-detected hops in some

fashion to discriminate against those hops which have been jammed [1, 11, 12].
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Using these nonlinear combining schemes it has been shown for FH/MFSK that

the use of L > 1 hops per symbol can be understood as providing a kind of

diversity improvement against the jamming, depending on the system noise

level.

It has not been determined how a FH/RMFSK waveform with L hops

per symbol will perform against optimum partial-band noise, whether using

conventional or nonlinear soft-decision combining of the hops.*

1.2.1 Examples of Receiver Effectiveness Computations for FH/MFSK

Under contract to the Office of Naval Research, LAI has studied

in great detail the uncoded performances of frequency hopped BFSK and MFSK

communication systems under optimum partial-band noise jamming [1, 10, 11,

13, 14, 15]. The focus of these efforts has been to determine both the

optimum partial-band jamming strategy and the most effective anti-jam receiver

processing schemes for this type of modulation, using exact analyses which

include the system's thermal noise. One of the chief results of our work

has been the discovery that conclusions drawn from previous, approximate

studies neglecting thermal noise are not strictly valid. It had been commonly

asserted that the use of multiple hops per symbol in FH/MFSK systems provides

a diversity gain improvement against optimum partial-band jamming in much

the same way that it does against the effect of fading on the signal. We

have been able to show that this improvement does not exist for the conven-

tiornal (linear combining) receiver, and we have demonstrated quantitatively

I recent paper [161 , FH/RMFSK performance with L hops per symbol has been
shown for a receiver using hard decisions. The binary hard-decision case was
also analyzed in [17].
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that a limited improvement holds for certain nonlinear hop combining receiver

• • processing schemes ("metrics"), as a function of the system's thermal noise.

S~A generic model of FH/MFSK square-law receivers is given in

Figure 1.2-1. Among the processing schemes, represented by the function

fk (.) in the figure prior to the accumulation of soft decision statistics

{Z m , are those listed in Table 1.2-1. The performance of the conventional,

linear combining receiver in optimum partial-band noise jamming was calculated

directly and compared to that of the three nonlinear combining receivers.

For the calculation, the bit error probabilities were expressed by

P b(e) = Q. p Pbel) 12 1

z=0

where p ) is the probability that z out of L hops constituting a given symbol_

are jammed, and P b(elz) is the bit error probability given that z hops arei

jammed. For conventional FH/MFSK, we have assumed that

Pý, 1, 1 ,) ' 1.2-2)

based on all of the M symbol frequency slots being jammed on a given hop, -

with probability y (the fraction of the system bandwidth which is jammed), I

or none of them being jammed, with the probability 1-Y.

For each receiver type and values of E b/N0 and E b/NJ. the maximum__

bit error probability was found as a function of Y, the partial-band jamming z

1-17
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TABLE 1.2-1

DESCRIPTIONS OF THE RECEIVERS

RECEIVER SPECIFICATION OF

TYPE Zik= f k (xik), i=1,2,..,M REMARKS

LINEAR COMBINING z = x Direct Connection
RECEIVER ik k (Linear Combining)

CLIPPER Ix x <n
ik' i k' Soft Limiter

RECEIVER z 'kI (Nonlinear Combining)
n',, Xik > n I

z x /0
ik ik k

AUGC Adaptive Gain Control
RECEIVER

U, Nif not jammed
(7 = (Nonlinear Combining)

102 +02, if jammed

(02 = measured)

SELF-NORMALIZING X ik Practical Realization
RECEIVER Zik o U

S Xik of AGC Using

In-Band Measurements
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fraction. These calculations revealed significant differences among the

receiver types in the optimum value of Y as well as in the bit error proba-

bility. For example, in Figure 1.2-2, we show that for M=8 that the jammer's

optimum y is much more sensitive to the value of L, the number of hops per

MFSK symbol, for the AGC receiver than for the clipper receiver. Therefore

the jammer must have more accurate information on the modulation parameters

in order to be as effective as possible against the AGC receiver.

Another typical result is the comparison shown in Figure 1.2-3,

also for M=8, and for L=2 hops per symbol. We see that the (ideal) AGC form

of ECCM receiver processing is significantly better at combatting the effects

of the jamming, and that the clipper receiver also improves the BER, but

not as much.

Figure 1.2-4 shows the effect of increasing Eb/No so as to provide

a lower bit error probability in the absence of jamming for the AGC receiver

with M=4 and L as a paramter. We see that under these conditions, the optimum

choice of L includes higher values of the number of hops per symbol before

increased noncoherent combining loss dominates and forces a choice of a lower

value of L.

Figure 1.2-5 illustrates the performance as Eb/No - •, i.e. no

thermal noise, for FH/BFSK (i.e. M=2). We see that in the absence of thermal

noise, the optimum value of L increases without limit as Eb/NJ increases.

A similar result holds for the case of M>2.
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Our exact calculations permit the construction of composite

curves such as illustrated in Figure 1.2-6, in which the performance of the

AGC receiver processing scheme for FH/BFSK (M=2) is shown for the optimum

L values at different thermal noise levels. It is seen that for Eb/No > 15 dB,

the use of the proper number of hops per bit enables the communication

systems to recover the performance of unjammed BFSK to within 3 dB of SNR.

The results for Eb/No < 15 dB are very sensitive to thermal noise, and had

not been predicted by other workers, who ignored thermal noise.

1.2.2 Impact of Random FH/MFSK (FH/RMFSK) on Analysis

Evaluation of the BER performance of ECCM receiver processing

schemes becomes significantly more complex for M>2 and L>1 when the MFSK

symbol frequency assignments are not contiguous but each randomly chosen to

be anywhere in the hopping band. The complexity consists in there being many

more jamming events than those reflected in equation (1.2-1), since now on

each hop there can be from 0 to M of the dehopped symbol frequency slots

jammed on a given hop (rather than 0 or M). The probability of bit error

expression accordingly must be generalized, giving

L L L

P(e) P Z " pr(ZZ 2,. ..-ZM) P(eL Z1 Z2... ZM) (1.2-3)

ki= 0  Z2 :0 M=0

in which the number of jammed hops in each symbol channel is explicitly

enumerated and accounted for in the conditional probability of error calcu-

lations.
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From equation (1.2-3) it is apparent that up to (L + 1)M

jamiing events may be distinguished, if it can be assumed that the symbol

decision is affected only by the total numbers of jammed hops {m I in the

M dehopped channels, rather than by the individual hop patterns. The sheer

number of events can therefore become the major factor influencing the

magnitude of the receiver effectiveness evaluation task in terms of computa-

tional effort. LAI has had experience in the computation of similar expressions

in the connection with the evaluation of tone jamming effects on FH/MFSK

systems [1].

1.3 SUMMARY OF REPORT

In this section, we will first give a general description of the

work. We then summarize the report organization and major findings.

1.3.1 General Description of Work and Approach.

In Sections 1.1 and 1.2 we discussed the fundamental issues

concerning ECCM systems and ECCM processing. Now, we treat the more specific

ECCM system which we have studied, namely FH/RMFSK in the presence of partial-

band noise jamming.

1.3.1.1 Receiver models studied.

A generic soft-decision receiver structure for an FH/RMFSK waveform

is shown in Figure 1.3-1. The incoming waveform is dehopped by mixing it

separately with M hopping local oscillators controlled by replicas of the

M possible hopping sequences available for transmission by the transmitter.
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Thermal noise with power spectral density No is present over the entire

bandwidth W. A fraction, y, of the band is jammed by bandlimited white

Gaussian noise of power spectral density Nj/y, where Nj -4J/W with J being

the total jammer power. The jamming fraction, y, is constrained to the

range 0 < y s I.

The relation between the jammed bandwidth yW and the FH/RMFSK

waveform is illustrated in Figure 1.3-2. On any given hop, anywhere from

0 to M of the possible signalling frequencies may have hopped into the

jammed portion of the band; thus a multitude of jamming events may occur.

Let the L hops for a given symbol be referred to individually by the index

k (k = 1, 2,...,L). The jamming events for the kth hop can be described

in terms of which of the M symbol frequencies are jammed, and which are not.

In general there are 2M possibilities for a given hop, which we may specify

by the indicator vector

= (vlk' ')2k""-'Mk) (1.3-1)

where

I if symbol slot m is jarrned on hop k

Vmk
0 if not;

m = 1, 2,...,M; k = 1, 2,...,L. (1.3-2)

For the L hops comprising a symbol, there are 2 ML possible jamming events,

and these can be specified individually by the M x L indicator matrix
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Each dehopped channel, corresponding to one of the M possible symbols, is

then passed through a bandpass filter of width B Hz and the filter output

is envelope detected. The output of each linear envelope detector is

subjected to a function f(.); the form of this function defines the

particular receiver structure.* Table 1.3-1 gives the forms of f(.) for

the several receiver structures we include in the study. The modified

envelopes are sampled once per hop and the samples in each channel are summed

over the L hops comprising a symbol. The largest of these sums is selected

and the index identifying the channel in which it occurred is outputted as

the symbol decision.

As an alternative to the soft-decision receiver scheme described

j" aDove, we may also consider the ha.-d-decision receiver structure which is

shown in Figure 1.3-3. The processing -,ii this hard-decision receiver is

identical with the soft-decision receiver up to the outputs of the samplers.

In the hard-decision receiver, unlike the soft-decision receiver, the samples

are not summed; rather, a symbol decision is made each hopping interval,

giving a sequence of L decisions. These L decisions may be considered as

a noise-corrupted received code-word in an M-ary repetition code wherein the

transmitted symbol is repeated L times; thus the sequence is fed into an L-hop

M-ary repetition code decoder which delivers the final decision as to which

symbol was transmitted.

1.3.1.2 Jamming model and measure of effectiveness.

The partial-band noise jamming model was shown in Figure 1.1-2.

*As long as f(-) isa memoryless transformation, the order of applying f(.)
and the sampling may be interchanged without altering the receiver's performance.
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TABLE 1.3-1

RECEIVER PROCESSING FUNCTIONS STUDIED

RECEIVER TYPE f(.)

Square-Law Linear Combining f(xi) =x

(x?, x i< '17
Square-Law with Clipper f(xi) = n, xi >' "n-

Square-Law AGC f(xi)

Self-normalizing receiver f(xi) =

x. x
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The measure of the effectiveness of the jammer is the de-

gradation of the communicator's bit error probability inflicted by the

presence of the jamming. Since the bit error probability Pb(e) will depend

upon the jamming event, we must average the error probability over the

jamming events. Thus, the measure of effectiveness of the jamming is

Pb(e; Eb/No, Eb/NJ, y, M, L) = T Pb(e; Eb/No, Eb/NJ, y, M, LI[v])IIL[V]

Iv]

where nL[v] is the probability of jamming event [v] occurring over the L hops

of the M-ary symbol. Thus the required anaiysis may be divided into two parts:

determination of R LIV] and determination of Pb(e; Eb/No, Eb/NJ ,Y M,

Ll[v]). These two parts can then be combined to perform the final optimization,

namely finding the receiver performance under the optimum jamming fraction

y, max Pb(e;y).
Y

1.3.1.3 Organization of report.

In Section 2 we address parts of the analysis considered pre-

liminary or containing aspects common to the several receiver types. This

material includes enumeration of jamming events and analysis of their proba-

bilities, as well as an analysis of the hard-decision receiver.

Sections 3 to 6 are devoted, respectively, to analysis and numerical

results for the worst-case partial-band noise jamming error performances of

FH/RMFSK using the linear combining receiver, the adaptive gain control (AGC)

type receivers, the clipper, receiver, and the self-normalizing receiver.

Section 7 first provides analysis and results for the performance

of FH/RMFSK in follow-on noise jamming, then comparisons of RMFSK receivers
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with regard to their overall relative error performance, their performances

in both RMFSK and MFSK, and their success in using diversity (multiple hops

per symbol) to mitigate jamming effects.

Section 8 considers issues related to implementation of the

FH/RMFSK receivers,including a discussion of possible measurement approaches

to support the ECCM weighting schemes, and an assessment of the effect of

using practical measurements (instead of a priori information) on the system

performance. Conclusions and recommendations growing out of our study are

included in Section 8 also.

1.3.2 Summary of Findings.

Here we only briefly cite the more significant findings from our

study; more detailed information is contained throughout the report.

The overall significance of the work we have accomplished may be

described as follows: For the first time, the expected performance of an

FH/RMFSK system using L hops per symbol and soft decisions, in both thermal

noise and worst-case partial-band jamming noise, has been derived and calculated.

Moreover, we have demonstrated through direct analysis and calculation of

bit error rate (BER) that the performances of certain practical soft-decision

ECCM receivers (using no a priori or side information) are quite acceptable,

being very close to those for idealized receivers (using a priori information

on received noise and jamming conditions). While we have shown that the

hard-decision receiver does implement a form of ECCM processing (not

previously shown) against PBNJ in the most simple manner, it cannot be
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considered a viable alternative unless the system's unjammed SNR is quite

high.

Specifically, we find that:

(a) Generally random frequency hopping MFSK is more vulnerable

to partial-band noise jamming than is conventional FH/MFSK for M>2 and L>I.

However, for certain diversity weighting schemes the increased vulnerability

is small enough to justify saying that the two hopping systems achieve

comparable performance for M=2 or 4. For one combining scheme studied, the

self-normalizing receiver, FH/RMFSK performs better than FH/MFSK for M=2.

(b) A diversity effect for L hops/symbol is observed for RMFSK

using nonlinear hop combining, in the same manner as for MFSK and subject to

the same condition that thermal noise is relatively small.

(c) Using optimum diversity values, if thermal noise is negligible

(Eb/Noý20 dB), FH/RMFSK with ideal nonlinear combining can exhibit a nearly

exponential dependence upon Eb/NJ, as opposed to an inverse linear one for no

diversity; the jamming then is limited to inflicting about a 4 dB loss in

system performance. However, this effect is very sensitive to the amount of

thermal noise present, since the jammed BER cannot be better than the unjammed

error, and the use of diversity tends to degrade the no-jamming performance due

to noncoherent combining losses.

(d) Simple nonlinear combining receivers can duplicate the ideal

receiver optimum diversity performance with about a one-dB loss when Eb/No>

Eb/NJ; the hard decision receiver can approach to within 2 dB with a sufficient-

ly high Eb/NO.
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2.0 PRELIMINARY ANALYSES

The general approach to be followed in obtaining the

S probability of error for the multi-hops/symbol FH/RMFSK communications system

under partial band noise jamming is to expand the total probability of error

in terms of individual jamming events:

P(e) P(e, jamming event)

jamming
events

T Pr(jamming event) P(eljamming event),

jamming
events

where P(eIjamming event) is the probability of error conditioned upon the

occurrence of a particular jamming event. In Section 2.1, we consider a

general formulation for this conditional probability, and in Section 2.2

the jamming events and their probabilities are developed. The computational

procedures necessary for efficient evaluation of the error probability are

discussed in Section 2.3. These analyses and procedures are applied to

specific receiver structures beginning in Section 3.

2.1 CONDITIONAL PROBABILITY OF ERROR

V The generic form of the receiver to be analyzed for reception

"of FH/RMFSK is shown in Figure 2.1-1. In effect it is an M-channel receiver

with IF frequencies f ,f 2,...,fM; M pseudorandom sequence generators, assumed

to be in synchronism with the transmitter, command the frequency synthesizers

used to tune the M channels to B-Hz wide frequency slots, one of which will

be occupied by signal energy on a given hop. The message information is

2-1
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"conveyed through selection of the (randomly-shifted) IF (symbol) frequency

for transmission of signal energy. In order to determine at which symbol

frequency the signal is present, each of the IF waveforms r1(t),r 2 (t),...,rM(t)

is first subjected to envelope detection, then sampled before processing

through memoryless, possibly nonlinear devices with transfer functions f(').

The outputs of these devices are the per-hop decision statistics {Zmk}, which

are accumulated to form the final decision statistics

L

Z m 1,2,... ,M.
m (2.1 )=

In the following subsections, we formulate the probability

of error associated with the decision performed by the FH/RMFSK receiver,

conditioned upon the possible jamming events.

2.1.1 Assumed Signals, Noise and Jamming.

After dehopping, the received signal is assumed equally likely

to be present in any one of the M channels for the entire symbol period

Ts = Lt, where T is the hop period and L is the number of hops per MFSK

symbol. Without loss of generality, we assume that the signal with power S

is in channel 1, or

s(t) = -' cos(wt + 9k0, (k-1)T<tk'kT, k = 1, 2,.,, L, (2.1-2)

where 9k is an arbitrary carrier phase and wl - 27f 1 .

Thermal noise is considered also to be present in each channel,

and is assumed to be zero-mean narrowband Gaussian noise with variance

N2 = NoB, where No/2 is the (two-sided) noise power spectral density and B
is the bandwidth of each channel. Thus for no jamming the samples of the M

envelope detector outputs on the kth hop are the variables
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Xlk = cos2k +clk)+ 25 sinek + nsk\ J (2.1-3a)

and
2

Xmk ncmk m, 2, 3,..., nsM (2.1-3b)

where ncmk, nsmk, m = 1, 2,..., M; k = 1, 2,..., L, are the independent

noise quadrature components in the channels at the sample times tk = kT, with

E(nlmk) = E(n~mk) 2 o•= NoB, for all m, k. (2.1-4)

Because the MFSK symbol slots are hopped independently,

none, some, or all of the dehopped channels can be jammed on an individual

hop. The possible combinations of such events and their probabilities are

discussed in Section 2.2.

When jamming noise is present in a channel, it is assumed to be
zero-mean narrowband Gaussian noise with variance a2 = NjB/y, where N j/2

is the (two-sided) noise power spectral density averaged over the system

bandwidth; and Y is the fraction of this bandwidth which is jammed. That is,

Nj - (2.1-5)

where J is the total jammer power and W is the system bandwidth. When the

channels are jammed on the k-th hop, the combination of jamming and thermal

noise produces the detector output samples

Xlk = csk + nclk + Jclk ( sin'k + nslk + jslk (2.1-6a)

2 2]

Xmk = (ncmk + Jcmk) + (n smk + Jsmk) , m = 2, 3,...,M, (2.1-6b)

where Jcmk' ismk' i = 1, 2,...,M; k = 1, 2,...,L, are the independent jamming

noise quadrature components in the channels at the sample times, with
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E (jcmk E( smk) =d NjB/y, for all m, k, (2.1-7)

and -Y is the fraction of the system bandwidth which is jammed.

In a summary way, we can express the detector output samples by

1k= 2kS2L kOk + 'c 2S inek + )X1k = 1k "r 1ck' k clk f k s

X (mk 2 + 2smk) m 2, 3,... ,M, ( 2 .1-8bXmk amk Ucmk ' ' "

where "cmk and 1smk are independent, unit-variance, zero-mean Gaussian random

variables, and for channel m on hop k,

U2 = NoB, unjammed

G2n (2.1-9a)Tk N = :2. + Cy 2 (NO+NJ/y)B, jammed (2.1-9a)

or, more compactly,

a 2  .2  + 02 (2.i-9b)mk N imk OJ2

In this last equation vmk 1 I if channel m is jammed on hop k, and '•mk 0

if not. Thus x is 0lk times a Rician random variable with SNR

k S/02k ' (2.1-10)

and Xmk, m > 1, is amk times a Rayleigh random variable.

2.1.2 Conditional Error Probability Formulation

Assuming equally likely M-ary symbols, we may write the conditional

symbol error probability as
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Ps(el[vJ) = P5(ej[v],m1 transmitted) (2.1-11)

in which [v] is a matrix describing the jamming event for L hops, with

elements Vmk"

For M a power of two (M=2K), the conditional bit error probability

is obtained from the conditional symbol error probability using the relation

Pb(el[v]) = M12 P(elv]). (2.1-12)

Since for M > 2 there are many error events but only one correct

decision, it is convenient to write the conditional symbol error probability

in terms of the probability of a correct decision as

Ps(el[v]) = 1 - Ps(clmi,[v])

= 1-PrIz 2 < Z1 , z3 < Z1,...,ZM < z11. (2.1-13)!

In terms of the pdf's for the statistics, this becomes

Ps(el[vl) = 1 - dl fd ... fd0 pz(a1,B2,..,0MI[V]); (2.1-14)

if the decision statistics are independent, then

P (el[v]) =1-fdý p DIM~v) 44 ]dam pz (ami[V1) (2.1-15)

0 nm=2

For certain receiver structures, the probability distributions of the

individual channel statistics {zmI are mutually independent. This relationship

causes the conditional probability of error to depend only on the number of hops

jammed in each of the M channels, rather than on specific patterns, and greatly

reduces the number of distinguishable jamming events.
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2.2 ENUMERATION OF DISTINGUISHABLE JAMMING EVENTS

Examination of the conditional error probability expression

reveals that the same conditional error will occur for several different

values of the fundamental jamming event matrix, [v). Therefore, in terms

of error probability, there is a number of distinguishable jamming events

which is smaller than the 2ML possible values of the [v] matrix. It is

important to identify and enumerate these distinguishable jamming events

in order to take advantage of the savings in computation which will result.

In this section we first identify and enumerate the dis-

tinguishable jamming events, then investigate methods for calculating their

probabilities.

2.2.1 Definition of Distinguishable Jamming Events.

The conditional error probability, as shown in Section 2.1, is a

function of given values of the v] matrix elements Vmk, where m=lto M

(the number of MFSK channels) ard k=1 to L (the number of hops per symbol).

Often this function can be written

P(el' ) =P(e 1v.. (2 2V•)
"• L L L

Thus, if we define the row sums

L

•m _41 'mk' (2.2-2)
"k=1
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the conditional P(e) is a function only of these sums*, which are to be

interpreted as the number of hops jammed in the respective channels. This

fact can be expressed by the relation

P(el[v]) = f( k , 2, Z31... 1 ,M)

Sf(0) , (2.2-3)

where t is the vector of Rm components.

Since each z m can take integer values from 0 to L, there (L+1)M

possible jamming events described by the vector z. This is a considerable

savings in numbers of jamming events, as illustrated by Table 2.2-1.

TABLE 2.2-1

NUMBER OF JAMMING EVENTS

M #{[,] events, 2ML} #C events, (L+l M

2 1 4 4
2 16 9
3 64 16
4 256 25

4 1 16 16
2 256 81
3 4,096 256
4 65,536 625

8 1 256 256
2 65,536 6,561
3 16,777,216 65,536
4 4,294,967,296 390,625

2.2.2 Smallest Set of Distinguishable Jamming Events.

A further reduction in the number of distinguishable jamming events

*An exception to this condition results for an ECCM processing scheme
studied in Section 4.
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results from noticing that permutation of the non-signal channel quantities

S2 to M does not affect the conditional P(e). That is,

f(i) = f(1l9X2,X3,...,9M)

= f(il, ,13,z4, 2 (2.2-4)

f 'X 1,5 "M1 2 '3)-

... etc.

Thus we can restrict our attention to just one permutation of the set

of values z = (z 2, 2 .. A convenient way to represent the permutations

is the ordered set of numbers

" - {tilt 2,9 3,...., zM : 2'"3'<...."M). (2.2-5)

There are, from Appendix 3.3,.

I I I ... ~ j =(L+ )() (2.2-M-6)
ki=0 94=O vi•3i-- =0 k 2 =0

such ordered x_ vectors, which represent the minimum number of distinguishable

events. Example values are given in Table 2.2-2.

TABLE 2.2-2
MINIMUM NUMBER OF DISTINGUISHABLE EVENTS

M L #{L events}

2 1 4
2 9
3 16
4 25

4 1 8
2 30
3 80
4 175

8 1 16
2 108
3 480

4 1,650
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Each of the distinguishable jamming events represents a certain

number of events with identical jamming effects. The number of 2 vectors

thereby represented by a particular ordered vector _' is

- -1 no, n1 .. ,nL) (2.2-7a)

no'.nI1 . n (2.2-7b)

where

n = number of z which equal Z; k=0,1,...,L; m > 1

and we have
'L

I n . (2.2-7d)

Z= 0

For example, for M=8 and L=6, the number of jamming event vectors Z represented

by the ordered vector .. = (x1;0,0,2,3,3,4,5) is

7.0. 1.2 12'0.

2,0,1,2,1,1,0 2'.021 = 1260. (2.2-8)

As a check on this enumeration, we find that the total number

of . jamming events is given by

L L £M 4 M-#M-• T E ' E E no~n1,".,n L

I=0 M =0 zM.I"0 k3 -0 12=0

= (L+I)•_ ... no'

zMO =0 L (2.2-9)
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It can be shown (see Appendix B) that the summation in (2.2-9) is equal

to (L+1) M-I Thus the total number of t vectors computed by (2.2-9) is

M
(L+1) , which agrees with our previous enumeration.

2.2.3 Jamming Event Probabilities, Single fto.

Given a jamming event described by the vector L, what is the

probability of the event under the random hopping scheme and partial-band

noise jamming? To find this answer, we first consider the case of one hop

per MFSK symbol, or L=1.

The jammer spectrum is assumed to be flat, with one-sided power

spectral density J/yW, wherey is the fraction of the system bandwidth

occupied by the jammer. There are N=W/B possible symbol fr.quency slots,

and it is assumed that M of these slots are assigned randomly to the MFSK

symbol on each hop. At the same time the number of slots containing jamming

power is

q - YN, (2.2-10)

assumed to be an integer. That is, Y = q/N, with q an integer.

The probability that n of the M symbol slots are jammed on a

given hop is

= T q q-1 qn+1 N-a N-g-M+n+l
n N N-i " N-n+1 N-n . N-M+l

-- NM ~n=0,1,2,...,min(q,M).
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Note that the probability 7Tn is valid for several different jamming events

since M

nkk = . mk (2.2-12)
m=1

on the k-th hop. In fact there are( M) Jamming events for L=1 which haveon

probability n ' Thus

LnoM) n1,= (2 .2-13)

as required.

In terms of distinguishable jamming events, we differentiate

between whether the signal channel is jammed (vik = 1) or not (vlk = 0), and

describe single-hop jamming events by the pair of numbers (vlk,rk) with

M

rk-4 I vmk (2.2-14)
m: 2

the number of non-signal channels jammed. We have

Pr{vlk rk (Ik + rk) - n' n = VIk + rk (2.2-15)

and M-1 + r

Vak r k4 0Ik (2.2-16)
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2.2.4 Jamming Event Probabilities For Multiple Hops, Characteristic

Function Method.

For L > 1 hops per symbol, as discussed in Sections 2.2.1 and

and 2.2.2, the distinguishable jamming events are described by the vectors

_A = (,2 ... It), We note that

M L
: -k (2.2-17)

I k=1

where -k = (vIk'v 2 k"" mk) is the vector whose elements are the k-th

column of the Matrix [v] of fundamental jamming events. Since the hopping

pattern is assumed to be independent from hop to hop, we may treat . as the

sum of identically distributed discrete random vectors, and find the
Sprobabilities of the . Jamming events from the characteristic function of the

L) jamming events.

The characteristic function of any one of the random vectors

is given by

SJ i(j;M) = E{exp[j _k.1_]}

= E{exp[jplvlk + jIJ 2 v2k + ... + JPMvMkj]

= 'n' + lr (eJPl + eJP2 + ... + eJN)

+ ¶2 (e 1 l+j12 + + eJUM-1+J1lpl)

+ <Te'j l + 1 + (2.2-18)
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For example, for M=2 and 4 the characteristic functions for one hop are

€_(£;2 = o ej"I + wjeJV2+ff27ejU1+Ju2
V + no + (2.2-19)

and

V (V_;4) = + ilejul + jreJU2 + j"eV + -leJV4

+ thieJsj+juz + ,2ejul+ jj3 4. er2echJo+JUf

+'72eJU2+JU3 + '2eJU2+JU4 + 1r2eJU3+JU4

+ 7r3eJUI+JU2+JR:;+ lr3eJvl+JP2+JU4

+ ,n.3eJIJI+JIJ3+J)J4 +n t3eJU2+JI'3+JU4•

+7r4eJPI+JU2+JU3+JV • (L.2-20)

In this charar~teristic function, there are 2M terms, one for each of ,6he

events described by y..

The characteristic function for t is simply that of 49

raised to the L-th power:

L_(P_; M) = V [_(P_; M)]L (2.2-21)

For example, for A=2M,

_z(R; 2) V [(u~;2lL]

= n (nonl,n2n) 0 n 1+n2Tn3
( n 0 n 1 n 2 , n3 2( 2 .2-22a )

x exp{j(n 1 +n 3 ) 1l+ j(n 2+n3 )A.2 },

2-14



J. S. LEE ASSOCIATES, INC.

where the summation is over all (no,nl,n 2 ,n 3 ) such that

.. •,2 "•2 - 1

1 nfq = L

qo=0 (2.2-22b)

The discrete probability density function (pdf) for t is the inverse Fourier

transform of 0, (j_;M). Again, for M=2, the pdf P(_i;M,L) for _- is
p.( L no 7lnl+n 2  n 3

p(z;2,L) Lkno,nln 2 ,n 3

x 6(n1+n 3-zj) 6(n2 +n3-. 2 ), (2.2-23)

which can be used to find the individual _ vector probabilities

Pr{ 1;2,L} = L (

n= 0 nL. ..2n,L i-n, i-L+ 2+nL

X r 7 2L-Z-Z 2 -2n .+ L+n (2.2-24)

In (2.2-24) it is realized that the combinatorial factor is zero if any of

its parameters is negative. As an example for L=3 and M=2,

Pr{L1  1 •Z2  2;2,3)

IT (3)TTOT1T 2

= (0,1,2,0) 1 0

1373 + 6r°rir2 (2.2-25)
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An aid to checking our calculations is the fact that each k

event corresponds to

(L~ (L~
t12) (•M (2.2-26)

[(] matrix events. In (2.2-25) therefore, there are(.)(3)= 9 terms.

A complete table of M=2 jamming event probabilities for L=1 to 4

is given in Table 2.2-3, and an equation for computing these probabilities

for M=4 is included as Table 2.2-4.

2.2.b Jamming Event Probabilities For Multiple Hops, Ccnvolution Method.

Since z is the sum of L independent random event vectors

the pdf for t is the L-fold convolution of the pdf for

P(_z;M,L) = P(_vl;M)*P(y_2;M)*... * P(v L;M), (2.2-27

or L

Pr{9.;M,L) ~ 2~2 Pr{v ;M) ... Pr{v L;M) 6(9 - LY*

S1 - 2  L1L k-1 (2.2-28)

Figure 2.2-1 illustrates a programming approach for calculating this

equation indirectly.

2-16



J. S. LEE ASSOCIATES, INC.

TABLE 2.2-3

JAMMING EVENT PROBABILITIES FOR M=2, L=: TO 4

9. L=I L=2 L=3 L=4

0.0 oTc2 1To3T 4

0,1 27' 3r 0 
2  

4-0

1,0 " 1 2 r 3110
2 

T 1  4 T0
3 I,

1,1 112 2 7i 2 + 2112 3r 0
2

, 2  + 61o0.r
2  

4r03 , +2 2* 2

0.2 I 2 310"I2 6to2 ¶,i2
1,i2 21172 6110711112 + 37r13 1 21 12 + 122w0 n 1

S2,0 'R 1 3r., oit1 6 70 2 y 12

2,1 2r1ý,2 6TI 0 W1%2  + 3I13 12 027117T12 + 12r0I3

2,2 1,2 3-0T,22 + 6r,12"2 6r02Ir"22 + 24 0or ITi 2 + 6r,

3.. 2

0 , 3 r1 4 v0o I 3

1,3 37!1 2 2 1270oiT2T12 + 4-L4

2,3 3r1'22 12 01oTl11'2 +12ri- 'T2

3,0 w13 4Ti01i1

3,1 3IT
2

12 12I0O12I2 +

3,2 3-1 1"22 12-T0or 1, It + 12,,l T'2
3,3 ITf 2

0,4 T14

1, 4 41r1 312

2,4 6',1 2122

3,4 4n11 2

4.1 4I 1 T'2

4,2 67112 r,22

4,3 47Y 1123

n L n 2L- z- _-n Z,1+ 9+n-L

Pr(z) = nL-z -n,L- .- n,9. +9.+n-L )TO 71 1 2
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Input: M, L, 70 to rM

Initialize all Pr{Z) = 0

1I 0 to 2M-I

mi= mth bit of I1, m I to M

m

12mto 22

•m2 rth bit of I 1 to M
m2 m21r.w w2 = "•m2

.m

" IL MI L=0 to 2 M- 1

.,mi. mth bit of 'L' m = 1 to M

WL -m 'mLm

I X 'mk' m = 1 to M

,I() :Z m Lml ) skip if any

9-~ ,m 2to M-1
"I ncrement Pr{,•_} Pr {I(.j)} .m m+1 ,

by -(wI) 1w 2)...-1w 1 ) to get ordered vector output

FIGURE 2.2-1 PROGRAM STRUCTURE FOR CALCULATING JAMMING EVENT PROBABILITIES
"INDIRECTLY
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This can also be done iteratively, using the fact that

Pr{L;M,L} = : Pr{ct;M,L-1}Pr{fL;M} 6(v- -yL)

=E Pr{_•-L;M,L-1} Pr(LL;M}. (2.2-29)

YL

To accomplish the vector additions needed for the convolution,

we may encode the M x 1 vectors £ and v into a number using the form- - L

(Z) = R 1+ b2 + b2z 3 + .. + bM-1z (2.2-30a)
1(_ = • 2 3 '• ,( .2 3 a

where b>L is an integer base number, supporting the relationship

I( + R ) = I(' ) + I(k ). (2.2-30b)1- -2 -- i--

In this manner the convolution in (2.2-29) can be done using

Pr{z;M,L}L ) Pr{I(c_);M,L-1} Pr{I(_L);M)

-L

I (vL PrlI(z_)-I(V£L);M,L-1)Pr{I(._L);M}. (.-1SI(2L)(2.2-31)

2.3 TOTAL PROBABILITY OF ERROR

In terms of the conditional probability of symbol error, given a

jamming event defined by the vector 1, and the probabilities of the jamming

events, we now can write the total probability of error as

P s(e) - Pr{q} Ps(elz)

M-1 ) (2.3-1)
n.,n1,...,nL Pr • I} Ps fel

2-20
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This formulation utilizes the fact that . vectors formed by permutations of

the nonsignal channel elements {m ,m>l} of the ordered . vector are

equiprobable, and that the conditional error probability is the same for

each permutation.

2.4 FH/RMFSK HARD DECISION ANALYSIS

In addition to studying the performance of L hops/symbols

soft decision receivers for various FH/RMFSK combining schemes, we shall

calculate the performance when L M-ary hard decisions are combined

to produce a final symbol decision. This configuration is in itself

a form of ECCM processing, as will be shown in later sections.

2.4.1 Formulation of Error Probability.

Under an M-ary hard decision approach, shown previously as

Figure 1.3-3, on the kth hop the decision variables {z mk are compared to

find the largest; the signal is assumed to be present in the channel

with the largest decision variable. The per hop or "hard" symbol

decision can be thought of as selecting one of M vectors {D1, D..".... D
S~where

m (DlmD'D2m""'MD) 
(2.4-la)

with 1l, i=m
Dim 0 i#M m=l,2,...,M. (2.4-Ib)

The hard symbol decision on the kth hop then can be expressed as the vector

=k =(lk'd2k""'Mk) -m (2.4-2a)

where m* is chosen such that

SZm*k max(zmk). (2.4-2b)
m
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The components of the per-hop decision vector dk are accumulated

over the L hops of the symbol to produce the final, discrete decision variables

L
dm Z dmk ; m = 1,2,...,M; (2.4-3ajdm

k=1
or, in vector notation, the final discrete-valued decision vector

L (2.4-3b),

k=1

The error probability can be formulated as

Ps(e) = 1 - Ps (correct decision C)

= 1 - Z Ps(Clz) Pr{z)

= 1 - Pr{z} Pr{d = nlj1, (2.4-4)1ý

-- ~c

where . = (Z11,2,...ZM) describes the jamming events, and nc is the set

of decision vectors which produce a correct decision.

Since the components of d are discrete-valued, there exists

the possibility of a tie between the signal channel's final decision

variable value and that of one or more non-signal channels. Thus the

error expression (2.4-4) should be modified to

P5 (e) = 1- . Pr{}.I h(a) Pr{d =n Ii} , (2.4-5a)

where h(n) = (#channels equal to maximum) 1  (2.4-5b)

assuming that a randomized decision is made when there is a tie. For

example, if three channels (including the signal channel) are equal to the

maximum value, then h(n) = 1/3.
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2.4.2 Explicit Form of Error Probability.

Interchanging the summations in the probability of a correct symbol

decision gives

P s(c) = h(n) Pr{.} Pr{d = nI .} . (2.4-6)

- C

Now, since the jamming event vector z_ is related to the jamming event matrix

[v] by
L

L=k (2.4-7)

k=1

where is the kth column of [,u], the summation over k_ can be replaced by

IL

Pr-; }Z r, ... Pry)rd~JL (2.4-8)

ZL

In this expression we use the fact that the {(} are statistically independent.

It is also true that the individual hop decisions {td) are independent, so

we can expand (2.4-8) further to obtain

4. j Pr{2i Pr{di1} j Pr{'-} Pr{d 2i-}

w-

• Z ~Pr{\--L Pr'dlL}(kkn ' (2.4-9)

_L
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where 6(a,b) is a vector version of the Kronecker delta function:

I if a b
-- 0 if a b (2.4-10)

Recognizing that the sums over the individual {vk} are simply averages, we

can write

P (e) 1 - h(n) Pr{d_} Pr{d 2 } ... Pr{dL} L(d,n), (2.4-11)
n~c

where Pr{d_k} for the kth hop is the average of the (discrete) probability
distribution for the hop decision over the jamming events for the kth hop,

4. Assuming without loss of generality that the first channel is the

signal channel, these averages are
1 _ E 1 E s=DO 1-P (e;Y,- jj=k1)= 1-P1 (2.4-12a)

tkS E N0 L1-P 1

Pr{d = = = (1-p)/(M-1)

= P,/(M-1), m>,2. (2.4-12b)

Finally, using the function

'S if n '~

H(n) 1if n (2.4-13)0if n Ec
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as a "mask" for the correct decisions, we can write (2.4-.11) more explicitly as

P 5 (e) 1 H~ (nL L L

n n1=0 n2=0 n= O

Sni L

L n
~~~n~ n-• 4 nq~1( ,L).

z L .. h(nt) (n 1 n2" 'n) i

n 1=0 n2=O nM=0
(2.4-14)

2.4.2.1 Special case: L. = 2.

For L = 2, (2.4-14) reduces to

i ~~~E5  Es =)=i p

Ps (e;y Y -S, L=2) 1- p2 - (M-1)pq

= p p2 P

P' (e; Es ]E L=;T- o2  o ' Tj (2.4-15)

that is, the hard decision receiver is uniformly 3 dB worc._ for L : 2 than for
r M.

L = 1, for any value of M.

2.4.2.2 Special case, L = 3.

For L = 3, (2.4-14) reduces to

Ps (e; N N L=3) - M.1 P I(2M - 1 -MP 1 ), '2.4-16a)

with

P = P(e; s p is (2.4-16W

2-25

• - - - - , . • _ - ._ . •. . _ _, • .. •;- _ -_ = _ L _ _._ ' - ' -" -_ _ Z _ = ". . = . . .. .- - -m"o m = _ _ _ _• ' L . -• " • ,



J. S. LEE ASSOCIATES, INC.

2.4.2.3 Special case: L = 4.

For L = 4, (2.4-14) reduces to
2s E Pl M2-2 p2]

P (e;y,-L- , s L =3) ..LP 2  I3 + "-,(3M-9M+4)_2 L
s N 0  N ' M-1 1 L -11

(2.4-17a)
with

P = P (e;y_ N ' L=1). (2.4-17b)

Note that for M = 2, (2.4-16a) and (2.4-17a) both give P. = P2 (3-2P1); this
s1

implies that the L = 4 hard decision performance is uniformly 10 log10 (3-)

1.25 dB worse than that for L = 3 when M = 2.

2.4.2.4 Special case: M = 2.

For M = 2, (2.3-14) reduces to
L

1Lj (n pn q L-nI " (L)pL/2 qL/ 2  L even

L

1 - Zl pnl1 qL-l , L odd.

n =(L+1)/2
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3.0 FH/RMFSK PERFORMANCE USING SQUARE-LAW LINEAR COMBINING RECEIVER

In this section we consider the case of the generic receiver

shown in Figure 2.2-1 when the envelope samples are processed using the

function

f(x ) X2
mk) mk nmk. (3.0-1)

That is, the decision statistics {zm} are the unweighted linear combinations

or sums of samples of the squared envelopes in each channel over multiple (L)

hops. For non-hopping systems, this receiver is known to give good performance

when the signal is subject to Rayleigh fading, L being the order of diversity

which can be chosen to optimize performance for a given SNR.

3.1 ERROR PROBABILITY ANALYSIS

In Section 2.2 it was shown that the envelope samples {Xmk} are

amk times a Rician random variable for the signal channel (m=l) and amk

times a Rayleigh random variable for the non-signal channels (m>1), where the

value of mk depends upon whether the channel is jammed or not. Therefore,

for the square-law linear combining FH/RMFSK receiver, the hop decision

statistics, which are the squares of the envelope samples, are a2 times

chi-squared random variables with two degrees of freedom. For the signal

channel the noncentrality parameter is

-k = 2 1k 2S/ak . (3.1-1)

The probability density function (pdf) for the signal channel

samples is

I 2 2 exp I 1k 0 1 k (3.1-2)
Zik 21k

while that for the non-signal channel samples is
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Pz('"a ) 2 expl 2mk-- M1. (3.1-3)

mk 2amk. 2a k

3.1.1 Distribution of the Decision Statistics.

The accumulated decision statistics {zm} can be expressed as
L

z = Z 02lX( 2;Xk) (3.1-4a)
k=1

and L

ZM = Z am2 X( 2 ) (3.1-4b)Zmk

k=1

where X2 (n) denotes a chi-squared random variable with n degrees of freedom and

X2(n;.) denotes a noncentral chi-squared random variable with n degrees of

freedom and a noncentrality parameter x. It is well known that sums of

equally weighted chi-squared variables yield chi-squared variables:

L x2(n 2 (k /EL L
Z X= nk;Xk) = X2  = nk; . (3.1-5)
k=1 1k~ k=

This fact can be applied to (3.1-4) by recalling that for a given jamming event,

Rm out of L hops in a given channel are jammed. Thus

z a~x2 [2(L- P); 2(L- z )S/o0] + CT2x2( 2z, 2tiS/02) (3.1-6a)

and

z = 2 X2 [2(L-m)] + o , '2 (2zm), m > 2. (3.1-6b)

In Appendix A it is shown that the pdf for the normalized variable

! = z~l N isis
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S2 2L, 2 LPN) Z 0 0; (3.1-7a)

I p ý(p,/K; 2L, ), T)i = L; (3. 1-7b)UU

L nP x 2•; 2L + 2n, 2(L-IlP N], (3.1-7c)
n=O 0LS0< £1 < L

using

"PN S/0N r T S/aT K aT. /a N (3.1-7d)

and where
Z k 1 - kn O T e' L-)2 ,, • 1 . ( 3 . 1 - 7 e )

;a',2

In (3.1-7e), the function .a(x) is the generalized Laguerre polynomial.

For the non-signal channels, substitution of N =PT 0 in (3.1-7)

yields, for um : Zm/c• (m >1),

r P 2 (x(;2L), Z := 0; (3.1-8a)

"u = Px2(a/K;2L)' m : L; (3.1-8b)

M b n P. 2 (o;2L+2n), O<im<L; (3.1-8c)

J. . n0O

where

S"9.
b K_) k)n ( 1m) (3.1-8d)

In (3.1-7) and (3.1-8) the chi-squared pdf's are, for 2n degrees of freedomn,

Px 2 (-,;2n,2.)) = y exp- - Ini -9a)

1 -'12 •/)n-i

.-. = 2- e" ( /2 n r(n), r, = 0 (3.1-9b)
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where Im (x) is the modified Bessel function of the first kind and order m

and r(.) is the qamma function.

3.1.2 Formulation of the Conditional Error Probability.

From Section 2.2, the conditional symbol error probability is

P s(el[v]) = P s(elk1,Z2, ••,M)

=1 - Pr {z2 <z1 ,z 3 <z 1, . . .9zM<Z

1 - Pr{u 2 <ul,u 3 <u 1,... ,Um<u ilk,o M a

1-o fdPulP (•)m =T fodBmPum()" (3.1-10)

From (3.1-8) and (3.1-9),

1 - r(L;a/2)/r(L),km = 0; (3.1-11a)

FL(a;m)4j dzm P 1 (L;a/2K)/r(L),zm = L; (3.1-11b)

1 b r(L+n;a/2)/r(L+n), (3.1-11c)
n= 0

0<k <L;
m

where r(n;t) is the incomplete gamma function,

_xn1 n-1 t r

1(n;t) = I dx e x = "(n) et • r (3.1-12)

Formally, (3.1-10) can be written

)0,no 1)nl nL 13a

P= 1 - dePu(.) [FL(e; 0)] [FL(; 1)]1 ... [FL(c; L)l (3.1-13a)

where n. is the number of non-signal channels with m'i, and it is true that

no + nj + ... + n L = _ 1 (3.1-13b)
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3.1.3 Powers of Non-Signal Channel Probabilities.

We now show that the probabilities F L(c; zm) in the general expression

(3.1-13a) can be written in terms of power series.

For £m = 0, from (3.1-11) and (3.1-12)

[FL(c; 0)] n - e' 2  L-1 r

- (-1 e~r-

r:0

0r!j0 r0 r L r=o

D~ol r -roa/2r(-I

0n (-1) 0 e ()0 (3.1-1.4)

where the coefficients C(ko, r.) are [1, Appendix 4A] the functions

C(O, r) = 1 (3.1-15a)

min(k,L-1)

C(k, r) = . [(r+l)n-k] C(k-n, r), (3.1-15'b)

n=1

k>0, L>2.

For example, when L 2 the coefficients are simply

C(k, r) = (r+1- k) C(k- 1, r)

= r!/(r- k)! (3.1-16a)

so that the series raised to the r0 power is
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Jr r
1•-) r0 (3(l+ /2)1-16b)

2L. k 0(rG-ko)" 2 "
k0=0 0 C

as required.

Similarly, for 9 = L, we find thatm

LFL(a ;L)1 nL L rL r LL e rLJ 2 K rL(L-1) C( PLrL) (,)kL
nL rL /2K CkLr. (3.1-)k)r = 0- k (-Lr =0"

rL=O kL=O kL 3.-7

using the same C(k, r) function as for k =0 .

For O<2M<L, L>,2, the evaluation of the probability is more challenging,

but does indeed reduce to a closed form. The development begins by recognizing

that
C n+L-1

FL(;;m) 1 - e-/ 2 Z bn E r!
n=O r=O

L-1 0" n r+L (3.1-18)
r: -en+1 krF+T

r=0 n=0 r= 0
where b nis defined thy (3.1-8d). The double summiation in the last term can be

manipulated in the following way:
n 2 . 2 )r+L r+L

7- ¶- - (L/2)r
L bn+1i -- (r+L)' = _ /- n+r+1 (r+L)!
n=U r=U n=O r=O

=r+1 r+LKK_ (a/2) r+Z Fr=O K GrF ).\ -i 21)r • l 1 r 2 .( . -9

The hypergeometric function can be transformed using [2, Eq. 15.3.5] to obtain
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on the summation were zero, the summation would be a Taylor's series:
, o- a n '.i

•:L_,~ ~~ n•(+-.) F(n+l;n+L-Z'+l;b)

n=O x = bno n

- •. 1 (1;L-L+x;x)
n:O (3.1-23a)

ea+b 1 _ 1 _

n ,
nLO (a+Lu)j (3.1-23b)

therefore, (3.1-22) is seen to be
LZ-1~~~~x n 1 nnL~1r (K- 1)cL/ 2K

0 -/2 I Z (1) (n/ 2 )n+L-k d _Lrex d nXe Sx•a/2) L2r"e (_ K• -- n'. ýTx X [e

n=0 n =O r =O

(3.1-24)

Now, substitutinq (3.1-24) into (3.1-21) and the resulting expression into

(3.1-.6) gives

S: -I
1 cF/2Z (a/2) + E L12r+

; r=O r= ( L)

"+ e'a/ 2 [(3.1-24)]

- 0 + eP-/2[(3.1-24)]

-1Ie - Z- J 1 2 n

It,;'1 ~~-1/ -.( ,/2)~ n- =Kla2
en n

n=' n dx r !
-r=O
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n4 nI=

-11-

-L (- /L- -RK L-z-n

-- c/2K K (c,/2K)n j L.+r )Q (3.1-25)

n=O r=O

For example, if L = 2 and z 1,

2(c; 1) = 1-e - e 71- -- 1Ky)

S1 - k i Ke/2K - 6-/2 (3.1-26)

By direct algebraic calculation of (3.1-25), it can be shown
that FL(•, Z) is of the form

FL (L; ) 1 - 1L-1 {e- /2K f I a , L) + 9./2f(- , L) (3.1-27N)

w(K-1)

where fl(u; z,, L) and f 2 (a; Z., L) are the polynomials given in Table 3.1-1.

Therefore
'n 

9, 
_

n [ 1 • r

rrzL' e/ 2 K f Z(c; 9, L) + e-,/ 2 f 2 (c; 9., L

3-9



TABLE 3.1-1 POLYNOMIALS FOR FL(c;Z)

L f 1 (c;Z,L) f2(a;k,L)

1 0 0 1

1 1 0

2 0 0 (K-1)(1+a/2)

I K -1

2 (K-1) (I+a/2K) 0

0 0 (K-i) 2(I+a/2+a 2/8)

1 K2 -2[2K-I+(K-I)c,/2]

2 K(K-2)+(K-1)co/2 I

3 (K-1)2[1+oz/2K+Ic2/8K2] 0

4 0 0 (K-i)3f(1+a/2+c2 /8+a 3/48)

1 K3 - [3K2"3K+1+(2K2 -3K+1)a/2+(K-1')2u/8]

"2 K3 "3K2 +K(K-')a/2 3K-1+(K-I)cx/2

.p3 K 3 _3K 2+3K -1
+(K 23K+2)c%/2

+(K-1) 2 2/8K

4 (K-I) 3 (I+ct/2K+c 2/8K2

+cc3 /48 K
3 )

3-10
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n (n. -i _r___r r •-(rt-kz)/2K-kco/2

r =0 k e0

r -k • k £

[f 1 (a; k, L)] r [f2(; z, L)] 0 < z <L, (3.1-28)

and the powc~r of the polynomials can be expressed as a higher order polynomial:

P

f [f] : k d(pk) (a/2) (3.1-29)

The coefficients d(p) are given in Table 3.1-2 for L up to 4.

3.1.4 Expectation Over Signal Channel PDFo

Substitution of the powers of the non-signal channel probabilities into

the conditional probability of symbol error equation yields the lengthy ex-

pression given in Table 3.1-3. The remaining analysis requires obtaining the

expectation

d0 d ea0a/ 2((a/ 2 )bo = E e-auj/ 2  U) b° (3.1-30)

where a 0 and b0 are given in Table 3.1-3. From (3.1-7a), when the signal channel

is not jammed ( 0) = ), the pdf pul (ct) is a straightforward noncentral chi-

squared pdf, and the expectation is

Af d 2pjc; 2L, 2LPN) eaoc/ 2 (/ 2 )bo

W 30
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TABLE 3.1-2 COEFFICIENTS FOR EQUATION (3.1-29)

L P~ P=max p d(p)

3 1 k(1K2ý) r,-k1 (-Ik1) k, I 2K-1) k1p (K-1)P

3 2 r2 -k2 (r2 -k2) K(K-2)]r2-k2p (K-1)P

4 1 2k (K-9 ) r, -kj (-l) k 1(3K23K+1) k I g(p)

2K2 -3 K+ 1
where g(O) = 1, g(l) k,

3rK2 -3K~1

g(n) =-- (kl+1-n) 2e -3K+1 g(n-1)
n 3e -30+1

+ [ 2(k, +1) n] (K I2 /1 2 . (n-2) ,n L 2
3K -3K01

4 K -2222P (K-1)P Vq =, max(O, p-r2+2)

4 3 2(r,-k 3) (I) k 3(K-33  +3K )r3-k3 g(p)

K2 -3K+ 2

where g(o) =1, g(1) (r3-k3)* K3-3K2 +3K

g(n) =i (r3-k3+1-n) K2 K+ (n-1)
'~(K 3 -3K2+3K

(K-a)2 /2K gn2) ' 2
+ f 2(r3-k3+l)-n] 3 3K 9n2
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1 l+ao )

ad e'LPN/(l+ao)'x/2 x (L-1)/2 x bo
f de 2L'oN/(l+a o )l TL- I\V T+a -J,2"

0

exp ( (l+ao) b •L * E b (3.1-31)

where x is distributed as a noncentral chi-squared random variable with 2L

degrees of freedom and noncentral parameter 2LPN/(1+ao). The moments

needed are
bo OLi1  LPNE 01 b,. bo ) (3.1-32a)

b0  +a
b 0  r

bo r

b-+L-I N 1- b0 . (3.1-32b)

r= 0 bo-r

where _pa (x) is the generalized Laguerre polynomial. Thus for 'the case of
n
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z= 0, the integral in (3.1-30) becomes the quantity

-LONa°) b°" L-I(_ LP, (3.1-33)

• exp T lao (la,) bO+L b l+a- (

In a similar way, when all the hops in the signal channel are

jammed (z, = L), the integral in (3.1-30) becomes

Sexp .

-i+Ka0 / (l+Kao)bo+L bo l+Kao (3.1-34)

Now, when the signal channel is jammed, but not on every hop

(0<.1<L), the channel pdf is a series of weighted noncentral chi-squared pdf's,

as shown previously in (3.1-7c). This expectation (3.1-30) yields

r ii 0 ~bo" L+n- 1I Lz)N

exp (L- )Na c ( l+a)bO+L fl L 1 [ (3.1-35)I•a Z. n ( 1+a) )bo +L+n bo1a

n=0

where the weights {cn} are

-e1QT K)ln LIrn - L1PT

Ln K 1 K- XK-TJ (3.1-36)

In order to reduce (3.1-35) to a finite summation, it is necessary to seek an

identity for

An Pan (x) on+k(y). (3.1-37)

n=O

3-15
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To accomplish this objective, we note that [3, eq. 8.970.1]

S(Y) -Ley Y (e-y r+n+k (3.1-38)

r re dyr

substituting in (3.1-37) yields the development

cc

y k n ax dr r+nA-k)

n=O 
dyr

e y - er-Z zr+k Az n z=y

re! y zr E (n
n=0

"e Y- k r+ Bgkfq (A!zn a (x)

,y ! n. ( y r) n ( z+"

n=Q

q n

e) (A• Ln+-+--L F r+ I z (- -• q; na +° 1 x)

n=0

3-16
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=ex (L~ r!+ a! l n+q+a+l; a+1; -x)

n=0

0, 0

q (A~e n ((nAZ (~~ { q+a+m)
n=0 m=0

-(~.)ex Z Ž-, (?a)m) (1 -Az/y) ----

z ()ex (ga) (I A/)al Fi( q+a+1; a+1; 1Az/y)

/-Axz

=(A)q expý -T q.a .(31-0

q' a+ q (3.1-40
y (1-Az/y)qal Y

" ~After substitution in (3.1-39), we find that

n Ba(x) n+k
n r

n=0

rq

*a1 1-A L - kq()2
(I-A)q=0

3-17
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And, substituting appropriately, the desired expectation (3.1-35) becomes

N_ (L-z )PNao zIPTKao bo!
exp l+ao 1+Kao (l bo+L-al (1+Ka0 )

b (L-z1 ) 1 l ) K(+ao)

Z (1+K-aO•) £bo+ 1 [ I(- i+ao N q _K_-1 1+Kao
q=O

(3.1-42)

3.1.5 Special case: L=1 and M=2

For L=1 and M=2 the FH/RMFSK total error probability is

ie'PN 2  -PN/(K+1) 1 -P/

P(e) = e o + 71 e + e2 1 PT (3.1-43a)

where PN = Eb/No OT = Eb/NT; (3.1-43b)

and K = o/aN =ON/PT. (3.1-43c)
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3.2 NUMERICAL RESULTS

3.2.1 Soft-Decision Receiver,

Numerical results were obtained using two computational methods. In

. regions where the series converge rapidly enough, the form given in Table 3.1-3

and equation (3.1-42) was used for the computations. However, the presence

Lof the term (K-I) in the denominator of several terms causes difficulty

when K is nearly equal to 1. In these cases, and on other occasions when

round-off errors became excessive, the computations were performed by direct

numerical integration of (3.1-10) using the densities (3.1-7) and (3.1-8)

and the identity

I - j d. p(a) g(:) ; / d p() [1-g("') 1 (3.2-1)

which holds for all density functions p(ci) for which p(G) 0 if a < 0,

and hence by the properties of a p~d.f.

do p ) 1 (3.2-2)

Then (3.2-1) follows immediately from the fact that integration is a linear

operation. The form on the right-hand side of (3.2-1) has the computational

advantage that only the integrand need be computed to high accuracy, rather

than the integral. For example, if P s(e) z 10-5 and we desire 4 significant

digits in the answer, than the integral on the left-hand side must be computed

numerically to 8-digit accuracy (e.g. 0.9999xxxx) in order to leave 4 non-zero
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correct digits after subtracting from 1. But if we use the form on the

right-hand side of (3.2-1) we could demand only 4-place relative accuracy

from the numerical integration; the burden of many-place accuracy is placed

only on the function g(.), which is usually much simpler and faster to compute

then the overall integral. A listing of the computer program is given in

Appendix D.

In Figures 3.2-1 through 3.2-4 we show the bit error probability

as a function of bit energy-to-jamming density ratio with jamming fraction y

as a parameter for the case of M=2 (binary FSK) and L=1,2,3, and 4 hops per

symbol (bit), respectively. In these figures the ratio of the bit energy to

thermal noise density is set at 13.3525 dB, which corresponds to a bit error

probability of 10-5 for one hop per bit in the absence of jamming. We note that

for a given Eb/NJ ratio there is an optimum value of y which maximizes the

jammer's effectiveness. Furthermore, an incorrect choice of y by the jammer

can reduce the effectiveness (as measured by the communicator's bit error

probability) by possibly as much as two orders of magnitude.

Figure 3.2-5 shows the envelopes of the curves in Figures 3.2-1

throuqh 3.2-4, which represent the performance of the square-law combining

receiver in worst-case partial-band noise jamming. We note that increasing

L, the number of hops per bit, consistently degrades the performance. This

implies that the noncoherent combining los!, dominates over any diversity gain

effects.
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M=2 L=1
y= 1.0 Et,/No= 13. 3525 d8
= 0.5 2400 SLOTS
Y 0.2
y =0. 1

y 0.05

y 0=.02

m 0.005

0=.002

CL

~0.00 10. 00 20. 00 30. 00 40. 00 50. 00
BIT ENERGY TO JAMMING DENSITY RATIO (dB)

FIGURE 3.2-1 BIT ERROR PROBABILITY VS. BIT ENERGY TO .JAMMING DENSITY RATIO FOR

SQUARE-LAW COMBINING RECEIVER WITH M = 2 AND L =1 HOP/SYMBOL,

2400 HOPPING SLOTS, AND E /NO = 13.3525 dB (FOP 10~ BER WITH-

OUT JAMMING WHEN L = 1) WITH JAMMING FRACTION -y AS A PARAMETER
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Y=1.0
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40

•-- Y =0.001

m
C

0. 00 10. 00 20. 00 30. 00 40. 00 50. 00
BIT ENERGY TO JAMMING DENSITY RATIO (dB)

FIGURE 3.2-2 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR SQUARE-LAW COMBINING RECEIVER WITH M=2 AND L=2 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND E b /N 0=13.3525 dB (FOR 10O' BER WITH-

n0

OUr JAMMING WHFN L=1.) WITH JAMMING FRACTION y AS A PARAMETER
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S~BIT ENERGY TO JAMMING OENSITY RATIO (dB)

FIGURE 3.2-3 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO
• ~FOR SQUARE-LAW COMBINING RECEIVER WITH M--2 AND L-'3 1IOPS/SYMBOL,

2400 HOPPING SLOTS,• AND ED/NO 13• 3525 dB (FOR 10O- BER WITH-

wOUT JAMMING WHEN L:1'I) WITH JAMMINmG FRACTION y AS A PARAMETER
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- I I I 1
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cr- ,

Lo- y 0.002

m

LLT 0.001
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FIGURE 3.2-4 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR SQUARE-LAW COMBINING RECEIVER WITH M=2 AND L=4 HOPS/SYMBOL,
240 OPIN SOT, N E b/N0 = 13.3525 dB (FOR 10 -5 BER WITH-

OUT JAMMING WHEN L-1) WITH JAMMING FRACTION y, AS A PARAMETER
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C,

M=2

EbIN0 = 13.3525 dB

2400 SLOTS

WORST-CASE PBNJ

T

o L=4

L=3
WI

L=2

m L=1
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CD

H--

rn
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MINIMUM Y=0.001

In

0: 00 10. 00 20. 00 30. 00 40.00 50.00
BIT ENEFPGY TO JAMMING DENSITY RATIO (dB)

FIGURE 3.2-5 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO
FOR SQUARE-LAW COMBINING RECEIVER AND M = 2 WITH NUMBER OF
HOPS/BIT AS A PARAMETER IN PRESENCE OF WORST-CASE PARTIAL-
BAND NOISE JAMMING
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Similar results for the case of M=4 are shown in Figures 3.2-6

through 3.2-9 for L=1,2,3, and 4 hops/symbol, respectively. Again we note

that the jammer must carefully choose the proper partial-band fraction or risk

reducing his effectiveness by more than an order of magnitude. We also

observe that full-band jamming (Yz1.0) is not optimum until the jamming becomes

very strong, i.e. Eb/NJ < 0 dB.

Figure 3.2-10 shows the envelope of the curves in Figures 3.2-6

through 3.2-9, which gives the performance in worst-case partial-band noise

jamming. We note that increasing the number of hops per symbol consistently

degrades the performance of the 4-ary system, just as it does for the binary

system.

Finally, Figure 3.2-11 shows the worst-case partial-band noise

jamming performance of the square-law receiver for L=1 hop/symbol and M=2,4,

and 8. We observe that for strong jamming increasing M from 2 to 4 provides a

very small performance improvement; but further increase to M=8 degrades the

performance. This behavior is similar to that of a block-hopping system in

tone jamming [1, Section 8].
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FIGURE 3.2-5 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR SQUARE-LAW COMBINING RECEIVER WITH M = 4 AND L = 1 HOP/SYMBOL,

2400 HOPPING SLOTS, AND Eb/NO = 10.606573 dB (FOR 10- BER WITH-

b .

OUT JAMMING WHEN L = 1) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 3.2-7 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR SQUARE-LAW COMBINING RECEIVER WITH M = 4 AND L = 2 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND Eb/N0 = 10.606573 dB (FOR 10 5 BER WITH-

JAMMING WHEN L = 1) WITH JAMMING FRACTION y AS A PARAMETER
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S~FIGURE 3.2-8 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

• ,,, FOP SQUARE-LAW COMBINING RECEIVER WITHl M = 4 AND L =- 3 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND Eb/N0 = 10.606573 dB (FOR 10 BER WITH-

OUT JAMMING WHEN L = 1) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 3.2-10 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO
FOR SQUARE-LAW COMBINING RECEIVER AND M = 4 WITH NUMBER OF
HOPS/SYMBOL AS A PARAMETER IN PRESENCE OF WORST-CASE PARTIAL-
BAND NOISE JAMMING
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FIGURE 3.2-11 WORST-CASE PARTIAL-BAND NOISE JAMMING PERFORMANCE OF FH/RMFSK

RECEIVERS FOR L I HOP/SYMBOL AND M 2, 4, 8 WHEN Eb/NO

GIVES A 10 -5 BER WITHOUT JAMMING b 0
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3.2.2 Hard-Decision Receiver

In this subsection we apply the explicit form of the error probability

expression (2.4-14) to evaluate the symbol error probability, P5s(e), for a

square-law receiver with hard decisions. We consider M-ary cases of M=2,4, and

8 with L values (hops per symbol) ranging from one through five. The worst-

case or maximum probability of error is obtained by computing P (e) upon varying
s

the number of noise jammed hopping slots q, for an FH/RMFSK system comprised of

2400 hopping slots; i.e. a partial-band noise jamming (PBNJ) model.

We first present plots of numerical results for P(e) versus the variable

E,/NJ with thermal noise (Eb/No) as a parameter. Practical values of Eb/No

were chosen for which the probability of error becomes 10- in the absence of

jamming. These values are: 13.35247, 10.60657, and 9.09401 dB for M-ary

signalling alphabets of M=2, 4, and 8 respectively. Corresponding Derformance

plots are shown in Figures 3.2-12 to 3.2-14.

A comprehensive view of Figure 3.2-12 (M=2) reveals that all five

of the L error curves could be grouped into three Eb/NJ regions of relative

jamming strength: (1) below 11 dB (strong), (2) 11 dB to 28 dB (medium), and

(3) beyond 28 dB (weak). Within the strong jamming region, we see a consistent

- P(e) L-curve ordering of 4,5,2,3,1 and a 4,2,5,3,1 ranking in the weak region.

The region defined as medium strength jamming exhibits "cross-overs" of the

various L P(e) curves . Similarly, for M=4 (Figure 3.2-13) and M=8

(Figure 3.2-14) this same three-region behavior exists as follows:
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FIGURE 3.2-12 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR SQUARE-LAW COMBINING RECEIVER WITH HARD DECISIONS FOR M=2

IN THE PRESENCE OF WORST-CASE PARTIAL-BAND NOISE JAMMING AT

Eb/No= 13 . 3 52 4 7 dB (FOR 10-5 BER WITHOUT JAMMING WHEN L=1)
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FIGURE 3.2-13 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR SQUARE-LAW COMBINING RECEIVER WITH HARD DECISIONS FOR M=4
IN THE PRESENCE OF WORST-CASE PARTIAL-BAND NOISE JAMMING AT

Eb/No=lO. 6 065 7 dB (FOR 10- BER WITHOUT JAMMING WHEN L=1)
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FIGURE 3.2-14 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR SQUARE-LAW COMBINING RECEIVER WITH HARD DECISIONS FOR M=8

IN THE PRESENCE OF WORSi-CASE PARTIAL-BAND NOISE JAMMING AT

Eb/No= 9 .0 94 01 dB (FOR 10-5 BER WITHOUT JAMMING WHEN L=1)
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Relative Jamming Region of Eb/NJ (dB) Values

M Strong Medium Weak

4 <4 4 to 32 >32

8 <6 6 to 38 >38.

The ranking of the L P(e) curves for both M=4 and M=8 in the strong jamming

region is 5,4,3,2,1 while for weak jamming a 5,4,2,3,1 ordering is observed.

It is plain to see that for the most part no diversity improvement

is realized by the communicator with the exception of a portion of the L=3 P(e)

curve in medium jamming for M=2 and M=4. This general behavior can be

attributed to the dominance of the noncoherent combining loss existing for the

stated thermal noise levels.

A somewhat different trend is noticed when the effect of thermal noise

is-minimized. Figures 3.2-15 through 3.2-17 show P(e) results for M=2,4, and 8

respectively at Eb/N0 levels of 20 dB. Clearly, the regions of strong and weak

jamming are now quite discernable with a smaller crossover region (medium jamming)

existing among the L P(e) curves. However, we do notice a ranking in the weak

jamming areas that differs from those of the 10- parameter Eb/N curves

previously presented. Here it is easily seen that the hard-decision receiver

is uniformly 3 dB better for L=1 than for L=2 as described by (2.4-15) for any

value of M. Also, a form of diversity improvement is realized as L becomes

greater than 2 for all M-ary cases at Eb/NJ values of more than about 12 dB.
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FIGURE 3.2-15 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR SQUARE-LAW COMBINING RECEIVER WITH HARD DECISIONS FOR M=2

IN THE PRESENCE OF WORST-CASE PARTIAL-BAND NOISE JAMMING AT

E b/NO0= 2O dB (FOR MINIMIZATION OF THERMAL NOISE EFFECT)
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FIGURE 3.2-1.6 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO
FOR SQUARE-LAW COMBINING RECEIVER WITH HARD DECISIONS FOR M=4

IN THE PRESENCE OF WORST-CASE PARTIAL-BAND NOISE JAMMING AT

Eb/NO= 2 0 dB (FOR MINIMIZATION OF THERMAL NOISE EFFECT)
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The case of M=2 is an exception to this trend for L=3 and L=4 as explained

in subsection 2.4.2.3 where L=4 is shown to be 1.25 dB worse than that for

L=3.

Thus we conclude that when thermal noise is minimized, a form of

diversity improvement does exist in all M cases for Eb/NJ values greater than

around 12 dB for L>2 hops per symbol.

We now determine the optimum number of jammed slots (Q max) which

yields the maximum probability of error for a given value of Eb/NJ. Figures

3.2-18 to 3.2-20 show such plots for case of M=2,4, and 8 with L values ranging

from one to five. It is seen that in all cases a definite ascending order of

the L Qmax curves exists for increasing Eb/NJ values as is to be expected for

worst-case jamming calculations. For example, in Figure 3.2-18 (M=2) we see

that at a 30 dB Eb/NJ value, the Qmax value is 2 Fur L=1 and over 200 for L:5.

Also in Figure 3.2-18 we note the "plateau" effect for all the curves at Qmax

equal to 2400. Now the breakpoint at which each individual L-curve falls off from

the "plateau" represents that Eb/NJ value for which full-band jamming (y=1.0) will

not cause maximum probability of error. We can also characteri7e each L-curve

behavior of Figure 3.2-18 as per three definite regions with respect to the "slope"

of each curve. These regions, in terms of Qmax values, are: (1) 2400 to abot-t

900, (2) 900 down to approximately 20, and (3) below 20. Note that distinguishable

breaks in the curves below 20 are due to the smaller quantized values of Q becoming

more discernable for the lower values of the logarithmic Qmax scale.

With regard to Figures 3.2-19 (M=4) and 3.3-20 (M=8), we see an

asymptotic merging o- the L-curves within the region of approximately Qmax

800 to 2400. Below a Qmax of about 800 we have two more noticeable regions
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FIGURE 3.2-18 OPTIMUM NUMBER OF HOPPING SLOTS JAMMED (Q mxTHAT PRODUCES

P(e)max) VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR THE

SQUARE-LAW COMBINING RECEIVER WITH HARD DECISIONS FOR M1=2

AT E.bIN=13 .35246 dB (FOR 105 BER WHEN L=)
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SQUARE-LAW COMBINING RECEIVER WITH HARD DECISIONS FOR M=8

AT Eb/NO= 9 .0 9 4 01 dB (FOR 10-5 BER WHEN L=1)
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similar to those in Figure 3.2-18. Additionally, we see that this asymptotic

merging has yet to reach a full-band value of Qmax=2 4 00 for the minimum Eb/NJ

value utilized in the calculations. Further computations (not shown) for lower

values of Eb/NJ reveal the following points at which the L=1 curve breaks from

the Qmax= 2 40  (Y=1.0) value: M=4 at -149.0 dB, M=8 at -150.0 dB. Hence, in

these cases, full-band jamming would only be optimum for a very large amount

of available jamming power.

A final point of interest is shown in Figure 3.2-21 with respect

to minimization of the thermal noise component. Here we see that for the

binary (M=2) case, increasing the Eb/N0 value over that used in Figure 3.2-18

causes the L=5 curve to move around 10 dB (Eb/NJ) lower while the L=1 curve

decreases only about 1 dB.

The results indicate that the hard symbol decision receiver can be

considered an ECCM receiver (for sufficiently high EbWINO), while the linear

combining receiver cannot. Therefore, it is not diversity as such that yields

an ECCM effect, but the combining technique. Hard decisions (, form of

repetition coding) in effect limit the jamming effects on a given hop to that

hop, whereas with linear combining a single, strongly jammed hop can dominate

the soft decision.
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4.0 FH/RMFSK PERFORMANCE USING SQUARE-LAW AGC RECEIVER

In this section we consider the case of the generic receiver shown

in Figure 2.2-1 when the envelope samples are processed using the function

f(Xm 2 x Wk Zmk (4.0-1)

That is, the decision statistics {zm} are weighted sums of samples of the squared

envelope in each channel over multiple (L) hops.

For conventional FH/MFSK, where the symbol frequency slots are

hopped together, it was assumed in [I] that all the slots are jammed or all

the slots are not jammed on a given hop, and the weights were taken to be

/ I ,' hop not jammed

-Wi k 1/a2 , hop jammed. (4.0-2)

This weighting or normalization scheme was predicated on use of a separate channel,

or perhaps a look-ahead scheme, to measure the noise power (perfectly) on each

hop. The effect of the weighting is to de-emphasize the jammed hops in the

summations L

Zm Z Zmkk (4.0-3)
k= 1

and therefore to mitigate the effect of the jamming on the symbol decision.

For FH/RMFSK, in general the different symbol frequency slots are

independently jammed or not jammed when the system bandwidth contains power from

a partial-band noise jammer. In Section 4.1, we discuss several normalization

schemes of the AGC (adaptive gain conitrol) type. The performances of two

,f these schemes are analyzed in Sections 4.2 and 4.3. We also consider

the effect of hard-limiting the hop statistics {zmk} prior to combining.
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4.1 POSSIBLE AGC WEIGHTING SCHEMES FOR FH/RMFSK

The squared envelope samples in the M receiver channels on a given

hop are weighted chi-squared random variables:

x2 2 X(;X =2 a

Xlk 1k (2; 1ik = 2s/ak)

S (a2 + Vk C2) x2[2; 2S/(a + V ak2)] (4.1-la)

inthe signal channel, and

Xm2 2 xm2 (2) N (G2 + V X2(2). m > 1,
N mkJ (4.1-Ib)

in the non-signal channels, where

1, channel m jammed on hop k
Vmk = O, channel m not jammed on hop k. (4.1-2)

We shall consider three approaches to AGC normalization, as

illustrated in Figure 4.1-1:

(a) Measurement of noise power in the M de-hopped channels on

each hop and normalization (division) by the average received noise power

(variance) in these channels.

(b) Individual measurement and normalization of each of the M

channels on each hop.

(c) Normalization of the M channels by the same amount, depending

on whether one or more of the channels are jammed, or none are jammed.

4.1.1 Average AGC Scheme.

An ideal measurement of average noise power in the M channels would

yield the weights
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MWmk=wk= ( = k1

+ a2 Z vmk/M (4.1-3)

m=1

There are M possible values to these weights. After normalization, the

{Z mk} become

1Zk WkO k X2 (2;2S/o0k) (4.1-4a)

Zmk ' Wka;k xa(2), m4> . (4.1-4b)

The effective weights Wk INWkk on the chi-squared variables in a given channel

can take 2(14-1) values. Therefore the decision statistics for this normalization

scheme have the form
L

Z M Wkx 2 (2;,mk)" (4.1-5)

k=1

The distribution of sums of non-equally weighted chi-squared random variables

is extremely difficult to compute. For this reason, it is not feasible to

consider calculation of the error performance using such a weighting scheme.

4.1.2 Individual Channel AGC Scheme.

Ideal measurements of noise power in each of the M channels would

yield the weights

Wmk (O2k)-1 (4.1-6)

and the decision statistics

L

Z Z x2 (2;\Ik) : x2 (2L;xI) (4.1-7a)
k=1
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in the signal channel, where

L
1  Z• X'k = (L'• 1)'2S/a2 + y1.2S/az , (4.1-7b)

k=1

and in the non-signal channels,
L

Zm =Z X2 (2) = x2(2L). (4.1-7c)

k=1

Thus whatever else the merits of this normalization scheme may be, it yields

decision statistics which are purely chi-squared random variables with 2L

degrees of freedom. In fact, from (4.1-7) we observe that the discernable

jamming events are characterized solely by the number of hops jammed in the

signal channel,

4.1.3 Any-Channel-Jammed AGC Scheme.

This scheme takes the approach that if any of the channels on a

given hop is jammed, then all the channels are normalized by a T .2. J

otherwise they are all normalized by GN. Expressed mathematically, the

weights are M
(02)"I, 1 Y")mk 0

Wk -wk = m=1
(0)- 1 , otherwise. (4.1-8)

The result of this approach is that the hop statistics fall into three

categories:

(a) channel not jammed, normalized by G2

(b) channel not jammed, normalized by 02

(c) channel jammed, normalized by G•.

4-5
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If we define to as the number of hops on which at leasttone of the channels

is jammed, we find that in channel m (m=1,2,...,M) there would be

* (L-to) hops with noise power a2 normalized by o2
* (£0-.m) hops with noise power N• normalized by a•

* 9.m hops with noise power o a normalized by a2

Therefore, for a given toand jamming event vector . = M

the decision statistics would have the following distributions:

zI x2 [2(L-£o);2(L-_o)S//a ] + (2/ T)X2[2(zo-t1);2(zO.i)S/ 2]

+ X2 12ti;2z1 S/02]

= x22(L+Z1-to);2(L-to)S/G2 + 2ziS/a]

+ K-1X2[2(zo'z1);2(koO. 1)S/ 2], Z, $ to; (4.1-9a)

and

zm ' X2[2(L-to)] + (a2/!o)x 2 [2(zo-t )] + x2 (2m)-

= X2 [2(L+£m-zo)] + K7'x 2 [2(£o-£m)], m > 1; 9m # to. (4.1-9b)

When zm to the case of noise power o2 normalized by a does not occur and
the distributions are:

Z x2 [2L;2(L-£o)S/a2 + 2£oS/a2], Z, = Zo; (4.1-9c)

and

Zm m x 2 (2L), m = o. (4.1-9d)

As in Section 3, we use K 02/a2 > 1. We see from (4.1-9) that the

decision statistics are in general sums of two unequally weighted chi-squared

random variables. Analysis of this distribution is difficult but has been

accomplished previously, in Section 3. There is the additional complexity,

however, that the jamming events now must be described by an additional

parameter: o0 ,the number of hops with at least one channel jammed. This

task can be achieved as shown below.
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4.2 ANALYSIS OF FH/RMFSK PERFORMANCE USING INDIVIDUAL CHANNEL AGC SCHEME

Now we obtain the probability of bit error for -the FH/RMFSK

receiver using the individual channel AGC normalization scheme.

4.2.1 Conditional Probability Of Error.

The probability of a symbol error, given a jamming event described

by ~.=(k 1 i2 9 .. 'XM)' is

P s(e!~ 1 P s (C 1.0)

- 1 -f da p z(ci) d~m Pz (a) (4.2-1)
o 1 m 20  m

From (4.1-7) we observe that the non-signal channel decision statistics

{z m, m>1} are identically distributed as chi-squared random variables with

2L degrees of freedom. Thus

f 6 dP2M(a) = J deP (10), m =2,3,...,

= L-J/2 (4.2-)

rL-1

or e -a / 2 a ( / 2 ) r 7- b= 1-e ~-~~--- '(4.2-)

r= 0

and

M U.L1(/ r M 1

Ps( Cliz) _ T] f dz() [iem Z= r. 1
r.=2 0 =

- Z (M-1) (_1) k e-ka/2[ (o/2)r(.23
k~
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From Section 3, equation (3.1-14), we find that

M-1 k(L-1) r
Ps(Cl_,a) Z (kl (. 1)k e-k/ 2  Z .C(rk) (r!, (4.2-4a)

k=O r=O r.
A

where

C(Ok) : 1
min(r,L_-1)

C(r,k) -. i r)[(k+l)n - r] C(r-n,k), (4.2-4b)

n=1 r>O,L>,2.

Substitution in k4.2-1) yields

M-I k(L-1)

P (ejz) = 1 -k (M-k)(')k Q r•) dc pzlW(a)ek/ 2  (a/ 2 )r

k=EO r! 1 1 (4.2-5)

From (4.1-7) and (3.1-9) the pdf for zI is

~ e(Xl/2 ( -~)L1)2 IlIC (4.2-6)

with x, = 2(L-•Z)PN + 2zPT . Thus the required integral in

(4.2-5) is

(l r+L fod r(( kxj/2 (x;2L. =

0 x(

(__L r+L expk k/2 )r! £L-1 (4.2-7)
1= k+1 £r'

giving the error probability
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M-1 ( M I) k(L-1) kXI2 L X2 ) -8)
e C(r,k) exp - (4.2-8)

s Z k (1+k) rOL (l+k)r r\+kr 1+k

- Ps(eltl) .

4.2.2 Total Error Probability.

Since the symbol error probability depends only on whether the

signal channel is jammed, the total bit error probability is
L
Lb e = L ) L .- zi M / 2 ( . - aPbe F I) 'y'-1 (1-y) R- Ps(elit), (.-a

Z]=0

where

y Pr{channel 1 jammed on hop k} . (4.2-9b)

Noting that (4.2-8) and (4.2-9) are mathematically identical to equations

(4-26) in [11, we observe that MFSK and RMFSK give equivalent PBNJ performances

for individual channel AGC normalization.

4.3 ANALYSIS OF FH/RMFSK PERFORMANCE USING ANY-CHANNEL-JAMMED AGC SCHEME

In what follows we find the probability of bit error for the FH/RMFSK

receiver using the any-channel-jammed AGC normalization scheme (ACJ).

4.3.1 Conditional Probability Of Error.

The probability of a symbol error, given the jamming event

(,•, •), is

P (e0zo,! = 1 - Ps(CI.o,_) M
0o

f d z (C; 0,4 I) d-m Pzm9(ym; '9, m). (4.3-1)0~ m=2f

S~4-9



Since Ps (CIj°',))= Pr(z 2 <z1,z 3 <z1,...,zM<zl}

= Pr{Kz2 <Kzl, Kz3 <Kzl,"...KZM<KZl} , (4.3-2)

we may analyze the error probability using the statistics {urm } instead of {z }

where u, = Kz1 2 2(R6-Z1).2(Xo-1)

+ Kx2[2(L+ZI-to) ;2 (L-ko)PN+ 2 k'PT1  (4.3-3a)

and

um Kzm x2 [.2(ko- m)] + K, x2 [2(L+zm-to)] m>1. (4.3-3b)

From Appendix A, the pdf's of these random variables are as follows: for the

signal channel,

P 2(a;2L,2LP N), ko-x= L (4.3-4a)

1 2[X/K;2L,2(L-o)0 N 2 PT], o- = 0; (4.3-4b)Pul(a) : K P X
U1  CZ c PX2[U;2L+2n, 2 (zo-kl)PN], O<o-z-<L; (4.3-4c)

n:O

where

Cn = e -L'O)PN -ZPT (K•_)n (-)Ln K-1 o (4.3-4d)

For the nonsignal channels (m>1),
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Sp 2 (ct;2L), 9.o-m L (4.3-5a)

Su(a) -1Kp 2(c/K;2L), ko-km = 0 (4.3.5b)

_ bn p x(a;2L+2n), 0 < o- m < L (4.3-5c)

n=O

using the coefficientsb')' LZ~~+LR+m
( Ln (4.3-5d)

The symbol error probability expression for the {u M} statistics

ýyl is (4.3-i) with the subscripts {um} instead of {Zm }9 m=1,2,...,M.

4.3.1.1 Formulations of nonsignal channel probabilities

Since the nonsignal channel pdf's are identical except for the

parameters Z MI, the number of hops jammed in the individual channels. we may

express the product

M M

mdmu m m __[ru <a) (4.3-6)

m=2 0 m M=2

in terms of the numbers of channels with certain combinations of zo and the

{m. The probabilities needed are

1 - r(L;c/2)/r(L), ko-im = L (4.3-7a)

Pr{U <C) = 1 - r(L;a/2K)/r(L), ko-Rm = 0 (4.3-7b)
m

I - bnr(L+n;a/2)/r(L+n), O<zO--m<L. (4.3-7c)

n-0
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Upon comparing (4.3-7) with (3.1-11), we observe that

Pr{u m<a) FL(t;L-to+zM). (4.3-8)

Thus we can write the product in (4.3-6) as

Pr{u m<a) = [FL(a;O) no [FL(cz;1)1nln... [FL(ci;L)]nL (439)

m=2
where

ni 4 # (channels with L-o+m i.), (4.3-10)

and FL(a;p) P is given by (3.1-14), (3.1-17), and (3.1-28).

4.3.1.2 Formulation of symbol error probability in terms of previous results

(Section 3).

If we denote the conditional probability of symbol error for the

square-law linear combining FH/RMFSK receiver studied in Section 3 by

P S(e; PN'PT )!)LC ,(4.3-11)

we can by analogy express the conditional probability of symbol error for the any-

channel-jammed AGC receiver as

Ps Ps(e; 'TI v)LC (4.3-12a)

where
PPpT+(L-zo°)pN , to-t-i t L

L-.oN+z, (4.3-12b)

PT ' 20-t 4
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and

6 (L-zo+k 1 ,L-zo+k2,.. .,L- o+aM). (4.3-13)

4.3.2 Enumeration and Probabilities for Jamming Events.

The enumeration of jamming events, and their probabilities, has

already been accomplished in Section 2.2 for the situation in which the jamming

event is sufficiently described by the vector . = (Ql,22,...,ZM). Now our

task is to develop for use in (4.3-12) the conditional probabilities Pr{zol9}

for the parameter RD, the number of hops on which at least one channel is

jammed, given the vector z.

The enumeration technique treated in Section 2.2 recognized

the arbitrariness of the channel numbers m for m>1 (nonsignal channels) by

assuming that the calculations will generate the partially ordered k vector

19R { 2 ' M) Z 2ZM (4.3-14)

Thus, with this ordering the range of zois

Smax(z, .. ,M) < y, min(L,-z1+2+ a .+ZM). (4.3-15)

The number of elementary or [v]-;natrix jamming events characterized

by a given z. or Z'vector is- M

#[v-i ( (2 M) = ]Lm (4.3-16)
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and each _Z vector represents

( M- 1, (4.3-17)

no 9nl,1. .,nL nk : # (tm mk), m> l

t vectors. Thus

(nonl," .nL Pr{t';M,L} 1. (4.3-18)

Now for jamming events specified by to as well as t_, the number of

elementary jamming events thus specified can be shown to be

#([v oz_) ( ) r=O m=r ( (4.3-19)

For example, if v= x = max(tm)' there aret o)i -9:0m

m=l

[v] events. Summation of (4.3-19) over the values of zogiven by (4.3-15) can

be shown rnumerically to give (4.3-16). (See Appendix B.4.)

What is needed for evaluation of the ACJ total probability of error

are the probabilities of the jamming events (zo,z )and the number of (to,L)events

represented by the ordered version. Since (9.,o_)is a subset of z for any t,

and permutations of the nonsignal channel elements of . do not affect to, it

is reasonable that (4.3-17) gives the required number. This fact is confirmed
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by the consideration that

Pr { z;M,L}=Z Pr{_',ZO;M,L} (4.3-21)

0

which can be substituted in (4.3-18) to show that Pr{fo,_} must be multiplied

by (4.3-17).

The probability of the event (Ro,) is derived in the following

manner:

Pr{Z, - (L Pr{vL+ -+ .+v- : '
~~~~ Z o-0,.+ 0...'L=O

L 7 0L-pr +y2 , v1 ,...•O (4.3-22)

The probability required in (4.3-22) can be computed using the convolutional

method described in Section 2.2.5, modified to give

P r

P Zf I rv}Prýv2} ... Pr~v )6 Z~ 2]
to

Z lto -y2 Ox? > - (4 .3 -2 3 )

This method is useful for M tending to be large; for M=2, it is simpler to

recognize that (2.2-24), repeated here as

L (nL

Pr {z;2,L} = (nLi2 n,L_9in,++n-L)

n0O
"X n 2L-ZI-Z 2 -2n 9rtl+Z 2-L+n

o~ 14 1 (4.3-24)
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is the sum of Pr{Z_, Z0;2, L} over £Z. with n - L-Jo. Therefore,

Pr{tto;2,L}= (L-,0-,0-tI,£I+£ 2 -0 2  11 2  .1+Z2-Z 0  (4.3-25)

For M=4, we recognize the same principle in the equation given in Table 2.2-4

for Pr{Z;4,L} to give the Prizo,_;4,t} equation shown in Table 4.3-1.
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4.4 NUMERICAL RESULTS

In this section we present numerical results for the performance

of the individual-channel AGC receiver and the any channel-jammed (ACJ) AGC

receiver.

4.4.1 Numerical Results for Individual-Channel AGC Receiver

The numerical computations for the performance of the individual-

channel AGC receiver were performed using (4.2-8) and (4.2-9). In this

particular case, no unusual computational difficulties are encountered in the

computations. A listing of the computer program is given in Appendix E.

Figures 4.4-1 through 4.4-4 show the performance of binary (M=2)

RMFSK/FH with L=1,2,3, and 4 hops/bit, respectively with the jamming fraction

y=q/N as a parameter. We observe that the choice of jamming fraction is critical

to the effective operation of the jammer. This is similar to the behavior

of the square-law combining receiver. However, unlike the square-law combining

receiver, the optimum jamming fraction against the individual-channel AGC

receiver is Y=1.0 over a wider range of Eb/NJ, especially for higher values

of L, the number of hops/bit.

Figure 4.4-5 compares the worst-case jamming performance of binary

RMFSK/FH as L varies. We observe that over the range of about Eb/Nj= 8 dB to

Eb/NJ= 3 9 dB, the optimum choice for the communicator is L=2 or 3 hops/bit.

However, outside this range L=1 is optimum. In no case does increasing L beyond

3 hops/bit improve the performance.

Figures 4.4-6 through 4.4-9 show the performance of RMFSK/FH when

M=4 and L=1,2,3, and 4, respectively. Again, the importance to the jammer of
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FIGURE 4.4-1 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR
INDIVIDUAL CHANNEL AGC RECEIVER WITH M = 2 AND L = I HOPS/SYMBOL,

2400 HOPPING SLOTS, AND E b/N = 13.352471 dB (FOR 10-5 BER WITH-
OUT JAMMING WHEN L = 1) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-3 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR

INDIVIDUAL CHANNEL AGC RECEIVER WITH M = 2 AND L = 3 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND Eb/No = 13.352471 dB (FOR 10-5 BER WITH-

OUT JAMMING WHEN L = 1) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-4 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR

INDIVIDUAL CHANNEL AGC RECEIVER WITH M = 2 AND L = 4 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND Eb/NO = 13.352471 dB (FOR 10- 5 BER WITH-

OUT JAMMING WHEN L = 1) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-5 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR
INDIVIDUAL CHANNEL AGC RECEIVER AND M = 2 WITH NUMBER OF HOPS/

SY11BOL L AS A PARAMETER IN PRESENCE OF WORST-CASE PARTIAL-BAND

NOISE JAMMING
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FIGURE 4.4-6 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR

INDIVIDUAL CHANNEL AGC RECEIVER WITH M = 4 AND L = 2 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND Eb/N0 = 10.606573 dB (FOR 10-5 BER WITH-

OUT JAMMING WHEN L = 1) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-7 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR

INDIVIDUAL CHANNEL AGC RECEIVER WITH M = 4 AND L = 2 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND Eb/N0 = 10.606573 dB (FOR 10- BER WITH-

OUT JAMMING WHEN L 1) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-8 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR

INDIVIDUAL CHANNEL AGC RECEIVER WITH M = 4 AND L = 3 HnPS/SYMBOL, ,,A

2400 HOPPING SLOTS, AND Eb/N0 = 10,606573 dB (FOR 10-5 /ER WITH-

OUT JAMMING WHEN L = 1) WITH JAMMING FRACTION y AS A PARANETER
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FIGURE 4.4-9 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR
INDIVIDUAL CHANNEL AGC RECEIVER WITH M = 4 AND L = 4 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND Eb/N0 = 10.606573 dB (FOR 10- BER WITh-

OUT JAMMING WHEN L = 1) WITH JAMMING FRACTION y AS A PARAMETER
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the correct selection of y stands out clearly. Figure 4,4-10 compares the

performance of 4-ary RMFSK/FH in worst-case partial-band noise jamming as

L varies. We see that for Eb/NJ in the range of about 7 to 36 dB, L=2 or 3

is optimum; elsewhere, L=1 is optimum.

Figures 4.4-11 through 4.4-14 show the curves for M=8 with y as a

parameter and L=1,2,3, and 4, respectively. Figure 4.4-15 shows performance

for M=8 with L as a parameter in worst-case partial-band noise jamming. Again,

from about Eb/NJ=5 dB to 35 dB the optimum L is 2 or 3, but elsewhere L=1 is

optimum.

Two important conclusions can be drawn from these curves:

The correct choice of fraction y is critical for the jammer;

The communicator can obtain only a small benefit by using

multiple hops/symbol, and then only over a limited range of

jamming conditions.

4.4.2 Numerical Results for Any-Channel-Jammed AGC (ACJ-AGC) Receiver

The numerical computations for the performance of the ACJ-AGC

receiver required the use of two alternative forms. We used (4.3-12) for

the computations, in conjunction with the computational techniques discussed

in Section 3.3. The switch-over criteria for choosing between series and

numerical integration were determined empirically. A listing of the computer

program for numerical computations is given in Appendix F and a listing of

the program which produced the plots is given in Appendix G. This latter

program is typical of the plotting programs for all receivers; for sake of

brevity only this one version of the plot program is included in our report.
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FIGURE 4.4-10 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR

INDIVIDUAL CHANNEL AGC RECEIVER AND M = 4 WITH NUMBER OF HOPS/

SYMBOL L AS A PARAMETER IN PRESENCE OF WORST-CASE PARTIAL-BAND

NOISE JAMMING
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FIGURE 4.4-11 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR

INDIVIDUAL CHANNEL AGC RECEIVER WITH M = 8 AND L 1 HOP/SYMBOL,

2400 HOPPING SLOTS, AND E IN 9.094011 dB
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OUT JAMMING WHEN L = 1) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-13 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR

INDIVIDUAL CHANNEL AGC RECEIVER WITH M = 8 AND L = 3 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND Eb/N0 = 9.094011 dB (FOR 10-5 BER WITH-

OUT JAMMING WHEN L = 1) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-14 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR

INDIVIDUAL CHANNEL AGC RECEIVER WITH M = 8 AND L = 4 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND Eb/N0 = 9.094011 dB (FOR 10-5 BER WITH-

OUT JAMMING WHEN L = 1) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-15 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR
INDIVIDUAL CHANNEL AGC RECEIVER AND M=8 WITH NUMBER OF HOPS/SYMBOL

AS A PARAMETER IN PRESENCE OF WORST-CASE PARTIAL-BAND NOISE JAMMING
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Figures 4.4-16 through 4.4-19 show the performance of the ACJ-AGC

receiver with M=2 for L=1,2,3, and 4 hops/bit, respectively. Figure 4.4-20

summarizes the performance in worst-case partial-band noise jamming with L

as a parameter. Again, we find a limited range, roughly 10 dB ' Eb/NJ ý 35 dB,

where the optimum diversity is L=2 or 3 hops per bit; elsewhere L=1 is

optimum.

Figures 4.4-21 through 4.4-24 show the performance of the ACJ-AGC

receiver with M=4 for L=1,2,3, and 4 hops/symbol, respectively. These curves

show the same general behavior as those for the other receivers. Figure

4.4-25 shows the performance in worst-case partial-band noise jamming with L

as a parameter. Again, we find a limited range where L=2 or 3 is optimum,

but elsewhere L=1 is optimum.

Finally, Figures 4.4-26 and 4.4-27 show the performance for M=8 and

L=1 and 2, respectively. Because of the large computer time required, L>2

was not considered for M=8. Figure 4.4-28 summarizes performance in worst-case

partial-band noise jamming. Again, there is a region where diversity (L=2)

offers some advantage.

In summary, a small amount of diversity (L=2 or 3) is of meaningful

benefit to RMFSK/FH over a limited range of signal-to-jamming ratios. However,

outside this range no diversity (L=1) gives better performance. In some cases,

e.g. Figure 4.4-20 for M=2, the penalty for using L=3 in the absence of jamming

is nearly the same as the benefit of using L=3 when Eb/N =25 dB.
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FIGURE 4.4-16 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR ANY-CHANNEL-JAMMED AGC RECEIVER WITH M=2 AND L=I HOP/SYMBOL,

2400 HOPPING SLOTS, AND Eb/NO 13.352471 dB (FOR 10- BER WITH-

OUT JAMMING WHEN L=1) WITH JAMMING FRACTION ,y AS A PARAMETER
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FIGURE 4.4-17 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

"FOR ANY-CHANNEL-JAMMED AGC RECEIVER WITH M=2 AND L=2 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND Eb/N0 = 13.352471 dB (FOR 10-5 BER WITH-

OUT JAMMING WHEN L=I) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-18 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMIING DENSITY RATIO

FOR ANY-CHANNEL .JAMMED AGC RECEIVER WITH M=2 AND L=3 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND E b/N 0 = 13.352471 dB (FOR 10- 5 BER WITH-

OUT JAMMING WHEN L-1) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-19 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR ANY-CHANNEL-JAMMED AGC RECEIVER WITH M-2 AND L=4 HOPS/SYMBOL,

A 2400 HOPPING SLOTS, AND Eb/No = 13.352471 dB (FOR 10-5 BER WITH-

OUT JAMMING WHEN L=I) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-20 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO
FOR ANY-CHANNEL-JAMMED AGC RECEIVER AND M=2 WITH NUMBER OF
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NOISE JAMMING
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FIGURE 4.4-21 BIT ERROR PR~OBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR ANY-CHANNEL-JAMMED AGC RECEIVER WITH M=4 AND L=1 HOP/SYMBOL,
2400 HOPPING SLOTS, AND Eb/N0 = 10.606573 dB (FOR 10-5 BERWIH

OUT JAMMING WHEN L:I) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-22 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO
FOR ANY-CHANNEL-JAMMED AGC RECEIVER WITH M=4 AND L=2 HOPS/SYMBOL,
2400 HOPPING SLOTS, AND Eb/No = 10.606573 dB (FOR 10. BER WITH-
OUT JAMMING WHEN L=1) WITH JAMMING FRACTION y AS A PARAMETER
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FIGURE 4.4-23 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMIhiG DENSITY RATIO
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FOR ANY-CHANNEL-JANMý- ;., .C RECEIVER WITH M.4 AND L=4 HOPS/SYMBOL,

2400 HOPPING SLOTS, AND E b/N = 10.606573 dB (FOR 10- BER WITH-

OUT JAMMING WHEN L=I) W TTH1 JAMMING FRACTION AS A PARAMETER
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FIGURE 4.4-25 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR ANY-CHANNEL-JAMMED AGC RECEIVER AND M=4 WITH NUMBER OF

HOPS/SYHlBOL AS A PARAMETER IN PRESENCE OF WORST-CASE PARTIAL-
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FIGURE 4.4-26 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO

FOR ANY-CHANNEL-JAMMED AGC RECEIVER WITH ,M-,8 AND L=I HOP/SYMBOL,

2400 HOPPING SLOTS, AND Eb/No = 9.094011 dB (FOR 10-5 BER WITH-

OUT JAMMING WHEN L=I) WITH JAMMING FRACTION f AS A PARAMETER
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FIGURE 4.4-27 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR

ANY-CHANNEL-JAMMED AGC RECEIVER WITH M=8 AND L=2 HOPS/SYMBOL,

2V'00 HOPPING SLOTS, AND Eb/No = 9.094011 dB (FOR 10-5 ER WITHOUT

JMMING WHEN L=1) WITH JAMMING FRACTION y AS A PARAMETER
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5.0 FH/RMFSK PERFORMANCE USING CLIPPER RECEIVER

We now undertake analysis of a third type of ECCM receiver

for FH/RMFSK, in which the effect of jamming on the symbol decision is

reduced by soft-limiting or clipping the per-hop symbol decision variables

{zmk ;m=1,2,...,M;k=1,2,...,L}. The receiver structure is diagrammed in Figure

5.0-1. In each of the M dehopped symbol channels, the square-law envelope

detector samples are clipped at some level n prior to summing to perform

the symbol decision. Because the contribution of a jammed hop to the

decision variables is at most r , no matter how strong the jammer noise

power, it is expected that an improved performance will result. The

clipping threshold n is to be chosen to minimize the error probability

when there is no jamming.

In previous analyses of the clipper receiver (for conventional

FH/MFSK) we had employed a numerical convolution technique to obtain

the distributions of the decision variables. Here we shall obtain the

needed probability density functions (pdf's) directly, through analysis.

5.1 DISTRIBUTIONS OF THE DECISION VARIABLES

We first discuss the general form for the pdf of the sum of

clipped square-law envelope detector samples, then apply this form to non-

signal and signal channels.

5.1.1 General Form of the pdf.

If the input to a clipper with clipping level n has the pdf

fl(x),x•O, then the output has the pdf

fl(x) + q 6(x-r!) O x r,

1 0, otherwise; (5.1-Ia)
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where

Pr{input>n}= fda fl(•) (5.1-Ib)
'Vn

This fact is illustrated by figure 5.1-1.

Now, since individual hops are jammed independently and in any

combination, we introduce the notations

SfL(x;z) non-delta function part of the
pdf for the sum of L clipped (5.1-2a)
samples when Z hops in that
channel are jammed.

q0 = Pr{one sample>nl not jammed} (5.1-2b)

q, = Prfone sample>nl jammed}. (5.1-2c)

Note that it is sufficient to specify only k , the number of hops jammed; the

order in which the jamming occurs does not affect the sum. Using this
notation, the pdf for a single clipped envelope sample is

p=(x;O) fI(x;0) + q, 6(x-q) , hop not jammed; (5.1-3a)

Pl(x;l) = f 1 (x;l) + ql 6(x-ri) , hop jammed; (5.1-3b)

and it is understood that the pdf is zero outside the interval O0x~n.

For Z hops jammed, the pdf of the sum of L clipped samples can be

expressed as the convolution

p1 (x;O)*P 1 (x;O)*... *P (x;0)*P1 (x;1)*... P(X;l). (5.1-4)

L-k pdf's k pdf's

Thus we have the following general expressions for the sum's pdf for L=2 to 4:
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p2(x;O) =f-(xO) + q `x-2n~) , Omx<2n; (5. 1-5a)

where ( x

f2(X; J Jodw fj(x-wO)fj(w;O), O~x~ri;

f2 (xfO) I fw f'1(x-w;O)fl(w;O) (5.1-5b)

+ 2qofl(x-n;O) , rx2ri.

p2(x;l) f2(x;1) + qoq.1 z(x-2n) , Q,<x,<2T; (5.1-6a)

where

0

f2(X;l) dwf,(x-w;1)f1(w;O) (5.1-6b)

+ q~f,(x-rn;1) + qlfl (x-rn;Q), rw~xý 2n

p,(x;2) =f,(x;2) + q .1(x-2n) , 0x,2;(5.1-7a)

where

f2(X;2) '= f,(xw1) f,(W1) (5.1-7b)
x-n

+ 2q~fl(x-n;1) , ný-xý2 n.

P3(X;O) =f 3(X;O) + q 3 (x-3T,) , Oxx<3rJ; (5.1-8a)

where

fxdwfl(XWO) f2(W;O) ,"X'l

3kx~o) jdw fif x -w;O0) f (w;O0)

X-rr
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and

fdw f1(x-w;O)f,(w;O)

f3(x;O) -1+o (-~) (5.1-8c)

+qo~f1(x-2n;O) , 2n:5xý 3n

pslx;1) f3(x;1) + q'q,,ý(x-3n)) , O,<xc,3r; (5.1-9a)

where

fxfdw f1(X-W;1) f2(W;O), OýX<n

fX f1(x-w;1)f2(w;O)

+ qlf2(x-ri;O), p)ýx<2n

f3 (X;1) (5.1-9b)

idw f1(x-w;1)f2(w;O)
X- 11

+ qlf 2.(x-n;O)

+o qf(x-2q;i) '2n~x,<3r

p3(x;2) f3(X;2) + qoq"6(x-3n), O:ýx,3n; (5.1-10a)
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* where

fdw fl(X-W;O)f2 (w;2) , ý~n
0

x-

+q~f2(X-Tn;2) qr,<X2i (5.1-l0b)

f3(X;2)

fdw f~-;~2w2

+ qof 2(x-n;2)

A ~+ qlf1 (X-2n;O) 
2n,<X: 3n.

PjX;3) =f 3(X;3) + q35e(X-3d~, O<X<3r1 ; 51-a

where

fdw f1(X-W;l)f2(w;2) ,~~n

0

dwf (x-w;l)f-.(w;2)1

x-n)

+ qlf,(x-n;2) , n ,n(5.1-11b)

f 3 (X,,3) 2f

fdw fl(x-w;1)f,(w;2)

+ qi~f2(x-n;2)
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p(X;O) f1.(X;Q) + q 46( x-4), Osxm4r; (5.1-12a)

where

fdw fl(X-W;O)f3(W;O) , Q-X<r;

x

fdw fl(X-W;O)f3(W;Q)

+ q~f3(X-n;Q), n,<x<3n (5.1-12b)

fi(x;O)

Jd f1(X-W;O)f3(w;O)
x-n

+ qof 3(x-n;O)

0 qlfl(x-3n;O) , 3ns-Xý 4n.

P4(X;l) f4(X;1) + qlq 15(x-4n), O,<xj4n; (5.1-13a)

where

f dw fl(x-w;1)f 3(w;O) , ýýýý
0

dw fl(X-W;1)f 3(w;O)

f4(x~~~l) ~+ qjf'(x-n;O) ý<n(513b

0 q~fj(x-3n;1) , ryx<4r).
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P4(x;2) =f4.(X;2) + qoq,6(x-4n), O~xs4ri; (5.1-14a)

where

fXd f,(x-w;2)f2(W;O) 0,<OX< 2n;

(2l
Idw f2(x-w;2)f2(W;Q) (5.1-14b)'

f4(x;2) J
x-2n

"+ q 2f2_(x-2n;2)

"+ qjf 2(x-2n;Q), 2nsx:54n.

3
P4(x;3) = f4(x;3) + qoq,6(x-4n) , Osxs4rj; (5.1-15a)

where

f wfl(X-W;O)f3(w;3) 0,<x

ox

fX-
f4(x;3) =+ q~f'3(X-n;3), nsx<3rn; (5.1-15b~

J dw fl(x-w;Q)f,(w;3)

+ q~f3(x-n;3)

+ qjfj(x-3n;O) 3risx:4n.

P41x;4) =f 4(x;4) + q 46(x-4n) , O~xs4n;(516a
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x

dw f 1 (x-w;1)f 3 (w;3) ,Oýx<;

Xdw fl(x-w;l)f3(w;3)

x-n
+ qlf 3 (x-n;3) , 9ýX<3q

f4(x;4) (5.1-16b)

•. !dW fl(X-W;l)f3(w;3)

+ qlf 3 (x-n;3)

+ q f,(x-3n;1) 3,3xs4n.

5.1.2 Non-Signal Channel pdf.

Assuming without loss of generality that the received signal power

S is present in the first (m=1) of M dehopped symbol frequency channels, the

remaining channels (m=2,3,...,M) contain only background noise and possibly

jamming noise. The samples of the square-law envelope detectors in these

channels are independent chi-squared random variables with two degrees of

freedom, multiplied by 2 where•mk '

mk •2 = NoB, hop not jammed
2 NI • ( 5 .1 - 1 7 )
.k T (No+N /y)B, hop jammed.

T 0
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Consequently, the pdf of the unclipped samples is

1 -X/20 2
f,(x) W -m e mk , x>:0;

amk

(a e-ax , x>,0, hop not jammed;
=b e-bx , x>,O, hop jammed; (5.1-18a)

using

a H I/2CF2 I b =- 1/2a2. (5.1-18b)

Also, we have from (5.1-2b and c)

q0 = e-an q, = e-bn (5.1-19)

In order to distinguish the non-signal channel pdf's from that of the signal

channel, we adopt the notation

gL(x;t) = fL(x;Z,S=0) (5.1-20)

for the non-delta function part of the pdf of the sum of L clipped samples

when z hops in that channel are jammed. Thus we have for channels {m:m>2},

the sum pdf

pzm(XW = gL(x;Pm) + (qo) m (ql) m 6(x-Ln), 0.<x.<Ln; (5.1-21)

|0, otherwise.

Substituting (5.1-18) in the general convolutional formulas in

Section 5.1.1 yields the pdf's listed in Table 5.1-1 for L=1 to 3.
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In the conditional probability of error expression,

Ps(elk,L) = 1 - E z 1 l 7Pr{z<zi1z'L} (5.1-22)

the cumulative distribution function for the non-signal channels is needed,

written

G GL(x;z) - Prlzm<Xlz,Ll. (5.1-23)

This function is given in Table 5.1-2 for L=1 to 3.

5.1.3 Signal Channel pdf

The samples of the square-law envelope detector in the signal

channel are independent noncentral chi-squared random variables with two

degrees of freedom, multiplied by ak, and with noncentrality parameters

k 2S/012 f2S/c = 2P N , hop not jammed (5.1-24)S2S/ 0 2 2 T , hop jammed.

Consequently the pdf of the unclipped samples is

f 1(x) : • e I0( 2 ol5k)
2•k

aL (x+2S)/kSe-ab(x+2S) 1 (2aV2x), x>1O, hop not jammed; (5.1-25)

b e{ x+ I ( 2bv.Sx), x>,O, hop jammed;
0

where a and b are given by (5.1-18b). To distinguish the signal case from

the non-signal case, the q 0 and q, defined by (5.1-2) will be written in the

upper case; the values are
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Q0 = Pr{zik>nl not jammed}

= Q (2-ýa, ý2a, (5.1-26a)

and

Q, = Pr{zlk>"ljammed}

= Q (2-• ,/- ), (5. -26b)

where Q(x,y) is Marcum's Q-function.

For the sum of clipped samples, the pdf is

(x) = fL(x; zl) + W O L' z (QL-z) -6(x-Ln) , Ox•Ln;

0, otherwise.

Substituting (5.1-25) in the general convolutional formulas in Section

5.1.1 yields the pdf's listed in Table 5.1-3 for L=1, 2 and Table 5.1-4 for

L=3.

5.2 ERROR PROBABILITY FORMULATION

Having the pdf's for the FH/RMFSK clip-and-sum decision variables

{Zm}, we can formulate the probability of error.

5.2.1 Conditional Probability of Error.

The probability of symbol error, conditioned on the jamminq event

z =(k1,£•,...,ZM) where zm is the number of hops jammed (out of L hops) in

"channel m, can be expressed as parametric in n, the clipping threshold, by
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TABLE 5.1-4 SIGNAL CHANNEL PROBABILITY DENSITY FUNCTIONS, L =3

3 0 (ax,'6S) e- a(x+ 6S) 1 (2 WýiS). 0 <x <n; 0. x 53n., x 'c0

~- Q6I~-n)S ax-~4S 1 U4aS(x-n)) + ½a2e- clwýw/S I (4aVi~w)1 0 2Jl~ )

+ a3 e-a(x+6Sfn Xdw 10(2za-VS -wi~f, dz 10(2 a"V-2z) 1 0(2aI2S (w- z)) . n x - 2-;

3Qea(x-2n+2S),0 ?VSx 2 )

3aQ e- 0(x+s 2aV S w I0 2V-)I 0 2vT) -

3b~(a Q b0)e fX dw 1(bW\7 0 (a '2VS ' . w) ) 1 0 (2a V2S 0w -i ax-4 0, + Q3 ,(x-0n

+ 2a'Q -a~(x+6S ,)r(aw1 b)2iF5 -T ~w )1w n2i1)0 (2bV2Szx'-w) 0 (2aVb(.-zý r x<3)

e bbx -(2a+b)2S e a-b) w 0 2V~w) zI(a~ (
L x a'L e J dW 0I f ý2 1S,4a) r) _ - x 2-; ,x < 0

baQ ~ ebxl+S)0 2a~ (x-n 2rS) ) a 0 1  -x(x.2r+ 2 )(2 n -- (a-b)

a2Q1r5/ ea(I 4aliS Sx dw r.(a~) ) +1Abe(wVaV- II 2b25x))

-b~x-,.)-a+b)2S 2 X- -(a-b)w
+ 2abQ 0 e' f w10(iE )10(b2~--) e-

+a bxeb (2a+b)2j dw e(ab)w I(b/s)~ - -2V~) 0

2n x 3,

3+am 2as orQ.=0 .bt eit af -replace by (bV -d ) Q 0 (areplaced ) by '-~

+ a~ e-'-(2ab)2 n 5-17w
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Ps(e;njL,2,) = I - Pr{C = correct decision;niL,Z}. (5.2-1)

Since there is clipping, there is a finite probability that one or more

of the {zm} are equal to L . Thus an appropriate formulation, assuming

a randomized decision rule, is

M

Pr{C;nIL,zj} = Pr{C and (p channels = Ln);njL,z1}

M p=O

=n__•Pr{C and (p channels=Ln, including signal channel);nIL,z}

= Pr{C and no channels=Ln;nIL,t)

+ Z Pr{C and (signal channel=Ln) and (p non-signal channels=Ln);

nIL,z_}. (5.2-2)

The first term in (5.2-2) is
Ln

Sodx f L(x;zi)-l G L (X;tM) ,(5.2-3)

Sm=2
where fL(x;tl) is the non-delta function part of the signal channel's pdf,

and GL(X;zm), m•2, is the cumulative distribution function for the non-signal

channels. (We assume without loss of generality that the signal channel is

the first one, i.e., m=1.) The sum in (5.2-2) can be expanded as

M-1

T Pr{C;nl(z1=Ln) and (p non-signal channels=Ln); Lz}
p=O

"• Pr{p non-signal channels=LnIL,Z 2,. .. ,tm.

". Pr{zl= LnIL, z}

M-1
= Z P-1Pr{p non-signal channels=nIL,Z 2,. ... M Z PIL(), (5.2.4a)

p=5
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4-

and we use P IL(zi) - Q0'QI. (5.2-4b)

Using a similar notation, the probability of a non-signal

channel's being equal to Ln, i.e., Zm=Ln for m>,2, is

P ) -q q = e m m (5.2-5)

Q2L m 0

"Now, there are Mp1]) ways for p of the M-1 non-signal channels to be

selected as either zm=Ln or z <Lq. However, it is necessary to account for
m m

the fact that these channels may have different numbers of hops jammed,

k M, Let

1 if zm Ln (5.2-6)

0 if z Ln

using this indicator variable, and the vector

_ ( ,(5.2-7)

we can write

Pr{p non-signal channels = LnqL,z 2 ,...,zM}

M

- V mP2L(zm) + (!-'M) 1_P2L( m)' ( 'p) (5.2-8a)

Sm=2' m

where
i, p=n6(n,p) (5.2-8b)

O, p n.
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For example, if all the non-signal channels have the same

number of jammed hops, 2m=L, then (5.2-8a) is evaluated as

[P2L( )]p [1-P2L(-Z)Jm-l-p E. 6(FmVm'p)

- (M1)[ ]P2(J Ii1-P2L(2)W 1- (5.2-9)

Pv

Substituting (5.2-8) and (5.2-3) into the error expression

results in

P dx fL(x;9.) L(X;G )
e 1=2 (5.2-10),

M-1 M

ILU Z + p YL iTA ~P2L (z m + (1m)[ 2L A(zmI *"(m'P
p=O v m=2 m

5.2.1.1 Special case: L=1 (one hop/symbol).

For L=1, we have

f1 (x;z 1 ) = c ,e, .x+2s)I(2cyfT.); (5.2-11)

using la if zm = 0

u gif m =1; (5.2-12)

P2 1 (m) = e-cmn ; (5.2-13)

and
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,m GL(X;m = m2 (l-e-cx)

L m m

= (l-bx) M-i-nf
Sno M-I-nQ (n)--1n

E M- n0  (MZIrn)k (r)k+r e-(ka+rb)x (5.2-14a)

k0O r=0

04 where

n0f - #0•m = 0, m>2), (5.2-14b)

that is, n0 is the number of unjammed, non-signal channels. Substituting in

the error expression (5.2-10) results in

no M-1-no+

e z I s (na) (Mk-flu) (-1)k+r+l!.•.k=O r=O

k+r>O

f. dx c ecs(ci+ka+rb)x I(2czv Sx)+ Q+ I

0

M- 1
•+p ý(2v-1) + 1-v 6( E vm,p). .2-

p=O v m=2 m

"The integral equals

____I_ -(ka+rb)2c S r / CI

C1+ka+rb exp cI+ka+rb- I - +rb ;2(C 1+ka+rbc1+ka~rb +k- ,b
(5.2-16)

Also, since zm 0 or 1 when L =1, the last term can be written
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M-1(I(o __1 ,, no)(M-l'no1 e-PI(a-b)n-pbn

SQ(2V-7 v--,( "Ts' n Z l1+p Po P- P

p=O Po=Pmi n

x (1-e-an)n°-p° (1-e b) M-1"n°-(p') (5.2-1)

where

Pmin = max[O,p-(M-1-no)] , Pmax = min(p,no) (5.2-1i

For example, if M=2, (5.2-15) becomes, since no= 0 or 1

(no

Pb(e;n~l,z_) = 92 • e -2bc 1 S [ - 4c- S (c+b)

+ (e;n1-) -ci exp 0-Q 1 4b "2 (cl+a) n)]

1 c1+a \ c-+a

-Q(2.c-1,/I12~
7c) 92 - [1-e brn + I~ e -b]

+ (1-Z-2) 1 [1-ean + 1- e'an]l

+ Q(2 vfI_1S, V- T(5.2-18~

5.2.1.2 Special case: z = 0 (no jamming).

For this case, we substitute £ = 0 in (5.2-10) to get
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, %s(e;njL,C) : I - dx fL(x;O)GL(x;O)]
0

M-1 (11eLan
Q L Z 1+(M_ 1) e-Lpan( )M-l-p0o+ (5.2-19a)

p=O

01 1 M - _Jk+l 1n

k=1 ~f~ dx -G(X;0)[1G;)FL
+ Q0

L eLan r eLan)M-Qo • M [ i- -. (5.2-19b)

Now, I-GL(x;O) in the integral has the form (see Tables 5.1-3 and 5.1-4)

1, x<0;

1-GL(x;O) = e-ax h(x-rn), rn.x<(r+I)n, r=0,1,2,...,L-1;

0, x>Ln; (5.2-20)

where hr (x) is an (L-1) degree polynomial. Using this form, the integral

in (5.2-19) becomes

L-1 r(r+1)ri k -kax

Z :j dx fL(x. 0))[ hr(x-rn)] e
S~r=O rn

L-1

-1 Z f dx fL(x+rn;O) [hr(x)]ke-ka(x+rn) (5.2-21)

r=050
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Noting also from Tables 5.1-5 and 5.1-6 that the signal channel

pdf can be written

fL(x;0) = eax v (x-rn), r=o,!,... ,L-1, (5.2-24

we further manipulate (5.2-21) to obtain

L-1I
e"(k+l)ra dx e(k+l)ax v(x)[. hr(x)]k. (5.2-21

r=O 0

For example, if L=1, then h 0(x)=-1 and

Vo(x) a e 2aS lo(2a 2/x ), giving for (5.2-23) the value

l- exp - 2k+S ( 2a(k+l)nTl (5.2-24

and

(e;njl,O) ( -) exp (-)1-Q + 4aS 72a(k+1)rJ.
k1 k, k+1 exp K k-kak=l

ea T
Lo -oT[1 _ (1-e-ar,, P] 5.-23

5.2.2 Total Probability of Error

For a given number of hops/symbol, L, the total symbol probability

of error is

P s(e;nL) = Pr{j Ps (e;n1L,z); (5.2-26

5,
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the bit error probability is

Pb(e;nL) = M-- P(e;nL). (5.2-27)

5.2.2.1 Choice of clipping threshold.

The procedure we have adopted for choosing n, the clipping

threshold, is the following: choose n to minimize the error probability

when there is no jamming. That is,

_n* : min Ps(e;nIL,0). (5.2-28)

n

Differentiation of the error expression (5.2-19a) gives an equation for the

optimum n thus defined. This equation may be written

f fL(Ltn;O) (i - e-Lan )M-I

+ • / dx "s-- 1 fL(x+rn;o) [GL(x+rn;01_MI1

r=l
L-1 eLan

+ L Q0  f 1 (;o) M I )-(]

0 ML eLan 1 - (1-e- Lan )M -Me-Lan( 1-e-Lan )M-1 (5.2-29)

For L=1, the second term is zero and the equation can be put in the form

fQa f (n;0)1I I + (M-l)e-an (1 -e an)M -1 _ (5.2-30)
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this partial derivative with respect to n is negative, indicating the

error decreases as n increases, indefinitely.* Thus for L=1 the optimum

threshold is infinite (no clipping):

rn*(L=l) -=. (5.2-31)

For L>1, it is not feasible to find the optimum threshold by differentiation;

it must be done numerically.

5.2.2.2 Total error for L=1.

Since the optimum threshold for L=1 is n* -' •, we may express

the total error probability by using (5.2-15) to obtain

P no M-1M-1-n o 1 k+r+1

Pb(e;Ll) = Z 7- pr{_j L 0 (-1)

2_ k=O r=O
k+r>O

"_ 1Cl__ -(ka+rb)2cIS -
c1+ka+rb exp clka+rb (5.2-32a)

where c1 = (1-zl)a+ •21b (5.2-32b)

M

and no = M-1 - Z Zm" (5.2-32c)

m=2

This, of course, gives exactly the same performance as the

other receiver processing schemes for L=1.

T--'e lastfa-ctor in (5.2-30) can be recognized as the quantity

MI (MM) (1-e e)n m e-ma 0. The second factor is always positive
m=2

since aQ 0 = f j (n;0) + exp{-a(2S+r,) Z a(2S/9) k Ik(2a .
k>1
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15.3 NUMERICAL RESULTS

In this section we present some numerical results for the clipper

receiver's performance. These results are less voluminous than those obtained

for other receivers because of the extremely long computer run times for the

clipper equations.*

Two stages of computation are required for the clipper receiver.

First, the optimum clipping level in the absence of jamming, n0ou, must be

found by a numerical search. Then this value must be used in computing the

jammed performance. Whenever L, M, or Eb/N0 changes the optimum clipping level

must be recomputed.

The many numerical integrations required to evaluate (5.2-10) using

the forms for fL(x;•z) from Tables 5.1-3 and 5.1-4 and for GL(x;0) from Table

5.1-2 result in very lengthy computations. Consider, for example, the case of

M=4, L=2, in which the numerical integrations which are required have the

structure

I- [ff 1 g +f (f 2 + ff 3 )g], •:z 0 or z, = 2 (5.3-la)

1 f[ I f f 2 g + f (f3 + ff4)g] i 1 (5.3-1b)

where g is a function of 9.2. Each conditional error probability involves one

or two double integrations which must be evaluated numerically to sufficient
V.'

accuracy as to leave several significant digits after subtracting from 1. This

subtractive cancellation problem is especially severe for high Eb/NJ when P(e)

is small.

For L=3 the situation is even worse, for the numerical integrations

take the forms

*It has been noted that for L=1 and any M value, the clipper receiver with
optimum threshold is merely a conventional receiver, since that threshold is
infinite for L>1. Thus the results computed previously for L=1 apply to this
Section as well. 5-27
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1-If fig + f[f1 + ff 2 + f(faff)]g + f[f 5 + ff6 + f(f 7 ff)]g('

Z, = 0 or z, = 3 (5.3-2a)

1 f (f f1 )g + f[f2 + ff + ff4 + ffY(ff)]g

+ f[f7 + ff8 + ff9 + ff10(ff11 )]g , = 1 or = 2 (5.3-2b)

which results in a worst-case of 2 one-dimensional integrations, 5 two-dimensional

integrations, and 2 three-dimensional integrations to be performed numerically.

The inner-most integrals must be evaluated to very high precision in order to

evaluate the outer integrals to sufficient precision so as to reduce subtractive

cancellation to acceptable levels. The result is a very slow computer program.

Under these conditions, the available computational facilities (a

PDP-11/44 minicomputer) restricted the number of performance curves we were

able to generate.

5.3.1 The Optimum Threshold Setting.

The optimum clipping threshold no is defined as the level n which

minimizes the bit error probability in the absence of jamming. This is

accomplished by the first part of the computer programs for calculating the

performance in partial-band noise jamming. The thresholds are normalized by the

thermal noise density; thus we actually find n0/2c 2. The optimum thresholds

found by the computer programs given in appendices H (for M=2, L=2), I (for M=4,

L=2), and J (for M=2 or 4, L=3) are given in Table 5.3-1.
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TABLE 5.3-1

OPTIMUM NORMALIZED CLIPPING THRESHOLD no/2a2
N

M
L 2 4 8

(Eb/N0 = 13.35247 dB) (Eb/NO = 10.60657 dB) (Eb/No = 9.09401 dB)

2 10.20 10.55 10.89

3 7.91 8.15

We note that in terms of signal power no = (1.89S, 1.83$, 1.79S)

for L=2 and M=(2,4,8); no = (2.19S, 2.13S) for L=3 and M=(2,4). The threshold

is almost a function only of S, L, and M.
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5.3.2 Probability of Bit Error.

For M=2 and L=2, the computations using the program given in

Appendix H were sufficiently rapid to permit obtaining a full set of curves

for jamming fractions from y = 0.001 through y = 1.0, as shown in Figure 5.3-1.

For M=4 and L=2, the computations were much slower, due to the

increased number of jamming events and the need to-compute products of the

function GL(X). Therefore, the program in Appendix I was used to search for

the optimum value of y for each value of Eb/NJ. To aid the speed of the search,

we used the a priori knowledge that yopt = 1/N where N is the number of hopping

slots when E biJ ;s very high, and that yopt increases as Eb/NJ decreases.

Thus the computations started at Eb/NJ = 50 dB and decreased (in rather large

steps to conserve computer time) to 0 dB. The result is the curve of Pb(e) vs.

Eb/NJ in worst-case partial-band noise jamming as shown for M=4 in Figure 5.3-2.

For comparison, the envelope of the curves from Figure 5.3-1 is shown in

Figure 5.3-2. We see that M=4 FH/RMFSK is about 2 dB better than M=2 FH/RMFSK

in strong jamming.

Selected runs for M=8 and L=2 with Eb/No=9 .0 9 dB were made in order to

examine the dependence of the worst-case jamming performance upon M. These runs

yielded the threshold shown in Table 5.3-1 and the following points for Y=0.01:

[Eb/NJ, P(e)] = [15, 8.963(-4)], [20, 4.680(-4)], [22.5, 2.604(-4)], [25, 1.286

(-4)], [-, 3.91(-5)]. From these points, a curve for Y=0.01 was constructed,

and the inflection point was taken to be a point on the worst-case jamming curve.

This point, estimated as the 22.5 dB point given above, is shown on Figure 5.3-2.
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Although the program given in Appendix J contains code to

compute Pb(e) as well as no/202, excessive run time (nearly 8 hours to

obtain just no/2a2), prevented us from allowing it to run to completion

to obtain performance curves for the case L=3 hops per symbol.

5-31
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M=2 L=2

1. 0 Eb/No= 13. 352471 dB
2400 SLOTS

y0.5 CLIPPER

--

y =0.2

0

So.1

W, ýy = 0.05

m

U-0

I--

m
I I

h 00 0. 01

"BIT E0. 005

---y: 0. 001

"DI D~O 10.00 20.00O 301. 00 4b. 00 50.00O
BIT ENERGY TO JAMMING DENSITY RATIO (dB)

FIGURE 5.3-1 PERFORMANCE OF CLIPPER RECEIVER FOR FH/RMFSK WITH M=2, L=2

HOPS/SYMBOL, AND Eb/No = 13.35247 dB (FOR Pb(e) = 10-5 IN

THE ABSENCE OF JAMMING WHEN L=I)

5-32



= 2, 2400 SLOTS

CLIPPER RECEIVER

OPTIMUM n

FH/RMFSK IN WORST-CASE
PBNJ

c:) M 2
(Eb/No = 13.35247 dB)

I--

M 4
,(Eb/No=

C0 10.60657 dB)

F-J

CD

ne

M= 8
(Eb/N0A 9.09 dB)

(one point)

0.00 10.00 20.00 30.00 40.00 50.00

BIT ENERGY TO JAMMING DENSITY RATIO (dB)
FIGURE 5.3-2 PERFORMANCE OF CLIPPER RECEIVER FOR FH/RMFSK WHEN L=2 HOPS/

SYMBOL WITH M AS A PARAMETER AND Eb/N0 CORRESPONDING TO

Pb(e) z 10-5 IN THE ABSENCE OF JAMMING (WHEN L=1 HOP/SYMBOL)
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6.0 FH/RMFSK PERFORMANCE USING SQUARE-LAW SELF-NORMALIZING RECEIVER

The ECCM weighting schemes which make the (ideal) AGC and clipper

soft-decision receivers for FH/MFSK and FH/RMFSK work depend upon a priori

knowledge of system parameters, or else real-time measurements. (The

feasibility of these measurements is discussed in a later section.) It is

evident that the clipper strategy, which requires setting an SNR-dependenit

threshold, would be easier to implement than the AGC receiver, which requires

detection of which hops are jammed and knowledge or measurement of thermal

noise and jamming noise levels. Meanwhile we have seen that the hard-decision

receiver accomplishes a form of ECCM protection, much in the manner of the clipper

receiver - the jammed hops are prevented from dominating the decision. If there

is sufficient SNR, one might well choose then to employ the hard-decision scheme,

since it does not require any a priori knowledge or measurements.

In this section we consider soft-decision weighting schemes which

are not predicatedon using signal or noise parameters. In particular, we find

the FH/RMFSK performance of a "self-normalizing" receiver in partial-band noise

jamming.

6.1 THE SELF-NORMALIZATION SCHEME

The general FH/RMFSK soft-decision receiver shown in Figure 2.2-1

is rendered what we call the "self-normalizing" (SNORM) receiver by use of the

weighting function

x/
Znmk = f(xmk) (6.+ -1)x + + . + X

1k 2k MXk

6-1
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That is, on each hop (indexed by k, k=1,2,...,L), the squared envelope samples

in each channel (m=1,2,..,M) are normalized (divided) by their sum. In this

manner, hops which are jammed in one or more MFSK slots can be expected to be

weighted less than unjammed hops.

Thus the decision variables for the SNORM receiver are

L

Z = Z Zmk

k=1

L

k Z kmk (6.1-2a)
k=1

where

k=k . (6. 1-2b)
m=1

6.1.1 Single-hop Distribution of Decision Variables.

With the FH/RMFSK hopping scheme, any, none, or all of the channels

can be jammed on a particular hop. Using u mk 2 for the square-law envelopemk mk

samples and

a 1 I/2a2

b 1/2a, (6.1-3)

for a general one-hop jamming event, we can write (assuming the signal is in

channel 1)

Pu 1(;cl) = e-clal 01 02 QVoTloC), a>Q; (6.1-4a)
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and

Pu (;c M) = Cme m . m=2,...,M;a>O; (0.l-;b)

where

Sla, channel not jammed
Cm b, channel jammed, m=1,2,...,M.

Thus the joint pdf for the square-law envelope detector samples is, conditioned

on the jamming,

M~~~PR(al"", •M¶Cl,'. M = ClC2 "'.cM exp 'PI- __Cm, 1(2,•-lX ~)

Om 4. (6.1-5)

By a change of variables,

u1 =z

U1+U2 = (Z+Z2)

k k (6.1-6)

Si= 
i=1

ui1+u2+.'+UM ,

we can express the joint pdf of {ZlZ 2 ,...,ZM. 1 by, using c (clc 2 ,...,cM)9

M- 1

Al c"rt2~ c4M- ~ fd M-1 P[ýa1.C2' ... ýM-1! E~ - r 'm]
0 m=1

6-3
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1 2' -Pf dý expM- 1
Ic m= 1

(M1!e -P1 lTCM c 11,11

[CM + T (Cm-m~C)a [ C M + t (cm M-Yam(617

In this development we used equations 6.643.2 and 9.220.2 from [3); 1F I(a;b,x)

is the confluent hypergeometric function.

Note that a~m does not appear in (6.1-7). This occurrence is due

to the fact that there are now only M-1 dependent random variables; the value

of the Mth channel variable is completely determined by the others. This

fact can be made explicit by writing (using all variables)

Pz(,9c2 9O 0= p z(ala ...9 'AM_11) E m 6(~ 1)(618

Also, we note that the domains of these variables are interdependent:

O~m

o <. z.i + z < 1 (all pairs)

o < z. + Z+ Zk < 1 (all triples) (6.1-9)

0 1+ 2+ . + Z M 1

M

L Zm~l
m= 1

6-4
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This interdependence of finite domains makes analysis and computation difficult,

as will be seen below.

6.1.2 Alternate Forms.

By using the identity

1F1 (M;1;x) = eX1FI(1-M;1;-x)

= exM.l(-X) , (6.1-10)

where]n?(x) is the Laguerre polynomial, we realize that the joint pdf given

in (6.1-7) has the form of an exponential times an (M-1)-degree polynomial

in x(a), divided by an M-degree polynomial in y(a):

const.eX()_1 [-x(s)]
Pzc) ( L)] a( m1) (6.1-11a)

where

x(a) c C11 i1 1 /y(ct) (6.1-11b)

M-1
y(a) c cM + . (Cm-cM))m (6.1-11c)

m= 1
and

-PI M
const = (M-1)!e "l-cm. (6.1-11d)

m=1
A somewhat simpler form results from recognizing that [3,

equation 8.970.11
1 ex M-1

Ml(X) e x d e-X xM (6.1-12)
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Applying this relation results in

ITc - M-1I M

[Z( m M e M-1 P-1 e 6(E m1). (6.1-13)[7- Cmam D PI m
[Zrcm M

6.1.2.1 Special case: M=2 (binary).

The various general expressions for the joint pdf reduce to the

following ones for M=2:
-Pl cIIc 2 e + kP2-1

p (0 1 a2Ic1 c2) 2 12F (2;1; c + c (a(1 +a 2-1)
(cI 1cx + c2 2 )2  Clc 1  20'2  (6.1-14a)

c c2e exp c 1P 21 1 + cIPICI ]6122 + +(Cc C 16 (a1+a2-1)
c2 + (c 1-c 2 )l 1212 + 21

(6.1-14b)

c c2  01 exp 6 ( a+ •2-1) (6.1-14c)

[c2 + (c -c )CI,2  jji c 2 +(c 1-c2)c01 l1 ~2

with

0 .< a1 1 , 0 a •2 = - 1 " . (6.1-14d)

6.1.2.2 Special case: no jamming.

For no jamming, c1=c2= ... =cM (also true for all channels jammed),

the general pdf reduces to

pz (aIc 1=c2= .=CM)=- (M-1)!e"P IIF(M1 K ;p1Ia) 6(- T. m-1) (6.1-15a)

m

"m1+ m1(6.1-15b)= (M-W) e- -PMI(-PIal) 6( T" am-1)(.-1b
m

"Pi aM' M-16= e M-1 P, e •(' m1'(6.1-15c)
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6.1.3 Conditional pdf's for M=2.

We now show the explicit expressions for the decision variable for

the binary case; there is only one decision variable z-z 1 since z2 = 1 - z .

6.1.3.1 Single hop/bit case (L=1).

As far as computation of error probabilities is concerned, the L=1

case of the SNORM receiver pdf's is not needed since the normalization does

not affect the outcome of the decision; we know in advance that the result will

be the same as if no normalization were employed. However, to go on to the L=2

case, we need the L=1 pdf's.

Using K = - 2 /0 2  as in previous analyses, the pdf's conditioned
T N

on the possible jamming events v = (v1 ,v 2 ) are as follows:

p1 [zlv : (0,0)] = e N1F1(2;1;pNZ) (6.1-16a)

= e'PN+PNZ ) (6.1-16b)

p1 - N F 1(2= K 1e (;N; K-(6.1-17a)

K e ]2 exp 'l+ K- ll- z K-1 + K -l Z/ (6 .1-17t'[i + (K-1)z 1

""KeN eT F (2(1 +TZ

[1 + (K-1)z]2  1 K-(K-1)z j K1 (6.1-18a)
P1 zvc9 ]= Ke' 1 (;1; K-(1))(6,1-18a)

-- c) T Dz
K e- e x p _ T___+_T_

[K (K1)Y ex~~K - (K-1)z"( + (6.1-l-b)

p1[z,= (I,1)] = e TIFI(2;I;PTZ) (6.1-19a)

e(1 + pTz) . (6.1-19b)

6-7
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For all of these expressions, the domain of z is 0 s z • 1. Note that

when there is no signal (pN=PT=O), the variable z is uniformly distributed

when both channels have the same noise power.

6.1.3.2 Two hops/bit case (L=2).

To obtain the pdf for L=2, it is necessary to convolve the

expressions (6.1-16) to (6.1-19) with each other for the jamming events

z = LI + L2. The general form of the convolution is

Smin(l,z)

p2 (z_= IL + _L) : dv pl(z-v19)Pl(vKZ2 ),0 < z .< 2. (6.1-2#

max(O,z-1)

There are ten distinguishable jamming events, two for R=(1,1) and one

each for other i. For three of these ten cases, the convolution shown in

(6.1-20) can be performed analytically without too much difficulty; the cases

are the ones in which both channels are jammed or not jammed on a given hop:

z=(0,0), (1,1)*, (2,2). For these cases, the pdf for one hop can be written

p-(z) = e @ pzeP1Z 0 < z :< 1 (6.1-2)

The convolution then takes the form

-01-P2 ý2 fmin(1,z) P1(z-v)+P2v
p2 (zlo,,Q 2 ) = e 0 1 l2  2 P12 dv e

2 f e~~P 2 Z -eP I Z , 0 < z .

-Pl-P2 2 P2P1 -e 0 • Z
e~ -= e PI f:2+:1(z1) P+P2(Z1)

-e , 1 < z52.

(6.1-2*

*i.e., the case of ;.= (1,1) where v., = (1,1) and v = (0,0) or vice versa.
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Carrying out the partial differentiations results in

P2(z1P1,o 2) = ([1-P2)I -2piP 2 + l2(pI-P 2 )ZI (6.1-23a)

+ eP2Z I 2P I P 2 + P2 (PI-P 2 )Z], PiO 2,O0.Z.lI;

= e z(1 + pZ + p 2 Z2 /6), pl=p2=p, O<Z<l; (6.1-23b)

1 e _-2 p 102 + 1 2(p(-P() +
(Pl-P2) -) I I

r12(P1'P2) (PI 2-"P102"P2 (Z-1)1

P1 (Z-2)

+ e [2p102 + P2 2 (pl-P2)

+ P1 (PI-P 2 )

1 < z .< 2, -IK (6.1-23c)

= e 2 + [ + P + P2/6 - (1-p 2 /2)(z-1) -p(1+p/2)(z-1)2

-(p2/6)(z-1)B] p12= , iz.2. (6.1-23d)

This expression is applied to the pertinent jamming events using the following

table:

1P P2

0 PN PN

1 PN PT (6.1-24)

2 PT PT'

6-9
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The other seven cases must be handled by numerical convolution.

(We have found an analytical expression, but it is no easier to compute than

the convolutions.)

6.1.4 Conditional pdf's for M=4.

The system analysis for M>2 becomes very difficult, as we now

demonstrate for M=4.

6.1.b.1 Single hop/symbol case (L=1).

For M=4 and L=1 there are sixteen possible jamming events,

described by the vector v = (V 1 ,v 2 ,V 3,V4), where vm = 1 if the mth symbol

frequency slot is jammed, and vm =0 if not. These events give rise to the

conditional pdf

=(L 61 e-P1+12PIZ1/Y(z) 2 P1z1/y(3] (6.1-25a)

where

13 (-u) =1+ 3u + 23 u2 + 1 u3 (6.1-25b):

and the parameters v1,i2, and p1 and the polynomials y(z) are listed in Table
6.1-1. Since z4 - 1-Zl-z 2 -z 3 , it does not appear in the pdf. We note that

always appears in the conditional pdf, while z2 and z3 may or may not appear.

It is understood that the domain of values for the variables is

(z 1 ,z 2 ,z 3 ) " 24,1' where "4,1 is the volume

0 s zi < 1 , i = 1,2,3;{4,1 0 i5 zi + zj < 1 , all pairs; (6.1-26)

0 z 1 + z2 + z3  .
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TABLE 6.1-1

L=1 PROBABILITY DENSITIES FOR M=4

vI V2VV4 PI 111 2 y(z)

A 0000 1 1 1

B 0 0 0 1 K3  1 + (K-i) (z 1+Z2 +Z3 )

C 0010 K3  K- (K-I)z 3

D 0011 p N K2  i + (K-1) (z 1+z 2 )

E 0100 K3  K K- (K-1)z 2

F 0101 K2  1 + (K-i) (z 1+z3 )

G 0110 K2  K- (K-i) (z 2 +z3 )

H 01 1 1 K 1+ (K-1)z 1

I 1 000 K3  K- (K-1)zi

J 1 001 K2  1 + (K-i) (z 2 +z3 )

K 1 010 K2  K- (K-i) (z 1 +Z3 )

L 1 011 K 1 + (K-1)z 2

M 1 1 00 OT K2  1K - (K-i) (z 1+z 2 )

N 110 1 K 1 + (K-1)z 3

0 11 1 0 K K - (K-i) (z 1 +z2 +z3 )

p iii 1

Form:
pv ( e"l+ -2lzY_._)

3 (-u 2 P1z 1/y(z__)
p [y(z)]4 

3

23 (-u) = 1 + 3u + fu2 + -U3

z=(ZlZ2z,3) S14,I

z 4 z - Zl-2- Z

6-.11
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The domain P4,1 may also be described as the volume included by the planes z1=0,

z2 =O, z3 :0, and z1 +z2 +z3 =1, as illustrated by Figure 6.1-1. It is obvious from

.the mutual constraints among the variables that they are statistically

dependent.

6.1.4.2 Two hop/symbol case (L=2)

Since the four SNORM variables are dependent, we cannot analyze

the M=4, L=2 case by finding the two-sample distributions of the separate

channels as we did for other receivers. The convolution must be done in

three dimensions (M-1 dimensions for the general case). The concept for doing

this is unusual, but can be visualized. Figure 6.1-2 illustrates the fact

that multi-dimensional convolution of two pdf's involves integration over the

volume which is the intersection of the domains of the pdf's. In Figure

6.1-2(b), the simple case when the point (zlz 2 ,z 3 ) lies inside the domain of

p1 (z) is shown; this yields a rectangular-sided volume. If (zl,z 2 ,z 3 ) lies

outside the domain of pl(z), the intersection is much more complicated.

By careful study we have determined that the pdf for the SNORM

receiver's decision variables for M=4 and L=2 has the general form

B1  B2  BB3

2 2 dv 2  dv 3 p1 (v1'1)p1(z-v1L2) (6.1-27a?

where A1  A2

A1 = max (O,z1-1)

B = min (,z 1 )

A2 = max (0,zl+z2 -V1-1) (6.1-27b)

B2 = min (1-vl,z 2 )

A3 = max (O,z 1+z2+z 3 -vl-v 2 -1)

B3 = min (1-v 1 -v 2 ,z 3 ).
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A(v)rl A(z-v) domain of pa (v) = A(v)

v I

Ndomnain of =bzv A(-z-v-)

(a) two-dimensional convolution

v3

(z 1,domain of pa(v) V~v

(z1 Z1 z2  z3 1

fffdv p a(v)Pb(z-V)

v(v) nl v(z-v)

(b) three-dimensional convolution

FIGURE 6.1-2 TWO- AND THREE-DIMENSIONAL CONVOLUTION$
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Now, since there are sixteen cases of p1 (zJL) for L=1, there are

(16)2 = 256 cases for L=2. However since the numbering of symbol channels is

arbitrary, there can be considered to be fewer, distinguishable jamming

events. These are fully enumerated in Section 6.2. What we wish to note here

is that if neither of the densities in (6.1-27) contains v3 , the integral can be

simplified to

BI B2
P2f 1  B 2 P1 (v 1 )Pl(Z-Vl-)(B 3 -A3) (6.)28a)

A1  A2

where

B3 - A3 = min (1-v 1 -v 2 ,v 3 ) -max(O,z 1 +Z2+Z3 -vI-v 2-1)

- .g- - 1 2-ll-vl-v 2-z 3 l - 1z1ZZ2 +Z3 -Vi-V2 -1(. (6.1-28b)

If neither pdf in (6.1-27) contains v or v3 , the integral can be further

simplified to

B1  B2

p2 (zi) : f dv Pl(VI V)pI (z1-v 11 v2 ) dv 2 (BA 3 ), (6.1-29)

1  2

where
B2fdv2 (B3-A3) (2-z1-z) (B2-A)

Aý2

4 i (B2+v1+z 3-1)IB2 +V1+Z3 -1i

-(A 2+v1 +Z3 -1) 1A2 +v1+z3 -1I

+ (B2 +v 1+1-zl-z 2 -z 3 ) IB2+v 1+i-zl-Z 2 -Z3 !

21 1--2- 3 2V1 1-zl2-Z3,
(A + 11-l -2-Z3 JA + 1+1z 1 z2-z (6.1-30)
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since

B B
AdX Ix-a= dx la -x, (B-a)=B-a- (A-a)2A-al. (6.1-3

A A

Now, if v3 is in the integrand of (6.1-27) but v2 is not,

we simply "switch labels" on v2 and v3 to get (6.1-28) with v3 replacing v2 .

6.2 JAMMING EVENTS AND ERROR PROBABILITY FOR L=2

We now extend the conditional distribution analysis in the last

section to obtain the BER for the FH/RMFSK SNORM receiver under partial-band

noise jamming. Since the jammed error for L=1 is the same for other receivers,

we proceed to the case of L=2.

6.2.1 Jamming Events and Probabilities for M=2.

For L=2 and M=2 there are 2ML=16 elementary jamming events. As

mentioned previously, for the SNORM receiver, only ten of these events are

distinguishable in terms of jamming effects. These are listed in Table 6.2-1,

along with the single-hop events which produce them and the probabilities of

the L=2 events.

The error event, assuming the signal is in channel 1, is

z < z2 2-zI. Thus

Pb(e;y) = Pr{z 1<1) = Pr( Pr~z1<11 . (6.2-1)

The conditional error probabilities in (6.2-1) are calculated by

integrating the pdf's shown previously in equation (6.1-23) or the convulution
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TABLE 6.2-1

JAMMING EVENTS AND PROBABILITIES FOR M=2, L=2

% V1 events Probability

0,0 0,0 0,0 1 1 IT02

0,1 0,1 010 2 2T-0 t

0,2 0.1 0.1 1 T 2

1,0 1,0 0,0 2 2

1,1 0,0 1,1 2 2r07~2

0,1 1,0 2 2T, 2

1,2 011 1,1 2 2rII

2,0 1,0 1,0 1 TT2

2,1 1,0 11 2 2T-T

2,2 1 , I,1 1 IT2 2

Totals: 16 1

(N-q)(N-q-1) q

P2( I=ýLL2 f i(ls ) dv p1(viLl) P1(z-V IL2)
max(0,z-1)
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of the pdf's in equations (6.1-16) to (6.1-19). The result is

~2 *1 N/3

0 2roT fe dv (1-v)e"N vp1 (vIO'l) +.:7

+ ri f dv pl(viO,1) - (1v exp PNV

+ 270, o 1l dv (l-v)e-PNV vp 1(vll,0)

+ 2r1Torz 1 T) e-1 PT .- T - (NP

(PN- + e- ON [PN +

+2i2f1dv pl(v 1011) Kv1-v exp 1- KOv1v

1 l KTv~lv T +
+ 277 01dv (1-v)ePv p1(vjO,1)

dv p1 Ih ,RKv+1-v epKv+1-v

+ 2T I TI2 fr1 dv (1-v)e Tv p1(v11,0)

+ 712 T 622

2 2 ('+PT/3).
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In this expression we have used the fact that

J 1 min(lz)

dz f dv p1 (V:v 1) p1 (z-vl•v)

0 max(O,z-1)

f dz f dv pl(vllv) p1 (z-vjv2)

0 0
0f dv pl(v ) dz pl(zýL) (6.2-3)

Also, the parameters K, PN' and PT are

OT2 Eb Eb
K = N =I 62•

JN ' 7N 2 N0 ' T T "

6.2.2 Jamming Events and probabilities for M=4.

For L=2 and M=4, there are 256 elementary jamming events,

which can be represented by 47 distinguishable events. These are listed in

Table 6.2-2, along with their probabilities of occurrence. The joint pdf

of the decision variables, given the representative jamming event shown in

the table, is the convolution (6.1-27) with the single-hop pdf's selected

from Table 6.1-1 as indicated.

The error event for M=4 and L=2 is the complement of the condition

for a correct symbol decision, so that the conditional error probability is

Ps(eli) I - Pr{zI > z2 , z1 > z3 , zI > z4= 2 - z 1-z 2 -z 3 12}

1 - Pr{zI > z2 , z1 > z3, 2zI > 2 - z2-z 3 jL} (6.2-5a)

1 - P1s(C •). (6.2-5b)
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TABLE 6.2-2

JAMMING EVENTS AND PROBABILITIES FOR M=4, L=2

_ cases* # events prob. I cases* # events prob.

0 0 0 0 A+A I ITo2  1 2 2 0 F4N 6 67f2r3

0 1 00 A+E 6 6ro•1 1 2 2 1 H+N 6 6r32

0 1 1 0 A+G 6 6r0?2 G+P 6 6r27f,

C+E 6 61f12 1 2 2 2 H÷P 2 273'r

0 1 1 1 A+H 2 2To03

C+F 6 6r1l¶2 2 0 0 0 1+1 1 T12

0 2 0 0 E+E 3 3r12 2 1 00 I+M 6 6,112

0 2 1 0 E+G 12 12ir I2 2 1 1 0 I+N 6 6r1r3

0 2 1 1 E÷H 6 6r1•3 K+M . 6 6r^

F+G 6 6122 2 1 1 1 I+P 2 2•1r.

0 2 2 0 G+G 3 322 K+N 6 6r273

0 2 2 1 G+H 6 6T2•3 2 2 0 0 M+M 3 3•,2

0 2 2 0 H+H 1 T132 2 2 1 0 M+N 12 12¶72¶r3

2 2 1 1 M+P 6 6¶71271"

1 0 0 0 A+I 2 27t0rl L+N 6 67,32

1 1 0 0 A+M 6 6ro¶72 2 2 2 0 N+N 3 3r32

E+1 6 6?11 2 2 2 1 N+P 6 6"3r,,

1 1 1 0 A+N 6 6170,3 2 2 2 2 P+P 1 T'.

G+I 6 67r1172 Totals: 256 1

C+M 12 12r7'm2

1 1 1 1 A+P 2 2¶70r4 *cases (A-P): See Table 6.1-1

H 2 2•33 1H+1 ~~" 2 11T 1 N-q) (N-q- 1)(N-q-?) (N-q-3)

C+N 6 6wir 3 N (N-1)(N-2)(N-3)

F+K 6 6,722

1 2 0 0 E+M 6 6¶7I12 N(N-j)3N-2(N-3

1 2 1 0 E+N 12 12r.173

G+M 12 12T2 22 "

1 2 1 1 G+N 12 121.713

E4P 6 6¶7T1114 73_Y (

H+M 6 6¶72IT3
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From this expression we observe that the probability of a correct symbol

decision is obtained from the joint pdf of (zlz 2 $z3 ) by integrating it

over the volume %c implied in (6.2-5):

Ps(CI!) =fff dz 1 dz 2 dz 3  p2 (, I L). (6.2-6)

Q c
As illustrated in Figure 6.2-1, the volume P may be described as that

C

enclosed by the planes z2 =0, z3 =O, 2z 1 +z2 +z3 =2, z1+z 2+z 3=2, zl=z 2 , and

z1 =z3 . Thus

P(Ci) = d dzf dz3 p2(zj ), (6.2-7a)

A4  5  A6

where A4 = 1/2, B = 2

A5 = max(0,2-3z1 )

B5 = min(zI, 2-z 1 ) (6.2-7b)

A6 = max( 0,2-2z1 -Z2 )

B6 = min(zl,2-zI-z 2 ).
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zI

plane: z +Z2 +z3 =2

/ D

2 / ~/ N,%- *

plane: 3 " 3
2z1+Z 2 +z3 2

z2

B: (1/2, 1/2, 1/2) E: (213, 2/3, 2/3)

C: (2/3, 0, 2/3) F: (1, 1, 0)

FIGURE 6.2-1 VOLUME OF INTEGRATION FOR CORRECT SYMBOL DECISION, M=4, L=2
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6.3 AN ALTERNATE APPROACH FOR M=2 AND L=3 HOPS/SYMBOL

In order to obtain a more computationally tractable form for the

performance of the self-normalizing receiver in partial-band noise jamming, we

may proceed as follows. The probability of a symbol error is

Pr(e) = Pr{z<3/2}

= E,{Pr{z<3/2Jv}}

= E p3(_L)d; (6.3-1)

where p3 (ýiJ±) is the probability density function conditioned on jamming event

V.

If we interchange the order of integration with respect to ; and

expectation with respect to ,' in (6.3-1), we obtain
3/2

Pr(e) =1 EV{P 3 (ýtv)}d . (6.3-2)

The expectation in (6.3-2) may be written as

p3(ý) E {P3(ý I')}

- E{p 1(Cv)*p 2 (ý1v)}

- p1 (r)*p2 (ý) (6.3-3)

where the operator * denotes convolution and

p1(E) E {pl(• (6.3-4)
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with v1 being the first column of the event matrix v and

D2, - E 42{p( 142)) (6.3-5)

with v2 being the last two columns of the matrix v. The expectation in

(6.3-4) is given by

P = 7oPoo() + 71Po1(0) + 70P1o(d) + r2P11(() (6.3-6)

where the pij(o) Pl[;-I = (i,j)] are given by (6.1-16)-(6.1-19) and the

event probabilities 70, 71, and 7 2 are given by Table 6.2-1.

The density p2 (r) from (6.3-5) contains 10 terms, as discussed in

Section 6.1.3.2. Analytical results for three of these cases are given

by (6.1-23) and (6.1-24).

By performing the convolution (6.3-3) using (6.3-6) and (6.1-23),

we obtain a form containing the sum of seven numerical convolutions. However,

each convolution involves a reasonably well-behaved integrand. Overall, the

computational effort is also lightened by the reduction in total terms due to

splitting up the 3-hop jamming events into 1-hop events in (6.3-6) and 2-hop

events in (6.3-5) for which, at least in part, analytical results are available.

This is tie method implemented by the computer program given in Appendix L.
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6.4 NUMERICAL RESULTS

The numerical computations for the self-normalizing receiver suffer

difficulties similar to those encountered for the clipper receiver, namely a

multitude of multiple-dimensional numerical integrations. For the case of M=2

and L=2, from (6.2-2) and (6.1-16), we have the simplest case to compute,

consisting of 7 one-dimensional integrals. For the case of M=2 and L=3, we must

do 5 two-dimensional numerical integrations and 2 three-dimensional numerical

integrations to obtain a value of Pb(e) for given Eb/NO, Eb/NJ, and y. For the

case of M=4 and L=2, we are faced with numerical integrations in five or six

dimensions over non-standard regions (see, for example, Figure 6.2-1 for the

region of integration of the outermost 3 dimensions).

At the computational throughput rate of the PDP-11/44 computer

available for the computations, the CPU time to obtain results for even M=4 and

L=2 are estimated to run to many months, or even years. Hence, we restrict

our numerical computations to M=2 and L=2 and 3. For L=2, the speed of

computation was sufficiently high to permit the full set of curves for - = 0.001

to ), = 1.0, to be computed using the program in Appendix K. Figure 6.4-1 shows

the performance as a function of Eb/NJ when Eb/NO= 13.35247 dB, which corres-

ponds to Pb(e) = 10-5 for ideal MFSK with M=2. We note in Figure 6.4-1 that

there is a clustering of the cross-over around Eb/NJ = 16 dB.

If Eb/N0 is increased to 20 dB, the performance curves shown in

Figure 6.4-2 are obtained. In this figure we observe that many of the curves

exhibit a breakpoint at which the direction of curvature changes. Clearly, the

self-normalizing receiver departs considerably from the ideal receiver under

certain ranges of operating conditions. The exact mechanisms which come into

play to explain this behavior are not totally clear, but it appears to be the
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interaction of several different effects, with the switch-over from thermal-

noise-limited operation to partial-band-jamming-limited operation playing a

significant role. The importance of this switch-over is supported by the

lack of apparent breakpoints in the curves for very small y (y = 0.001,

0.002) and very large y (y = 0.5, 1.0); these are the cases in which the

one-slot-jammed jamming event predominates and the shape of the curves

reflects essentially the performance conditioned on the dominant event.*

For the case of L=3 hops, the reduced speed of computation

dictated that we search for the optimum jamming fraction at each Eb/NJ

rather than run full curves for the various values of y. Again, we started

at y = 1/2400 for Eb/NJ = 50 dB to speed the search, and then stepped to

a lower value of Eb/NJ. The computer program in Appendix L was used to

obtain the results presented in Figure 6.4-3 for M=2, L=3.

Finally, Figure 6.4-4 compares the performances of the self-

normalizing receiver as L, the number of hops per symbol, varies. As we

have observed with the other receivers, there is a limited range of Eb/NJ

over which a "diversity" effect is achieved. For example, L=3 outperforms

L=2 for 17 dB < Eb/NJ < 29 dB. However, in the thermal-noise-limited region

and in the strong-jamming region (where y = 1.0 is the worst-case jamming),

the noncoherent combining loss dominates and L=1 is optimum.

* For fur-,her discussion, see Section 7.3.3.5.
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7.0 COMPARISONS OF RECEIVER PERFORMANCES

The information we have generated separately on the performances

of the various FH/RMFSK receivers in Sections 3-6 can now be compared to

learn which ECCM processing scheme is most effective in worst-case partial-

band noise jamming. However, since the random MFSK waveform is specifically

designed to counter follow-on jamming, we first develop the performances of

these receiver processing schemes in follow-on jamming, both for conventional

hopping and .:or random hopping.

7.1 RECEIVER PERFORMANCES IN FOLLOW-ON NOISE JAMMING

7.1.1 Formulation of Follow-on Jamming Analysis: Simple Jammer.

Under follow-on noise j!emming (FNJ), it is assumed that on each hop, the

jammer places his available power, J watts, in a relatively narrow band centered

on the signal's hop frequency. If this band is at least 2(M-1) + 1 slots wide,

then the jammer is guaranteed to jam all M slots of conventional FH/MFSK on

every hop*. The hop SNR for FNJ therefore is

= S:______ - _Eh _log 4M Eb (7.1-la)

T a2 + Cr2  +NQT/7 L N +N /Yr

N J

where the jammer spectral density NJ is defined over the entire hopping system

bandwidth, NJ = a/W, and therefore the effective jamming fraction is

WJ 2M-1

=r -W NM (7.1-Ib)

In terms of the jamming events indexed by the vector z

0•Z,'2,... zM), where zm is the number of hops jammed in symbol frequency

*In Section 7.1.2, we consider an "advanced" FNJ which excludes jamming from
the signal slot.
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channel m, for repeat jamming we have

S= L. (7.1-2)

The values of the other {zm} depend on the hopping scheme.

7.1.2 Formulation of FNJ Analysis: Advanced Jammer.

The FNJ can avoid helping the communicator by not putting any

jammer power in the signia slot. Assuming that this measure is taken, the

hop SNR is PN in the sigral slot. For maximum effectiveness against

FH/MFSK, we also assume that the jammer places half its power in each of

the two slots on either side of the intercepted signal, as illustrated in

Figure 7.1-1. Thus z1 = 0, and for a single hop, for FH/MFSK,

Pr{1 nonsignal slot jarmmed) = 2 (7.1-3a)

Pr{2 nonsignal slots jammed) = 1

For random hopping and advanced FNJ,

Pr(O nonsignal slots jammed) =
(N-M)(N-2) ( .- b

Pr{1 nonsignal slot jammed! = 2 (T-M)(m-2) (7.1-3b)

Pr{2 nonsignal slots jammed) = M .

7.1.3 Performance of Conventional FH/MFSK in FNJ.

For conventional FH/MFSK, the M symbol frequency slots are

contiguous at RF on each hop. Under simple FNJ, therefore, all M slots

are jammed on each hop. That is,

Z2 = Z3 L. (7.1-4)

The error probability for the system then is

Pb(e;yr) M/2 P (e;yrlzm = L, all m). (7.1-5)
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For the several receiver processing schemes we have the results

using PT given in (7.1-1),

P b(;Yr) = probability of error for broadband jamming (y=1),
with Eb/NJ replaced by Eb/NJ + 10 log10 Yr (

(7.1-6)

Thus the error curves for rollow-on jamming, Pb(e) vs. Eb/NJ with Eb/NO =

constant, are those for full-band jamming, but moved to the right by

-10 loglo Yr dB.

Figure 7.1-2 illustrates the performance of conventionally-hopped

FH/MFSK in follow-on noise jamming, assuming the follow-on jammer's bandwidth

guarantees jamming of all M slots of the symbol. For example, if there are 2400

hopping slots and the jammer occupies 100 slots, then yr = 100/2400 = -13.8 dB,

so that the effective Eb/Nj shown in the figure runs from about 14 dB to 64 dB.

Something like 25 dB Eb/No gives an error rate of 10-2 for L = 1.

For the advanced FNJ, the effect on FH/MFSK is to produce the symbol

error rate

2 ps(eI2k2=L;km=O,mý2)PM s

+ (1 - ) P(e m2=3=L;zm:O,m#2 ,3); (7.1-7a)wi'th sm

Yr = 2/N. (7.1-7b)

Figure 7.1-3 illustrates the jammed BER for this case for M=2, 4, and

8. It is quite clear the the follow-on capability gives the jammer a tremendous

advantage against FH/MFSK.

7.1.4 Performance of FH/RMFSK in Follow-on Jamming.

The FH/RMFSK hopping scheme is designed to defeat FNJ by making

it difficult for the jammer to jam the nonsignal slots; the nonsignal slots

are distributed randomly in the hopping band. The simple follow-on jammer
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can very likely help the receiver by placing more RF power into the signal's

slot.

For M<<N, that is, for a very wide hopping band compared to the

symbol bandwidth, the effect of FNJ on FH/RMFSK is approximately to guarantee

that

il L

k2 = = = = 0. (7.1-8)

This has two effects. First, the per-hop SNR PT is decreased since additional

noise is inserted in the signal channel by the jammer. Second, the scaling of the

square-law envelope samples increases for the same reason. Since the average

value of a single sample is

E{zlk} 2 (of + S),

EIZMk} = 202 , Mý2, (7.1-9)

on the whole we anticipate that repeat jamming will increase the probability

that the receiver will make a correct decision.

7.1.4.1 Soft-decision receivers.

For the various soft-decision receivers studied, under simple FNJ

the decision variables are described as follows:

Linear combiningc onventionall receiver

SzI = 2x2(2L;2L T)

z = 02x 2 (2L), m>2. (7.1-10)m N

AGC - individual channel normalization receiver (IC)

Z1 = X2 (2L;2LPT)

zm = ×2 (2L), m>2.
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AGC - any channel jammned normalization receiver (ACJ)

Zm = N X2(2 m>,2. (7.1-12)
Tfx(2)

Clipper receiver

= C 2 [ox2(2;2pT)clip at n

k= 1
L.

Zm a? [a Xý2)] clip at n . (7.1-13)

Since multiplication of all channels by a constant factor does

not affect the error probability, we observe that the conventional and AGC-ACJ

receivers will achieve the same performance. in FNJ:

Pb~;Y ~ACJ =M-? k=1 (M1 (1+kK)L expkKLQ

SC(k,r) K I

where(7.1-14b)

K ý 20

min(r,L-1)

C(k,r) = Z1 (r)[(k+l)n.-r] '(k~r-n), (7.1-14c)

C(k,O) = 1,

withI r L1()denotes the generalized Laguerre polynomial of degree r
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The performance for the AGC receiver with individual channel

normalization is the same as given by (7.1-14) , butwith K01.

K=:1
Pb(e;y = Pb (e;ey )ACJ . (7.1-15)

The performance of the clipper receiver in follow-on jamming

and FH/RMFSK is

[Lq* M-1

P b(e;-y) dc 1 f dx f L(x ;L)[IG L(x;0)]

- [Qj~~ i.~*i)] */2a ih -( ieL*/ 2a` )M32)LeM 1-

(7.1-16)

where n* is the optimum clipping threshold. For L=1, this threshold is

infinite, causing the clipper receiver to have the same performance as the

ACJ receiver under follow-on jamming for that case.

Figure 7.1-4 illustrates the performance of the randomly-hopped

FH/RMFSK receivers against simple FNJ for L=1. We observe that the error

probability is maximized for a particular value of Y rE b/Nj; for the binary case,

this value is slightly greater than 0 dB, while for M=4 and M=8, it is

approximately -2.5 dB and -4.0 dB, respectively, for the assumed values of

Eb/N0 (chosen to achieve 10-5 error rate without jaming). It is interesting to

note that for very strong jamming (to the left of the maximum error), the

error rate increases with M as does the maximum error. Using the example

of the last subsection, a 10-2 error rate is achieved for an Eb/NJ of about

17 dB for Yr =-14 dB, an 8 dB improvement over conventional hopping,
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Figure 7.1-5 demonstrates that the same critical jammer power

effect is observed for L=2, but at different values (approximately 3 dB

higher), so that the jammer must know L in order to be effective. It is

also evident from this figure that the maximum error rate is decreased by

increasing L to 2.

For the advanced FNJ described above, using RMFSK hopping, there

is only a slight chance of jamming the symbol on a given hop. The possible

jamming events for a single hop are the vectors

Ek = (Ov2k,"3k,,..,vMK) (7.1-17)

with probabilities

Pr{r nonsignal slots jammed}

(N-M)
: . : 2-r.• M•I(i) -1

r (2 1) \r (7.1-18)

For M=2 the result is

L 2 )k 2 L-k

Pb(e) = L (•)(h-I-)( N-•-) Pb(eJz 1=0,Z2=k). (7.1-19a)

k=O

P (elkl=Z=0) + 2L Pb(elz1=0,z2=1), N-I>>2. (7.1-19b)

Thus the FH/RMFSK hopping scheme achieves very nearly the unjammed error

performance of MFSK when the follow-on noise jammer is configured against

FH/MFSK. As (7.1-19b) shows, for L=1 and M=2 the unjammed error rate is

increased by, at most, 2/(N-1); this quantity equals 8.3-10-4 for N=2400,

and 7.8×10-3 for N=256. For L=1, Figure 7.1-3 shows the performance of

FH/RMFSK much improved over FH/MFSK in advanced FNJ.
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An exception to Figure 7.1-3 for FH/RMFSK is the IC-AGC receiver,

for which the "advanced" FNJ is completely nullified. The jammer in this

case is "too smart," because the IC-AGC receiver is vulnerable to jamming

only if the signal channel is jammed. This statement also holds for the

case of conventional MFSK hopping if individual-channel normalization is

employed.

7.1.4.2 Hard-decision receiver.

Performance of the hard-decision receiver in simple follow-on

noise jamming is depected in Figures 7.1-6 through 7.1-8 for values of

M=2, 4, and 8 respectively. The parameter Eb/IN0 was chosen to yield a

10-5 BER in the absence of jamming per respective M value for L=1 hop per

symbol. It is clearly seen in each of the L P(e) curves that as the jammer

power is increased below that Eb/NJ value to cause maximum P(e), a

decrease in P(e) takes place. Hence, for strong jamming the jammer is

actually aiding the communicator by the addition of energy to the non-

coherent FSK signal slot. We also have a diversity improvement for L>3

hops per symbol in the strong jamming regions. Conversely, for weak jamming

(beyond Eb/NJ : 20 dB) no diversity improvement is realized for L52 hops per

symbol due to the dominance of the noncoherent combining loss existing for

the stated thermal noise (Eb/NO) values. Therefore, in order to be

effective (maximum P(e)), the jammer must maintain Eb/NJ to within small

ranges. ,or example, to ensure a minimum P(e) of 10-2 for M=2 and L=1

(Figure 7.1-4), Eb/NJ must be held to values ranging from 4 to 14 dB.

The effects of decreased thermal noise levels (Eb/NO = 20 dB)

for cases of M=2, 4, and 8 are illustrated in Figures 7.1-9 through 7.1-11

respectively. Here we observe all of the L P(e) curves exhibiting a
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"parabolic" type of behavior, i.e. steeply defined strong and weak jamming

regions. Thus, the jammer appears to have quite a narrow window of Eb/NJ

values to work within for attaining a maximum effect.

7.2 COMPARISONS OF FH/RMFSK RECEIVER PERFORMANCES IN WORST-CASE

PARTIAL-BAND NOISE JAMMING (WCPBNJ)

It is understood that the motivation for using the proposed FH/RMFSK

waveform is that it is less vulnerable to follow-on noise jamming (FNJ) or

repeat noise jamming than is a conventional FH/MFSK block-hopping system.

RMFSK is effective in that the FNJ is not able to place jamming power in the

unused symbol frequency slots as is the case for MFSK where the M signalling

frequencies are adjacent. At the FH/MFSK or FH/RMFSK receiver, the L hops

comprising the MFSK symbol can be combined in a number of ways. Certain types

of nonlinear combining soft-decision schemes, which weight the detected hops

in some form to discriminate against jammed hops, are employed. Previous

results [1] have shown that conventional FH/MFSK system performance with L-hop

diversity in WCPBNJ is improved by nonlinear combining techniques. This study

has addressed FH/RMFSK system performance in the less sophisticated, yet more

pervasive, ECM tactic of PBNJ - a basic jamming threat which is inevitably

encountered in an EW scenario. In Sections 3 through 6 it has been demonstrated

that nonlinear combining yields improved RMFSK performance in this type of

jamming.

In what follows, we compare performances of the different types of

ECCM receivers for FH/RMFSK signals in the WCPBNJ environment. In Section 7.3

we also compare FH/MFSK and FH/RMFSK receiver performances in WCPBNJ, and in

Section 7.4 consider the different effects of the RMFSK diversity combining
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techniques studied. Unless stated otherwise, we note that all Eb/N0 values

utilized in performance plots are chosen so as to yield a 10-5 BER in the

absence of jamming when L=1 hop per symbol.

Comparisons among the different FH/RMFSK receivers analyzed are

provided by Figures 7.2-1 and 7.2-2 for M=2 and Eb/No = 13.35 dB, and by

Figures 7.2-3 and 7.2-4 for M=4 at Eb/N0 = 10.61 dB. The enormous amount of

computer time required to obtain performance results for the clipper receiver

at L:3 and the SNORM receiver for M=4 is beyond the scope of this study.

Therefore, in some figures for comparison, these receivers are not

represented. Explanations of the difficulties involved in such calculations

were presented in the numerical results of Section 5 (clipper receiver)

and Section 6 (SNORM receiver).

We can develop a performance ranking for these receivers with

their respective parameter sets (M,L values) by assessing performances in the

regions of strong, moderate, and weak jamming. These arbitrary regions are

taken to mean the following: (1) strong jamming - usually full-band jamming

with Eb/NJ values less than about 4 to 8 dB, (2) weak jamming - region of very

small Y values with Eb/NJ usually greater than 35 to 40 dB, and (3) moderate

jamming - area between strong and weak jamming.

For the case of M=2, L=2 (Figure 7.2-1), we find receiver perfor-

mances asymptotically approaching two groups in the strong jamming region.

These are (1) lower P(e): IC-AGC, ACJ-AGC, clipper, and SNORM; (2) higher

P(e): hard-decision (HD), and square-law linear combining receiver (LCR).

We observe that the first group is more effective due to their nonlinear

weighting (normalization) schemes. In the second group, we have the LCR
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which provides no weighting and the HD receiver which is ineffective for

L=2 because it is subject to the possibility of a tie (for L even) in the

final quantized decision variable values. In strong jamming, all receivers are

experiencing full-band jamming at high power levels and discriminating against

a jammed hop is not done by any receiver since all hops are jammed. It is

only when the optimum y values begin to fall below full-band jamming that

we realize the performance improvement of the nonlinear combining techniques.

In the moderate jamming region, we see a sub-division among the receivers which

we termed "effective" for strong jamming: (a) "ideal" receivers (AGC) and (b)

"practical" receivers (clipper, SNORM). In this region we notice performance

results for the nonlinear combining types remaining within about 1 dB of each

other up until around the point where Eb/NJ >Eb/NO. That is, where thermal

noise becomes more dominant than jamming noise. At these values, the SNORM

and clipper receiver performances begin to degrade relative to the AGC types,

yet still remain superior to the square-law LCR. We note the AGC receivers

as maintaining a continuous and graceful transition in this moderate jamming

region with the IC-AGC showing a slightly better performance. The worse per-

formance for the ACJ-AGC is due to an imbalancing effect of the ACJ normali-

zation scheme in which all receiver channels are inversely weighted by the

largest of all the M channel noise powers. In contrast, the IC-AGC receiver

normalizes each channel separately and thereby "balances" or "equalizes" the

received noise powers.

The performance "breakaway" for N0 > NJ for the clipper and SNORM

receivers reflects the dominance of the "unbalanced symbol" error mechanism
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as -Y becomes smaller; jamming in more than one M-ary channel becomes unlikely.

In the case of the clipper, the receiver tends to limit the unbalancing con-

tribution to the sum without affecting the signal channel sum. But for the

SNORM receiver, any input noise power unbalance due to one channel being

jammed reduces the signal channel sum. This is because the SNORM normalization

weight is inversely proportional to the total noise power (i.e. sum of all M

channels) measurement on a given hop without recognition of which individual

channels are jammed.

In the weak or no jamming region, all receivers suffer degradation

due to the noncoherent combining loss (NCL) when L>1. As Eb/NJ approaches

50 dB (practically no jamming), the different performances of the receivers in

the Gaussian channel are evident. All receivers suffer degradation relative

to the L=1 result (P(e) = 10 -5) due to the NCL as Figure 7.2-1 demonstrates.

We see that the SNORM and HD receivers are subject to higher NCL due, respect-

ively, to inefficient combining and to the possibility of "tie votes" for M=2

and L=2, with the HD receiver being more severely affected because of its use

of only two levels of quantization in the soft-decision.

Figure 7.2-2 compares receiver performances for the parameter set

M=2, L=3. For strong jamming, we see a change in two groupings recognized for

the case M=2, L=2. The HD receiver is now more effective than the square-law

LCR, and provides a significant improvement in strong jamming. We attribute

this to the fact that no ties exist in the majority logic decoding when L is

odd. But in the weak or no jamming region the HD performance is worse than
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LCR due to quantization noise effects. We likewise note that in moderate

jamming, the SNORM performance has improved somewhat over the results for

M=2, L=2. It is reasoned that for L=3, the multiple unbalancing effects pre-

dominant for decreasingy values begin to become less probable. Performance

rankinns in the thermal-noise-limited region for SNORM remain unchanged from

the case of M=2, L=2.

The effect of an increase in alphabet size (M=4) can be discerned

from Figures 7.2-3 and 7.2-4. Wc n-ice that the parameter set M=4, L=2

(Figure 7.2-3) appears similar to the M=2, L=2 set where two distinct groupings

are present in moderate jamring with the nonlinear combining soft-decision

receiver group yielding superior performance. Considering the moderate

jamming region to be from Eb/NJ = 5 to 39 dB, we observe that the clipper

and ACJ-AGC receivers trade rankings around the regional midpoint of 22 dB;

the clipper receiver showing < 1 dB better performance over the range of

5 to 17 dB. However, in strong jamming we find the clipper's performance

degrading to the point of being the overall worst performer at Eb/NJ = 0 dB.

For the HO receiver, we find a worse performance than for M:2, L=2 because

there are now two more channels allowing for the possibility of more tie

decisions on the output decision variables.

In the case of M=4, L=3 (Figure 7.2-4), ,eceiver performances

appear similar to the behavior exhibited by the parameter set M=2, L=3 in

that two distinguishable groups are presented. These are the AGC types

(better performances) versus the square-law LCR and HD receivers. Throughout

most of the strong and moderate jamming regions (2 to 35 dB), it is noticed

that the ACJ-AGC performance is up to 2 dB worse than the IC-AGC, this again

7,2
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being due to the unbalancing effect of the normalization weighting scheme

of the ACJ-AGC receiver. The difference between the two AGC performances

for M=4 is larger than for M=2 (see Section 7.3 for more discussion of this

phenomenon). As for the HD receiver, it proves to be better than the HD

cases for L=2 yet exhibits poorer performance than HD for M=2, L=3. Although

there are no output decision variable ties for L=3, the HD receiver with more

channels will now suffer increased quantization effects in approximating the

LCR.

With regard to receiver performances in little thermal noise, Figure

7.2-5 depicts performance results of three candidates (IC-AGC, ACJ-AGC, SNORM)

for the parameter set M=2, L=2 at Eb/N0 = 20 dB. These receivers represent

"the previously shovm most ideal performers (AGC types) and the more realizable

SNORM receiver. The HD receiver, although a relatively simple ECCM diversity

technique in practice, is not included in this comparative set due to the "tie"

decision factor when L=2.

We observe for full-band jamming that the IC-AGC and ACJ-AGC receivers

yield equivalent performances with the SNORM showing a slightly higher BER.

Such behavior for the AGC receivers is to be expected in fu.l-band jamming

where a Gaussian channel performance is realized and discrimination against a

jammed hop is nonexistent. But asy becomes less than full-band, it is seen

that the AGC receiver curves maintain the same negative slope for increasing

E Eb/NJ with the ACJ-AGC staying about 1 dB worse than the IC-AGC, this inferior

performance being due to the previously described imbalancing effect of the

ACJ-AGC normalization mechanism. For the SNORM receiver, we see its

performance with respect to the AGC receivers as being: (1) about 0.5 dB
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worse in full-band jamming, (2) less than 1 dB better for y<1 (at Eb/NJ

10 dB) up until Eb/Nj > Eb/NO, and (3) more than either ACJ-AGC or IC-AGC

from about 20 dB to the point where P(e) = 10-5 is reached.

An empirical explanation of this phenomenon is obtained by comparing

Figure 7.2-6 (IC-AGC) with Figure 7.2-7 (SNORM). These figures show each

receiver's individual performance at Eb/NO = 20 dB for ten different values

of y ranging from y=O.O01 to y=l.O or full-band jamming. We note for the

AGC receiver (Figure 7.2-6) that y=0.O01 and 0.002 curves produce P(e) < 10"5

and thus do not appear on the performance plots. Upon observing the eight

remaining y-curves in these AGC plots, we see each of these P(e) curves

contributing the same smooth behavior toward producing an optimum y-curve

result which is a straight line for y < 1.0, that is, a slope equal to

A/(Eb/NJ) 2 where A is some constant defining the inverse-linear relationship

existing between y and available jamming power when Eb/No = 20 dB.

However, for the SNORM case we find performance curves for y=0.005

through Y=0.2 exhibiting behavior resulting in an optimum y-curve which is

not constant; over these y ranges the SNORM performance is superior to the

IC-AGC receiver. The upper envelope of the curves at first is proportional

to (Eb/NJ)- 2 , then transitions to a dependence on (Eb/Nj)". For infinite

Eb/No, from [21] we expect the SNORM and IC-AGC BER's to be proportional to

(Eb/NJ)'2 indefinitely; for L=3 and MFSK the SNORM in [21] is shown to be

dependent on (Eb/NJ) - for no thermal noise, but the AGC is dependent on

(Eb/NJ)"3, as shown in Figure 7.2-8, taken from [21]. Therefore, the better

performance of SNORM for high SNR is not to be expected in all cases of M

and L. (See Section 7.3.3.5 for further discussion on the SNORM performance.)
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P7.3 COMPARISONS OF FH/RMFSK AND FH/MFSK

Having compared the performances of the various FH/RMFSK receivers

in worst-case partial-band noise jamming (WCPBNJ), we now consider the differences

in performance to be expected between the random hopping MFSK system studied in

this report (FH/RMFSK) and the conventional (adjacent or contiguous) hopping

MFSK system (FH/MFSK) studied, for example, in [1].

7.3.1 The M=2, L=I Case

It was found by Blanchard [61 that for M=2 and L=1 the two systems

yield the same performance, at least for the Eb/N0 = 30 dB case he studied,

with the differences in possible jamming events accounted for by different optimum

values of -, the fraction of the system bandwidth which is jammed. (Typically,

for high Eb/NJ the RMFSK Yopt was found to be half that for MFSK.) Figure 7.3-1

displays the cases Blanchard considered, except that we use Eb/N0 = 13.35 dB,

corresponding to a 10-5 BER with no jamming. Our results indicate that the

two systems do indeed perform the same for M=2 and L=1, except for certain dif-

ferences for weak jamming (high Eb/NJ). What is the significance of the differ-

ences we observe in these computed results?

Curve A in Figure 7.3-1 is from [1] and represents the quantity

Eb/ 2 No 1 Eb/2NT]
max y1(1-,)e +10 , (7.3-la)

O<Y:5
1

where

Eb yEb

E N ' NF
N__ E0 -Y (7.3-1b)

AN 0  N3
NT Eb YEb
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In this formulation for the binary case it is assumed that both slots are

either jammed (with probability y) or unjammed (with probability 1-y).

Curve B represents the quantity

max [1 poe-Eb/ 2N0 + I ple-Eb/2NT1, (7.3-2a)

where

P1 = 1 - q/N = 1 - Po (7.3-2b)

This formulation assumes that y = q/N is quantized - a discrete number (q)

of the total number slots (N) are jammed, with the minimum y equal to I/N.

It further assumes that the system is FH/RMFSK with IC-AGC processing; a more

explicit form of the error expression is

P1 + E b/2NO1 eEb/ 2NT
P(e;q) = 1 b + (71+V2) 2 e (7.3-3)

where

r prob. that r slots are jammed, (7.3-4a)

and

_N . N-q-1 (7.3-4b)
° =N N-1

I= qN-i (7.3-4c)

TT q - 1(7.3-4d)
N N-i

Because of the individual channel normalization, the conditional BER depends

only on whether the signal channel is jammed. Thus here are only two terms,

with weights pO = T0+Ti and p1 = -l+7,"
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Now, the only difference between (7.3-2) and (7.3-1) is the

quantization and minimum value of y = q. Therefore in Figure 7.3-1 we identify

curve B also with binary FH/MFSK, even though q = 1 violates the assumption

that both channels are together jammed or unjammed.

Curve C in Figure 7.3-1 represents the quantity

max [ITO e-E 1 N 0+ 7, e(Eb /No)/(K+I) + I72 1 e b/2NT], (7.3-5a)
1hqdN 2~ 2

where

K 2 TN = (Eb/No)I(EbINT). (7.3-5b)

This is the BER for all the FH/RMFSK receivers except the IC-AGC, and allows

for only one of the two channels to be jammed.

Thus, in general, our results agree with Blanchard's conclusion

that FH/RMFSK performs the same as FH/MFSK for M=2 and L=1, neglecting small

asymptotic differences connected with assumptions on the quantization and

minimum value of y. Now we consider whether his conjecture that the two

hopping systems perform the same for M>2 and L=1 is correct, and how the com-

parison is affected by L>1. In what follows, we shall use the fact that the

IC-AGC FH/RMFSK receiver performs essentially the same as the AGC FH/MFSK

receiver.

7.3.2 L=1 with Alphabet Size Varied.

In order to compare RMFSK and MFSK for L=1 and M>1, it is

sufficient to consider Figures 7.3-2 and 7.3-3.

In Figure 7.3-2 the performances of the FH/MFSK and the IC-AGC FH/RMFSK

receivers are shown for L=1 and M=2,4,8. The values of Eb/N0 used were chosen
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m5
to give each example a 10-5 BER under no jamming. We observe from these

results that for these systems the BER decreases as the alphabet size M in-

creases, the conventional interpretation of which is that an "M-ary coding

"gain" is at work. This is the phenomenon usually observed for MFSK systems

in the Gaussian interference channel.

In Figure 7.3-3 the same parameters are used as in Figure 7.3-2,

but now the receivers are the FH/RMFSK receivers (except IC-AGC), which have

identical performance for L=1. For these receivers we find that for strong

jamming the system performance does not consistently improve as M increases,

but instead improves very slightly for M=4 and degrades for M=8. Clearly

this is the result of the increased probability, as M increases, of the most

3 damaging jamming event: jamming power in a non-signal slot but not in the

signal slot. Since the M=2 performances in the two figures are virtually the

same, we conclude that FH/RMFSK is consistently more vulnerable to WCPBNJ

I than is FH/MFSK for M>2. The difference is about 3 dB for M=4 and 5 to 6 dB

for M=8.

When the jamming is weak, we expect the relative performances for

different M to approach the usual non-jammed behavior, and '."is is observable

in Figure 7.3-3 for Eb/NJ > 34 dB.

7.3.3 Cases Where L>I Hop/Symbol

Since the various FH/RMFSK receivers and their FH/MFSK counterparts

begin to exhibit different performances when diversity is used (L>1), it is

necessary to consider them separately. Most of the FH/MFSK results are taken
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from [11; however, when convenient we shall continue to utilize the fact

that IC-AGC FH/RMFSK receiver performs essentially the same as the AGC

FH/MFSK receiver.

7.3.3.1 Linear Combining Receiver.

We begin by comparing the performance of the square-law linear

combining receiver for both FH/RMFSK and RH/MFSK signalling strategies.

Figures 7.3-4 and 7.3-5 show these performances for M:2, L=2 and M=4, L=2

respectively. In u.h 1igures, it is apparent that MFSK is superior to RMFSK,

ignoring the effects of the different minimum y value used in the computations.

This vulnerability of RMFSK can be attributed to what we term the "unbalancing"

error mechanism inherent in partial-band jamming of RMFSK. Specifically, the

random placement of M-ary slots over the hopping bandwidth W allows more chanc

for a jamming hit than does a block-hopping MFSK signal where it is assumed

that either all M slots will be jammed or unjammed. This probability increases

for greater values of M as evidenced by Figure 7.3-5.

7.3.3.2 AGC receivers.

"Comparisons for L>1 among the AGC-type nonlinear combining receiers

..,' are exhibited in Figures 7.3-6 to 7.3-9. Recalling that RMFSK and MFSK hop-

ping systems perform virtually the same for M=2 and L:I, it is instructive
to observe in Figures 7.3-6 and 7.3-7 that the system performances differ by

about 1 dB when L=2 or L=3. The approximately 3 dB difference noted for M=4

and L=1 continues to hold for M=4 and L=2 or 3, as shown in Figures 7.3-8

and 7.3-9.

7.3.3.3 Clipper receiver.

A very interesting consideration is brought to light by Figure 7.3-1

which shows the clipper receiver's FH/RMFSK performance for L=2 and several

values of M. It was found analytically in Section 5 that the optimum clipping
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threshold for L=1 is infinite (no clipping), whereas numerically it was deter-

mined that a finite threshold is optimum for L>i. Consequently, the L=1 "clipper"

receiver is not a clipping receiver at all but one identical in operation to all

the other RMFSK receivers for L=1 except IC-AGC, and its FH/RMFSK performance

tends to get worse for increasing M as demonstrated previously in Figure 7.3.3.

However, for L=2 we observe from Figure 7.3-10 that the clipper is performing

in a manner similar to the IC-AGC, in that increasing M from 2 to 4 reduces the

BER; however further increase to M=8 degrades performance. The reason for this

similarity in behavior is that the clipper receiver, like the IC-AGC, operates

to limit jamming input to the soft decision on an individual channel basis.

The clipper is in this sense a crude version of the IC-AGC; but for higher

values of M the losses become significant and the performance trend resembles

the other RMFSK receivers more than the IC-AGC receiver. We then would expect

clipping to be advantageous against jamming for L=1 as well; but the threshold

was optimized for no jamming in order to avoid requiring the receiver to know

ur measure jamming paiai,,ELers. If the threshold were jamming-dependent, the

clipper receiver might follow the IC-AGC more closely for higher M. The tend-

ency of the clipper receiver to "emulate" the IC-AGC was observed earlier in

Figure 7.2-3, where we see that this tendency is morc prcnourcpd for strong

jamming.

7.3.3.4 Hard-decision receiver.

Now if the clipper receiver can be thought of as a crude version of

the IC-AGC, the hard-decision (HD) receiver can be considered a crude version of

the ACJ-AGC because both act to limit or de-emphasize the entire set of M

channels on a jammed hop, rather than operating on the channels separately.
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Thus we observe in Figure 7.3-11 the tendency for the HD receiver's BER to

increase with M (after M>4) in strong jamming, just like the ACJ-AGC receiver's

BER, and thereby to yield a worse performance for RMFSK than for MFSK. In

weak or no jamming, the HD's BER for L>1 gets worse for increasing M (unlike

the other, soft-decision receivers) because noncoherent combining losses are

in effect amplified by the quantization the HD uses.

7.3.3.5 Self-normalizing receiver.

In the previous examples, we have observed a consistent trend

for RMFSK hopping to yield no better--and sometimes worse--performance than

conventional MFSK hopping. This was explained as being due to the possibil-

ity of jamming being present in a non-signal channel but not in the signal

channel for RMFSK but not for MFSK. It is also true that using RMFSK there

can be jamming only in the signal channel, which tends to favor a correct

decision. Apparently, using the LCR, AGC, clipper, and HD receivers, the

jamming of one channel has a net effect of degrading the system performance

* for L>1.

Now, we consider the comparison of RMFSK with MFSK using the

self-normalizing receiver, and will see an exception to the trend previously

observed. Figure 7.3-12 displays the SNORM error performances for FH/RMFSK

and RH/MFSK in WCPBNJ for M=L=2 and Eb/N0 = 13.35 dB and 20 dB. We see

that the BER for RMFSK is better than for MFSK. This behavior seems to

be connected with the jamming events in which both channels are either

-. jammed or unjammed on a given hop, rather than those for which only one

channel is jammed. This statement is supported by the fact that (1) the

4 curves are roughly parallel for moderate-to-weak jamming (the portion of
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the curve proportional 'o e-Eb/Nj), and (2) the MFSK receiver is subject

only to those particu'lar jamming events, by assumption. The advantage of

RMFSK, according to this interpretation, then lies in the smaller probability

of both channels being jammed on a given hop.

Now if M were increased to M=4 or M=8, it would be expected

that the effects of jamming in one channel only would tend to increase

the R.MFSK error, since then a damaging effect would be M-1 times as

likely as a helping effect.

On the other hand, the improvement of the RMFSK error over that

of MFSK can be explained in terms of how the SNORM receiver processes the

jamming events for which only one channel is jammed, in contrast to the

way the other RMFSK receivers process the events. When only the non-signal

channel is jammed the hop statistics are (K :2/N 2 1)

Z1k = x2(2,2oN) -* 0 (7.3-6a)
1k 77I2,2 _NT+KxI(2)

zKX2(2)1.( 3-bZ2 k = (2,2 - 1. (7.3-6b)

But when only the signal channel is jammed,

KX2 ( 2 ,2 PT) 1

1k = Kx.( 2 ,2 T)4-x2 ( 2 ) 1 (7.3-7a)

Z2k X2!2 + 0. (7.3-7b)Zk KXI-(2,2PT)× ( 2

That is, the SNORM per-hop processing is nearly equivalent to a hard

symbol decision; the signal channel suppresses the nonsignal channel when

the signal is jammed, but if the nonsignal channel is jammed, it is awarded

a value of at most 1. Thus the receiver de-emphasizes jammed hops while at

the same time distinguishing between "good" and "bad" jammed hops. The
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IC-AGC receiver, by contrast, penalizes the channel being jammed by

normalizing its noise to the same variance as the other channel; this has

the effect of suppressing the jammed channel when only one is jammed.

This is a good thing to do when the non-signal channel is jammed; but

it is not beneficial when the signal channel is jammed.

According to this second interpretation of the results the

SNORM performance for RMFSK is better because it makes good use of the

"favorable" jamming events, which do not occur for MFSK. However, we

still would expect the RMFSK performance to degrade for higher M under

this interpretation.
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7.4 COMPARISON OF RECEIVER DIVERSITY EFFECTS

The FH/RMFSK receivers we have studied are distinguished by

their methods of combining the L hops transmitted per MFSK symbol. The

objective of the diversity transmission is to spread the signal on a symbol

basis, making it less likely that the symbol is jammed for the entirety of its

duration. The L pieces of the symbol transmission are then sequentially

acquired noncoherently and accumulated after weighting or otherwise processing

them individually. Since the combining is done noncoherently, the performance

of the system without jamming or with full-band jamming (Gaussian channel)

necessarily is degraded from that using one hop with same signal energy.

However, when the system bandwidth is jammed partially, giving rise to a type

of non-Gaussian interference channel, the system performance is improved

using diversity, provided that the hop processing in some fashion limits or

discriminates against those hops which are jammed.

The conventional diversity receiver for MFSK, which we have

termed the linear combining square-law receiver (LCR), is known to be effective

against signal fading, that is, when there exists a random-amplitude signal in

a Gaussian channel. But against partial-band noise jamming (PBNJ), the LCR

is not effective since jammed hops are not de-emphasized. Figure 7.4-1

illustrates for M=2 that LCR performance degrades in proportion to L.

One view of the individual-channel adaptive gain control receiver

(IC-AGC), which normalizes each square-law detector sample by its a priori

noise variance, is that it in effect renders the non-Gaussian PBNJ interference

into a Gaussian interference with unit variance in each MFSK slot. The residual
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effect of the jamming after normalization is to reduce the SNR in the MFSK

signal channel or slot by an amount which depends upon the random event of

that channel's being jammed on ZL of the L hops. Because the amount

of reduction is inversely proportional to y, the fraction of the system band-

width which is jammed, while the probability of jamming is directly propor-

tional to y, there exists an optimum value of y which maximizes the system

error probability as a function of available jamming power; generally Yopt=

constl/(Eb/NJ) = const 2 *J, that is, the optimum value of y is directly pro-

portional to jamming power, and for sufficient jammer power full-band jamming

(y=1) is optimum.

It is possible to reason without analysis that the IC-AGC receiver

performs better than the LCR because, while the two receivers are subject to the

same SNR degradation, the IC-AGC in effect "matches" the accumulator structure

(soft-decision) to the channel. However, it is difficult to predict how any

improvement would depend upon L, and whether an optimum value of L axists.

Thus the analysis and computations of IC-AGC performance have been quite

revealing. For example, Figure 7.4-2 shows that there is a tendency for increasing

L to improve the IC-AGC performance for increasing Eb/NJ, but this tendency is

by no means uniform for the value of Eb/N0 shown. Figure 7.4-3 shows the IC-AGC

performance which would be obtained if the best value of L were always used. This

figure reveals that the effectiveness of the diversity depends on the degree of

thermal noise present; when N0 is not negligible, increasing L eventually gives

rise to noncoherent combining losses which overcome the gains from diversity.

7-58



M = 2

E b/NO0 = 13.352471 d

2400 SLOTS
4

IND. CHAN. AGC

WORST-CASE PBNJ

L=2 MINIMUM y o .00

o

m

C-

CD

mr
0l

h. 00 10. 00 20.010 30. 00 40. 00 50. 00
BIT ENERGY TO JAMMING DENSITY RATIO (dB)

FIGURE 7.4-2 BIT ERROR PROBABILITY VS. BIT ENERGY TO JAMMING DENSITY RATIO FOR

INDIVIDUAL CHANNEL AGC RECEIVER AND M=2 WITH NUMBER OF HOPS/SYtiBOL
AS A PARAMETER IN PRESENCE OF WORST-CASE PARTIAL-BAND NOISE JAMMING

7-59



- 2400 SLOTS

1I IC-AGC RCVR.

1 OPTIMUM L

WORST-CASE PBNJ

2

ce 2

CD

S3 Eb /N 0 13.35247 dB

LL

CZ)

4

t,---4
on

CD

x 5

0-

C 6in

E. E/No=20dB-b

7 1
40O. 00 10. 00 20.00 30. 00 40.00 50. 00

BIT ENERGY TO JAMMING DENSITY RATIO (dB)
FIGURE 7.4-3 OPTIMUM DIVERSITY PERFORMANCE OF INDIVIDUAL CHANNEL AGC RECEIVER

FOR FH/RMFSK WITH M=2 AND Eb/N0 AS A PARAMETER

7-60

I . -- - - - -



J. S. LEE ASSOCIATES, INC.

It is important to keep in mind that the performance in

jamming can never be better than that without jamming, and that without

jamming the best performance is for L=1. Therefore "optimum diversity"

values may increase with Eb/NJ, but must eventually decrease again to L=1

as Eb/NJ ÷ (no jamming). However, as the figure demonstrates, for a desired

performance of, say 10 , the optimum diversity value can be greater than one

if the unjammed error is much smaller.

Examples of diversity effects for the "any channel jammed" receiver

(ACJ) and the self-normalizing receiver are given by Figures 7.4-4 and 7.4-5.

We observe that these receivers, in that their normalization techniques

"approximate" that of the IC-AGC, achieve similar diversity gain effects.

Two of the receivers studied, the clipper and hard-symbol decision

(HD) receivers, do not utilize normalization as such, yet accomplish a diversity

gain effect by limiting the "contamination" that a jammed hop may bring to the

symbol decision. It has noted previously that the clipper receiver's performance

generally is close to that of the ACJ for stronger jamming, but that the HD

receiver is considerably worse for the same amount of thermal noise. However,

as Figure 7.4-6 shows, even this very simple HD approach can be considered

effective in the diversity sense when thermal noise is low.
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8.0 ECCM RECEIVER IMPLEMENTATION STUDIES

In the previous sections, we analyzed the BER performance of various

ECCM receiver processing schemes for uncoded FH/RMFSK radio systems in the

presence of worst-case partial-band noise jamming (PBNJ).

Our objective has been to provide a comparison of these different sys-

tems, which vary extensively in their implementation complexities. These results

will enable the ECCM system designer to weigh the engineering cost requirements

of a particular receiver design versus the anti-jam effectiveness. Toward this

end, we now explore practical issues related to the implementation of these

different processing schemes along with an assessment of implementation effects.

8.1 IMPLEMENTATION ISSUES AND CONCEPTS

All receivers suppress the total noise jamming power by an amount equiv-

alent to the system processing gain, defined as the ratio of the jammer band-

width to the receiver bandwidth. Hopping the signal forces the jammer to spread

its power over a wide bandwidth, but the jammer can maximize its effectiveness

by selecting an optimum bandwidth, which is a certain fraction (Y) of the total

hopping system bandwidth (W). This results in a BER which tends to be an inverse

linear function of Eb/NJ. so that more than 40 dB of Eb/NJ is required to obtain

BER's less than 10-. ECCM FH/MFSK and FH/MFSK systems counter this effect by

using multiple hops per symbol, with the L hops per symbol combined at the re-

ceiver as 'in diversity transmission schemes.

We have demonstrated that effective jammer suppression is obtained by

incorporating a nonlinear function in each M-ary channel prior to combining. The

improvement in BER performance is realized by the fact that within a PBNJ en-

vironment, the nonlinear techniques (clipper, AGC, hard-decision, SNORM) mitigate

the tendency of a jammed hop to dominate the symbol decision. Of these nonlinear
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techniques we have studied, it was assumed that certain a priori information

or perfect measurements are available to the clipper (SNR threshold) and AGC

(noise powers) schemes; no such measuring tactics are necessary for the hard-

decision or SNORM receivers. In what follows, we investigate the practicali-

ties concerning the implementation and impact of non-ideal noise power measure-

ments and threshold settings.

8.1.1 ECCM Receiver Information Requirements

In Table 8.1-1 we summarize the ECCM techniques used by the various

receivers we have studied, including the information necessary for their im-

plementation. The square-law linear combining receiver is presented as a base-

line for comparison with the other, nonlinear combining types. Our sDecific

interest here is to address the feasibility of implementation.

In the table, the nonlinear combining receivers are classified accord-

ing to whether their anti-jam measures operate on a per-symbol basis (across all

M channels) or on a per-channel basis. The per-symbol ECCM receivers include

the ACJ-AGC, the hard-decision, and the SNORM receivers. Of these, the ACJ-AGC

is seen as the only type utilizing a priori information on the received noise

(thermal plus jamming), since it weights all channels on a given hop by

f (2)-1 no channels jammed on hop k

Wink =wk = S(C2)-2, any channel jammed on hop k

= max (ý7 k) -
m ] (8.1-1)
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-1Therefore, the information required is Wk = max (a' ), which involves knowing
m ik

02,a2, and whether any of the M channels is jammed. As a minimum, the ACJ receiver
N' T'

needs to know the ratio max(a 2 )/oG2 , since the operation of the receiver is
m ik N

unaffected if unjammed hops are left alone (weight = 1) and jammed hops are

reduced by the factor aN/7.2

The hard-decision receiver is classified as a per-symbol ECCM receiver

because, as we have observed in previous sections, its operation in effect

limits each symbol piece (hop) to one vote in the M-ary majority logic decision,

no matter how strongly a hop may have been jammed. Its operation does not re-

quire any a priori information or measurement.

The SNORM receiver derives its per-symbol weights from the M

square-law envelope detector samples themselves:

Wk (ZXmk (8.1-2)
k _mk

Therefore, it does not require a priori information or additional measurements

in its operation.

The per-channel ECCM receivers include the IC-AGC and the clipper

receivers, and both utilize a priori information. The IC-AGC weights each

channel sample by the inverse of its a priori noise variance:

w 1 (92  (8.1-3)

In this manner, all channels on all hops are normalized to have unit noise

variance; any channels which are jammed (a2 = a2 ) are therefore suppressed.ink T

This technique involves knowing g2, ci2, and the jamming state or condition
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of each channel. Alternately, the ratios U2kl02 are needed, as a minim•n.

The clipper receiver achieves an ECCM effect by "containing" any

jammed channels; their contribution to the soft-decision sums cannot be any

larger than the clipping threshold (n), no matter how strongly jammed. In

order to set the threshold, both a2 and Eb/No a priori values are needed

since n = n(a2, Eb/NO) is chosen to minimize the error without jamming.

With respect to the additional receiver complexity required to

develop information needed by the suppression technique, only the AGC schemes

(jamming decision and normalization weights) and clipper (SNR levels) receivers

need be addressed.

8.1.2 Measurement Approaches.

Implementation of the two AGC schemes requires differentiation

between two zero-mean bandpass Gaussian noise processes with different variances

which determine a jammed/unjamned channel state. In addition, to be useful

as a quantity for a normalization weight in an AGC scheme, our measurement

(noise-power estimate) must reflect as closely as possible in real-time the

actual system state of the measured channel. This leads us to consider factors

in both time and frequency domain representations of our measuring technique,

i.e. the accuracy or quality of a band-limited channel noise-power measurement.

It is assumed throughout the measurement process that the data

measures are sample records from a continuous stationary random process.

Letting x(t) be a single sample time history record from a zero-mean stationary

(ergodic) Gaussian random process {x(t)}, the mean-square value (variance) of

{x(t)} can be estimated by time-averaging over a finite time interval ' as

C _2x 2 (t)dt (8.1-4)
X T f

0
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with the true mean-square value being

= E [ x 2 (t) ] (8.1-5)

and is independent of t since {x(t)} is stationary. Now the expected value

of the estimate of x2 isx

= if E[x 2 (t)] dt =2 dt = . (8.1-6)ST 0 r fo dt = 81X

Thus, 02 is an unbiased estimate of o2, independent of T.

X x

Regarding the quality of measurement, it is shown [19, p. 176] that

the variance of a mean-square value estimate of band-limited white Gaussian

noise with zero mean is

•2
Var[&2] (8.1-7)

Hence, we clearly see the inverse relationship of accuracy of our measurement

to the measured channel time-bandwidth product; that is, for BT - we

would realize a "perfect" noise measurement.

8.1.2.1 A look-ahead measurement scheme.

Since the optimum power estimator uses a square-law detector [18]

one could obtain a workable noise-power estimate by measuring the next slot

to be hopped into by all M-ary channels; such a "look-ahead" scheme is

illustrated in Figures 8.1-1 and 8.1-2.

Figure 8.1-1shows the first part of the scheme in which we obtain

the look-ahead receiver samples. Here we allow the receiver channel code-

synchronized PN sequence generators to be delayed by one hop period (T) in

relationship to the respective measurement channel synchronization. In

this manner we obtain the look-ahead samples at hop time k for use with
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the usual communicator receiver samples to be gathered at time k+1. We note that

the look-ahead samples are assumed to be values of either a2 or o2 and that anyN T

type of spectral interference from other hoppers in the network is nonexistent.

Also, this first part (Figure 8.1-1) of the look-ahead operation is the same

for both IC- and ACJ-AGC receiver types.

In Figure 8.1-2 we show the use of the M-channel look-ahead

measurements to derive the proper normalization weights. Thus, at time k+1

we obtain the following variables for accumulating in the L-hop diversity

combining state for each of the M channels:

Zmk 2 max (62k) -1, for ACJ (8.1-8)

ZIk Xmk •( k for IC. (8.1-9)

Additionally, the weight computation network could incorporate a

multi-hop/multi-channel processing stage (see Figure 8.1-3) to determine

jamming state information (JSI) based upon multiple look-ahead measurements.

Should the channel be jammed, we then have a one-sample estimate of the

noise plus jamming power 62. If unjammed, we obtain N which is a one-sample

measure of the channel's thermal noise power. The additional processing en-

visions each channel estimate a as going into a smoothing operation, which

would then output the improved a2 and a estimates. These values in turn are

fed back to the jammed/unjammed decision blocks in the form of the detection

threshold. The use of multiple-hop/multiple-channel measurements improves the

quality of the noise power estimates by increasing the BT product in (8.1-7).

Details involved in both the jamming state detection and data smoothing of

estimates are discussed later in this section.
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8.1.2.2 In-band measurement schemes.

One in-band measurement scheme assumes that a and `2 are to be
N 7T

measured between signal transmission times over the frequency-hopping bandwidth

W. That is, a measurement process takes place during the communications "link

idle" state, enabling the gathering of measurement samples over many hop

periods. This procedure avoids the system complexity required by the look-

ahead scheme, and is subject to the same caveats regarding stationarity of

the noise (thermal, background, and jamming) environment across the hopping

system bandwidth, as well as the corruption of purely noise estimates by

the activity of other communications users during measurement intervals.

Receiver frame synchronization information or message preamble

data could be used to decide when to cease or start taking measurement data

samples. In concept, these measurements would enable high quality estimates

of 02 and a , to be developed, and/or perhaps even a stored estimate of the

* received noise power as a function of frequency.

Now, in order to detect the presence of jamming or to set the clipper's

optimized threshold, we require knowledge of the received (average) thermal

noise power a2 = NoB, where N is the noise density in watts per hertz, assumedN N0B0

to be independent of frequency, and B is the channel bandwidth. In concept, an

independent channel noise-power measurement system could be used to take several

simultaneous measurements uniformly distributed within the thermal-noise-only

(unjammed) portion of the hopping band W. The arithmetic average of these

measurements would then be the estimate &2. Assuming that 02 varies slowly,

if at all, we would continuously correct the long-term moving average of G;

8-11
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that is, a type of smoothing operation in which the processing scheme uses

all measurements between times 0 and T to estimate the state of a system at

a time t, where O<t<T. This smoothed estimate of U2 over the time interval
N

o and T can be denoted by .(tIT). Specifically, we envision a fixed-lag

smoother in which a running smoothing solution lags the most recent measurement

by a constant time delay A and is denoted as &2(T-AIT). A reasonable value of

Swould be equal to the time for one symbol transmission.

Figure 8.1-4 illustrates a conceptual in-band measurement

approach for the AGC type FH/RMFSK receivers. There are two modes: (a) be-

tween signal transmissions and (b) during signal transmissions. Between

transmissions, the receiver continues to operate its synthesizers, detectors,

and samplers to gather data for estimates of G2 and 2, as mentioned above.N an T~ smnindaoe
During transmissions, jamming detection at the channel level (threshold rich)

or symbol level (threshold n sym) would furnish jamming state information (JSI)

for selection of AGC weights, using thresholds based on the estimates of 2

and a2 Possibly the samples received during transmissions could be used

also for the variance estimation by feeding back the symbol decision to identify

the channel with the signal, as suggested in the diagram.

With respect to the clipper receiver, Figure 8.1-5 depicts a scheme

for setting the optimized clipping threshold n0 . Toward this end, we need to

obtain a current estimate of the clipper receiver's SNR. Similar to the

previously described two-mode in-band noise-power measurement concept for the

AGC receivers, an individual channel measurement system would likewise be used

to estimate the received signal power S. Several measurements would be taken

8-12
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of the received signal plus thermal noise within the unjammed portion of

the hopping band W, using symbol decision feedback to identify the signal

channel. The arithmetic average of these measurements forms an estimate of

signal plus noise power, Psn" This estimate could also be refined by a

fixed-lag (per-symbol) smoothing operation. Hence, we would obtain

S P5n 1  K E b
N N &? N (8.1-10)

the signal-to-noise ratio for a given hop dwell time, to be updated on a

per-symbol basis.

Table 5.3-1 showed a summary of the clipper receiver values of no

for a given L, M, and Eb/NO. Note that these numeric values were obtained only

for values of Eb/N0 such that Pb(e) = 10-5 for two MFSK systems in the

absence of jamming. We point out that, in practice, new values of qn0 need

to be computed for each different value of Eb/NO. Therefore the actual

clipper receiver would require that matrices of n0 values be stored in a

read-only memory (ROM) look-up table.

8.1.3 Jamming State Decisions.

Implementation of a jamming state decision scheme would be based

upon the following assumptions: (1) that a look-ahead or in-band measurement

scheme is utilized, and (2) that the noise power estimates of 52 and ;2
N T

are readily available in time. Ultimately, the criterion for making a jammed/

unjammed state detection is predicated upon a single observation (per channel)

or a multiple observation (per symbol). The ACJ-AGC receiver requires detection

of a jammed symbol hop whereas the IC-AGC requires detection of jamming in

each of the M channels on each hop.
t,8,
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In both the symbol and the channel cases, che problem is one of

deciding between Gaussian noise with variance a and Gaussian noise with
N

variance a. Due to the lack of a priori jamming probabilities (y) or

cost functions, we utilize the Neyman-Pearson criterion as our

hypothesis testing technique. Its test objective is to maximize the

probability of detection (PD) for a given probability of false alarm (a) and

is accomplished by employing a likelihood ratio test.

8.1.3.1 Jammed channel detection.

A basic problem in determining a janred/unjammed state with an

individual channel look-ahead scheme is in accounting for the signal itself.

Recalling that the look-ahead measurement channel is one hop period "ahead" of

the normal receiver channel, the situation can arise in which the measurement

channel is actually the present signal channel. However, we first analyze

the case for a measured channel without a signal present.

Using the narrowband Gaussian process representation for the

channel samples, the hypotheses to be considered are

HO: p(,,'') = exp - s (81-11)

Sn 2+n2

H _ = 1 exp - s (8.1-12)

S2ia 8 2a16
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where H0 is the unjammed case and H is the jammed case. For the likelihood

ratio we obtain

02 2 I2)~n~,
A = - exp (n _ n (8.1-13)'OT 2 (OT N

and in comparing the log-likelihood function to a threshold we have

( T H1
log A log T < (8.1-14)

c TT 2 GNz T / H0

where x2 = nc+n2 is our estimated look-ahead noise-power measurement orC s
sample test statistic for a single channel.

The value of x2 to decide that jamming is present (H1 true) is

2 The f~ To jamlig present2

>OT-7N I - log = ONch, T' N (8.1-15)

For the false alarm probability we have

P FA = Pr X,>nchIHO~ e ch N (8.1-16)

Similarly, the probability of detection is

P" e -nchl2ci
ench/= e (8.1-17)

with a receiver operating characteristic for our jamming detector given by

1/K
PD T(8.1-18)
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Now in the case of the look-ahead channel sampling a signal channel

slot, these samples (x2) are independent noncentral chi-squared random

variables with two degrees of freedom, multiplied by the total channel noise

power ~ch' and with noncentrality parameters

S= 2S/ch = 2S/a2 = 2 PN, hop unjammed

ch 2S/02 = 2 PT, hop jammed. (8.1-19)

Therefore, the pdf of a given sample u=x 2 is

-(u+2S)12a2h
f (Cu) -- e uh.-., /C,2 (8.1-20a)sig 02c

2ach

(1/2a2) e"u+2S)/2N Io(-,S /a;), u>O, hop unjammed

(8.1-20b)-(u+2S)/2a2

(1/2G) e T I 0 (J_2§Ja/), u>O, hop jammed

where S signifies power `n the signal itself. Consequently, the probability

of a false alarm and the probability of detection can be written as

PF Qf~ fl2N'ých/G )2 (8.1-21)

where Q(x,y) is Marcum's Q-function.
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8.1.3.2 Jammed symbol detection.

In the jammed M-ary symbol detection case, we have the two

hypotheses of: (1) no channel is jammed, and (2) any of the M

channels is jammed, i.e. ACJ. Hence, the situation is one of multiple

alternative hypothesis testing given as

H: 02 = 0, m = 1,2, ... ,M;

(8.1-23)

HI: 02 = V, 2M-1 possible combinations of jammed channels;

where a' is a parameter in the likelihood function of the measurement samples
m

which is written as

e 1 M . (8.1-24)

m

As in the jammed channel detection case, we require a current

estimate of u2 obtained from a look-ahead or in-band noise-power measurement

scheme. Furthermore, an estimate of SNR (^N) is also needed for threshold

determination when accounting for the signal itself being detected in a

look-ahead scheme.

Since there are many alternatives to H0 as expressed by (8.1-23),

we consider the simplified test of whether the sum of the channel samples

"exceeds a threshold.

For the case of the signal being present in one of the channels,

the sum of the samples Cu = x�) is distributed as, with no jamming,

M
LI = 2 X2(2M,2PN

Um N , N (8.1-25)

9-19
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i.e., a non-central chi-squared variable with 2M degrees or freedom,

non-central parameter 2 pN, and weighted by the current est mate of o2.

In the noise-only case, the distribution of the summed decision variables is

a central chi-squared distribution,. written as

M
U m = a X2 (2M) (8.1-26)

m=l

A scheme that may provide a workable jammed symbol detection when

a siqnal slot can be jammed is realized hy discarding the maximum of the um

variables which results in the distributional assumption

M-1

Z Um Umax z oX02 (2M-2). (8.1-27)

Note that the distribution of (8.1-27) is written as a central chi-square

distribution which assumes that the signal itself is always stronger than the

jamming. That is, the presence of weak jamming can easily be detected in

the absence of the now discarded stronger signal. Should the jamming be strong,

we have a situation in which the signal channel is included in the left-)ver

sum. However, this is an acceptable scenario because the signal channel power

will help in deciding if a jammed symbol condition exists.

The probability of a false alarm for this scheme is obtained by

applying the methodology to formulate the non-signal channel probabilities

for ACJ-AGC receivers as discussed in Section 4.3. Specifically, the

probability of the sum of the non-signal channel measurement samples being

less than the normalized symbol threshold on a given hop is written as

8-20
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Pr~ Z < 1- jjsYM ~ (8.1L28)

Hence, the probability of a false-alarm for jammed symbol detection is

simply

r (2M-2;i s m/2a2)

PFA(sym) " r(2M-2) (8.1-29)

Another method to implement jammed symbol detection in the presence

of a signal would utilize a combination of the individual channel jammed

detector outputs. For example, in the case of M=4 we can employ the combin-

atorial logic of any two individual channel detectors' outputs "ANDed" to

produce a symbol jamming decision from the six possible combinations. The

detection of the "any channel jammed" condition will be the logic variable

.symbol = (di "J2) + (J1 J3) + (J1 J4) (8.1-30)

+ ( ' 3) + 3 J4) + (3" J4)

where it is assumed that detection of the signal itself has triggered the
decision of a jammed channel (Ji) for a particular channel. Thus, we are

able to realize a jammed symbol detection when a signal is present.

For the case of any M we have the overall false alarm probability (when no

signal is present)

-•'•PFA s m (Mn) n (1 - PM-n ( . -1

FA(sym) n=2 n FA(CH) (1 - PFA(CH))

which simplifies to
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PFA()CH) (8.1-32)

as the overall false-alarm rate for a jammed symbol detection.
8.2 ASSESSMENT OF IMPLEMENTATION EFFECTS

In this second part of our implementation studies, we investigate

the effects of the previously discussed implementation schemes on the per-

formance of the ECCM receivers. We demonstrate the necessary adjustments

involved in reformulating the probability of error expressions which are now

conditioned on estimated (measured) parameters instead of assumed "perfect"

measurement quantities. Our objective is to assess the "return on the in-

vestment" realized by resorting to the complex measurement schemes needed to

implement the AGC receivers, which for ideal measurements achieve the best

ECCM receiver performances in worst-case PBNJ. That is, we seek to answer

the question, "Will practical implementations of the AGC receivers continue to

outperform the simple SNORM and hard-decision receivers, which require no

measurement??"

8.2.1 Methodology for Direct Assessment.

Analyses of the error performance of the implementated AGC schemes

are extremely difficult for the following reasons. First, we must account for

the measured (estimated) quantities ; and 2 as random variables imbeddad in

the probability of error expressions. Second, the effect of errors in the JSI

decisions upon the P(e) expressions must also be considered. Previous analytica)

results in this report were derived on the assumption that perfect measurements

were obtained for c and a; this provided a lower bound on the error performance

to be realized in practice. This ideal total error probability can be expressed

8-22
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parametrically by

P(e) = P(e;y,Eb/No,Eb/NJ,L,M;a2aCrS) (8.2-1)

actual parameters
parameters assumed by

receivers

and can be written as

P(e) = Pr{[v•j} Pb(eI[v]), (8.2-2)

where [v] is a matrix describing the jamming event (see Section 2.2) over

the L-hop diversity. The above expressions must now be restated as,

P(e) P(e;y,Eb /No N , L, M; ,2,) (8.2-3)

P(e) = Pr{(v],[vl]} P(eI[v],[v1) (8.2-4)

in accounting for a, Cy2, S, as well as estimates in JSI.

For example, in the ideal situation the IC-AGC receiver

decision variables are

L

Z m =• Zmk; ni=1,2,...,M; (8.2-5a)

k=1 2
where eich z is the square-law envelope detector sample X multiplied byZk tedtcoxmk
the weight

11r/N , channel m not jammed on hop k

wmk = (8.2-5b)

1/a , channel m jammed on hop k.
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This ideal normalization results in the {Zmk being all unscaled chi-square

random variables, as discussed in Section 4.

Now if the a priori quantities 02 and a2 are not available andN T
the jamming condition of the channels is not known, we must use estimates

& and &2, and also decide whether the channel is jammed. This results in

the weights
Ii -1 -1

N (-PFm) + ) PFm = WO, not jammed;

Wink (8.2-6)

Ha) (1-Pm) + (62)Pm = W1, jammed;

where PFm and PDm are per-channel jamming false alarm and detection proba-

bilities. In this description, it is assumed that the variance estimates are

developed from look-ahead or in-band measurement data prior to the symbol

being processed, and that the channel jamming decision is based on a one-hop

look-ahead scheme. In the absence of signals in the look-ahead channels,

PFm = PF(&2TN'm2;2,a) and P = P(&,&2;G22);

N T ~D N TN'

that is, these probabilities are the same for each of the M symbol channels.

Thus, after accumulating the L hops, the decision statistics are,

conditioned on jamming events and measurements,

zI:Wo•YX2[2(L-z1);2(L-z1 )PN]

+ WIiP 2 [12•;2•1QT]; (8.2-7a)

zm = Wo0 2 [2(L-t.)] + W1a2x2(2M), m>l; (8.2-7b)
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where 9= ( 1 ,i 2 ,. .. ,ZM) is the jarmming event vector of the number of hops

jammed in each channel. Recall now that the linear combining receiver (LCR)

has the normalized decision statistics

uIY= = X2[2(L-z1);2(L-9I)pN]

+ Kx2 [2kl;2z1PT]; (8.2-8a)

um = Zm/C x 2 [2(L-t )] + KX2 (2zm), m>1; (8.2-8b)

where K = aT/G2. We therefore recognize that, conditioned on the measurements,

the implemented IC-AGC receiver's BER will have the same functional form as

the LCR's with the new K value

02W1 a2 ;2(1-pD a NPD

K' = TI= -T T (8.2-9)
N ~ N T F) + NPF

Evaluation of the effect of the measurements and JSI decisions then involves

numerically averaging the LCR error probability (with K replaced by (8.2-9))

over the distributions of - and ;2

8.2.2 In Search of an Upper Bound: Simplified Measurement Models.

Equations (8.2-7) to (8.2-9) reveal that the implemented IC-AGC

receiver statistics more or less tend toward those of the ineffective LCR,

depending on the quality of the measurements. This fact underscores the

important role of the a priori information utilized by the AGC receivers in

8-25



J. S. LEE ASSOCIATES, INC.

their superior performance. We can take the position that the ideal AGC

performances calculated in this report represent a lower bound on achievable

BER, though perhaps not the lowest bound, and then seek an upper bound

instead of attempting the arduous and time-consuming direct analysis of im-

plemented systems. Such an upper bound, if sufficiently tight, would be

suitable for comparison with the BER results for the receivers not employing

a priori information.

How shall we obtain an upper bound? Since the performance degrad-

ation associated with the receiver implementations is related to the quality

of the measurements, we realize that any bound would be directly identified

with a particular measurement approach, and parametric in the features of that

approach (such as number of samples taken). We fully anticipate, for

example, that an upper bound on the implemented system's BER would decrease

as the number of samples used in the measurement increases. Therefore, it

is reasonable to consider possible implementations utilizing one sample as

candidates for systems whose performances represent an upper bound on what is

achievable in the same manner as the ideal systems represent a lower bound.

For the ACJ-AGC FH/MFSK receiver, we consider the simplified

version that we call the "practical ACJ" (PACJ) receiver. Since the ideal

ACJ receiver uses the weights wk = (max G2k)'l, we stipulate that the PACJ
k Mmk

uses the weights

wk = (max x2 ) (8.2-10)
m mk

*In Section 7 it was observed that the SNORM receiver can outperform the AGC
receivers in some, limited circumstances.
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This approach in effect utilizes the received square-law envelope detector

samples themselves as (one sample) measurements of the noise power in each

channel, and thus is a form of in-band measurement which is very simple

indeed compared to schemes discussed in Section 8.1.

We note in passing that this PACJ receiver is related to the

hard-decision receiver in the following way: the HD decision statisticstzmk}

are the PACJ decision statistics after being subjected to a two-level

quantization. That is,

1, ZPAC6 >1
ZHD C 1(8.2-11)

O, ZPACJ <I

For the IC-AGC receiver, we postulate that a one-hop look-ahead

implementation yields one detector sample in each of the M channels just prior

to the actual symbol's occupancy of those channels.* Since the ideal IC-AGC

uses the weights wik = (02k) we can treat the look ahead samples {vmk

as one-sample estimates of noise power and specify the "practical IC" (PIC)

weights

wink (Vmk). (8.2-12)

In what follows, we evaluate each of these practical receivers

for the case of M=2, L=2 in order to compare them with their respective ideal

receivers. We also can consider the SNORM and hard-decision receivers as

*Alternatively, the hopping and symbol rates could be reduced by one-half in
order to sample the channel first, then receive the transmission; look-ahead
is avoided in this way, at the expense of data rates.
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"practical" AGC implementations, and will continue to exhibit their BER

results for comparison purposes.

8.2.3 Example Evaluations of Practical AGC Receivers

We now find the error probabilities for the PACJ and PIC receivers

for M=2 and L=2.

8.2.3.1 Analysis of the PACJ receiver.

The PACJ receiver for M=2 is diagrammed in Figure 8.2-1. The

decision statistics are

L 2

Zm = z mk , m = 1,2 (8.2-13)
Z maX(xmk)
k=1 m

In Appendix C it is shown that this receiver for L=2 and FH/RMFSK has the bit

error probability

Pb(e) = 2 f dxf(x)G(x) + G 2(1) (8.2-14a)
0

where K a2 /02 and
T N

1 PNx +Of(x) = -0• ( °x + O
(x+1)2 exp - ___ +-"

1 K -r exp K-P' 1 +

+ Ki -- exp r- N x + N

(x+K) IL

+ 12 +-i exp I + (8.2-14b)

and nx eN/(l+x) x e-PT/(l+x)

G(x) x 0x-•eN +'2 x e

x+-KpT(xK
Kx -ON/(1+Kx) x eK . (8.2-14c)+ • 1K- -e+• x---e(821c
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Numerical results for the L=2 PACJ binary receiver are shown

for Eb/N0 = 13.35 dB and 20 dB, respectively, in Figures 8.2-2 and 8.2-3.

There is no difference between these results and those of the SNORM receiver

that can be discerned from the figures - a close look at the data reveals

a slight difference except for y=l (full-band jamming), for which analysis

shows that the two receivers yield identical performance for the M=2, L=2

case.

8.2.3.2 Analysis of the PIC receiver.

The PIC receiver for M=2 is diagrammed in Figure 8.2-4. The

decision statistics are

L u
zm : Z mk , m=1,2; (8.2-15)

k=1 mk

where the {Umk} are the usual receiver samples and the {vmo are look-ahead

samples. These look-ahead samples are assumed to have the same noise powers

as their corresponding "usual" samples, and not to have a signal present.

In Appendix C it is shown that the L=2 FH/RMFSK or FH/MFSK PIC

receiver error probability in partial-band noise jamminq is given by

Pb(e) = (1-,) 2 Pb(elp1=o2-Eb/2No)

+ 2y(1-Y)Pb(elpz=Eb/2NOP2=Eb/2NT)

+ y 2Pb(eIl1=P2=Eb/2NT), (8.2-16a)

where -Y is the jamming fraction and
1- 1 -P ,U-rP2V

Pb(elPl,P2) = du dv e (1+P 1-2u)(1+P2-Q2v)

uv 2 + uv "u+v

uU [n -+- - ) • (8.2-16b)
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Numerical results for the L=2 PIC binary receiver reveal that it

performs very poorly. For example, for full-band noise jamming the BER

varies with Eb/NJ as shown in Figure 8.2-5. We note that for high Eb/NJ

(practically ne jamming) the error probability is greater than 10-4 even

for thermal noise so small that Eb/N0 = 40 dB. Evidently the predictably

poor quality of the one-sample estimate of noise variance is especially

damaging when using it in the denominator of the ratios taken in (8.2-15).

With slightly more effort, we find that if the PIC receiver uses

two look-ahead noise samples, summed to obtain a better variance estimate,

the performance improves considerably. The decision statistics for this

version of the PIC receiver are

L u

Zm v mk , m=1,2. (8.2-17)
k L Vmkl +Vmk2k=1

Using the same analytical approach as in Appendix C, but with the sum of the

look-ahead variables being a kX2 (4) distributed, we find that the conditional

P(e) for M=2 and L=2 is

Pb(elp1,02) = 4 du dv (1-u)(1-v) exp{-ol(1-u)-0 2 (1-v)}

0 0

x [1+2pU + pi U2 /2] [1+2o•V + p 2v 2 12]

X g(u%- + TV. (8.2-18a)
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where

g) 12 tn(x+1) + 2(x 2 +7x+4) (8.2-18b)
(x+x2 (x+l)(x+2) 3 .

Numerical results for full-band jamming are shown in Figure 8.2-6. For

Eb/N0 = 13.35 dB, there is not much of an improvement, but for 20 dB and

higher Eb/NO, there is about a decade improvement over the asymptotic BER

obtained using a one-sample noise estimate. Clearly as more look-ahead

samples are used, the PIC receiver will act more like the IC-AGC. However,

if more measurements are taken, the likelihood increases that the measurement

will suffer from changes in the assumed noise environment over the measurement

time. Perhaps with the RMFSK hopping scheme it is possible to gather noise

samples from adjacent (unused) hopping slots in addition to (or in place of)

using a look-ahead approach.

8.3 CONCLUSIONS AND RECOMMENDATIONS

Having considered practical implementations of ECCM receivers for

FH/RMFSK in worst-case partial-band noise jamming (WCPBNJ), we are able to

conclude our study with some "lessons learned," from which we also can recommend

further studies.

8.3.1 Knowledge Gained from Study.

8.3.1.1 Ideal receiver performances.

The ideal receiver performances obtained in Sections 3-6 and compared

in Section 7 show for the first time what the expected performance of random

frequency-hopping MFSK is in WCPBNJ when L hops per symbol soft decisions are
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used and thermal noise is not neglected. We have learned that per-channel

adaptive normalization, such as envisioned using the IC-AGC receiver weighting

scheme, is effective in countering the jamming effects which are most damaging

to the RMFSK performance: jamming power in non-signal symbol frequency

channels and not in the signal channel. The IG-AGC scheme controls the

channel gains in such a way as to equalize the a priori noise powers in the

channels, in effect forcing the non-Gaussian input noise process to be a

Gaussian process. The jamming then only affects the error through the reduc-

tion of relative signal power when jammed signal hops are normalized, and RMFSK

using this scheme performs the same as the conventional MFSK hopping.

We have learned also that per-symbol adaptive normalization, typified

by the ACJ-AGC receiver's weighting scheme, is effective in countering WCPBNJ,

though not as effective as per-channel normalization. The per-symbol operation

equalizes the maximum of the M channels' a priori noise powers to a constant

value, but does not affect the relative powers among the M channels, so that

to a certain extent the RMFSK system, unlike MFSK, is still subject to noise

power imbalances on each hop and therefore is more vulnerable than MFSK.

However, the per-symbol normalization does prevent jammed hops from dominating

the soft-decision, and therefore achieves an ECCM or anti-jam diversity effect.

The per-channel and per-symbol AGC schemes perform the same for

no jamming, and the performance achieved is sensitive to the amount of thermal

and/or background noise present at the receiver, expressed relatively in our
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study by the ratio Eb/NO. For any finite Eb/N0 value, the receiver perfor-

mances for weak or no jamming degrade in proportion to L, the number of

hops/symbol, due to noncoherent combining losses. It cannot be emphasized

too strongly that thermal noise should always be included in any study,

because different implementations of the ideal receiver combining schemes

in general are subject to different noncoherent combining losses plus any

losses due to quantization effects. The ideal AGC performances we have

obtained provide a lower bound on achievable performance in the sense that

errorless noise power measurements are assumed.

8.3.1.2 Practical receiver performances.

The several "practical" FH/RMFSK receiver combining schemes we have

studied may be classified as implementations of either per-channel (IC-AGC)

or per-symbol (ACJ-AGC) ideal schemes.

The clipper receiver implements a per-channel ECCM scheme and thus

to a certain extent achieves a performance in WCPBNJ whose parametric behavior

follows that of the IC-AGC. However, its best clipping threshold value is

parametric in received signal and thermal noise powers and in L. In our

study we have calculated performances assuming that these powers are known

a priori; it is expected that estimation of the correct threshold will degrade

its performance. But if we can assume that a reasonably good estimate of un-

jammed SNR is available, the clipper receiver appears to be a viable candidate

or a practical ECCM receiver.

It was shown that direct implementation of the IC-AGC using

auxiliary noise power measurements has the potential for approaching the IC-AGC

performance, but only if certain assumptions are made: (a) the receiver com-

plexity can be further advanced economically to include the required noise

power measurements (as many as possible per channel); (b) the noise processes
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being measured are relatively stationary during the time of measurement

and not subject to corruption from the signal or other signals. These

assumptions are quite restrictive, so that we would choose to implement

another, simpler scheme if its performance is satisfactory.

The per-symbol receiver ECCM schemes studied include the self-

normalizing receiver (SNORM) and the so-called "practical ACJ" (PACJ). These

receiver implementations are very simple, requiring only operations using

the usual received envelope samples in the M symbol frequency channels.

Somewhat surprisingly, these two schemes perform very well (nearly identically

for M=2 and L=2), even better than the supposedly best ideal IC-AGC receiver

under certain limited circumstances. Therefcre, if the receivers using a prioril

noise and jamming information tend to represent a lower bound on system perfor-

mance, and the small-sample size "practical" receivers, an upper bound--then

we have observed a situation when lower and upper bounds converge to agree

upon a predicted performance result. The implications are that we may regard

the easily-calculated IC-AGC performance as representative of achievable

system performance, with perhaps a slight implementation loss of a few dB when

the simple practical receivers are employed, and when the system noise without

jamming is small (high Eb/NO).

8.3.1.3 RMFSK vs MFSK.

We have found that for smaller alphabet sizes (M=2 or 4), the error

performance of FH/RMFSK in worst-case PBNJ is comparable to that of the

conventional FH/MFSK, when appropriate receiver processing is employed, to the

extent that we state that the price to be paid for the additional RMFSK system
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complexity can be assessed against the threat of follow-on noise jamming.

That is, if follow-on jamming is not considered a threat, MFSK should be

used; but if it is a threat, RMFSK is an effective counter-countermeasure that

also works satisfactorily in the worst-case partial-band noise jamming environ-

ment.

8.3.2 Recommendations.

With the perspective gained from our study we make the following

recommendations for further research.

(a) Derivation of system error performances using the PACJ and

similar "nonparametric" ECCM receivers; it is conjectured that analysis would

yield BER expressionis for M>2 that are more feasible for computation than

those for the clipper and self-normalizing receivers we have studied.

(b) Analysis of FH/RMFSK performance under multi-tone jamming; it

has been asserted that FH/RMFSK "precludes" systematic tone jamming, but what,

in quantitative terms, is its vulnerability to tone jamming, relative to

FH/MFSK?S

(c) Analysis of mutual interference effects in an FH/RMFSK system;

these are considered to be more numerous than for FH/MFSK, and possibly more

damaging - a more intricate setup for multiple users may be necessary to avoid

mutual interference.
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APPENDIX A

PROBABILITY DENSITY FUNCTIONS FOR SOFT DECISION

RECEIVER STATISTICS

For soft decision receivers with multiple hops per symbol, the

M decision statistics are of the form

Zm = 02 x2 (vm ; X ) + X2 (V2m ; \2m ' (A-i)

where x2(v; X) denotes a noncentral chi-squared random variable with v degrees

of freedom and noncentrality parameter x, and a2  and a2  are different

scalings. For the cases to be studied we can also write

um = Zm/02 = x2 (2L - 2 zm; X1 ) + K x2 (22m; (A-2)

since Vlm+v2m = 2L, twice the number of hops per symbol, and v2m r 2zms

twice the number of jammed hops for symbol channel m. Also, without loss of

generality we designate the first (m = 1) channel as the one containing the

transmitted signal, and the others (m >, 2) as containing noise only. Thus

X11 - 2(L -"l )S/ay1, X2l= 2 1iS/a2 (A-3a)

and

X1 n =X 2m = 0, m >, 2. (A-3b)

Previously it has been shown (1, Appendix 2E) that the probability

density function (pdf) for urm given by (A-2) is pu(a; zm' Nlm, ý2m' Km), where
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Pu(a; 1 1, X1 72, K)

= e- -r k r ! (k+r+L-1)!

K-i

x1 Fl(r+l; k+r+L; K 2)' (A-4)

where 1F1 (a; b; x) is the confluent hypergeometric function. The computation

of this expression is very time consuming; in this Appendix we consider alternative

expressions that can be computed more quickly, or perhaps be amenable to

approximations.

By expanding the confluent hypergeometric function in its series

form,

jj z;k+r+L; K- (A-5)

(K-1 )n 1 (r+n)n

n=O 2 nT (k+r+L) n
with

(a) n r(a+n)/r(a), (A-6)

and summing over the index k, we obtain the expression

= exp A- •n
u 2 xp2 V K

n=O
S;c ((r+n+L-1)/2

E r! (r•n ()I rmLl-/ ) (A-7)

r=O

A-2
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This form is based on recognizing the series for I r+n+Ll(x), the modified

Bessel function of the first kind of order r+n+L-1:

"+ (x2) 2k+r+n+L-1 (A-8)
ki (k+r+n+L-1)! S~k-0

Further, we recognize that

(.i(q-1)/2 'e'+l)2

I11)1q- l(ia-X) = 2 aX/ P x2((%; 2q, Xl,(A-9)

where p 2(•;, , X) is the pdf for a noncentral chi-squared random variable

with v degrees of freedom and noncentrality parameter x. This allows us to

write

p(a) = K-ge-XZ/(r2),
G (r,1ý)

P KZeX/ n! r! (r.'
n=O r=O

x px 2(a; 2r+2n+2L; Xi) (A-10)

Now we concentrate on the summation over the indices r and n.

Since

go 00

Z Z f(n, r) g(n + r)
"" ~n=O r=O

00 n

= g(n) f(n-r, r), (A-11)

n=O r=O
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we can express the pdf in the form

)= Z Cn Px2(cL; 2L+2n, Xj), (A-12)

n=0

where

C e-X2/ 2  f.-.\n 1 r (r+()n-r
r! (n-r)!-• (A 3

r=O

Now,

(r+)n-r Ir++n-r-ln-71 (r+t-l) !(n-r ýT

= ( n-r1) ; (A-14)

and

n

Sr=0
a+

with (x) the generalized Laquerre polynomial. Thus,

CK e'X2 1 n " - J (A-].6)
A4 n K-
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Since (A-12) is a pdf, it must integrate over a to unity. This

requires that

F c n 1 (A-17)

n=O

In fact, this is so, since [3, eq. 8.975.11

-b n£ (x) = 1-b) a -1 exp D-x

n=O

= K£ ex2/ 2 . (A-18)

Aprximation

The expression (A-12) for the pdf is in the form of a series of

weighted chi-squared pdf's. This suggests an approximation based on truncating

the series:

"P (a() N= cn PX 2(a; 2L+2n, x1 ) c. (A-19)

"n=O n=O

Since, even for X2 = 0,

Cn+1 1+/ K
1+/_n 1 I (A-20)

C n n ITI/n '1+(i-1)/n n <n•41. n

the truncation is feasible but, depending on the value of K, the convergence

of the weights ICnt is slow.
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APPENDIX B

COMBINATORIAL RELATIONS FOR JAMMING EVENT ENUMERATION

8.1 NUMBERS OF ORDERED VECTORS

We define

(L+1)S M(L) ~#L

L k2 3

tM=0  z M-l 0 2W

By direct manipulation,

L
S2(L) = 1= L+1 (L+1) B12

S3(L) zI I.I = I S(3

X3=O R.a=O E3=0

Z3= 0(3 1)(B .1-3)

using (3, equation 0.151.13j. Assuming that

we find that
L

SM+l(L) S I M9 M+ 1)

91=0 +M P 1 (L+M) (B. 1-5)

91M+l 1

Thus (B.1-4) is proved by induction.
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8.2 NUMBERS OF PARTITIONED ORDERED VECTORS

We define RM(L;n) as (L+ 1)-1 times the number of ordered vectors

X.' such that there are exactly n partitions of the components (Z 2 ..<- ZMý

such that the m in the partition are equal. For example,

L M 3

RM(L;l) Z *.. Z U(t 2 = 13 = .4 ~ kM

iM=0  ZM_1=O 12=0

L

Z I = (L+ 1), (B.2-1)
ZM:O

where U(.) is I if the relation in the argument is true and zero otherwise.

RM(L;I) is the number of ordered vectors where the components are all equal.

For two partitions, there are many cases, but they all produce the sum

L r 2 -1 L

RM(L; 2) = =~ r,=Ll (B.2-2)

r 2=1 rj=O r 2 =O

from [3,.equation 0.121.1]. We find that

L

RM(L;n) = Z RMl(rn-1; n-i). (B.2-3)

r =0

Asserting that

RM(L;n) = L + R(L;n) (B.2-4i

and substituting (B.2-4) in (B.2-3) establishes this relation by inductive

proof.
B-2



J. S. LEE ASSOCIATES, INC.

B.3 TOTAL NUMBER OF VECTORS REPRESENTED BY ORDERED VECTORS

Since there are

(n M" I ) 
(B.3-1)

_. vectors represented by each 0.' vector (see Section 2.2), the total number

of vectors represented is (L+ 1) times the summation

L 9.M •3
M-1 ) B32

( "Z no, n1,.. Rn TM(L. (B.-2

zM=O =zM_1O = k2=0 J

Using the partitioning relations, we can write

-( M-1 (number of partitioned k'

TM(L) ( n 1  n. x which produce no, n1,..n

M-1 M- n
=R(L;n) Z qq .,q )( r2 . ri ),

n=1 partitions 2"1 qn 1rr2

(B.3-3)

where

qk number of equal k's in partition k (B.3-4a)

r s number of qk equal to s. (B.3-4b)

Thus

T2(L) =R(L;n) j= 1I, (B.3-5)
n=1 part. iq' q2""'qq r 1/
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and

T 3 ( L ) = Z R ( L ; n ) Z q2 . q n ) (r I r 2 )

n=1 part. \1' q " "r

~+ ) (22)() + (L+1)(2) (20)

L + + 2 + = (L+1)2 (B.3-
(2)

Calculations show that

3
T4 (L) = (L + 1)

T5 (L) = (L + 1)

and T6 (L) = (L + 1)

It can be shown (4, p. 106] that

TM(L) = (L + 1)M- (B.3-7

giving the total of (L + 1)M 2 vectors.
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B.4 NUMBERS OF ACJ-AGC JAMMING EVENTS

From Section 4, the jamming events are described by the vector z

and the number of hops with at least one channel jammed, to.

B.4.1 Number of jt.,} events

For a given Lo and Z, the number of events may be counted directly

using

Z o) 6. ,i). (B.4-1)
V>0 to >0 k=1

Previously we have established that the number of 1 vectors for n hops is

M

a(n) 6 Z • ') T 1 m (B.4-2)

k=1 m=1('~

Note that this quantity is zero for n < tx = max xm" For notational convenience,
m

let the sum in (B.4-1) be represented as

S() =. (sum over all [vs] with zo non-zero columns

[v:Zo]>0 and M rows). (B.4-3)

Then we find that

= - (at least one zero column of [v:Zo]), (B.4-4a)

[v:zo]>O (v:Zl] [v:L0 ]
or

S(ko) =(zo) - (sums with at least one zero column). (B.4-4b)
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Now, a sum with exactly n non-zero columns of [v] is equivalent to S(n),

so that
ko

n= 
n

For example,

S(1) = S(1) - S(O) = '(1) - S(O) (B.4-6a)

S(2) = 9(2) - 2S(1) - 9(0)

= 9(2) - 29(1) + S(0) (B.4-6b)

S(3) = 9(3) - 3S(2) - 3S(1) - S(O)

= 0(3) - 39(2) - 39(1) - 9(0). (B.4-6c)

From these examples we conjecture that

n(n
S(n) =, (-I(_)k 9(n-k); (B.4-7)

k=O k

substitution of (B.4-7) into (B.4-5) for zo=n+l leads to an inductive proof.

Therefore, we obtain the result

#(Zo,_) -- s(Zo)

Lo M
= (L) rO (o) (_1)r I- (O-r~r (B.4-8a)

0r=O m,=1 -

since terms of the sum are zero for r > o-•Zx.
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B.4.2 Summation over Po events

We now demonstrate that summation of (B.4-8a) over to gives the total

number of t vectors. We use the fact that

- -(B.4-9)

Substituting this M times (once for eachz =k) yields

L M 1 km L L o rmsz, = f 7 ,m )Lm ( , Z ('I)

9,°=O m=1 xo= 0 r=O

S[ I(1+X m)] °-r x=

Mm

1m z 
.

1 X (B.4-10)

B.4.3 Summation over .events

The number of zo events can be found by summing (B.4-8a) over all

possible Z vectors. This is found to be

# 01 o - M ,O .-r \

S=(i-)ZZ (r-)
r=O m=l 'm'

r=O
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For example,

#(k0=O) = 1 (B.4-12)

#(,o=1) = L (2M- 1) (B.4-13)

#(to=2) = (L) (3M - 2.2M + 1) (8.4-14)2

#(z=.) = (L+1) - L-LM +.(L) (L-)M + ... (B.4-15)
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APPENDIX C

DERIVATION OF ERROR RATE EXPRESSIONS FOR "PRACTICAL

ACJ" AND "PRACTICAL IC" RECEIVERS

C.1 JOINT POF FOR ONE PAIR OF SAMPLES (PACJ).

The er-'or expression will be obtained for M=2 and L=2. For a single

pair of square-law envelope detector samples the joint pdf is

pO(xl'x2) c1c2 e 1 I c2 x2-01 1 0(2 p0c1x1), (C.1-1a)

where

~i/:~,channel unjanined;
1/gchannel jammed, (C.1-1b)

and the signal is assumed to be in channel 1. The normalized variables

(zlZ 2) resulting from this pair have the pdf

p1(Z1,z 2) = Pa(zl'z2;xl>x2) + Pb(zllz 2 ;xl<x 2). (C.1-2)

Now, when x 1>x 2 9 z 1 is made equal to 1 and z 2 =x 2/x1; thus

Pa (ziz 2;','x 2) = ýz 1ij )fd pO(ý,ýZ2 ), O~ ý' C13

Similarly, when x2<1

Pb ( z19z 2;'l<x2) 6(z 2-1) f ro(Z,) ,z1 <,1. (C.1-4)
0

The result is that z, and z2 , a single pair of normalized variables,

have the joint pdf (conditioned on the possible jamming events) given by
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ClC2 2 221 [ 21ll
pl (zlZ 2 ;C1 ,C2 ) : +Cl C2  exp I +

(czl c z 2 exp +cizi2  1 2

x [(z1 -1) + 6(z 2 -1)], 0:zlz 2 <1. (C.1-5)

By direct integration it may be shown that

Pr(Zl<Z2 } = c 1 +c 2  p 1C 2  I (C.1-6e

and that

Pr{zl>Z21 = 1 - Pr{z 1 <Z2 }; (C.1-6t

thus the pdf integrates to unity as required.

Taking into account the four possible jamming events, the unconditional

pdf may be written using

f(zl3z2) 70 . -1 ex PN z,' [i'+ __PZ

2) (z= 1+z2) exp Z1+Z2 [ +Z 2

+ T - K expi - Pz +1  -i~Tzl]
(z 1 +Kz2 ) 1 2e1 +z

K 2 e p IZl Z2 2Zl 1KZ
(Kz1+Z2 )2 Kz1+z2  Kz 1 +z 2

+ (zT2 2 1 exp z+z2 [ + ZLZ2(zl1+Z 2)1212

0 < zI, z2 _ 1. (C.1-7)
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With this function the unconditioned pdf becomes

pl(Z 1 ,Z2 ) = f(z 1 ,z 2 ) [6(z 1 -1) + S(z 2 -1)]. (C.1-8)

C.2 JOINT PDF FOR SUMS OF TWO SAMPLES (PACJ).

Using convolution, the joint pdf for L=2 is
fmin(l'Zl) •in(1,.z2)

P2 (ZlZ2) f dvI J dv 2  Pl(vlv 2 )P1 (zl-vlz 2 -v 2 ), (C.2-1)

max(O,z 1 -1) max(O,z 2 -1)
which reduces to

min(l,z 2)
P2 (zl'Z 2 ) = 6(zi-2) f dv 2  f(1,v 2)f(l,z 2 -v 2 )

max(O,z 2 -1)

+ 2f(1,z 2 -1)f(z 1 -1,1)u(z 2 -1)u(z 1 -1)

Amin(1,z 1 )

+ 6(z 2 -2) J dv1  f(vl,1)f(z1 -v 1 9 1), (C.2-2)

max(O,z 1-1)

OýZlz 2 :2.

C.3 ERROR PROBABILITY FOR L=2 (PACJ).

The error probability is, using (C.2-2),

P(e) Pr{z 2 >z } 2 dz2 f dzlf(l,z2-1)f(zl.-l,1)

1 1

A+1 dz2 f2dv1 f(Vl,1)f(zI-V1 91)

0 0,-2 1

+ J dz dv f(v 1,1)f(z 1-v 1 '1). (C.3-1)
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Manipulation of the integrals yields

P(e) 2fJ dx f(l~x) f dy f(y,l)

o 0

+ f dxf dy f(y,1) fxyl
o 0o

+1f1 dxf 1dy f(y,1) f(x+1-y,1) (C.3-2)

0 x

2 2f dx f(l,x) G(x)

+f dy f(y,l) G(1-y)

0

+f dy f(y,1) [G(1) -. G(l-y)] (C.3-3)

0

2 J2f dx f(1,x) G(x) + G 2(1), (C.3-4)

where G(x) is defined as

0

IT * x exp +

+ *r exp -KP I

+ r exp -+K

+T2 x exp (C.3-6)
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Analytically it can be shown that, for ,0 = 1 (no jamming) or

2= (full-band jamming), the P(e) equals

P(e) = 1 e-0 (1+P/3), (C.3-7)

where P =½Eb/N0 for vo = I and p = ½ Eb/NT for 72 = 1. This is precisely

the same performance obtained by the self-normalizing receiver in Section 5,

for the same conditions.
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C.4 JOINT PDF FOR ONE PAIR OF SAMPLES (PIC).

The joint pdf of the usual and the look-ahead receiver square-law

envelope detector samples is

1 2- C1 (U1+V1 )-C2 (U2+V2 )

p(U 1 2 ,V1,V2 ) =ce I0(2F 7iclu), (C.4-1)

where the constants are defined in (C.1-lb). The normalized variables are

Z1k = U1/v 1 and Z2k = u2/v 2, with the joint pdf

Pzlk'z2k(aiB) f dv1 f dv 2 v1 v 2Po (v 1 'aV2 ,vlv 2 )

1 1 *exp - - F1 + -'I 1 (C.4-2a
(1+$)2 (i+a)2 L-+a- 14

= p1 (ý;O) pl(a;pl); a,a> 0. (C.4-2b•

That is, the normalized variables are independent. Note that the jamming

condition!_ are present only in the SNR, Pi.

C.5 CDF FOR SUM OF TWO NON-SIGNAL VARIABLES (PIC).

Since the two channels are independent, we may first derive the

probability that the non-signal sum z2 is greater than the signal channel

sum z1 , given a specific value of z1 , then later average over zI to get the

error probability. Formally,

Pr Iz 2 >zllZlll = 1 - F2( (), (C.5-1)
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where F2((a) is the cumulative distribution function for z2. This function

is found to be

F 2(a~) =Pr I z2=z 21 + 22  c'=I
f dx 11
fo (1+x) 2 fo (l+y)2

S(1+x) 
a-x+l

- dx 1 (C.5-2)

1+a Jo (1+x) (a-x+l)

* Using a partial-fraction expansion results in

1r{z> x+34a + 0 dx 1Pr {z 2>zlIZl:)} -1- dx 2+ -
(T+2 (Tx2 1+c-x 1+r,

"2 + +2 +n(+1)]. (C.5-3)

C.6 ERROR PROBABILITY FOR L=2 (PIC).

: The pdf for z is the zonvolution

,Pzl(-A) = Pl(a;P) * P1 (0;P2)

= f dx pl(x;ol) pl(cA-x;D2 ) , a > 0. (C.6-1)

Thus the error probability is, conditioned on rj and o-,
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c0 a+2+tn(a+1) (+
Pb(e!P1,P2) = 2 dc -+22 dx p1(x;o 1)p1(c-x;P2)

ci+x+2+2n (a+x+l)
2 f dc o f dx p1 (c;pl)Pl(X;p2 ) • +x+2)2 (C.6-2)

0 0

Transforming the integration variables by

1 1 (C.6-3)

I+c 1+x

results in the expression

10 ( 1 _p UP2V

Pb(elp1,P 2 ) : 2 du f dv e (1+P 1 -PU)(I1+P2 -P 2 V)

b 2) 2

00

u' ) ýuvv u+_v In ( u+v C64
UVV

Averaging over the jamming events (the number of hops jammed

in the signal channel) yields the total error

Pb(e) = (1-y)2 Pb(eIPQ=P2=Eb/2No)

"+ 2y(l-y) Pb(eplo=Eb/2NoP2=Eb/2NT)

"+ Y2 Pb(eIPI:P2=Eb/2NT). (C.6-5)
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APPENDIX D

COMPUTER PROGRAM FOR

SQUARE-LAW LINEAR COMBINING RECEIVER

The following pages contain the source code listing for

the FORTRAN-77 program used for numerical computations of the performance

of the square-law linear combining receiver for FH/RMFSK.
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J. S. LEE ASSOCIATES, INC.

APPENDIX E

COMPUTER PROGRAM FOR

INDIVIDUAL CHANNEL ADAPTIVE GAIN CONTROL RECEIVER

The following pages contain the source code listing for the

FORTRAN-77 program used for numerical computations of the performance of

the individual channel adaptive gain control receiver for FH/RMFSK.
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J. S. LEE ASSOCIATES, INC.

APPENDIX F

COMPUTER PROGRAM FOR

NUMERICAL COMPUTATIONS FOR THE

ANY-CHANNEL-JAMMED ADAPTIVE GAIN CONTROL RECEIVER

The following pages contain the source code listing for the

FORTRAN-77 program used for numerical computations of the performance of

the any-channel-jammed adaptive gain control receiver for FH/RMFSK.
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J. S. LEE ASSOCIATES, INC.

APPENDIX G

COMPUTER PROGRAM FOR

PLOTTING GRAPHICAL RESULTS

FOR THE

ANY-CHANNEL-JAMMED ADAPTIVE GAIN CONTROL RECEIVER

The following pages contain the source code listing for the

FORTRAN-77 program used to produce the plotted graphical results for the

any-channel-jammed adaptive gain control receiver for FH/RMFSK. The

program makes use of the Hewlett-Packard Industry Standard Plotting Package

(ISPP) to drive an HP-7470A plotter.

With minor modifications in annotations and file names, this

program will serve to plot results for all other receivers. For brevity,

the other versions of the plotting program are not included in this report.
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J. S. LEE ASSOCIATES, INC.

APPENDIX H

COMPUTER PROGRAM FOR

CLIPPER RECEIVER WITH M=2 AND L=2

The following pages contain the source code listing for the

FORTRAN-77 program used for numerical computations of the performance of

the clipper receiver for the case of M=2 and L=2 with the jamming fraction

y•q/N as a parameter.
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J. S. LEE ASSOCIATES, INC.

APPENDIX I

COMPUTER PROGRAM FOR

CLIPPER RECEIVER FOR M=4 AND L=2

The following pages contain the source code listing for the

FORTRAN-77 program used for numerical computations of the performance of

the clipper receiver for the case of M=4 and L=2 with a numerical search for

the worst-case jamming fraction. By increasing the array A to 256 elements

and the arrays C and D to 6561 elements each, and changing the array size

parameters to calls to PUTIN and LOOKUP, the program may also be used for

j the case M=8, L=2.

I

fp REVIOUS PAGE ;
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J. S. LEE ASSOCIATES, INC.

APPENDIX J

COMPUTER PROGRAM FOR

CLIPPER RECEIVER WITH L=3 HOPS/SYMBOL

The following pages contain the source code listing for the

FORTRAN-77 program used for numerical computations of the performance of the

clipper receiver when L=3 hops/symbol, using a numerical search for the

worst-case jamming fractions. If M>4 the sizes of the arrays used in computing

event probabilities must be increased and the corresponding array-size parameters

in calls to PUTIN and LOOKUP changed accordingly.
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J. S. LEE ASSOCIATES, INC.

APPENDIX K

COMPUTER PROGRAM FOR

SELF-NORMALIZING RECEIVER WITH M=2, L=2

The following pages contain the source code listing for the

FORTRAN-77 program used for numerical computations of the performance of

the self-normalizing receiver when M=2 and L=2, with jamming fraction y

as a parameter.
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J. S. LEE ASSOCIATES, INC.

APPENDIX L

COMPUTER PROGRAM FOR

SELF-NORMALIZING RECEIVER WITH M-2, L=3

The following pages contain the source code listing for the

_V FORTRAN-77 program used for numerical computations of the performance of

the self-normalizing receiver when M=2 and L=3. The program searches

numerically for the worst-case jamming fraction.
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U APPENDIX M

COMPUTER PROGRAM FOR

PRACTICAL ADAPTIVE GAIN CONTROL RECEIVER

The following pages contain the source code listing for the

'FORTRAN-77 program used for numerical computations of the performance of

the practical adaptive gain control receiver for FH/RMFSK.

I

f1.'

* M-1

-- L- .- ýi! r



IIE

Ui V; - 3-C
Li 2i F!V

14* 1- C D 0

2 ~ ~ ~ ~~ *L *l a. 
*l ~ ,11

&n -0H_.1; %v,"

iu =2 =.-a I 'a- a 9d-

&n atwa~ý"mw %- or aW MO mvJ.t S-LO 0r. ca
OJ &n &ng- EIn-Zini

-~ m - S CIO

~S~SM ~ I- SM~H;* ; * ~ aC
a- - a ~ -~ U ~ IZ0

~~~-~ q- In CD* - *. v

m-a a - a ~inC S

Wa w - i- IACS _U LJ.-Ia--aLa..
-' eus ww -1 4 L& W sLS S w~. w CSOZ.-r-at -I-A ma co ,-to y-a I I aA--

w Ut go Cindwm coo w L& waru~. -e a;E -.- DZ 2 t; acaUo
- ~ I'A 'Ji -J Mm~ ~ JQ ~ a

a-. co ah r7u mem V)~~~L~ C. VLiL n
S..- Al o

tt L) .Li Uf)LiL )L. -

-M-2



goo

.1 -K CID 0 C0
- IL

* 0 - u:

In J -4c

L4 w .2 V) L.J k A N9

I-i K Ja-i cm -0. =A -
ac J~ 'A V0t- 0 eU0 I/ 0 3d

14- U5.-W "VS cur. *i 9-. 0 - I.- U- U c.. cc- *L U ca
IL 00U5 L IJL&.0 I oA 0 In le - Z.. 9~.4' U-

~ ZI. K0E0 0LAI U. I..- J L L AJU . - J 0a4 J
inIL 9- olLi

I.. *r U- a -- 1 -

r-~~ ~ ~ ON I f) ;

~~ 3088 888 888CD

29 9.

P- --m j a -V

9 A-V 42 40 n *~-

4; Ml I'l-
Ný Z4O A O

.- , - 2 ,C
0. Lo8888 88L m88 888888-W



NCN

414

CA~ -.- Ln

9w4. 9 0. a.

-w 1ý -0 PCw0.10 0

-~~. + 4 ~ Za.C - j

I.-.. § . 1 .

0.iua 16 a.v a wu

tjm * i =14

all 0 j0. Lo

'0- ~~a
Nc..u

N 3UV4

La.~d La n

o -*-a. a ~ a~U.

U. dc

~-z a a-

Li IL

z it

w mLL AJ b 000 0 L 00 0
3. a.k 00 a."U a. 0000

IM-



.4L

N+

N

L J.

I .-
fr•

-41CI

-,- * "0 **. Q."

M-5



M-6



J. S. LEE ASSOCIATES, INC.

REFERENCES

1. d.S. Lee, L.E. Miller, R.H. French, Y.K. Kim, and A.P. Kadrichu, "The
optimum jamming effects on frequency-hopping M-ary FSK systems
under certain ECCM receiver design strategies, Final report,
Office of Naval Research Contract N00014-83-C-0312, October 1984.
(AD-A147766)

2. Milton Abramowitz and Irene A. Stegun (eds.), Handbook of Mathematical
Functions, National Bureau of Standards Applied Mathematics Series
55. Washington, D.C.: Government Printing Office, June 1964,
Ninth printing, November 1970.

3. I.S. Gradshteyn and I.M. Ryzhik, Table of Integrals, Series, and Products,
Corrected and Enlarged Edition. New York: Academic Press, 1980.

4. Daniel I.A. Cohen, Basic Techniques of Combinatorial Theory. New York:
Wiley and Sons, 1978.

5. A.J. Viterbi and I.M. Jacobs, "Advances in Coding and Modulation for Non-
Coherent Channels Affected by Fading, Partial Band, and Multiple Access
Interference", in Advances in Comm. Syst., A.J. Viterbi (ed.), New
York: Academic Press, 1975, pp. 279-308.

6. J.E. Blanchard, "A Slow Frequency Hopping Technique That is Robust to Repeat
Jamming," IEEE Mil~tary Electronics Conf. Record, October 1982,
paper 14.1.

"• 7. D.J. Torrieri, Principles of Military Communications. Dedham, MA: Artech,
1981.

8. H. Hite, et al., "High Frequency Counter-Countermeasures Study", August 5,

1983, Hughes Aircraft Co., Fullerton, CA, under Contract
DAAK80-81-C-0119, AD-C032993.

9.0. Torrleri, "Information-Bit Error Rate for Block Codes", IEEE Trans.
on Comm., Vol. COM-32, April 1984, pp. 474-476.

10. J.S. Lee, et al., "Probability of Error Analyses of a BFSK Frequency
Hopping System With Diversity Under Partial-Band Jamming Interference -
Part I: Performance of Square-Law Linear Combining Soft Decision
Receiver", IEEE Trans. on Commun., Vol. COM-32, June 1984, pp. 645-653.

11. J.S. Lee, et al., "Probability of Error Analyses of a BFSK Frequency
Hopping System With Diversity Under Partial-Band Jamming Interference -
Part II: Performance of Square-Law Nonlinear Combining Soft Decision
Receivers", IEEE Trans. on Commun., Vol. COM-32, December 1984,
pp. 1243-1250.

12. K.S. Gong, "Performance of Diversity Combining Techniques for FH/MFSK in

Worst Case Partial Band Noise and Multi-Tone Jamming", Proc. 1983

IEEE Military Commun. Conf., pp. 17-21.

R-1



J. S. LEE ASSOCIATES, INC.

13. Y.K. Kim, et al., "The Exact Performance Analyses of Two Types of Adaptive
Receivers for Multi-Hops Per Symbol FH/MFSK Systems in Partial-Band
Noise Jamming and System Thermal Noise", Proc. IEEE Global Telecom.
Conf. 1983, pp. 1309-1314.

14. J.S. Lee, et al., "Signal Design and Detection Strategies for LPI
Communications in Electronic Warfare Environments", J.S. Lee Associates,,
Inc., May 1983, Final report on Contract N00014-81-C-0534, AD-B073026L.

15. J.S. Lee, et al., "Error Performance Analyses of Linear and Nonlinear
Combining Square-Law Receivers for L-Hops Per Bit FH/BFSK Waveforms in
Worst-Case Partial-Band Jamming", Proc. 1983 IEEE Military Comm. Conf.,
pp. 22-28.

16. J.S. Bird and E.B. Felstead, "Antijam Performance of Fast Frequency-Hopped
M-ary NCFSK an Overview," IEEE Journal on Selected Areas in Communi-
cations, Vol. SAC-4, March 1986, pp. 216-233.

17. D.J. Torrieri, "Frequency Hopping with Multiple Frequency-Shift Keying
and Hard Decisions," IEEE Trans. on Commun., Vol. COM-32, May 1984,
pp. 574-582.

18. E.J. Kelly, et al., "The Sensitivity of Radiometric Measurements",
J. Soc. Indust. Appl. Math., Vol. 11, pp.235-257, June 1963.

19. J.S. Bendat and A.G. Piersol, Random Data: Analysis and Measurement
Procedures, New York: Wiley rscnterience,1•T971.

20. A. Gelb, ed., Applied Optimal Estimation. Cambridge: MIT Press, 1974.

21. L.E. Miller, J.S. Lee and A.P. Kadrichu, "Probability of Error Analyses
of a BFSK Frequency-Hopping System with Diversity under Partial-
Band Jamming Interference--Part III: Performance of a Square-Law
Self-Normalizing Soft Decision Receiver," IEEE Trans. on Commun.,
Vol. COM-34, No. 7, July 1986, pp. 669-675.

R-2


