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Abstract

The goal of this research is to provide the Commancer-
in-Chief, United States Space Command with a proutotype
model he can use to make restcoration management decisiocons
fer space systems. The model includes a data btase of system
attributes and provisions for varying missicn priorities.

The study is 1limited to military space systems
perfcrming the communications, navigation and meteorclogical
missions. This restriction simplifies the project without
limiting the model's wusefulness as a feasibility study.
Other space systems and missions can be easily added to the
data tase as required.

The Analytic Hierarchy Process 1is used to assess
CINCUSSPACECOM's mission priorities and technical
preferences among space systems performing the same mission
but providing different capabilities. Goal programming is
used te develop a mathematical formulation of
CINCUSSPACECO!M"'s desire to restcre preferred space systens
and to specify a preferred configuration for each space
system restored. Finally, rescurce changes resulting from
wartime scenarios are used to validate the model.

The study concludes with a recommencdation that
USSPACECCYM implement a restoration management system to
realize the full value of force enhancement space systems

during a conflict.
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A DECISION AID FCR RESTORATION CF
FCRCE ENEANCEMENT SPACE SYSTEMS

I. Introduction

General Issue

Arez Description. Military space systems have affected

the entire operation of the Department of Defense. This
impact was summarized in 1984 by then Chief of MNaval
Operaticns, Admiral James D. Watkins: T"satellites make
fleets out cof ships" (2:89). Indeecd, the satellite
communications network is the vehicle for the US command and
control system. Under Secretary of the Air Force Edwerd C.
Aldridge noted in 1984 that the military depends extensively
on space-based systems for "targeting, command and ccntrol,
navigation and photc reconnaissance in support of arms
control" (2:89). This dependence extencs to the US strategic
nuclear force. An attack on US satellites, for example,
would affect the force since sea-launched ballistic
submarines rely on satellites for launch point determination
(17:41). Strategic forces will also rely or the Nuclear
Detonation Detection System for surveillance (36:1-3).

"he threat to the space capabilities of the US military
has increased simultaneously with the US dependence on these

systems. According to Col Robert A. Olivieri, (formerly a

.......

‘-\




“
s
s, memter of Mr. Aldridge's cstaff fcr space syctems), "space
- operations will occur in a threat environment ... challenges
!.‘
§ to he US presence and capatilities can be expected"
L
WX (27:17). The threat envirorment will increase after 1990 as
2 Soviet military capabilities in space rise. Althcugh the
_i Soviets pose the only direct threat to the on-orbit
P components of US space systems, the ground-tased segments
- are vulneratle tc terrorism and acts of nature such as
o
.x, earthquakes. As Lt Gen Richard Henry, former commander of
A
v AFSC's Space Division, stated,
& ..+ & space system is sort of like & three legged
j- milkstool. The three legs of the space system are
», the spacecraft, the tit-stream [communicaticns
< lirk tetween the satellite and ground stations],
. and the terminals [satellite ground control
B stations]. Without any one of the three, a space
o system is totally worthless (1:40).
<,
2
;: Situation. The ability of American satellites to
perform their mission during a conflict has been stucdied for
ﬂi some time; indeed, new systems such as MILSTAP and NAVSTAR
“
o GPS, were designed with survivability and autonomy as ma’or
; requirements (34:94). Other studies have considered ways to
i; improve the survivability of the ground-tased command and
‘3: control segments, either bty using motile grcund systems or
’I
& A ]
<y deploying command and contrcl systems atcard aircraft. Yet,
- equipment failures can occur at any time and limit migssion
f% accomplishment. Increased military dependence cn American
Y satellites raises the cost of such failures.
T, The creation of the United States Jpace Command
N -
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(USSPACECOM) and the Air Force's 2nd Space Wing offer
rlarnners & new cpportunity to address the probtlem of
recovering frem space system failures. Previcusly,
correcting these failures was the prctlem cf each of the
systems' operators. The consolidaticn of military space
systems under the USSPACECOM and 2nd Space Wing now make it
rossible to consider a wide range of restoration acticrs
potentially affecting the operation of several space systens
ir response to the failure of a single system. Thus, it may
now te possible to make missicn accomplishment insensitive
to specific space systems. The decision maker will te
CINCUSSPACECOM, Under his command, the Space Defense
Cperations Center (SPADOC) can direct restoration actions to

take advantage of the synergistic nature of US space

cystems.

Protlem Statement

The goal of this research project is tc develop a
prototype system to aid CINCUSSPACECO! in managing the
restoration of US space systems throughout the spectrum c¢f

conflict.

Pesearch Questicrn

How should the US fleet of military space systems te
reconfigured tc¢ test restore degraded mission capabilities

caused ty wartirme failures?

Cat

\.'.‘s.a_a'-.‘..;-"...'._'.".‘ '.‘ ~ . R NS

-: ‘e . : : RS " o~ ~ TP ‘, ‘. { . -.. .-. - ‘-'. R "-.'.-".‘.".’..'f ‘-'.-' ". -



[P g

s e

-
-

I A
P

>

\‘.: i A S

Pl o Ny

T e s

[,

| AR AP RN

3o P e i

Research QObjective

An intermecdiate obtjective of this research 1is to
identify the attributes and information required fcr a
restoration management system. The data will te organized
into three groups (space segment, ground segment, and data
links), and will form a data base for the systen.
Intermediate questions include:

1. What information 1s the decisicn maker at the

USSPACECOM likely to need for a restoration
management decision?

2. How do priorities for missicn accomplishment
affect this decision?

3. To what depth should a space systern's segments be
modeled?

4. What are appropriate scerarios for evaluating

restoration management systems?

5. How 1is performance of a restoration management
system measured? Which attributes of space systems
are important to perfornance?

6. How does the system perform uncer different sets
of pricrities in a wartime scenario?

Benefits

A restoration management system wculd improve mission
accomplishment in any scenario involving space operaticns.
Given a model that allows flexitle prioritization of
nissions, operational planners cculd test different
responses to hypothesized attacks. For example, the use of

civilian communication satellites for military missions

following an attack on military communication satellites
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K cotld be evaluated (10).
" _ A second benefit might te use of the model to evaluate
5: future space system designs for commonality with current
mf systems (10). The model specifies system attributes to the
! level of detail required to accomplish this. New multi-
'Q mission systems would improve restoration effeorts and the
% value of the entire network (4).
¥ Scope
‘% Cnly force enhancement systems will te addressed in
* this study. Fcreign ccoperative programs and intelligence
‘i systems will not be ccnsicdered. These restrictions are
g arbitrary but do not limit the model's usefulness as a
- feasibility study. The first restriction narrows the set of
{j space systems to thcse under the direct controcl of the
& USSPACECOM. The second restriction also narrows the set by
.
. considering only systems for which obtaining unclassified
i; information is feasible.
% Since the goal of the research is a generic model of
w military space systems, identifying relevant attributes of
'j space systems is more important than identifying all space
; systems. As long as the attributes can be modeled using
;: unclassified systems, the goal will be achieved without
X classifying the study. Should the USSPACECOM accept the
fg model &and implement it on a secure computer system,
: classified systems can easily be added to the data tase.
=y The study will focus on restoration management actions
e
KL 5
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directed

towards wartime failures. Although natural

disasters are alsc a threat to space systems and can occur

at any time, the model must function under the stress of a

wartime environrent to be useful to the USSPACECOM.

Literature Review

Meaningful restoration management for segments of space

systems 1is now conceivable tecause cf the establishment of

the USSPACECCM. With the control of space systems under one

the restoration of

commander, for

opportunity to plan

military space systems has arrived. As a result however,

there is little in the literature on this topic.

A significant study in the area was done by Flora (10)

on communication satellites. He identified the attributes of

many civilian communications satellites and noted the

potential for converging architectures for <c¢ivilian and

military satellites. He also presented a plan for the

integration of these satellites 1into the military

organization. The plan calls for <complete contrecl of

civilian satellites by the military however, an

alternative that is possible but only for the most extreme

case of restoration management.

The remaining studies by Lee and Cole

provide

peripheral informaticn on restoration management. In his

thesis, Lee (24) developed a decision analysis aid for

command and control of resources. Using multiple attribute

LU R G
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¢ value theory, he developed and codec a decision analysis
; algorithm btased on an additive worth assessment function.
fé This algerithm, to te used ty the SAC Warning and Control
x System with CINCSAC as the decision maker, maximizes the
: number of aircraft escaping an attack while minimizing the
?? cost of maintaining the aircraft on alert. He also developed
Eﬁ a sensitivity analysis program for the algorithm. Decision
- makers would use the scftware to determine the cptimal
? status c¢f alert aircraft tased upon CINCSAC's preferences.

i The restoration managemernt problem is similar to Lee's
e because the decision maker, CINCUSSPACECOl, is a commancer

fg whose preferences are influenced by user priorities and a
if given scenario. Also, the attributes of the three segments

A

are numerous and will be modeled separately tecause of the

~-L

technical constraints. Although computerization is necessary
» to maintain the large data base, the timeliness of a
. restoration management decision is not as critical or

complex: CINCSAC's decision must te made in seconds whereas

. CINCUSSPACECOM may have minutes to hcurs to make his
" decision. Furthermore, implementation of that decision may
=)
% take days to accomplish.
<o
) Cole's (U) thesis determined and comnpared the costs of
several uniquely-built sctellites to a generic satellite.
¥
: His main objective was determining the viability of generic
.'
by spacecraft for military applications. The application of his
.
work to restoration management is the identification of
. 7
D‘J
"o
o’
5 7
3
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components of generic models. His efferts zlso allow
grouping different satellites based on the attributes cf the
generic model. Finally, Cole suggested systems to use 1in
modeling several missions, information useful when applying
the restoration management system to space systems where
information is not readily availatle. Cole's methodology -
cost analysis - is not applicatle to the restoration

management problem.

Qverview

Chapter II contains definitions of the variables of the
decision process for vrestoration management and thelir
relation tc the problem (Appendix A contains a glossary and

additional definitions of terms used in the study). The

discussicr concludes with a descripticn of the data
ccllected. Next, Chapter III presents alternative
nethodologies for modeling the restcration management

decision process. The nocel for restoraticn management is
formulated 1in Chapter IV. Chepter V describes the model's
use and the results for a specific scenario. Finally, the
results are compared to restoration management decisions

resulting from an alternative formulation of the problem.

(@0




: II. The Decision Process for Restcration lanagement
.3
;é Description of Decision Prccess
o The decision aid preovided tc Space Command must be a
.. dynamic tool that is oriented towards the users of
; satellite-generated data. CINCUSSPACECOM's perspective must
&; encompass that of the users his systems support if he is tc
Y make effective decisicns.
o
X During a war these decisions will be made many times
gﬁ and most likely under dynamic demands for =space system
= capabilities. For example, a central conflict invelving a
ﬁz nuclear attack on the US might contain three phases. Missile
f launch detection satellites would have the highest priority
y for restoration prior to an attack on the US (phase 1).
;; During the attack (phase 2), space systems providing
‘:: information on the locaticn of nuclear detonations might
- have the highest priority. Finally, space systems providing
ﬁf navigation would be most important during the US response
é: (phase 3).
@ The phases described in this example reflect changes in
{ cembat objectives, rather than time periods. Since there
) : will be uncerteinty attached tc the objectives of the enemy
. and in the subsequent respcnce ty the UZ, the variatles of
:QA the decision prccess are multiperiod random variables.
35 However, at the time CINCUSSPACECCM makes his decision, all
: random variables have teen assignec & value.
3
% ’
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Figure 2.1 Influence Diagram

The influence diagram is a descriptive tool that can te

used to formally descrite a problem (18). According to
Howard, the influence diagram can provide "a bridge tetween
qualitative description and quantitative description™ by
showing the relationship of variables in & protlem (18:721).
Figure 2.1 shcws the variables of cre phase of a conflict
and the resulting restoration menagement decision in an
influence diagram. The single variable controlled by
CINCUSSPACECOM, his decision, 1is represented by a square
decision node. The remaining variables are chance events and
are represented by circles. The value of the decision 1is
represented by an octagen. The initial variables in each

decision could te:
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1. Status reports from the ccmmand a&and control
centers of the space systems,

‘2 2. A data base of space system information stored at
. - the SPACOC,

()

:g 3. The wartime scenario.

The status reports are a situaticn picture cf the space
system, giving CINCUSSPACECCM the system's current ability

to perform its mission and the subtsystems used in operation

y of the system (22:10). Operaticnal capatility could te
“ repcrted as color codes (green, yellow or red), as Iis
fé currently done in many systems operatec by Space Cocmmand
&,

o today, or as percentages of tctal mission achieved. A SPADOC
; data bace would describe the equipment used by each space
3 system contrclled by USSPACLCCOMN reflecting the subsystems
2 currently available 1in each segment of the system. The
ﬁ wartime scenario defines the nature of the attack, including
g enemy capatilities and cbjectives.

- These three variatles determine the systems availatle
ﬁ to CINCUSSPACECOCM to accomplish his mission. Wher the
ig current ly availatle space systems prcvide wartime
S capabilitiec inconsistent with the wartime capatilities
:: specified ty user priorities, CINCUSSPACECOM must direct the
3 modification of the overall system within the limits cf the
E systems' technical constraints.

F: Fach space system has a value - to its users - which
Iy can be measured by the wartime capabilities provided to
3

s those users. The value of the restcraticn management
11

>
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5 decisicn is then the sum .f the values of the restored space
:"
systems.
N
*,
o Status Reports
1
|/
(]
‘ < s .
0 To determire the currert capabtility of each space
system to perform its mission under ncrmal or limited
-
o c s s s .
b capability conditions, CINCUSSPACECONM needs & status report
Ve
< L) PR i Yy
o from each system (23:10). These reports may ccme directiy
- from the ccmmand and control center of each cpace system or
o
N
L] . . . .
; from an intermediate organization =such as the Space
>
q Ccmputational Center or Missile Wearning Center (Z2:1C). The
report must include ar assessment ty each system's cperatcr
i of the current capabilities of the system wusing gre-
_; estatlished criteria. The criteria for this assessment must
show a deliterate crientation to system users because the
\. - . .
f focus of the restoration decision is always the optimization
o . P : :
~ cf wartime capabilities. Thus, the criteria become measureds
of achieving these capabilities. Examples of fpossible
y
N criteria are:
>
o Yavigation Coverage per Day (NCD). This criterior
measures the amount of time per day coverage is availatle to
¥ users. This measure may be expressed as a percentage by
iC
4

divicding ty 24 hours.

Mavigation Coverage Areaz (NCA). This critericn

measures the amount of coverage in terms of the earth's

area. This measure may Le expressed as a percentage oY

2 ENAXNE

dividing by the earth's area, or Ly the conflict area.
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Number c¢f System Users (hSU). This criterion 1is

expressed in terms of tcns of weapons to be delivered during
an operaticn cdivided ty the total number cf tons cf weapons
to be delivered. This criterion provides a direct link to
the wusers. It is preferable to the numter of system users
measured directly tecause not all of thcse users may have a
wartime mission or contribute anything to the current
conflict. Users which do nct centribute te missicn
ot jectives should not be considered in the restoration
ranagement cecisicn. NSU measures direct contritutions only.

Yeteorclcgical Coverage per Day (MCD). This criterion

ie similar to NCD.

Meteorological Coverage Area (}MCA). This criterion is

similar toc NCA.

Commurications Message per Day (CMD). This critericn

is expressed in terms of the ratio cf message traffic rper

cay cver & specific space system to total daily traffic.

Ccmmunications Number of Users (CNU). This critericn

is expressecd ir terms cf the ratioc of the rumber c¢f users of
a specific system to total users.

Cemmunications Encrypted (CE). This critericn measures

the capability of a specific system tc transmit encrypted
cormnunications. Unlike previous criteria where ratics wvere
used, this 1is & yes or no capabtility. It is wuseful to
consicder this criterion since spece systems may lose this

capability due to sabotage, satellite attack or comprcmise

13
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of cryptoclogic material without lcsing total ability to
transmit messages. In this degraded ccndition the space
system is still capable of rerforming a missicn, but may te
unusatle for certain types of messages.

Communications Delay Time (CDT). This critericn

measures the delay in message receipt as calculated by the
ratio of delay time to the difference between Lest and worst
cases. This c¢riterion reflects the usefulness of & space
system for transmission of real-tine messages related,
perhaps, to flushing bocmters away frem targeted air tases or

providing tactical warning.

Connectivity for Strategic Users (CSC). This criterion

reflects the vital need to maintain communicaticns tetween
the National Command Authorities and the commanders c¢f
nuclear-capatle commardc. It mmay be ascessed as either a
discrete yes or no for the entire netwcrk or as a ratio

reflecting the rumter of :ommanders conrected. The latter is

used here.

SPADCC Data Base

The Space Defense Operations Center (SPADOC), locateg
in NCRAD's Cheyenne Mountain Complex, mnmcnitors Soviet space
activities that may indicate possitle hostile Scviet
activities on earth (5:56). 7The SPADOC is a "ccmmand pcst
with computer consoles upcn which can te displayed

geographic and digital data on the ground netwerk arnd

14
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condition of &all spacecraft" ceontrclled by YNORAD (5:56).
Accerding to Covault, the center hes cocmpleted agreements
with the operators c¢f space systems rezulting in

procedures on how the operatcrs and SPaDCC will

exchange data on a cay-tc-day tasis c¢r in

circumstances where a satellite malfunction or

hostile act has occurred (5:57).

The USSPACECOM car thus use SPADOC as & fceczl point for
tracking the status cf American satellites.

For this mission, & SPADCC datza base rust deccrite the
subsystems cf each crace system contrclled by
CINCUSSPACECOM. Ten space cyctems were initially considered
for this study. After discussions with KEC SPACECCM/DCSC, the
nunter cf space systems was reduced to six:

1. Defense Meteorclcgical Satellite Prcgram (DMSP),

2. HROSS, a meteorclcgical space system planned for

the US Navy and designed to provide specialized
informaticn ¢on sea conditions,

(V]
.

MAVSTAF Glotal Positiorning System (GF3), a
navigaticnal system tc be operational in the early
199C"' s,

4, Transit, an operational navigaticn system
currently wused ty the US Navy's tallistic missile
sutmarires for pceition fixing,

N
.

Cefense Satellite Communicaticns System (DSCS),

(@)
.

Military Strategic and Tactical Relay System
{MILSTAER), a communications systen to be
cperational in the mid 1990's.

Trere tyctems provide (or will provide by 199%) three major

“r.e enharcenent capatilities: metecrclogical data (DMSP

arng LFCSC00, navigatiorn (GPS and Transit; and communications

CC anc MILSTAFE). Each capability represents the mission




A of a specific sprece system for this stu-y.
The six spece systems were celected to study itwe ferms

cf restoration maragement. First, specialized sutcsystems ¢f

each space system, =cuch as the satellite rpa

) limited 1in the way they can te replaced. For example, the
N

! DMSP payload cannot [procvide navigaticn irformaticn.
‘.l
B!

K Restoration for this specialized sutsystem must cccur frecm
o) within the set of space systems provicirg rnetecrolsgical
ot

} data. Thus it is necessary to consider at least two space
o systems within each missicn te study this form of

restcraticn management.

~

The second form of restoration management inveclves

At
‘.'..-

NE
AL

support equipment. Ground based antennas are examples of

-

this type of equipment. The Air Force Satellite Control

o
: facility (AFSCF) operates a network of eleven antennas that
)
:: can link operators of most US military space systems with
I\
their satellites. These antennas can backup the antennas
=
} owned by the space system operators. Restcoration of these
<
j subsystems can span all six space <cystems since the
] equipment is not specialized,
W,
*3 The SPADOC data base must descrite space systems tc the
W\ subsystem level to allow both forms c¢f restcration descrited
above. The description wused in this study was <developed
- using the data sheets shown in Appendix E. These sheets were
"
ﬁ completed wusing information from USAF Fact Sheets (11, 12,
‘¢
13, 14) ard cther references (2z, 25, 26, 31, %2, 22). The
N
>
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data for NROSZ' ground segment ic similar to DMSP's tecause
MROSS will te cperated using DNMSF's ground equipment. Fer
this study hcwever, it will te assumed that the NECSS space
system has 1its own ground segment, similar to DMSP's tut
independent of that system. Additional research is needed to
determine how to model subsystems shared by different space
sSystems,

Finally, the data =sheets were converted into a
Subsystem Availability Table, shown irn Table 2.1. Non-zerc
values 1indicate the number cf subsystems availatle withir
the space system. The space segment vzlues in this tatle are
for & full satellite ccnstellation and reflect cperzticnal

sutsystems. The rescurces of the AFSCF and the Consclideted

Space Operations Center are listed under DSCS and GPS
respectively. These resources include suksystems for
telemetry and communications. These resources are nct

decicated to any space system. As notec earlier, they are
available to all space systems. This availabtility is modeled
next.

The subsystems were then studied to determine which
subsystems cculd be reallccated to meet changing pricrities
for wartime capabilities. This study yielded the Subsysten
Allocation Tatles shown ir Tatles 2.2 thrcugh 2.7. For each
space sgsystem, the tables specify the minimum number of

subsystens required to restcre the subtsystems by

17
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CMSP

Space Segment

1. Payload 2
2. Conmm 6
3. Data Proc 4

Ground Segment

4., Telemetry 2
5. CmdControl 2
6. Comm 2
7. Planning 2
8. Artennas 2
Data Links
9. Space Link 2
10. GroundLink 3
11 Cross Link 0©
WRQSS
Space Segment
1. Payload 2
2. Conmm 5
3. Data Prcc 4
Ground Segment
4, Telemetry 2
5. CmdContrcl 2
6. Comm 2
7. Planning 2
8. Antennas 2
Data Links
9. Space Link 2
10. GroundLink 3
117. Cross Link 0

TABLE 2.1

SUESYSTEM AVAILAEILITY TABLE

GPS

MILSTAR

1.
2.
3.

—_
—_ O\
o o »

O~ ow &=
e o e .

Space Segment

Payload
Comm
Data Proc

Ground Segment

Telemetry
CmdControl
Comm
Planning
Antennas

Data Links
Space Link

GroundLink
Crecss Link

Transit

Space Segment

W) —
« o o

O O\n §T
e o o o =

Space Segment

Payload
Comm
Data Proc

Ground Segnent

Telemetry
CmdControl
Comm
Planning
Antennas

Data Links
Space Link

Grcundlink
Cross Link
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21 1. Payload 37
42 2. Comm
0 3. Data Proc
Ground Segment
2 4y, Telemetry
2 5. CmdControl
6 6. Comm
1 7. Planning
6 8. Antennas
Data Links
7 9. Space Link
6 10. Groundlink
1 11. Cross Link
DSCS
Space Segment
3 1. Payload 18
3 2. Comm 3
3 2 Data Proc 0
Grouncd Segment
1 4y, Telemetry 7
1 5. CndControl 1
1 6. Comm 1
1 7. Planning 1
3 8. Antennas 1M1
Data Links
o . Space Link 7
3 10. GroundLink 2
0 117. Cross Link 0
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K TABLE 2.2

N

SUBSYSTEM ALLOCATICN FOP DMSP

.Y

Y

N Suksystem DMSP NFOSS GPS Transit MILSTAR LeCsS
J

Y

-: Space Segment

1. Payload 1 0 0 0 0

N 2. Comnm 1 1 0 1 1 1
, 3. Data Proc 1 1 0 1 1 0
[}

L)

;ﬂ Grecund Segment

*: L. Telemetry 1 0 1 1 1 1
- 5. CmdControl 1 0 1 i 1 !
o 6. Conmn 1 0 1 1 1 1
" 7. Planrning 1 0 1 1 1 1
I 8. Antennas 1 0 1 1 1 1
YA

- Data Links

9, Space Link 1 1 1 0 0 1

we 10. GroundLink 1 1 1 0 1 1
;;: 11. Cross Link © 0 0 0 0 0
oS

. TABLF 2.3

:: SUESYSTEM ALLOCATIOL FOF NROSS

%

iy

™ Subsystem DMSP NROSS GPS Transit MILSTAR DSCS
(s
- Space Segment
-~ 1. Paylecad 1 1 0 0 0 0
" 2. Conmm 1 1 0 1 1 1
o 3 Data Proc 1 1 0 1 1 0
~ Ground Segment

R 4, Telemetry 1 1 1 1 1 1
o, 5. CmdControl 1 1 1 1 1 1
o 6. Comm 1 1 1 1 1 1
NG 7. Planning 1 1 1 1 1 1
w 8. Antennas 1 1 1 1 1 1
Data Links

: 9. Space Link 1 1 1 0 0 1
‘s 10. GroundLink 1 0 1 1
b* 1. Cross Link 0 0 0 0 0 0
,I‘
"
\'.‘
N 19
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o TABLE 2.4
X
SUESYSTEM ALLOCATION FOP GPS

o
ﬁu Subsystem DMSP NROSS GPS Transit MILSTAR DSCS
.
L& Space Segment

1. Payload 0 C 2 0 0
; 2. Comnm 0 0 2 1 0 1
Y 3. Data Proc 0 0 0 0 0
s
v Ground Segment
< 4. Telemetry 1 C 1 1 1 3

5. CmdContrcl 1 0 1 1 1 1
. 6. Comm 1 0 3 1 1 1
- 7. Plarning 1 0 1 1 1 1
- 8. Antennas 0 0 3 1 1 3
",
o Data Links
i 9. Space Link 1 1 1 0 0 3
a 10. GroundlLink 1 1 0 1 1
4 11. Cross Link 0 0 1 0 1 0
k.

TAELE 2.5
*l
=
q: SUBSYSTEM ALLOCATION FOR TRAMSIT
2,
* Subsystem DMSP NROSS GPS Transit HILSTAR DSCS
;{ Space Segment
’ 1. Payload 0 0 1 1 0 0
‘2 2. Comm 0 0 0 1 0 1
': 3. Data Proc 0 0 0 1 0 0
, Ground Segment
> 4. Telemetry 1 0 1 1 1 1
. 5. CndControl 1 0 1 1 1 1
a5 6. Comm ] 0 0 1 1 1
> 7. Planning 1 0 1 1 1 1
: 8. Antennras 0 0 0 1 1 1
o, Data Links
y 9. Srpace Link 0 e 0 0 0 0
.: 10. GroundLink 1 1 1 3 1 1
Y 17"« Cross Link 0 0 0 0] 0 0
d
20
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TABLE 2.6

SUBSYSTEM ALLOCATION FOR MILSTAR

Subsystem DMSP NROSS GPS Transit MILSTAR DSCS [
(]
Space Segment
1. Payload 0 o 0 27 3
2. Comm 1 1 0] 1 1 1 .
3. Data Proc 1 1 0 1 0 .
.
Ground Segment -
4, Telemetry 1 0 1 1 1 1
5. CmdControl 1 0 1 1 1 1
6. Comm 1 0 1 1 1 1
7. Planning 1 C 1 1 1 1 :
8. Antennas 0 0 1 1 1 1 )
Data Links -
9. Space Link C 0 0 0 0 0
10. GroundLink 1 1 1 0 1 1 .
11. Cross Link 0 0 0 1 0 X
TABLE 2.7 3
SUBSYSTEM ALLOCATION FOR DSCS -
Subsystem DNSP NERCSS GPS Transit MILSTAR DSCS
Space Segment N
1. Payload 0 0 0 0 27 3 N
2. Comm 1 1 a 1 1 ‘
3. Data Proec 0 0 0 0 0 0] ;
Ground Segment :
4. Telemetry 1 0 1 1 1 1 b
5. CmdControl 1 0 1 1 1 1 3
6. Comm 1 0 1 1 1 1
7. Planning 1 0 1 1 1 1 '
€. Antennas 0 0 1 1 1 1
Data Links A
9 Space Link 1 1 1 0 0 1
. GroundLink 1 1 0 1 1
11, Cross Link O 0 0 0 0 0]
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reallocating the sutsystems of other space syctems.

For example, Tabtle 2.1 shows NECSSE subtsystem number 1
as the NROSS metecrolcgical payload. According to the table,
there are twc pay.cads in the system - one rpaylcad per

catellite, two zatellites in the cperational NRCSSE space

system. Urnder Tatle ..:, mirimum restoraticn of the NFROSS
mission, <collection of weather data, requires reallocation
of one gpaylcad from e¢ither DMZIP or NFOSS, the twc space

systeme In the mocel performing the metecrclogical missicn.

The zercs in Tahkle 2. mean that the cther fcur satellite

()

paylcads can rot restcre the meteorological mission of
NFCSS. Referring btack to Table 2.1, reallccation of
payloads cennot exceed the numbter available - two from DNSP
and two from NROSS. Table 2.1 shows the resocurces available
prior to a conflict. During a war, the numbter available may
remain constant or te reduced by an attack. Ccnstraints
developed in the problem formulaticn in Chapter IV will
indicate that MNPCSS cannot be restored if the number
required exceeds the number of & particular subtsystem
avalilable.

Since scme sutsystems are mission specific, these
values must be considered relative to the space system that
will wuse the subtsystem. These tables were reviewed by EHQ
SPACECOM/DOSC for validity. Although they may rnct be exact
in some <cases, the values are reliabtle enough for this

study. For example, the number of satellites in the NRGCSS

A DR S )
P A I WA S L)
. »

«

‘e i.. L)
. N
SN W




as s 6 A
A LN/ LTAT

)
.2

operational system may be very different from the twc
satellites assumed in this study. These differences would
affect the restoration management cdecision tut would not

affect how the decision is made.

Wartime Scerarioc

The wartime scenaric is arn input to the restoration
management decision because it changes the values in the
Sutsystem Availatility Tatle. Thke scenario is alsc a means
of testing the restoration maragement system. The following

procedure was used to build scenarios:

1. Select the time period for the scenario,
2. Define enemy capatilities in this time period,
3. Define Scviet objectives,

L, Calculate subtsystem changes and modify the
Subsystem Availability Table.

Select The Time Pericd. The 1995 time period is the

time period wused in the study. This time period 1is used
because it is corsistent with the projected initial
operational capability for GPS, MILSTAR and NRCSS.

Define Enemy Capabilities. By 1995 the USSR will have

enhanced their current weapon systems and added new means to
attack US space systems. Among current weapons is the Scviet
antisatellite (ASAT) weapcn which is already a threat to all
US space systems tut primarily intended for space systems
pcsitioned in low earth orbtits below 50C nautical miles

(8:34). The same rocket booster used to place the ASAT in

23
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orbit can also deliver nuclear weapons to low earth orbits
for a ©point in space attack. The radiation enmitted when
these weapons are detonated can be deadly to any space
system passing through the radiation. These systems could be
capable of attacking US space systems in higher orbits by
1995 (15:29). A new USSR weapon that may be available by
1995 is the ground-based laser (8:35-36).

Sabtotage and direct attack c¢cn the ground segments will
remain useful weapons for the Soviets, particularly against
space systems with ground segments located ocutside the US
(9). Also, the effects of attacks directed against US weapon
systems based near the ground segments of space systems
(collateral damage) must be considered a threat to these

systems.

Define Soviet Objectives. Although Soviet doctrine

provides some infermation on their objectives, the precise
nature of an attack may not be clear until the attack has
begun. One way to overcome this problem 1is tc select
scenarics from the range of the conflict spectrum and wuse
the phases of each scenario to determine the space systems
which are most likely to be attacked. According to Lange,
the conflict spectrum is the ¢tasic group of
scenarios presently in use in a number of DOD and
space operaticns studies, 1including peacetime,
local <c¢rises, theater war/non-nuclear, theater
war/nuclear, central conflict/initial phase and

central war/reconstitution phase (23:2).

Three scenarios were selected from this spectrum: limited

war, major war and central war.
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Limited War. In a limited war, US space systemns

could be attacked to prevent employment c¢f US forces. This
would bLe the <case in a conventional war where nuclear
weapons are used sparingly, perhaps only to demonstrate
resolve. Soviet emphasis on surprise suggests only an attack
directed against navigation and meteoroclogical systems
supporting US forces deployed in the conflict area.
Collateral deamage from attacks on weapon systems lccated
near ground segments is not expected since these segments
are located primarily in the US. Attacking US-based ICENs

and bombers would not be consistent with the limited use c¢f

nuclear weapons assuned for this type of conflict. 1Instead
it implies the first strike objectives of a central
conflict.

Major War. Soviet objectives in a major war would
be limitation of US force employment and cdeterrence of
escalation to central war. Thus, the space systems attacked
during a limited war would also be attacked in this war.
Alsc, early warning and comrniunicatiorn space systems
supporting forces in the conflict area woculd also te
attacked., However, the phasing of the attacks wculd depend
on the conflict level. Ascuming that space systems would be
attacked according to the level of conflict, the first
systems attacked during @ magor cenflict might be weather
and navigation systems. Loss of these capatbtilities would

contritute toc the Soviet <c¢bjiective of preventing the

25
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5; employment of US forces. As the level of conflict increased,
,f strategic systems including DSCS, MILSTAR and tactical
{i warning systems might be attacked to fecrestall the
IJ employnent of US strategic (nuclear) forces. Thus the order
. of attack during a major conflict would likely te ofpposite
i that of a central conflict. Finally, CONUS-based =systems
.é would not te attacked and collateral damage would not occur.
o Central War. A central war involves employment of
,'G forces against the enemy's homeland. Soviet ctiectives in a
;: central war would be disruption of US command and control
o systems and destruction of US strategic weapons systems.
ig Thus the Soviets would te expected to attack communication
ji and early warnirg space systems initially to surprise and
o blind the US, followed in later phases, Ly destruction of
EE navigation and meteorological systems. The attacks would
Eﬁ include &both CONUS-based and overseas ground segments of
;. space systems to degrade the capabilities ¢f the overall
-&. systems. TFinally, collateral damage would alsc affect space
;; systems.
7} Figure 2.2 summarizes the characteristics of the three
:%‘ scenarios.
A
;57 Calculate Subsystem Changes. The last step in tuilding
i the wartime scenarios is to convert the characteristics of
:'3 the Soviet attack into changes to the Subsystem Availabtility
g: Table. This wes done by creating a new tatle fcr each phase
b cf each scenario and changing the values to reflect the
<
26
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Limited Najor Central

number of

phases 1 2 3
targets:

low altitude yes yes yes
high altitude no no yes
CONUS

systems no no yes
attacked

overseas

systems yes yes yes
attacked

collateral
damage no yes y€s

Figure 2.2 Summary of Scenaric Characteristics

attack characteristics. This procedure is based on the
influence diagram, Figure 2.1, since each phase of ‘the
attack represents a new restoration management environment
to bte handled by CINCUSSPACECOM. The tables for each
scenaric are shown in Appendix C. Changed values are
identified by an asterisk.

This chapter introduced the influence diagram as a
means of developing the decision process fcr restoration
management c¢f =space systems. The initial 1inputs tc the
influence diagram, status reports from command and control
centers, SPADOC data bece and wartime scenarios, were then
derived. In Chapter III alternative mwnethodolcgies for

modeling this decision process are described.

r
-3

-

A I 0 P TN N N N R o T N
; N v N -

e
L R

o tatatad

PRI

.a -



III. Methodology

Introduction

. This chapter wuses the influence diagram and decision

prccess preseunted in Chapter II to select a methodology that

Y

& can be used tc determine user priorities and make
;ﬂ restoration decisions. Using the influence diagram of
o Chapter II, CIMNCUSSPACECCHM "kncws" both the envircnment and
<,

3 his alternatives at the time of decision. So it is assumed
EI that CINCUSSPACECOM wcrks in a "certain" environment.

& Selecting A Methodology

‘i Preemptive Priorities. One apprcach to resclving the
f; restoration management decision is to look at each space
i~ system's subsystems as resources which may be reallocated to

;S the mission of highest priority. Since technical constraints
A limit the reallocaticn process, 1t is pcssible that a space
;j system's resources will not bLe reallocated, no matter how
g high or 1low the system's pricrity. The priorities then
:; provide direction for optimizing the architecture under a
ﬁ given set of resources.

4% In the restoral process descrited abcve, it is assumed
o

- that several possible architectures are available for

ﬁ; restoring space systems of a given priority. When this |is
‘E true, restoration of lower priority space systems can affect

;: the restoration management decision. When alternate

I
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soluticns dc not exist, there is no choice. This approach is

called lexicographic optimization. Here, the highest

.
P

priority mission is restored first. Then restoratior. ¢cf the

Ea7

second highest priority is attempted if alternate solutions

exist. Each time a system is restored, CINCUSSPACECOM has

o
£§ moved closer to final optimization of the wartime
Ei capabilities of the space systems. When clternate solutions
e no longer exist, his decision process has been completed.

ég Weighted Priorities for Restcration. A second approach
ﬁ; tc the restoration management cdecisicn is the use of the
. priorities as simple weights for comparing alternative
réz sclutions. Each alternative represents a different
;i architecture of availatle =csystemns. The priorities are
:_ applied to these architectures to derive a value for that
.§: architecture. For example, suppose DMSP (space system 1) has
Eg priocrity 1 (91,t)’ NROSS priority 2 (92,t>1 GPS priority 3
- (p3’t), Transit priority 4 (py ), MILSTAR pricrity 5
;i; (p5 ¢), and DSCS priority 6 (pg,¢) for restoration during
EE some time period t (t = 1, 2, 3) of the conflict. Suppose
_:\ architecture A restores DMSP, GPS, DSCS and architeccture B
ES restores space systems NROSS, Transit and MNILSTAR. The
3: priorities are applied and sumned:

'
Eb Value(Architecture A) = Vy = pq ¢ + p3 ¢ + P5,t (2.1)
:% Value(Architecture B) = Vp = Pa,t *+ Py,t * Fé,t (3.2)
f: Then the architectures are compared on the basis of VA and
;

%
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Additional criteria may be required to select an
architecture if V, = Vp. Cne apprcach to tie-breaking Is
simply to select the architecture ccntaining the highest
priority system. If P> t was the highest priority in the
previous example, then DMSP, GPS and DSCS would bte restored.
The Justification for this procedure resembles the
lexicographic approach, lending support to that a&approach.

A second apprcach tc tie-breaking is to lock at the
nurmber of space systens restored. In the last example, this
wculd not bte useful. Indeed, the numter of space systeus
restored cannot be substituted for important missions. Fer
example, in a conventional war navigation may te more
impertant than systems that locate nuclear detonations. It
must bte understood that "priorities"™ means the order of
wartime capabilities needed by battlefield commanders.
Priorities thus represent the order in which restoration
nust te attempted. Sc the highest restoration priority is
given tc the sycstem that restores the highest priority
wartime capability. As the protlem of tie-breaking
indicates, applying the priorities as weights does not model
this restoral reqguirement without assistance from the
lexicographic approech. Thus the priorities cannot Lte used
to derive the value of the architecture. Their cnly purposse

is to allow ranking cf wartime capatilities or missions.

Optimum Configuration

In the restoration prccess described above, partizl

20
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restoration solutions can te c¢btained by reallccating
subsystems from other space systems. This may occur even
when the c¢riginal subsystems a&are still availatle. In
addition, the restoration solution may include the first
available subsystems found in the data btase. Thus, there may
be more than one way to restore a space system. However, thre
subsystems wused to restore the space system mnay =allow or
crrevent the restoration of other space systems.

From the viewpoint cf efficlency and cepatility, an
architecture which uses the original subsystems fer
restoration is preferabtle to an architecture of rezllocated
sutsystems. The criginal system is efficient because the
subsystems are engineered for compatibility and collocated.
Thus, the time required to produce a specified wartime
capability 1is minimized. The criginal system has nore
capability thar aiternative architectures tecause all
original capatilities are achieved using this configuration.
Alternative architectures which intrcduce scme degree of
incompatibility (beyonc that of different peayloads) may not
have the equirment or c¢apacity to produce all of the
capatilities of the origiral equipment. If the capacity
exists, cperatcrs may tave to trade off efficiency to
achleve thece capatilities.

Thus, for efficiency ara capatility, the original
configuration may te concsidered the optimal configuration

fcr the space system. Achieving this optimal configuration

Lo
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can be a gcal of the restoratiocn marnagement decision, within

the limits of the available subsystems.

Space System Restoraticn

Restoral management can be considered a probler where
restoring each space system during a specific phase c¢f a
conflict represents an otjective. The problem is trivial
when only the initial Subsystem Availability Tatle is used
since each space system can be "restored" wusing its own
subsystems. However, the restcral objectives can conflict
with each other once a war begins and subsystems are remcved
from the table.

It 1is preferable to view the restcral management
problem as a multiple, rather than single, objective problem
since conversion to a single cbjective by treating one space

system's restoral as the objective while holding the others

as constraints would "fcrce rather severe assumptions" on
the protlem (19:2C0). This characterizaticn of the problen
using multiple, conflicting objectives suggests Goal

Programming as a methcdology for system restoration.
According to Ignizio (19:278), there is "no universal
agreement as to the definition of either goal programming cr
generalized goal programming." However, goal programming may
be distinguished from single ot jective linear programming by

its use of goals, priorities or weights, deviation variables

and "minimizaticn of weighted sums of deviation variables"
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to cptimize goals (29:220). Thus, the 1idea of goal
programming is to establish a aspiration level of
achievement for each criterion and then use that level as a

target for optimization of the goals. Goal programming is

ideal for criteria with respect to which target (or
threshold) values of achievement are of significance
(29:220).

Determining User Pricrities

User pricrities for space system restcral represent a
subjective judgment by & cdecision maker of the wartime
capabilities needed most in a particular phase of a
conflict. Whether done by the National Command Authorities,
the Joint Chiefs of Staff or by CINCUSSPACECOQOM, this
judgment must be timely and related to clearly measurable
criteria such as those presented in status reports from the
command and control centers. lMethodclogies suggested by
these requirenents include Worth Assessment, Delphi Method
and Analytic Kierarchy Process (AEP).

Worth Assessment. Worth Assessment is a "decision

analysis procedure that finds the worth or value feor each
possitle course of action (alternative) 1in a protlem”
(24:11). The procedure uses the attributes of an alternative
to measure the alternative's worth. Implicit in this
procedure is a hierarchy (an otjectives tree) of criteria
flowing from the initial problem thrcugh the alternatives to

their attritutes. Worth Assessment is useful because it can
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be used to "solve multiple conflicting objectives that have
noncommensuratle units" to produce a ranking of the
alternatives {(24:9). However, developing the value functions
and weights make Worth Assessment unusable in time-critical
situations (24:10).

Delphi Method. The Delphi method 1is an 1iterative

procedure for obtaining weights from a group c¢f experts
(28). The procedure refines the opinions of panel members Ly
repeatedly challenging extreme opinions until a consensus is
developed. Quade 1lists four criticisms of the procedure

(28:342):

1. It is useful when the "experts are all of the same
specialty,”
2. It is "cumbersome: several weeks may elapse before

questionnaires are returned or an interviewer can
poll the panel,™

3. "The amount of material each respondent must
process for each round may be considerable,"

L, The experts "may have difficulty reproducing
earlier reasoning" on the probtlem.

Although these c¢riticisms indicate the Delphi Methed
may not te useful for ottaining subjective judgments once a
conflict has begun, it may te applied pricr to the start cf
a conflict. For example, military planners developing
OPLANs could apply the procedure when establishing criteria
for the restoration decision. These criteria would then
determine the data reported in the status reports.

Analytic Hierarchy Process. This process is similar to

34
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Worth Assessment since a hierarchy of criteria is used to
determine weights. Here, however, the hierarchy is derived
explicitly and 1is the first of three steps in the prccess.
The remalning steps, pairwise comparison of criteria and
calculation of weights, are derived from the hierarchy (30).
Acccrding to Saaty (30:12), using AHP:

enatles decision makers to represent tpe

simultaneous interaction of many factors in

complex, unstructured situations. It helps them to
identify and set priorities on the btasis of their
objectives and their knowledge and experience of

each problem.

Thus, AHP may a useful tool as experienced cocmmanders,
aware of combat objectives, determine their requirements for
each phase of a conflict. Unlike the Delphi Method, AHP
provides ‘techniques for testing the sensitivity o¢f final
decisions and for reducing the inconsistency inherent in
subjective judgments. This is possible since AHP uses matrix
mathematics to process weighted value assessments, thereby
increasing computational speed while providing structure to
the commander's subjective logic. Finally, the time required
to convert subjective judgments into numerical weights is
decreased through the use of computer programs. Saaty
provides a listing for a FORTRAN computer program that can
generate these values (30). The prcgram was modified for use
on the Aeronautical Systems Divizsion's Cyber computer in
support of an available gzero-one integer programming

computer program. For these reasons, AHP was selected as the

methodolcgy for determining User Priorities.
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'? Goal programming's vuse of pricrities and weights
‘ complements AHP in its support of the User Priorities.
2! Ignizio states (19:281) that goal programming is tased on
}: the belief that:
W while it may be either impossitle or impractical
h to determine a decision maker's utility function,
? a real world decision maker can usually at least
g‘ cite (initial) estimates of his or her aspiration
By levels for objectives.
o Thus, when AHP is used to synthesize priorities and weights
~ for space system restoral, goal programming can determine a
.
4
fﬁ resteoral plan that maximizes the wartine capabilities
o] desired. This solution is found wusing the pricrities
'~
. developed in AHP toc determine a lexicographic optimization
N of the solution. This lexicographic procedure is consistent
o with the restoral management process described at the
:j teginning of the chapter.
\ .
ﬁt This chapter discussed the requirements and possitle
methodologies for solving the restoral rmaragement problem.
A
X Chapter IV develops goal programming and AP formulations.
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IV. Problem Formulation

Introduction

This chapter provides the probtlem formulation. The
format follows the Generalized Goal Programming model of
Ignizio (19). Following the goal programming formulation,
AHP is applied tc determine weights and priorities for

restoration management.

Goal Programming Formulation

Definitions. The fcllcwing indices have already been

used implicitly 1in descriting the restoration management
decision and the environment for a mwmodel <containing six
space systems and eleven subsystems per space system:

1. time periods: t = C, 1, 2, 3;

2. space system missions: m = 1, 2, 3;
3. space systems: i, § =1, 2, 3, 4, 5, 6;

y, subsystems: k = 1, 2, ..., 11;
where the values are shown irn Tabtle 4.1. The index i will
ncrmally denote the space system providing a reallccated
subsystem. The index j will normally denote the space system

using a reallocated space system.

Decision Variatles. Let Xit te the decisicn varieble
representing the decision to make space system i availatle
in time period t. The range of Xi,t is:

1, if space system i is available in time period t
0, if system i is not availatle in time pericd t

37




TABLE 4.1

MODEL INDICES AND VALUES

Mission Space System

Type m Type i,]
DISP 1

Weather 1
NROSS 2
NAVSTAR GPS 3

Navigation 2
Transit 4
MILSTAR 5

Communications 3
DSCS 6

Let Xy be the vector of decision variables at time period t.

Then:

Xt = (X1’t, Xz’t, X3’t7 xM,t' XS,tr x6,t)
t = 1’ 2, 30 (}401)

So Yt represents the restoration management cdecisicn at the
teginning of time period t.

Let Yi,3,k,t te the decisicn variable representing the
use of subsystem k from space system i bty space system j 1in
time period t. The range of Yi,j,k,t iS¢

1, if space system j uses subcystem k from

space system i1 n time period t
0, otherwise

For exanple, y1’2’1’3 = 1 indicates that a number cf
38
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payloads (k = 1) originally belonging to DMSP (i = 1) have
teen reallocated to the NROSS (j = 2) mission during the
third time period (t = 3) of a conflict.

Let Yy be the matrix of decision variables Yi,i,k,t for
time period t. Then Yt is a 6 X 6 X 11 array representing
individual decisions about the use of availatle subsystems.

Parameters. Let bi,k,t be the resource rparameter

representing the numbter of k sutsystems of space system i

available at the beginning of time period t. Then

Et = (b1,1’t, oo ey t6’11’t) t = 1, 2, 3. (u.g)

is a 6 X 11 array as shown (transposed) in Tatle 2.1 for
t = 0 or as modified for a specific scenaric in Appendix C.
Table 2.1 shows the subsystems available when the six space
systems are fully operational. As noted in Chapter II, these
are the 1initial values only and may change due to the
wartime scenario.

Let Ci,j,k be the resource usage parameter representing
the minimum number c¢f subsystems k from space system i
required to restcre subsystem kK of space syctem j in time
period t. 1In this formulation, Tables 2.2 through 2.7 are
technology matrices for the restored space systems (j =
1,..+5,6). The columns ir each tatle show the minimum number
of subsystems L of space system i requirec fcr restoration
of space system j. If space system j cannot use subtsystem k

during the specified time period, then Ci,*,k = 0. The
v}
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R
parameter i, j,k is assumed to be constant with respect to
: the time period s¢o the index t is not used.
ﬁ¥ ) Goal Programming Variables. There are two sets of goals
?: in the model: restoration goals and configuration goals. The
b restoration goals for each time period t are:
goal 1: xq ¢ > 1 Restore DMSP (4.3)
goal 2: Xy ¢ > 1 Pestore NROSS (4.4)
geal 3: X3 ¢ > 1 Restore NAVSTAR GPS (4.5)
goal 4: xy ¢ > 1 Restcre Transit (4.6)
goal 5: Xg ¢ > 1 Restore MILSTAR (4.7)
goal 6: xg ¢ > 1 Restore DSCS (4.8)

These goals state the desire to make each space system
available in time period t. When restoration goal i is
achieved, xi,t = 1, so the aspiration level for each goal is
1. The goals are converted to equalities bty censidering the
nonachievement of each goal (19:282). Let di,t equal the
deviation of goal i from itz aspiration level in time period

t:
dig = 1 - ¥t (4.9)

Since the deviation may be positive (representing

underachievement) or negative (overachievement), let

di ¢ = Pi,t * Ni,t (4.10)

where
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Pi,t * nj ¢ =0 (4.11)

and

Pi,ts Di, ¢ 2 0. (4.12)

However, the upper tound on the xi,t decision variables

equals to the aspiration level for each gcal, so the
restoration goals cannot be overachieved. That is, Pi,t = 0
for all values of xi,t and Ny ¢- Thus the variatle Pj,t may

be removed from the goal equations, yielding:

goal 1: X9, + Ny ¢ = 1 (4.13)
goel 2: Xp, g + Np ¢ =1 (4.14)
goal 32: X3 ¢ + N3 ¢ = 1 (4.15)
goal 4: Xy ¢ + Ny, ¢ = 1 (4.16)
goal S5: Xg ¢ + ng ¢ = 1 (4.17)
goal 6: Xg t + Dg ¢ = 1 (4.18)
In this fornulation, the deviation variables are

associated with the space systems. Other formulations of the
restoration management problem may be developed where the
deviation variatles are asscociated with the mission.,

The mathematical formulation of the configuration goals
is based on the Ci,j,k values listed in Tables 2.2 through
2.7. BEach table contains the minimal number of each specific

suksystem required to restore each subsystem of & given

space systern. For example, Table 2.6 descrites the
restoration requirements for 'ILSTAR. Due, perhaps, to
41
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efficiency or compatibility, the Ci,j,k, value fcr a
specific subsystem may vary as different space systems are
considered as the source for a replacement subsystem. So the
value of ¢j,j,k must bte considered relative to the source
space system ard to the destiration space system.

In most <c¢ases, no one sprace system contains all the
subsystems required to restore another space system. For
example, DMSP lacks the communications payload needed to
restore MILSTAR since the former space system performs the
meteorological mission. This is indicated in the DMSP column
of Tabtle 2.6 by a zerc in the payload row. However, the
MILSTAR column of Table 2.6 contains cnly one zero, in the
space link row, because the original system does not have a
space link (frem Table 2.1). This column therefore depicts
the minimal number of subsystems required to keep MILSTAR
cperational without reallocaticn of subsystems frcem other

space syst:zams.

In general, the minimal <configuration colunn for
space systenm xj,t can be deroted bty Csl i ko fecr k =
1,00, 11. The time period 1is not specified since the

parameter cj ik i assumed to te 1independent c¢f time.
, 4

Achieving the optimal configuration for MILSTAR can be

descrited as the restoration of this minimal ccnfiguration.

This occurs when the yj,i,k,t decisicon variatles asscciated
~

with this cclumn of Table 2.6 are set tc one. Thus:
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11
Z Y5 5,k,t 2 10 (4.19)

k = 1

represents the goal of achieving the restecration c¢f the
minimal configuration for MILSTAR in time period t, where 10
is the number of different types c¢f subsystems required to
make MILSTAR available and the value of the equation when
¥5,5,k,t = 1 for all values cf k. So 10 is the aspiration
level for the goal. From the Cj,j,k columns in Tables 2.2
through 2.7, the aspiration level is ten for all space
systems except Transit and DSC where the value is nine. 7To
simplify modeling this difference in aspiration levels, let
g represent the aspiration level for space system 1i. Then
g€; = 9 fer 1 = 4, 6 and gi = 10 otherwise.

Since the aspiration levels are sought as a minimum
value, underachievement must be avoided. Underachievement
of the configuration goals is measured by the value of the
deviaticn variable Nyt (19:282). The notation nyjot is
used to distinguish these variables frcm the deviation
varlables assocciated with the restoraticn goals. In general,
nTi,t is tlie deviation variable uassociated with space systen
i 1in the cenfiguraticn gcals. The range of these deviation
variables is:

0 < nyj,p £ 6 iz 1,...,6 (4.20)

where only integer values are assumed.
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o The configuration gcals then become equalities:

-

-~ 11

.

3 y n i 1 6 (4.21)
] 503 + 7 = = .

§ i,i,k,t 1i,t Ei ye s <
y T ’ t =1, 2, 3
k = 1

'

-

:f Pm,t is an integer parameter representing the priority
»?i of mission m in time period t. Upper case P is wused to
. distinguish between the preemptive pricrity used here and
- the weighted priority system discussed in Chapter III and
'I? designated bty a lower case p. Space systems having similar
+ missiorn capabilities are assumed to bte comparatle (cr
}: commensurable) and thus have the same priority for
.:‘.

- restoration. This grouping allows the decision maker to plan

system availabtility in terms of missions rather than

. specific space systems. This is a more natural approach to
fj the protlem, particularly wher more then one system can
. provide some degree c¢f mission accomplishment. The values
ks

.i for Pm,t are cetermined ty the decision maker, The range cf
"%

::'. Pm’t is:

- Pu,t = 1s 2, 3 £ =1, 2, 3. (4.22)
e where Pm,t = 1 if mission m has the highest priority fcor

restoration in time period t.

o d

‘$ According to Ignizio (20), a fourth pricrity should te
:: added to this fermulation. This priority is the reguirement
. that all absolute constraints in the model be satisfied by
>
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any problem soluticn. This requirement is usually designated

priority =zero, indicating it must be satisfied btefore a
sclution te lower pricrity gocals is scught.

Parameter Wi, ¢ represents the weight given tc space
system i in time period t. The weights sum to one for each
mission. VFor example, MILSTAR s&and DSCS 1III share the

communications mission, thus:

WS,t + W6,t = t = 1, 2, 3. (11'.23)

These weights are ccnsidered penalties, since the
deviation from goal achievement is teing minimized in the
goal prcgramming formulation. Thus if “i,t > Wit then
space system i is preferred to space system j in time period
t. Space systems are assumed to have different weights
dependent cn the mission and time period tut independent of
the priority. Values fcr the weights may be determinec by
technical experts in a space mission using AHP or & similar
methed.

Variable as,t is the sum of the weighted deviaticns of

all goals of pricrity s = Pm,t during time period t. That

ag,t = (Wi ¢ * g ¢) + (Wi ¢ * nyy¢) (4.24)

o

where index 1 ranges over the set of space systems having
priority s in time period t. The first term in the sum is

the <deviation from system restoration while the second is

45




the deviation frcm the minimal configuraticn wusing a

system's own sutsystems for restoration. The achievement

vector for time period t is:

. Ay = (ag,t» a1,¢y 82,80 a3,¢) (4.25)

Formulation of the Objective Function. The starting

point for formulating the objective function is maximization
of the wartime capabilities provided by those space systems
made a&available during time period t cf a conflict. This is
done by restoring the space system missions in the order
specified by the user priorities. Soc the deviation frocm the
restoration and configuration goals is minimized. Then the
objective function for time pericd t is to lexicographically

minimize:

At = (ao,t, a1’t, az’t, ag,t) t =1, 2, 3. (4.26)

Formulation of Constraints. There are three sets of

censtraints. Fermulation of the restoration and
configuration goals (4.3 - 4.8, L.21) aktove yielded the
first set, containing 36 equations for the full three time
period model. The remairing two sets of constraints are the
rigid or atsclute constraints of the goal programning
probtlem and are treated like normal constraints in a linear
programming protlem (19:279).

The second set of constraints sets the upper tcund on

the number of subsystems of each system available at the

46




beginning of each time period. These constraints state that

the total use of each subsysten in the time period must be
less than or equal to the number available (bi,k,t)‘ Thus,
these equations select a time period (t), source space
system (i), and subsystem (k) and then sum the subsystem's
use over all six space systems (j).

The first step 1in writing these constraints was to
determine the values of bi,k,o which represent the numter of
sutsystems available prior to the start of a conflict where
all space systems are in their criginal configuration.
Time pericd t = 0 may be considered as the time period prior
to the start of a conflict. These values are shown in Tatle
2.1. Next, the values of Ci,j,k which represent minimal
numbers of subsystems required for system availability were
determined. The values of Ci, i,k are based on the mission
and requirements of space system i. With 11 subsystems in
each space system and 6 space systems in each time period of
the model, there are 198 system technical requirenent
censtraints.

The 1inequalities are formed by summing the product cf
the resource ucage parameter, Ci,j,k’ and the decision
variatle Yi,i,k,t over the using space systews | and setting
the zum less than or equal tc the resource availability

pareameter bi,k,t‘
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An example of these constraints is the wuse of the
eleven AFSCF ground antennas which support all six space
systems in this study. In Chapter II, these grcund antennas
were modeled as part of the DSCS space system. The following
equaticn shows that the grcund antennas (k = 8) are
available to all six systems (J = 1,...,6) during time
pericd t as long as the total use of the antennas does not

exceed the number available:

(ce,1,8 * v6,1,8,t) + (cg,2,8 * V6,2,8,t) +
(cg.3,8 * v6,3,8,t) + (cg .8 * ¥5,4,8,t) +

(06,_,,8 * y6,5,8,t) + (06,6,8 * y6,6,8,t) i 11 (U.28)
where b6,8,t = 11.

The third set of censtraints ncdel "system
availabkility." These constraints are formed by first

selecting & time period (t) and using space =system (j).
Then, for each subsystem needed to restore the space system

(c;

i, 3,k 0, k= 1,...,11), the product of the resource

usage parameter, c¢j s y, and the decision variable y; s | ¢
is summed over the source space systems (i). Finally, these
products are set greater than or equal to the product of the
resource usage parameter for the space system's original

configuration and the decision variable for the using space

48
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& system, x: . Thus:
o 6
s
_ i= 1 K = 1,000,11.
2
g. An example of these constraints is the requirement to
E: have a ground antenna (k = 8) allocated to DSCS (j = 6)
7. before DSCSE is restored in time period t:
N
ig (c1,6,8 * ¥1,6,8,t) + (c2,6,8 * v2,6,8,t) *
(e3,6,8 * v3,6,8,t) + (Cy,6,8 * Yu,6,8,t) *

:ﬁ (e5,6,6 * v5,6,8,t) + (C5,6,8 * ¥6,6,8,t) 2 Xp,t  (4.30)
:E This set of constraints shows thlie kinds of subsystems
_ required to operate each space syster. The constraints state
H% that in order to restore a system in the =specified time
% period, the number of subsystems of a particular type

allocated to the system must be greater than or equal to the
#z minimal number of subsystems in the original configuration
355 (t = 0). There are 198 equations in this set.

Summary of Goal Programming Formulation. For each

conflict phase t, find X, so as to:

lexicographically minimize

By = (ag,t» 21,4, a2,tr 23,¢) (4.31)

where
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ag,t = 2 [lwi ¢ *ng ¢) + (wy ¢ ¥ ngy ¢)]
iz 1 s = 1,2,3 (4.32)
s.t.
Xi,t + Dij,¢ =1 i=1,...,6 (4.33)
11
E Yi,i,k,t * B1i,t = Bi i= 1,...,6 (4.34)

k
6
2 (e 5,k * ¥i,5,k,t) £ Bi,k,t .

n
—-—

+e.,6 (4.36)
ey 11

1
6
E (ei, 5,k ® Yi,3,k,t) 2 Xj,¢ :

0 <nqy ¢ £ g iz 1,00.,6 (4.37)

—_—

- e
.
.

X

0, 1 (4.38)

iyt Yi,j,k,t Pi,t

Equation 4.31 is the objective function for time period
t. Equation U4.32 1is the function to be minimized at each
priority s. Equation 4.33 are the restoration goals for the
restoration management decisicon. Equation L4.34 are the

configuration goals. Equation 4.35 are the system technical

requirement constraints. Equation 4.36 are the system
availability constraints. Equaticn 4.37 indicates the
50
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N
f possible values of the devietion variatle asscciated with
‘ the configuration goals. Equatiorn 4.38 are the non-
,Z negativity constrairnts.
! Appendix D contains the complete listing of -equations
" fcr the mcdel at t = 0 and explains the format used in
_ﬁ writing the variables and parzmeters for MPOS.
& Priorities and Weights
N There are three steps in applying AEP to the rfproblem:
E decompositicn of objectives to deternine measurable
if criteria, pairwise comparison of criteria and synthesis.
P Consistency tests can also be used to check the subjective
;i priorities.
3 Decomposition of Objectives. Figure U.1 shows a
g hierarchy for the restoration problem. The levels are based
ES orn the research goal (top level), and the missions and
X
33 criteria discussed in Chapter II. This hierarchy shows how
oy those criteria can be integrated into solving the
f restoration problem. Once the missicns have been listed as
%E the second level c¢f the hierarchy, the criteria becone
» measures of achieving that otjective. The inputs for
;} neasuring attritute levels of these criteria would come from
53 the status repoerts transmittec to the JISSPACECCHM

- headquarters Lty the command and control center fcr each

space system (as discussed in Chapter II).

LL44

Pairwise Comparison. Using the hierarchy shown in

~
-~
-

R

Figure 4.1, 14 separate matrices of pairwise comparisons
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would be made. At the highest level ¢cf the hierarchy, the
decision maker (CINCUSSPACECO!) is asked to compare the
relative contrituticns of each space mission to achieving
the needed wartime capatbilities. At the bottom of ‘the
hierarchy, the decision maker (or technical expert) is asked
to compare the relative contributions of each space system
to achieving a specific criterion. Each pairwise comparison
of missions ¢r criteria produces one matrix.

Synthesis. The final step in the AHP ©[rccess is
synthesis of the «criteria rearkings into a column of
priorities. First, each column in each metrix is normalized.
This 1is done by dividing each element in a matrix column by
the sum of the elements in the column. The result s a
normalized matrix (or, in the study, 14 normalized
matrices). Next, each row in the normalized matrix is
averaged. This is accomplished bty summing the elements in
each row and dividing the sum ty the number of elements in
the row. These two steps - normalizing and averaging -
generate a vector whose elements are the relative prioritiec
of the rows, that is, the missions, criteria or space
systems,

Space System Weights. The weights for each criterion

and space system are determined frcm these priorities.
First, the weights for each space system relative to each
criterion are determined. To do this the priority vector of

space systems under each criterion is multiplied by the
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priority value of the criterion to preocduce a vector of
weighted priorities. Then the weighted pricrity vectors are
summed across the ten criteria. The resulting vector
contains the weights for the six space systems relative to
the three missions. This process of multiplying by each
element of a given level's priority vector and summing
across the level can be repeated to yield a vector of space
system welights relative to the gcal of optimizing wartime
capatilities (30:80).

This chapter provided the formulation of the
resteoraticn management decision process wusing the goal
programning apprcach. Following the formulation, the
application of AHEP for determining pricrities for
restoration and weights for space systems was discussed. An

example of the model's use is shown in the next chapter.
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V. Model Use and Results

Introduction

This chapter demonstrates the application of the
protlem formulation to an example restcral management
probtlem. The example begins with the selection of a wartine
scenario. The priorities for space system restcral are then
developed using AHP. Finally, the Goal Programming mocdel is

constructed and solved.

Problem Flow

Figure 5.1 shows the process used 1in solving the

example problen.

SELECT SCENARIO
AND TIME PERIOD

!

COMPUTE PRIORITIES
AND WEIGHTS

i

WRITE GOAL
PRCGRAMMING
EQUATICHS

!

USE MPGS TO
SOLVE EQUATIONS

Figure 5.1 Socluticn Process

Select Scenario and Time Period. The central conflict

scenario was selected for the example. This scenario is the
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most stressing conflict since the restoraticn management
decision must consider the effects of attacks on all space
systems. The second time pericd, the attack phase descrited
in the introduction tc Chapter II, was selected to ensure
the eflfects of Soviet attacks would be incorporated into the
decision. In addition, the time period represents a very
complex decision making environment for CINCUSSPACECOMN.
Although the last period is more stressing in terms of the
numbers and types of remaining sutsystems, the restoration
decision is considerably less complex.

Cempute Priorities and Weights. DBeginning with the top

level of the AHP hierarchy shown in Figure 4.1, the priority
vector for each level of the hierarchy was computed using
the process of pairwise comparison and synthesis described
in Chapter IV. Saaty's AHP program was used for these
calculations. The matrix inputs to the prcgram are shown in
Appendix E.

The wuser priorities are the elements ¢f the pricrity
vector for the top level of the hierarchy and result from

the first matrix shown in Appendix E. The values are:

1. Priority 1: communications (AHP weight = .7662).
Thus:
P3'2 = 1 (5-1)
2. Priority 2: navigation (.1578) and:
Pro =2 (5.2)
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3. Priority 3: meteorology (.0758) and:

'y
A The priority vector for the ten criteria was ccmputed
3, from the second, third and fourth matrices cof Appendix E bty
:Z repeating the pairwise comparison and synthesis process fer
f: the second level of the hierarchy. The values are:
1. NCD - .0105
W
)
- 2. NCA - .0344
,‘b.'
"\
N 3. NSU - .1128
y, MCD - .0126
.4'
s 5. MCA - .0632
Ny
) . CMD - .0980
7. CNU - .0960
) ]
N
Q: 9. CDT - .0245
Ny
‘ 0. CSC - .2879
ff Finally, the priority vectors for the six space systems
f under each criterion - the third level of the hierarchy -
)
were conmnputed from the remaining ten matrices in Appendix E.
o)
}‘ The resulting priority vectors are shown in Figure 5.Z2.
\'
I Thece values reflect the relative potential capabtilities
A
_ among comparable space systems when all systems are fully
éﬁ operational (t = 0).
)
ﬁ- Tc determine overall space system weights, the ten
N
' element priority vector for the criteria under all missicns
.
2
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Space
System NCD NCA NSU MCD MCA CMD CNU CE CDT CSC
? DMSP .04 .04 .04 .54 .41 .08 .06 .30 .06 .04
4
1 . NROSS .04 .04 .04 .29 .41 .03 .03 .03 .04 .o4
s

! : GPS .54 .54 .58 .04 .04 .03 .03 .03 .04 .04
~pransit | .29 .29 .26 .04 .04 .03 .03 .03 .04 .04
" MILSTAR | .04 .04 .04 .04 .04 .53 .54 .30 .45 .41

" DSCS .0L .04 .04 .04 .04 .29 .29 .30 .36 .41
o
: Figure 5.2 AHP Priority Vectors for Criteria
=
- was multiplied by the array of space system priority vectors
shown in Figure 5.2. However, the weights are to be compared
;7 within mission categories only and must sum to one. To do
o this, the weights of both space systems within each mission
lf were summed. Then the individual weights were divided by
§ this sum to normalize the values. The hierarchy weights and
\ normalized weights were:
>
:;5 1. DMSP - .1448 and .6899;
3; 2. NRCSS - .0651 and .31071;
"y 3. GPS - .1235 and .6197;
“ 4. Transit - .0758 and .2803;
* 5. MILSTAR - .3204 and .5426;
- 6. DSCS - .2701 and .4574,
‘E Write Goal Programming Egquations., Using the ALP
f; priorities and weights and the central conflict data base as
;{ inputs, the equations for priority level one c¢f the goal
P
L4
£y

o
g
o
b .
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.\:
~ programming model were written. The equations and contrcl
0 statements required by MPOS are shewn in Appendix F.
.
» : ;
N Use MPGOS To Solve Equations. The goal rprogramming
o . . .
N problem formulated iIn Chapter IV is & zero-one integer
p programming probtlem. Several software packages are available
s at AFIT for solving linear programming problems. However,
[\ MPOS, operating on the Aeronautical System Division's Cyber
) ccmputer, is the only readily available program capable of
Pl
jw solving large zero-one integer programming prcblems.
b
,;: The problem's dimensions - the number of variatbtles and
. constraint equations - were large even for MPOS, so the
L proclem was divided into two parts in a socluticrn process
o called Sequential Linear Goal Progranmming. First, the
restoration goals for each priority level were run to insure
" a feasible solution existed. Using the results of the NPCS
.:j run feor the first priority, the program was run fcr the
second priority level., With the results from the second
;
:: priority level, the third priority level was run. In each
- run additional equations were added to indicate the
restcration decisions reached in previous runs. Three MPCS
0 runs were used to solve the restoration goals.
.
= Then the minimur configuration gcals were run, solving
the problem for each of the six restored space systems in
_f order of mission priority and space system weight. Thus, =&
~('
;. total of nine MPCS runs were needed. The solution to the
‘ , .
ninth MPOS run is the solution to the restcration management
<
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3

2N

;2 problem for time period two of the central conflict scenario
N since it shows the allccation of available subsystems and
o mininizes deviation from all goals.

ﬁ%

-5 Scenario Results

;; Tables 5.1 through 5.3 show the architecture for time
;; period two of the central conflict scenarin. These tables
24 cempare the original minimal requirements for each space
if system (the C5. 5,k values shown in the seccnd coclumn) with
;& the number and source of the subsystems reallocated by the
2 restoration nanagement decision (shown in the feurth
gj colunn).

Ef Table 5.1 shows that the restcraticn and configuration
-; goals (and availatility of the required subsystems) drove
Ej the solution to the minimal configuratior fcr DSCS. Also,
%5 the optimal configuration was nearly achieved for MILSTAR.
~ Since the scenario <called for 1loss of MILSTAR's data
jg processing capabilities, reallocation of another sycstem's
;; data processor was needed to restore MILSTAR. The goal
i: programming solution wused DMSEP's subsystem to meet this
;ﬁ requirement (yq g 5 5 = 1).

faé Similarly, Table 5.2 shows GPS achieved its mirimal
.:' configuration despite & reduction in the numbter of ground
'»: communications, ground antennas and ground links available.
'g Transit did nct achieve its minimal configuration since the
'q number of ground links available within the system
o 60
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TACLE 5.1
SOLUTICN FOR CENTRAL CONFLICT TIME PEPIOD 2
Priority
Minimumn
Subsystenm Source of
MILSTAR Required Sutsystem Humber
Space Segment
1. Payload 27 MILSTAR 27
2. Comm 1 MILSTAR 1
3. Data Proc 1 DMSP 1
Ground Segnent
L, Telemetry 1 MILSTAR 1
5. CmdControl 1 MILSTAR 1
6. Comm 1 MILSTAR 1
7. Planning 1 MILSTAR 1
8. Antennas 1 MILSTAR 1
Data Links
9. Space Link 0 Not Eequired 0
10. GroundLink 1 MILSTAR 1
1. Cross Link 1 MILSTAR 1
DSCS3
Space Segment
1. Payload 3 DSCS 3
2. Comm 1 DSCS 1
3. Data Prcc 0 Not Reguired 0
Ground Segment
4y, Telemetry 1 DSCS 1
5. CnrndCcntrol 1 DSCS 1
6. Comm 1 DSCS 1
7. Planning 1 DSCS 1
8. Artennas 1 DSCS 1
Data Links
9. Space Link 1 DSCS 1
10. GroundLink 1 DSCS 1
11. Cross Link 0 Net Required 0




LY
)
TABLE 5.2 A
»
SOLUTICN FOR CENTRAL CONFLICT TIME PEERIQD 2 -
Priority 2 :
Minimum :
Subsycsten Scurce of R
GPS Required Subsystem Number
Space Segnent <
1. Payload 2 GPS 2 R
2. Comm 2 GPS 2 .
3 Data Proc 0 Mot Required 0 X
Ground Segment -4
4. Telemetry 1 GPS 1 p
5. CndControl 1 GPS 1 o
6. Comm 3 GPS 3 .
7. Planning 1 GPS 1
28 Antennas 3 GPS 3
Data Links N
9. Space Link 1 GPS 1 X
10. GroundLink 1 GPS 1 .
11. Cross Link 1 GPS 1
Transit
Space Segment 4
1. Paylocad 1 Transit 1
2. Comm 1 Transit 1 h
3 Cata Proc 1 Transit 0 \
K+
Ground Segment }
L. Telemetry 1 Transit 1 ~
5. CmdControl 1 Transit 1 »
6. Conmm 1 Transit 1 ‘,
7. Planning 1 Transit 1 ]
§. Antennas 1 Transit 1 {
e
Data Links
. Space Link 0 Not Required 0 o
10. GroundLink 3 DVMSF 1 N
11. Cross Link 0 Not Required 0 n
>
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l TABLE 5.3
R
SOLUTION FOR CENTRAL CONFLICT TIME PERIOD 2
y Priority 3
: Minimum
‘W Subsystem Source of
5 DMSP Required Subsystem Number
Space Segnrent
A 1. Payload 1 NROSS 1
b 2. Comm 1 DMSP 1
- 3. Data Proc 1 DMSP 1
Grcund Segment
2 4. Telemetry 1 DMSP 1
- 5. CmdControl 1 DMSP 1
T 6. Comm 1 DMSP 1
. 7. Planning 1 DMSP 1
€. Antennas 1 DMSP 1
A Data Links
N 9. Space Link 1 DMSP 1
*Y GroundLink 1 DMSP 1
! 11. Cross Link 4] Not Required 1
\
N NROSS
ﬁ.
N Space Segment
1. Paylcad 1 NROSS 1
- 2. Comm 1 NROSS
1: 3. Data Proc 1 NROSS 1
} Ground Segment
. 4, Telemetry 1 NROSS 1
i 5. CmdControl 1 NROSS 1
- 6. Comm 1 KROSS 1
X 7. Planning 1 NRCSS 1
N 8. Antennas 1 NROSS 1
_ Data Links
.. 9. Space Link 1 NRGSS 1
-~ 10. GroundLink 1 NEQOSS
ﬁ 1. Cross Link 0 Net PRequired 0
X €3

NI
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(b4,10,2 = 1) was insufficient (Cu’u’1o = 3). To restore
1.
= C)

Transit, a DMSP ground link was reallocated (y1’u,10’2

Firally, the 1loss of toth DMSP payloads (b1,1,2
prevented the system from achieving its minimal
configuration. To achieve its restoraticn goal, an NROSS
paylcad was reallocated (y2’1,1’2 = 1) Despite this
reallocation, NROSS was able to achieve its minimal
cenfiguration since 1ite minimal restoration only required
one of the two payloads available during the time gperiod
(cp 2,1 = 1 ard by 1 5 = 2). Table 5.3 shows the results for
the third pricrity.

Table 5.4 summarizes the restoraticn management results
for the six scenarios. Within each scenario and time period
the missions are ordered according to user priorities. Thus,
the order of missions within all three time periods of the
central conflict is communications, navigation and weather.
This is the order computed earlier in this chapter.

One problem occurred while running MPOS for some of the
scenarics. The restoration process for some priorities
imposed goal programming constraints which exhausted MPOS'
resources. To reduce the dimensions of the problem, systen
availabtility constraints for systems already restored were
removed. Decisior variabtles fcr subsystems allocated by
achieving restcoral and configuration goals for higher
priorities were set equal to one. The remaining priorities

were solved using this modified MPCS input. These changes
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TABLE 5.4

SUMMARY OF SCENARIO RESULTS

SCENARIO
PERIOD

‘:ISSICN
PRICRITIES

SYSTEMS
RESTORED

Limited
1

Nav

Comm

Weather

cpst®
Transit

MILsgAR*
DSCS

*
DIMS
NRosc*

CCMMENTS
Transit restored using
DMSP ground link.

MPOS resource
limitation.

Nav

Weather

Comm

Gps*
Transit

DMSP**
NROSS

MILsgAR*
DSCS

Transit restored using
DMSP grcund lirnk.

MPOS resource
limitaticn.

Weather

GPS
Transit

MILSTAR
DSCS

GPS restored using DMSP
ground communications
and Transit ground
antennas. Transit
restored using DMSP
ground link.

MILSTAR restored using
DMSP data processor.
MPOS resource
limitation.

DMSP restored using
NROSS payload.

llote: * indicates space system was restored using original

subsystems.
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SCENARIO MISSION SYSTENMS

PERIOD PRIORITIES RESTGRED COMMENTS
Central Comm MILS;AR*
1 DSCS
Nav Gps*
Transit
Weather  DMSP™, MPOS resource
1ROSS limitation.
Central Comm MILS;AR MILSTAR restored with
2 DSCS DMSP datz processcor.
Nav cps* Transit restored using
Transit DMSP ground links.
Weather DMSP . DMSP restored using
NROSS NROSS payload.
Central Comm MILSIAR MILSTAR restored with
3 DSCS DMSP data processor.
Nav cps* Transit restcred using
Transit DMSP ground links.
Weather DMSP . DMSP restored using
NROSS NEOSS payload.

MPOS resource
limitetion.
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did not alter the original goal programming problem since
the equations removed were no longer constraints on the
solution. The subsystem decision variables inserted into the
MPOS input represented the problem constraints since any new
solution could not reallocate these subsystems to a lower
priority space system. Table 5.4 notes occcurrences of this
protlem.

This chapter demonstrated the procedure for solving the
goal prcgramming formulation of the restoration managemernt
protlem. The solution procedure applied the inputs descrited
in Chapter II and AHP to the problem formulated in Chapter
Iv. Finally, the goal programming formulation was
sequentially solved for each priority level. In the next
chapter, the scenario results are analyzed and compared to
the results for the weighted priority goal programming

methodology discussed in Chapter III.
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. VI. Analysis of Results
*-‘
"Q - Introcduction
" . This chapter analyzes the reallocation decisions
.
$ presented in Chapter V. Then the effects of the space system
"\
55; weights in the prcocblem are described. Finally, the
Lﬁ restoration results for one scenario and one time period
S using the lexicogrephic gocal programming approach are
fﬁ compared to the solution obtained using a weighted goal
< programming approach.
W Analysis of Reallocation Decisions
‘:{ The goal prcgramming solutions for several scenarios

consistently wused DMSP subsystems for the restoration of
o~
;: other space systems. In five of the six scenarios, a DMSP
-:\
ff sutsystem was reallocated.
"\

When a higher priority system lost a subsystem, the

-“d
.3 first space system reallocated was DMSP. This reallocation
i:; occurred, for example, in the second time period of the
-
e central conflict when a replacement data processor was
-t
f: neecded for MILSTAR. DMSP subsystems were alsc used to

a
.

PP

restore Transit's ground link and GPS! ground

communications. The order of the reallocation was seen in

ALY

the intermediate results reported by MPOS as the program

2 ' sought to minimize the objective function.

“ »

& This order of reallocation was alsoc seen within
-

s

\

¥
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priorities. For example, toth GPS and Transit had the sane

restoration rpriority in all scenarios. In the second time

X,

'é:.t: period of the major conflict, GPS used a Transit ground
h}

N

) antenna for restoration. Also, DMSP was restored in the
" -

third time period of the central conflict by using an NROSS

¥

-
:? payload. In toth cases, the system with the higher weight
Ei was glven first use of the subsystem.
’; This reallocaticn of subsystems from space systems 1is
’3 not limited to DMSP but extends to the entire set of lower
%& priority systems. It is a problem because the original
1 subsystems of a system may still be available. As discussec
5 in Chapter III, if they are availatle they should be used.
:}j This protlem emphasizes the need for more control over the
- reallocation process. In Chapter IRY the minimal
”; configuration was defined as the minimal number of specific
é subsystems required to keep a space system operaticnal
‘ without reallccation of subsystems from other space systems.
‘a The configuration goals are the first step in achieving this
.
:i centrel since they direct the solution towards the original
o,
- system configuration. When the minimal cenfiguration cannct
; be reached, the configuration goals ensure that to the
,i maximum extent possible the remaining available sutsystens
. . from the minimal configuration are used in the space
?g system's new configuration. However, the configuration gcals
ﬁ ) do not determine how the search for replacement subsystemns
\ is ordered. Thus, they do not affect the reallocaticn
>
~
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process. More controls (either rigid constrezints cr goals)
will te needed to direct reallocation and ensure subsystems
designated by CINCUSSPACECOM or technical experts are used

for restoration.

Space System Weights

Weights are assigned tc space systems performing the
same mission to specify the penalty fcr not restoring the
systems. To determine the sensitivity of the solution to
these weights, the values for MILSTAR (w5,2) and DSCS (w6,2)
were varied increments of .1 during the second time period
cf the central conflict.

The effect of the welghts depenced on the corplexity of
the restoration decisions for a specific time period. When
cnly minor losses occurred, mnost subsystems were still
available. The restoration results were not affected by the
variation o¢f the weights since in these time periods all
space systems were restored. However, a zero-valued weight
effectively removed the cystem from the problem.

When the restoration decisions for a time period becane
complex, as in lazter time periods cf the major and central
conflicts, subsystem losses increased. Here the weights
rontrclled the orcder of subsystem reallocaticn. This process
of restoring subsystems to minimize the cbjective function

was seen in the partial solutions reported by MPOS.
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iﬁ Comparison of Preemptive and Weighted Gcal Programming

Generalized goal programming can te used with either

lg preemptive (lexicograrhic) or weighted priorities to
;E formulate the restoraticn marnagement decisicn. In Chapter
i . III both apprcaches were discussed and the lexicographic
E? apprcach was described as the more natural way to model
:g restoratiocn management. Samples of the solutions reached by
o toth approcaches are analyzed telow.

?ﬁ The central conflict scenario was used to compare
e

i; approaches. The results fcr the lexicographic soluticn of
” the second time period were already presented in Tatles 5.1
é: through 5.3.

ﬁ; In a weighted priority formulation all deviation
- variables are included in one objective function. Weights
é: are attached to the various deviation variables to indicate
:S their relative importance. In the current procbtlem, the AHP
I: weights for the three missions were:

:; 1. Meteorology - .0758

E; 2. Navigation - .15728

- 3. Communications - .7662

o These weights were then nmultiplied by the normalized space
EE system weights (wi,Z’ i = 1,...,6) which indicate the
‘i relative preferences for space cystems performing the
?ﬁ - mission:

o 1. DMSP - .6899

-} 2. NROSS - .3101

:l
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3. GPS - .6197

4, Transit - .3803
5. MILSTAR - .5426
6. DSCS - .4574

The products were:

1. DMSP - .0522

2. NROSS -.0235

3. GPS - .0977

4. Transit - .0600
5. MILSTAR - .4160
6. DSCS - .3506
These

weights incicate the relative importance of the

six space systems in the overall restoration management

decision. Using them, the objective function is:

minimize .O522n1,2 + .O522n11’2 + .O235n2’2 + .0235n12’2
+ .0977n3’2 + .0977[]13’2 + .O6OOnu’2 + .0600n1u’2

+ 4160ng 5+ H160n95 2 4 3506ng 5 + .3506n76,,  (6.1)

sub ject to equatiocns 4.29 through 4.36.
This objective function represents btcth the restoration
gcals and the formulated here

configuratinn goals. As

hocwever, the results will not be comparatbtle to the results

from the lexicographic priority approach. The range cf the

ni,t 15

0 _<_ ni’t S 1 i=1,. .,6 (6.2
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while the range of the Dy is

C i nTi,t < Ej 1= 1,...,6 (6.3)
where

gj_:g, i=1,}4

gi = 10, otherwise (6.4)

When the restoration and configuration goals for system
i are not achieved, the value c¢f the otjective function can

change by
(wiyo * oy e) + (wg g *ongg ) (€.5)
which has a maximum value of
Wig o+ 10wy g o= Tl g (6.6)

Thus the rpenalty for not achieving the configuration goal
can be as much as ten times the penalty for not achieving
the restoration goal. Thus, the solutior procedure will
attempt to configure the systems tefore rectoring them. This
is inccnsistent with the solution process descrited in
Chapter V for the lexicographic priority approach. To tbte
comparable the results of the two approcaches should follow
the same solution procedure.

Comparable results can tbte achieved by solving the

weighted priority problem sequentially. The first step uses

an objective function based on the restoral goals:




minimize 0522n4 5 + .0235np » + .0977n3 »

+ .0600nu’2 + .u160n5’2 + -35061’16’2 (6-7)

The second step uses an objective function based on the

-~

conliguration goals:

minimize .0522n11’2 + .O235n12’2 + .O977n13,2

+ .06001’114’2 + .41601’115’2 + -3506316,2 (6.8)

Since the problem 1is the penalty in the objective
function &asscciated with the configuration goals, an
alternative approach woulcd have teen to divide the weight of
the deviation variable feor the configuration goal by its

maxirum value. For example, fcr GPS (i 3)

(.0977 * ny3 ) / 10 = .0098 * ny3 ¢ (6.9)

At its maximum value, n13’t Wwill then have the value as
n3 ¢, the restoration goal deviaticn variatle for GPS. Since
the first procedure most resembles the steps in the
lexicographic priority approach, it was used here.

A partial soluticn for the welghted priority problem is
shown in Table €.1. This table represents achievement of the
configuration gcals only. The computer time required for
solving the configuration protlem was excessive and MPOS
could not generate a solution. When properly formulated, the
weighted priority approach made the configuration goals of

the six space systems comparable. This was not true in the

7h
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RESTORATION MANAGEMENT

DMSP

TAELE 6.1

SOLUTICN FOR WEIGETED PRICRITIES

Minimum
Subsystem
Required

Source of
Sutsysten

Space Segment

1. Payload
2. Comm
3. Data Proc
Ground Segnent
4L, Telemetry
5. CmdControl
6. Comn
7
8

. Planning
. Antennas

Data Links
9. Space Link

10. GroundlLink
11. Cross Link

NEOSS

»
‘.
| »

.
4y

<,
..'
‘.
-
o

-

=Y

| Y

Space Segment

1. Payload
2. Comm
3. Data Proc

Ground Segment

4, Telemetry
5. CmdControl
6. Comm

7. Planning
8. Antennas

Data Links
9. Space Link

0. GrcundlLink
1. Cross Link
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MROSS
pMSP
DMSP

LMSP
DMSP
DMSP
DMSP
DMSP

DMSP
DMSP
Nct Required

NROSS
DMSP
DMSP

NROSS
NROSS
NROSS
NROSS

BMSP

DliSP
DMSP
liot Required
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Minimum
Subsystem Source of
GPS Required Subsystem Number
Space Segment
1. Payload 2 GPS 2
2. Comm 2 GPS 2
3. Data Proc 0 Mot Required 0
Ground Segment
4y, Telemetry 1 DMSP 1
5. CmdControl 1 DMSP 1
6. Conm 3 GPS 3
7. Planning 1 DMSP 1
8. Antennas 2 GPS 3
Data Links
9. Space Link 1 NROSS 1
10. GroundLirk 1 DMSP 1
1. Cross Link 1 GPS 1
Transit
Space Segnent
1. Payload 1 GPS 1
2. Comm 1 Transit 1
3 Data Proc 1 Transit 1
Ground Segment
4, Telemetry 1 3PS 1
5. CmdControl 1 GPS 1
6. Comm 1 DMSp 1
7. Planning 1 GPS 1
8. Antennas 1 Transit 1
Data Links
8. Space Link 0 Mot Required 0
0. GroundLink 3 NROSS3 1
1. Cross Link c Not FRequired C
7€
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™ Minimum

- Subsysten Source of

o HMILSTAR Required Subsystem Number
2

‘ﬁ Space Segment

Y

o 1. Payload 27 MILSTAR 27
b 2. Comm 1 DMSP 1
’* 3. Data Proc 1 DMSP 1
ZQ

i% Ground Segment

<

32 4. Telemetry 1 GPS 1
- 5. <ZmdControl 1 GPS 1
. 6. Comm 1 GPS 1
P 7. Planning 1 Transit 1
> §. LAntennas 1 GP. 1
iy

N Data Links

~ 9. Space Link 0 Not Required 0
. 10. GroundLink 1 NRGSS 1
Wy 11. Cross Link 1 MILSTAR 1
3

DSCS

<

2 Space Segment

o 1. Payload 3 MILSTAR 27
1 2. Comm 1 DMSP 1

3 Data Proc 0 Not KRequired 0
2 Ground Segment
'ij 4. Telemetry 1 Transit 1
b 5. CmdControl 1 Transit - 1
6. Comm 1 Transit 1

., 7. Planning 1 MILSTAR 1
- 8. Antennas 1 Transit 1
i Data Links

; 9. Space Link 1 NROSS 1

v il 10. GroundLink 1 NROSS 1
7' 117. Cross Link 0 Not Required 0
R
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lexicographic priority approach. With six comparatle systems
in the problemn, its dimensions expanded and may have caused
a computer capacity preblem similar to that ncted in Chapter
V. However, even with expanded capacity and time there is no
guarantee of identical solutions for the approaches.

Another difference in a&approaches was the amount c¢f
operator time required for the lexicographic approach. Even
after becoming experienced in the sequential apprecach
described in Chapter V, sclving the problen for one time
period of a scenario took an hour. Most of this tirme was
used to interpret MPOS results and prepare inputs for the
next priority. Running the weighted pricrity problem to a
complete solution would require more conputer time than the
lexicographic approach but very little operator interaction.
Once the system weights for the goals were determined,
operator intervention endec. This intervention could te
eliminated by automating the Sequential Linear Goal
Programming process.

Finally, the number of decision varlatles and
constraint equations in the lexicographic approach was
consistently near the maximum allowed. Also, the number of
constraints increased as lower pricrity gcals were achieved.
Thus while the fezsible region for each new priority became
smaller, the size of the problem statement increased. As
ncted 1in Chapter V, operator guidance was needed at the

lower priorities of some scenarios in order to remain within
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MPOS' 1limits while solving the problem. With the weighted
priority approach, all constraints were included in the one
protlem input. If the problem was run to a solution for all
goals, the computer solution would require more time and
iteraticns to reach an optimal solution than in the
lexicographic priority approach.

This problem can 1limit the size of a restoration
protlem and restrict the use of configuration controls
discussecd earlier in this chapter. Thus, while they are not
problems 1in the goal programming formulation, they still
represent potential limitations cn use of the lexicogragphic
priority approach.

This chapter analyzed the results of restoration
management decisions made in six scenarios. The results
suggest more controls will be needed to direct reallccation
and ensure subsystems designated by CINCUSSPACECOM or
technical experts are used for restoration. The restoration
management decisions made in time period two of the central
conflict wusing lexicographic and weighted priocrities were
also compared. The lexicographic approach restored more
systems and required less computer time to reach a solution.
However, less operator interaction was required for the
weighted priority approach. In the next chapter, study
conclusions and recommendations for future research are

presented.
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VII. Conclusions and Recommendations

Intrcduction

The testing and analysis presented in Chapters V and VI
provided 1insight into the problem of how to maximize the
wartime capabilities of space systems. This insight |is
applied to the research questions posed in Chapter I. Next,
the wutility of AHP and Goal Programming 1is discussed,
followed by recommendations for future research and

implementaticn of a restoration management systemn.

Ceonclusions

Information Required by the Decision Maker. To mzke

meaningful restoration decisions, CINCUSSPACECOM must know
the conflict level and objectives of the other US military
commanders, and the subsystens available for
reconfiguration. This minimal information should te
supplemented by technical information c¢f space system
capabilities, technical constraints on system operation, and
preferences for subsystem reconfiguration.

The Effect of User Priorities. User priorities

determine the wartime capabilities restored during a
conflict. The needs of the tattlefield commanders are the
criteria for selecting space systems for restoration. 1In
this study, the needs of one tattlefield commander were

medeled.

80




Depth of DModeling Subsystems. Subsystems need tc be

studied to determine the true technical constraints on their

ﬂ; ) reallocati n. The current model assumed generic subsystems
}ﬁy ’ which were easily reallocated. 1In reality, these subsystems
: may not be entirely compatible, even though they serve the
?g same function in different systems.

,i Appropriate Scenarios. The model user must select
" appropriate scenarios for evaluating restoration managenent
j systems. The six scenarios developed during this study were
;Ef censidered representative of scenarios USSPACECOM might
iﬂ encounter, tut only ore cf the six truly exercised the
?3} model. Nevertheless, one of the benefits of a restoration
é: management svstem 1is the ability to handle many varied
Ne scenarios in the model.
fj Performance. The rperformance of a restoral management
§§ system should be evaluated by the capabilities it restcres.
o~ The restoration manzgement model developed in this study
:i showed there are many ways to restore six space systems
S

t& providing capatilities in three missions. These alternate
§* solutions are all reascnable Ubecause they meet the
7\2 restoration goals imposed. The capabilities proviced by
"g these soluticns may vary tecause the subsystems are not
‘;j ) technically compatible or efficient. The variation among
E: ’ solutions can be linked to desired capabilities through the
ﬁ; . user's priorities however, allowing the battlefield
-

commander tc decide what capabilities he neecds. Which space

:
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29 systems are restored and how they are restored flow from
2 this decision.
ii . Utility of AHP and Goal Progremming
;— The Analytic Hierarchy Process and Goal Programming
| were very useful tools for modeling restoration management.
}i AHP was immediately applicatle for determining user
%: priorities and system weights. The proucess was simple ¢to
o learn and apply. Ranging of the systemr weights indicated
fg problem solutions for small sets of space systems were
fi insensitive to wide variation in values, Thus the
:i consistency of the decision maker's subjective judgments was
:§ nct a significant factcr affecting the restoration
:i management subsystem reallocation. However, the resulting
- system weights provided immediate guidance for system
§$ restoral in complex decision periocds. So in a large
: operational restoration management systenmn, strict
v requirements for consistency may be impcsed on the decision
Eg maker.
:i The advantage of goal programming was its ability to
find optimal =sclutions for multiple objective problems.
%ﬁ Although the following suggestions for future research will
f? offer alternate approaches to the vrestoration managenent
;‘ . problem, neither of the approaches offered will provide an
[ optimal solution., Furthermore, the need for tetter control
32 during the reallocation of subsystems is a criticism of the
- constraints rather than goal programming. Strict
82
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’ prioritization of the space systems mnay provide this

control.

¥ Future Research

fae)

. Information Needed by the Decision Maker. The next

=

possible step towards an operaticnal restoration management

[t len Wy

system would be refinement of the configuration requirements

used during restoration. Analysis of the initial results in

this =study 1led ¢tc the definition of <configuration goals

tased on the assumptions of efficiency and compatibility.

= These assumptions need to be tested.

;- Either the current direction or an alternative approach

: to restoration management nust consicder the need for
sensitivity analysis. CINCUSSPACECOM will need to know how

wartime 1lcsses during later phases of a conflict might

‘l'.-

affect current capabilities and restoration management

b'.

decisions. Given two or more configurations that provide the

: same wartime capabilities, the configuration least sensitive
‘z to potential wartime losses would be preferable. This
; information would be added tc the information shown in the
45 influence diagran.
2 The Effect of User Priorities. This study examined the
< restoration ranagerent problem from the viewpoint of
: CINCUSSPACECOM. Thus, given a set of <capatilities, hcw
'é . should the space systenms be reconfigured? Future research
I should 1look at the problem of inconrnsistent and possibly
F.
2 83
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;E conflicting requirements for capatilities. Thus, the
; research question could be: How should CINCUSSPACECOM
53 balance the needs of tactical and strategic commanders who
?* ) may have conflicting requirements for space system

N

. capabilities?

Depth of Modeling Subsystems. As suggested in the

A A A
o

PN I Y

conclusions, the ability of subsystems from different space

A

systems to work together will have a dramatic impact upon

¥y

their reconfiguration and performance of the restoration

« £
‘et

management system. Subsystem modeling must te improved tc

¥
Ly ensure the reallocation decisions reached in the model are
§ implementable in reality.
éi Appropriate Scenarios. Shculd further research seek
. other directions, one approach might be simulation wusing
;é programs such &s the Simulation Language for Alternative
‘ﬁ Modeling (SLAM). While simulation cannot be used to optimize
& the restoration management solutiorn, the methodology may te
'ﬁ; useful in determining protlem parameters related to the
:§i wartime losses in specific scenarics. Increasing the detail
& of the scenarios would help research in measuring the
;i performance of the restoration management system. The
‘3 scenarios iIn the current study may not have stressed the

2

model sufficiently to accurately measure its performance.
oy Thus detailed scenarios would aid the evaluation of future
nmodels.

S Performance. Two problems in the study were not
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resolved and need additional research. The first protlen
invclved modeling the NROSS system and its use of parts of
CMSP's ground segment. A satisfactory method could not be
found for linking restoration cf the +twc systems during
reallocation of DMSP's ground segment. For example, 1If
DMSP's ground communications were reallocated to MILSTAR,
could the subsystem simultaneously suppcrt DMSP? One
approach to the problem might be to examine how the model
responds to shared use of the Air Force Satellite Control
Facility resources. Their use may offer some insight into
the NROSS problem.

A second problem not resclved in this study was the use
of continuous decision variables for mcdeling the allocation
of subsystems. The zero-one formulation used in this study
led to the use of each allocated subsystem by only one space
system. Clearly, the allccation of subsystems such as the
AFSCF ground antennas to only one space system for an entire
time period i3 not efficient use of the resource. A
continuous or general integer sclution for the ¥i,3,k,t
decision variables would extend the use of the model ¢ty
allowing these subsystems to support several space systems
during a time period. This apprcach mey also sclve the
prcblem cf shared subsystems describted atcve.

Another step in the direction taken in this study would
te the exploratiocn of rnonexact methods, such as

approximation methods and heuristics, for =solving large
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'% scale problems. The dimensions cf the restoration management
N protlem are the number of missions, space systems and
:ES subsystems considered. The dimensions of the current probler
)
'Ei - were large enough to tax the abilities o¢f the zero-cne
. integer rprogram used, particularly with the weighted goal
%E programming technique. An operational restoration management
ﬁi system would expand the dimensions of the problem. As these
) dimensions 1increased, the limitaticns of zero-one integer
-;? programming techniques would beccme more significant.
.; llonexact mnmethods, particularly a combtination of artificial
fﬁ intelligence &and heuristics, may be the only way to solve
fi the operational problem.
-E Recommendations
. USSPACECOM should implement a restoration management
FEZ system for force enhancement space systems. The need to
;5 integrate space systems into military planning led to the
| . creation of USSPACECOM. A restoration management system will
:E‘ provide a useful declision aid for ensuring the full value of
iz space systems is realized.
‘w' USSPACECOM should support additional research in this
-
%? area. T[he 1list additional research requirements presented
.% here i3 probebly not exhaustive. Ncnetheless, these
; . requirements suggpest the scope ¢f the problem that must be
4
% solved tefore anr operational rectcration management system
b is produced.
o
2
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This study has offered z framework for a restoration
management process for space systems. Work with the model
suggests much more develcopment is required to accurately
model the decision process, the restoration preferences

- controlling configuration and the modeling of the subsystens
themselves. Nevertheless, the initial results presented here

suggest additional research in this area will vield a

meaningful tool for USSPACECOM.
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AFSC
AFSCF
AEP
ASAT
ce
CDT
CE

CINCSAC

CINCUSSPACECOM

CMD

CNU

csc

€socC
CMSP

DOSC
DSCS

GPS

MCA

MCD
MILSTAR
MPOS

NCA

NCD

NSU

SAC
SPACECCH
SPADOC
USSPACECOM

Appendix A:

Glossary and Definition of Terms

Air Force Systems Command

Air Force Satellite Control Facility
Analytic Hierarchy Process
Anti-satellite weapon

Command and Control

Communications Delay Time
Communications Encrypted
Commander-in-Chief, Strategic Air Command
Commander-in-Chief, US Space Command
Communications Messages per Day
Communications Number of Users
Connectivity fcr Strategic Users
Ccnsolidated Space Operations Center
Defense Meteorological Satellite Program
Satellite Ccntrol Civision, SPACECOM
Defense Satelliite Communications System
Global Positioning System
Meteorolegical Coverage Area
Meteorological Coverage per Day
Military Strategic and Tactical Relay
Multipurpose Cptimization System
Navigation Coverage Area

Navigaticn Coverage per Day

Number of System Users

Strategic Air Commancd

Air Force Space Command

Space Defense Operaticns Center

US Space Command




Cefinition of Terms

Space Control
O Space Superiority

00 ASAT

Force Application

Space Weapons Against
Carth Forces

cc Strategic Defense
Initiative

Force Enhancement

0 Support for Earth Forces

00 lobal Positioning
Systen

oo MILSTAR

Space Support

Launch and Contrcl of
Space Systens

oo Space Shuttle

00 Consolidated Space
Operations Center
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Figure A.1

Space lMissions

"Military Space Doctrine",

missions: force enhancement,

and force application. Figure A.1

Missiors

1-6, 1lists four space
support, space control

defines these terms and

provides examples c¢f American satellites in these categories

(2:90, 7:9).

American Satellite

Arr American satellite is an
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spacecraft under the «ccntrol c<f the US military. The

satellite supports ground forces by providing weather,
navigation or early warning data; ccmmunications links; or
intelligence. Military space systems are those space systems
owned and operated (or leased) by the Department of Defense

to perfornm a space mission.

Space Systen

A space system is an integrated ccllection of ortiting
spacecraft, ground-tased command and control crganizations
and equipment, and communication equipment linking the twe.
The spacecraft 1is considered the space segment while the

command and control organizations are considered the ground

segment.

Restoral Management

The act of restoring or helping to restore the mission
capability of a disabled or destrcyed space system component
or segment. The responsibility accomnmocdates all DOD space
systems as well as other space assets such as civil,
intelligence, shuttle, comrmercial, and foreign cooperative

programs (3:1).

Point in Space Attack

A Point in Space attack is an attack against several
satellites vusing nuclear weapons to destroy the electronic

conmponents c¢f the satellite. The attack is not directed

94
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A against one specific satellite in contrast to the ASAT which

is aimed at one target.

1 . Space System Architecture

A space system architecture is a collection of the
) subsystems required to operate the system or achileve a
’, missicn capability. When the subsystems requirements for a
| space system can be satisfied Dby several different

collections of sutsystems (where the subsystems belong to

Khry

the original space system or to other systems), each

Oy
P R A

collection 1is an alternative architecture for that space

system.
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Appendix B: Data Sheets For SPADQC Data Base

DMSP (12,25)

A, Space Segnernrt

1. Number of satellites in constellation: 2.

2. MNumber of satellites required for full operation: 2.

3. Number of satellites reqguired for
tion: 1.

4, On-boarc data processing capability:

partial opera

yes.

5. Sensor type (payload): Meteorolcgical data.

6. Orbital parameters:
a. period: 1C1 minutes

b. inclination: 98 degrees

c., altitude: 450 nautical miles

d. eccentricity: circular
7. Major subsystems:

a. attitude

b. power

c. thermal

d. communications

e. data processing

f. sensors

B. Grcund Segment
1. Location of ground antennas:
a. Fairchild ATFE

b. Loring AFB
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C.

)

Q.

Cffutt AFB

AFSCF network

2. Ground data processing capatbtility: yes.

2. Link tc Space Defense Cperations Center:

y, lajor subsystems:

C. Data Links
1. Enecryption
2. Type link:
a.

b.

telemetry

command and control
communicaticns
planning

antennas

onn links: yes.

space btased

ground based

yes.
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A. Space Segment

NROSS

1. Number of satellites in constellation: 2.

2. Number of satellites required for full operation: 2.

. 3. Number of

tions: 1.

satellites regquired for partial

4, On-board data prccessing capability: yes.

5. Sensor type (payload):

Meteorcleogical data

miles

6. Orbital parameters:
a. period: 101 minutes
t. inclination: 98 degrees
c. altitude: 450 nautical
d. eccentricity: circular
7. lfajor subsystems:
a. attitude
b. power
¢. thermal
d. communications
€. data processing

E. Ground Segment

1. Location of ground antennas:
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Fairchild AFB
Loring AFE
Cffutt AFB

AFSCF network

2. Greound data processing capability:
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yes.
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3. Link to Space Defense Operations Center: yes.
4, Major subsystems:

a. telemetry

t. command and control

¢. communications

d. planning

e. antennas

C. Data Links
1. Encryptiocn on links: yes.
2. Type link:
a. cpace basea

t. ground based

2. Other attributes: this system will be operated by the
operators of DhEP under guidance from the US Navy (32). As

currently planned, NROSS will use a space segment based on

DMSP tut with fewer metecrclogical senscrs.
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NAVSTAR GPS (14,25,26)

Space Segnment

1. Number of satellites in constellaticn: 21.

lumber of satellites required for full operation: 18.

Number of catellites required for partial opera
tion: 15.

X 4, On-board data prccessing capability: yes.
i 5. Sensor type (paylcad): Navigation
[ 6. Crbital parameters:

: a. period: 720 minutes
. b. inclination: 55 degrees

&, c. altitude: 10900 neutical miles
E d. eccentricity: circular
f: 7. Major subsystems:

o a. comnunications

o b. timing

2

{? c. power

I

e E. Ground Segment

o

3 1. Location of ground antennas:

a. Kwajelein: ground antenna and monitor station

3 b. Diego Garcia: ground antenna, monitor station
¢

j c. Ascension Island: ground antenna, nonitor
A, station
— d. CSOC: monitor station

<,

'E e. Hawaii: monitor station
»u
:g 2. Ground data processing capability: yes.

” 3. Major subsystems:
e
>
5 100
o
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i a. Satellite monitoring
5 b. telemetry

#

Jinf.

2N c. satellite tracking
k)

. d. command and control
4¥ e. data transmission
L)

>,

T, f. planning

2
to

g. <csatellite ranging

h. antennas

C. Data Links

‘,'4‘ 4::.--.: . -.. _‘;

1. Encryption on links: yes.
Ty 2. Type link:
- a. Sspace based
b. ground based

*J ¢. satellite crosslink

TS
A

SASCH

.
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Transit (31)

Space Segment

7.

Ground Segrent

1.

liumber of satellites in constellation: 3.
Number of satellites required for full operation: 4.

Number of satellites requirec for partial opera
tion: UNK

On~board data processing capability: yes.
Sensor type (paylcad): Low dynamic navigation
Orbital parameters:

a. period: 96 minutes

b. inclination: 51 degrees

c¢. altitude: 500 nautical miles

d. eccentricity: circular
Ma jor subsystems:

a. timing

t. power

c. attitude control

d. data processor

€. telemetry

f. communications

Location of grounc antennas:
a. Hawalli
b. Vhite Sands
¢. Massachusetts

d. Point Arguellc
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e. Woomera, Australia

2. Ground data processing capability: yes.

1. Encryption on links: yes.

2. Type link: ground tased.

Where data could not be obtained, UNK is inserted.
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) MILSTAR (25,32)
’ A. Space Segmnent
E; 1. Number of satellites in constellation: E.
" 2. MNumber cof satellites required for full operaticn: 7.
3. Number of satellites required for pertial opera
ticn: UNK.

‘% 4. Cn-board data processing capability: yes.
5 5. Sensor type (paylcad): Cormunications
& 6. Orbital parameters:
R\
‘: a. period: T20 minutes

\ t. inclinaticn: 0 / 80 degrees
] C. altitude: 22300 / 22000 x 350 nautical
- miles
s
» d. eccentricity: circular / elliptical

\'

7. i{ajor subsystems:

w a. satellite crosslink

‘. t. 50 EHF/4 UHF communications channels
i)

L)
! c. attitude

"4 d. navigation

4

f €. power

K|

' f. mnmaneuver

, B. Ground Segment (TT&C: CSOC/AFSCF; C2 CSOC/E-4/mobile)
By 1. Location of ground antennas: CSOC
- 2. Ground data processing capability: UNK

L)
P 5. Link to Space Defense Operations Center: UNK
j 4., Major subsystems:

Jg

a. Mobile C2

'

o

o
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b. Telemetry
¢. Communications
d. Planning

e. Antennas

Data Links
1. Encryption on links: UNK
2. Type link:

a. ground based

b. satellite crosslink

Where data could not be obtained, UNK is inserted.
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DSCS (13,25)
Space Segnment

1. Nunmber of satellites in constellaticn: 3.

AV

Mumber of satellites required for full operation: 3.

2. MNumter of satellites required for partial opera
tion: 2.

L. On-board data processing capability: yes.
5. Sensor type (payload): Communications
6. OCrtital parameters:
a. period: 1440 minutes
b. inclination: 0O degrees
c. altitude: 23300 statute miles
d. eccentricity: circular
7. Major subsystems:
a. mnultiple beam antennas
t. six communications channels
c. fixed earth ccverage antennas
d. narrow coverage team antenna
€. earth ccverage horn anternnas
f. AFSATCOM transpcnders
g. attitude

h. power

Ground Segment (TT&C -~ ALFSCF; C2 - [LCA)
1. Location of ground antennas: seven AFSCEF sites
2. Greund data prccessing capability: UNK

3. Link to Space Defense Operations Center: UNK
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Data Links

1. Encryption on links: UNK

[\
.

ype link:
a. space tased

b. ground based

Where data could not be obtained,
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Appendix C: Subsystem Availatility Tables for Scenarios

CMSP

Space Segment
1. Payload
2. Comm
3. Data Proc

Ground Segment

4, Telemetry
5. CmdControl
6. Conm
7. Planning
8. Antennas
Data Links
9. Space Link
10. GroundLink
11. Cross Link

NROSS

TAELE C.1
LIMITED CONFLICT -

GPE

TIME PERIOD

Space Segment

2 1. Paylcad 21
2. Comm 42
4 3. Data Proc 0

Ground Segment

2 4y, Telemetry 2
2 5. CmdControl 2
2 6. Comm 6
2 7. Planning 1
2 8. Antennas 6
Data Links
1* 9., Space Link 7
3 0. GroundlLink 6

-

Cross Link

Transit

Space Segment
1. Payload
2. Comm
3. Data Proc

Ground Segment

4y, Telemetry
5. CnmdControl
6. Comm

7. Planning
8. Antennas

Data Lirks

9. Space Link
10. GrcundLink
Cross Link

Note: ¥
period.

indica

Space Segment
2 1. Payload 3
6 2. Ccmn 3
4 3. Data Proc 3

Greocund Segment

0 L, Telemetry 1

0 5. CmdControl 1

0 6. Comm 1

0 7. Planning 1

0 8. Antennas 3

Data Links

2 9. Space Link O*
3 10. GroundLink 1

0 11. Cross Lirk O

tes value
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1

MILSTAR

S AN LR AN Ly |

Space Segment
1. Payload
2. Comm
3. Data Proc

Ground Segment

L., Telemetry

5. CmdControl

6. Comn

7. Planning

8. Antennas
Data Links

9. Space Link
GroundLink
1. Cross Link

DSCS

378
7
7

—_ s Www N

that has changed during

Space Segment
1. Payload
2. Comn
3. Data Proc

Ground Segnment

4. Telemetry

5. CnmndControl

6. Comm

7. Planning

8. Antennas
Data Links

9. Space Link

10. GroundLink

1. Cross Link

current

18

3
0

[ |

7
2
0

time
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DMSP

Space Segment

1. Payload
2. Conm
3. Data Proc

Ground Segment

5. Telemetry
5. CmcControl
6. Conmn

7. Planning
§. Antennas

Data Links
9. Space Link

10. GroundLink
Cross Link

NROSS

2
6
4

[ASIACIN \O T \S I 30

TABLE C.2

Space Segnent

1. Payload
2. Conmm
3. Data Prcc

Ground Cegment

4. Teleretry
5. CmdCcntrol
6. Comm

7. Planning
2. Antennas

Data Links

9. CSpace Lirk
10. Groundlink
1. Cross Link

2
6
4

OO OO0

(@R USIAS]

CONFLICT - TIME PZRIOD 1
GPS MILSTAR
Space Segment Space Segment
1. Payload 21 1. Payload 378
2. Comm 42 2. Comn 7
2. Data Proc 0 3. Data Prcc 7
Ground Segnent Ground Segment
4L, Telemetry 2 4., Telenetry 2
5. CmdControl 2 5. CmdControl 3
6. Comm 6 6. Conmm 2
7. Planning 1 7. Planning 1
8. Antennas 6 §. Antennas 1
Data Links Data Links
9. Space Link 7 9. Space Link 0
10. GroundLink 6 10. GroundlLink 1
1. Cross Link 1 117. Cross Link 1
Transit DSCS
Space Segment Space Segment
1. Payload 3 1. Payload 18
2. Comm 3 2. Conmm 3
2. Tata Proc 2 2 Cata Proc 0
Ground Segment Ground Segment
4, Telemetry 1 Y. Telenetry 3*
5. CrndContrcl 1 5. C(CmdControl 1
€. Conm 1 5. Comm 1
7. Plarrning 1 7. Planning 1,
£. Antennas 2 3. Antennas 9
Data Links Data Links
9. Space Link O* 9. Cpace Link 7
1¢. GroundLink 1 10. GroundlLink 2
11M. Zross Link © 11, Crosc Link 0
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o TAELE C.3
(R Y
MAJOR CONFLICT - TIME PERIOD 2
L '™
Y DMSP GPS MILSTAR
:S Space Segnment Space Segrent Space Segnernt
y - 1. Payload o* 1. Payload 21 1. Payload 378
- 2. Cc-n 6 2. Comm 42 2. Connm ?*
y 3. Data Proc 4 2. Data Proc 0 3. Data Proc 0
<,
:2 Ground Segment Ground Segment Ground Segnment
. 4. Telemetry 2 4, Telemetry 2 4, Telemetry 2
X 5. CmdControl 2 5. CmdControl 2, 5. CmcdCorntrnl 3*
~ 6. Comn 2 6. Conm 2" 6. Cocmn 2
e 7. Planning 2 7. Planning 1* 7. Planning 1
‘s 8. Antennas 2 8. Antennas 2 8. Antennas 1
AN
- Data Links Data Lirks Data Links
:f 9. Space Link 1 9. Space Link 7* 9. Srace Link 0
{: 10. GroundLink 3 10. GroundLink 2 10. GroundLink
M) 11. Cross Link O 11. Cross Link 1 11. Cross Link 1
-4
= NROSS Transit DSCS
:; Space Segment Space Segnent Space Segment
"
.
1. Payload 2 1. Payload 3 1. Paylcad 18
g 2. Conmm 6 2. Comm 3 2. Conmm 3
;; 3. Data Proc 4 3. Data Proc 2 5. Data Proc 0
Y
;‘ Grouncd Segment Cround Segnent Ground Segment
.
4. Telemetry 0 4y, Telemetry 1 4y, Telemetry 7
< 5. CmndControl © 5. CmdControl 1 5. CmdControl 1
N 6. Conm 0 6. Comn 1 6. Comm 1
: 7. Planning 0 7. Planning 1* 7. Planning ]
*s £. Antennas 0 8. Antennas 2 3. Antennas 11
Y
- Data Lirks Data Links Pata Links
ﬁ 9. Space Link 2 9. Space Link © 9. Space Link 7
" . GroundLink 3 0 GroundLink 1 10. GroundLink 2
1M« Cross Link 0 117. Cross Link 0 117. Cross Link o
LY
.
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CENTRAL CCNFLICT -

DMSP

Space Segnent

1. Payload 2
2. Comm 6
3. Data Prcc 4
Ground Segment

Telemetry
CmdControl
Comn
Planning
Antennas

O~ OV B
¢« s s

MDD

Data Links

Space Link
GroundLink
Cross Link

S OO
.
[@ XUV

W ROSS

TAELE C.4

GPS

NN PO NN 2O N P A N B

Space Segment

. Payload 2
. Comm 6
. Data Prcc &4

() —

~

Grounu Segment
Telemetry
CmdControl
Comm
Planning
Antennas

Qv —~1 OM\Uogs
. s
OO OO0 Oo

Cata Linuks
Space Link
Grcundlink
Cross Link

—_ OO

QL Mo

3

=1 WU &

—_ s
— OO

Space Segmernt

. Payload
. Comm
. Data Proc

Ground Segnent

Telemetry
CmdControl
Comn
Planning
Antennzas

Data Links
Space Link
GroundLink
Cross Lirk

Transit

1
2

o~ OV g

Space Segment

. Paylocad
. Comm
. Data Proc

Ground Segment

Telemetry
CudControl
Comm
Planning
Antennas

Data Links
. Spece Link

GroundLink
. <Crocss Link

O O

Y= O N

- ]

TIME PERIOD 1

MILSTAR

Space Segnent

1. Teayload
2. Comm
3. Data Proc

Ground Segment

Telemetry
CmdControl
Conmm
Planning
Antennas

CO -3 OvAN &
.

Data Lii.ks

Space Link
GroundLink
Cross Link

—_ O \D
. .

DSCS

378

Space Segment
1. Payload
2. Conm
3. Data Proc

Greund Segment

4., Telemetry
5. CmdControl
6. Ceomu

7. Planning
3. Antennas

Data Links

Y. Space Link
10. GroundLink
1t. Cross Link
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CENTRAL COUFLICT -

DMSF

Space Segnrent
1. Payload 0
2. Comm 6
3. Data Proc 4

Ground Segment

4, Telemetry 2
5. CmdControl 2
6. Comm 2
7. Planning 2
3. Antennas 2

Data Links

9. Space Link
0. GroundLlink
1. Cross Link

o w N

NROSS

1
1

AN A PP AN
pl
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Space Segment

1. Payload 2
2. Cormm 6
3. Data Proc 4

Greocund Segment

Telenmetry
CmdControl
Conmm
Planning
Antennas

(@SN N ) U ) R oy

O OOOO0o

Data Lirks

9. OSpace Link
. Groundlink
1. Crcss Link

Ow

r et

*

TAELE C.%

GPS

TINE PERIOD 2

MILSTAPR

Space Segment

1. Payload 2
2. Comn Y
3. Data Procc

Ground Segment

Telenmetry
CmdControl
Comm
Planning
Antennas

GO~ OV T
. L

Data Links
9. Space Link

0. GroundLink
1. Cross Link

Transit

1
2
0

*

= =ro
*

- =

Space Segrent
. Payload

. Conm

. Data Proc

Ground Segment

Telemetry
CmdControl
Comm
Planning
fntennas

O30V &=
.

Data Links

9. Space Link
10. GroundLink
11. Cross

Link
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Space Segmert

1. Payload
2. Comm
3. Data Prcc

Ground Segment

37

8

4. Telenmetry
5. CmndCcntrcl
6. Conmnm
7. Planning
8. Antenrnas
Data Links
9. Space Link
0. Groundlink
1. Cross Link
DSCS
Space Segment
1. Payload 18
2. Comm 3
3. Data Proc C
Ground Segnment
4, Telemetry 7
5. CndControl 1
6. Comm 1
7. Planning 1
€. Antennas 11
Data Links
Q. Space Link 7
1C. GroundlLink 2
1. cross Link 0
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CENTRAL CONFLICT

DMSP

1
2
3

W) o =

— O D

Space Segment

. Payload 0
. Comn 6
. Data Proc 4

Ground Segment

Telemetry
CmdControl
Comm
Plarning
Antennas

POy OO N

Data Links

Space Link
GroundLink 3
Cross Link ©

—

NROSS

O = O\

9. Space Link 2

.\.'--"I\ﬂ'-'(¢{".~'

Space Segment

. Payload 2
. Conmm 6
. Data Proc 4

Ground Segment
Telemetry

0
CmdControl 0O
Comni 0
0
0]

Planning
Antennas

Data Links

GroundLink 1

1. Cross Link 0

A R )

TABLE C.6

GPS

- TIME PERIOD 3

MILSTAR

Space Segrent

1. Payload 21
2. Conmm 42
3. Data Proc 0
Ground Segment
4., Telenetry 2
5. CmcdCcntirol 2*
6. Conn 3
7. Planning 1*
€. Antennas 3
Data Links
9. Space Link 7*
0. Groundlink 3
1. Cross Link 1

Transit

SR

-‘-.*r-'-~

Space Segment

1. Payload
2. Comm
3. Data Proc

Ladlw L

SGrecunc Segnment

4y, Telemetry 1
5. CmdControl i
6. Comm 1
7. Planning 1
8. Antennas Z

Dataz Links

5. Space Link C
GrounclLink 0
1. Cross Link C
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Space Segnent

11. Cross Link

1. Payload 378
2. Comn 7
3. Data Proc 7
Ground Segment
L, Telemetry 2
£. CnmndControl 2
6. Comm 32
7. Planning 1
8. Antennas 1
Data Links
3. Space Link 0
10. GrcundLink 1
11. Cross Link 1
DSCS
Space Segnment
. Paylca 8
Z conmr 2
z Tata Proc 0
jrcund Segment
4., Telemetry 7
. CmdContrecl 1
6. Conmm 1
7. lanning 1
A. Anternnas 1
Data Links
3. Space Link 7
10. Groundlink 2
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Appendix D: Initial Constraint Equations

This appendix containrs the complete listing of
censtraint equaticns for the model at t = C and explains the
format used in writing the variables and parameters. These
equations were written according to the format used in the
Multi-Purpose Optimization System (MPOS). Because of
limitations in the length of variable names, a shortened
version of the above terminology was used,.

First, the index t was deleted since MPOS sclved the
equations for each time periocd individually. Next commas
were deleted. Thus the four digit suffix on each decision
variable represents the space system index J and the

subsystem index k' where:

k = [ (k' = 1) modulo 11 ] + 1 (D.1)

i = integer [ (k' - 1) / 11 1 + 1 (D.2)

A zero digit separates the values of j and k'. For
example, decision variable X1,3 was represented as X1 and
decision variable Y6,5,1,3 Wwas represented as Y5056.

H b ?
Finally, decision variables with zerc coefficients were
deleted to reduce the number of variables to a value within

the predetermined limits of HMPOS.
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1Y1001
1Y1002
1Y1003
1Y1004
1¥1005
1Y1006
111007
1Y1008
1Y1009
1Y1010
1¥Y1012
1Y1013
1Y1014
1Y1020
1Y1021
2Y3023
2Y3024
1Y1026
1¥1027
1Y1028
1Y1029
1Y1030
1Y1031
1¥Y1022
1Y3033
1Y403L
1Y1035
1Y1036
1Y1037
1Y1038
1Y1039
1Y1040
1Y1041
3v4043
7Y5045
1Y1046
1Y1047
1Y1048
1Y1049
1Y1050
171051
1Y1052
171054
1Y3055
3Y5056
1Y1057
1Y1059

I T T X 2 O T S

[
o]

1Y2001
1Y2002
172003
1Y2004
1Y200¢F
1Y2006
1Y2007
1Y2008
1Y2009
1Y2010
1Y2012
1Y2013
1Y2014
1Y2020
1Y2021
1Y4025
. 42

1Y2026
112027
1Y2028
1Y2029
1Y2030
1Y2031
1Y2032

.LE. 1
JLE. 3

R R

1Y2035
1Y2036
1Y2037
112038
1Y2039
1Y2040
1Y2041

.LE. 1

O R E I IR I 2 I

27Y6045
1Y2046
1Y2047
1Y2048
1Y2049
1Y2050
1Y2051
112052
1Y2054
1Y5055
3Y6056
1Y2057
1Y2059

TABLE D.1

SYSTEM TECHNICAL REQUIREMENT

LLE. ©
+ 1Y¥5002
+ 1Y5003
+ 1Y3004
+ 1Y3005
+ 1Y3006
+ 1Y3007
LE. 2

+ 1Y3009
+ 1Y3010
.LE. 2

1Y5012
1Y5014
1Y3020
1YZ2021
.LE. 21

++ 4+ 4

+ 1Y3026
+ 1Y¥3C27
+ 3Y3026
+ 1Y3029
+ 3Y3030
+ 1Y3031
+ 1Y¥3032

1Y3035
1Y3036
1Y3C37
1Y3038
Y3039
113040
1Y304

+ 4+ +++++

LE.378
1Y5046
1Y5047
113048
1Y3049
1Y3050
1Y3051
1Y3052
173054

.LE. 1

.LE. 18
+ 1Y3057
+ 3Y3059

++H

++ 4+ ++ 4+

+ +

+ 4+ + 4

+ 4+ 4+t +H 4+t

+ 4+ +++++ 4

+

1Y6002
1Y6003
1Y4004
1Y4005
1Y4C06
1Y4007

1Y4009
1Y401C

1YEC13
116014
1Y4020
1Y4021

1Y4026
1Y4027
1Y5028
1Y4029
1Y5030
1Y4031
1Y4032

1Y4035
1Y4036
1Y4037
1Y4038
1Y4039
1Y4040
1Y4081

1Y6046
1Y6047
1Y4048
1Y4049
1Y4C50
1Y4051
1Y4052
1Y4054

1Y4057
1Y4059

115

.LE. 6
.LE. 4
1Y5004
1Y2005
1¥5006
1Y5007

+ 4+ +

1Y5009
+ 1Y¥501C

+

.LE. 6
.LE. 4
+ 1Y¥5020
+ 1Y5021

1Y5026
1¥5027
1Y6028
1Y5029
1Y6030
1Y5031
1Y5032

R

1Y5035
1Y5G36
1Y5037
1Y5038
1Y5039
1Y504¢C
1Y5047

+ 4+ttt

.LE. 7

.LE. O

1Y5048
1Y5049
1Y5050
1Y5051
1Y5052
1Y5054

++++ 4+

1Y5057
+ 1Y5059

+

+ 1Y6004
+ 1Y6005
+ 1Y6006
+ 1Y6007
+ 1Y6009
+ 1Y6010
+ 1Y6020
+ 1Y6021
+ 1Y6026
+ 1Y6027
JLE. §

+ 1Y6029
LE. i

+ 1Y6031
+ 1Y6032
+ 1Y6035
+ 1Y6036
+ 1Y6037
+ 1Y603¢8
+ 1Y6C39
+ 1Y6040
+ 1Y6041
+ 1Y60LU8
+ 1Y6C43
+ 1Y6050
+ 1Y6051
+ 1Y6C52
+ 1Y6054
+ 1Y6057
+ 1Y6059

JLE.
.LE.
.LE.
.LE.

.LE.
.LE.

.LE.
.LE.

.LE.
.LE.

.LE,

.LE.
.LE.
.LE.
.LE.
.LE.
.LE.
.LE.

.LE.
.LE.
.LE.
.LE.
.LE.
.LE.

.LE.
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1Y1060
1Y1061
1Y1062
1Y1063
1Y1064
1Y1065

+H 4+t

1¥2060
1Y2061
1Y2062
1Y2063
1Y2064
1Y2065

+ 4+ 4+

1Y3060
1Y2061
1Y3062
3Y3063
5Y3064
1Y3065

+ 4+ttt

1Y4060
1Y4061
1Y4062
1YLG63
1Y4064
1714065
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+ 4+ + 4+t

1Y506C
1Y5061
1Y50€2
1Y5063
1Y5004
1Y5065

++++ 44+

1Y6060
1Y6061
1Y6062
1Y6063
1Y6064
1Y6065

.LE.
.LE.
.LE.
.LE.
.LE.
.LE.

N~ 2 = e




1Y1001
1Y1002
1Y1003
1Y1004
1Y1005
1Y1006
1Y1007
1Y1008
1Y1009
1Y1010

R R

1Y2001
1Y2002
1Y20032
1Y2004
1Y2005
172006
1Y2007
1Y2008
1Y2009
1Y2010

P R 2 IR

2Y3023
2Y3024
1Y3004
1Y3005
1Y3006
1Y3007
3Y3030
1Y3009
1Y3010
1Y3033

1Y4023
1Y4035
1Y4036
1Y4004
1Y4005
1Y4006
1Y4007
1Y4041
1Y4010

+
+
+
+
+
+
+
+
+
+

I "

+27Y¥5045
+ 1Y¥5002
+ 1Y5003
+ 1Y5004

TABLE D.2

SYSTEM AVAILABILITY CONSTRAINTS

1Y1012
1Y1013
1Y1014
1Y1026
1Y1027
1Y1028
1Y1029
1Y1030
1Y1020
1Y1021

R R

1Y2012
1Y2013
1Y2014
1Y2015
1Y2016
1Y2017
1Y2018
1Y2019
1Y2020
1¥2021

T R I

-X3.GE.O
1Y3035
1Y3026
1Y3027
3Y3028
1Y2029
1Y3041
1Y3020
1Y3021
1Y3055

R IR IR I I

1Y4034
+ 1Y4057
-X4.GE.C
1Y4026
1Y4C27
1Y4039
1Y4029
1Y4052
1Y4021

+

3¥5056
1Y5013
1¥5014
1Y5026

-X1.GE.0
1Y1035
1Y1036
1Y1037
1Y1038
1Y1039
1Y1040
1Y1041
1Y1031
1Y1032

PRI T S

-X2.GE.O
1Y2035
112036
1Y2026
1¥2027
1Y2028
1Y¥2029
1Y2030
1Y2031
1Y2032

T R I

1Y3057
1Y3037
1Y3038
1Y3039
1Y3040
1Y3052
1Y3031
1Y3032
-X3.GE.Q

+ 4+ttt

-X4.GE.C
-X4.GE.O

1Y4037
1Y4038
1Y4050
1YUOUG
1Y4063
1Y4032

+ 4+ ++ 4

-X5.GE.0
+ 1Y5035
+ 1Y5036
+ 1Y5057

1Y1046
1¥Y1047
1Y1048
1Y1049
1Y1050
1Y1051
1Y1052
1Y1064
1¥1054

R R EEEE

1Y2046
1Y2047
1Y2037
1Y2038
1Y2039
1Y2040
1Y2041
1Y2064
1Y2054

R

~-X3.GE.OQ
1Y3048
1Y3049
1Y3050
1Y3051
3Y3063
3Y3064
1Y3054

1Y4048
1Y4049
1Y4061
1YLCC
~X4.GE.O
+ 3Y4043

1Y5046
1Y5047
1Y5043

17

+ 1Y1057
-{1.GE.O
1Y1059
1Y1060
1Y1061
1Y1062
1Y1063
-X1.GE.OQ
+ 1Y1065

+ 1Y2057
-X2.GE.O
1Y2048
1Y2046
1Y2050
1Y2051
1Y2052
-X2.GE.O
+ 1Y2065

3Y3059
1Y30€0
1Y3061
1Y3062
-X3.GE.Q
-X3.GE.0O
+ 1Y306¢

+ 1Y4059
+ 1Y4060
-X4.GE.D
+ 1Y4062

+ 1YL4O054
+ 1Y5057

-X5.GE.O
+ 1Y5059

-X1.GE.C

-X1.GE.O
-X1.GE.Q
-X1.GE.Q
-X1.GE.O
-X1.GE.O

-X1 -GE.O

-X2.GE.Q

1Y2059
1Y2060
1Y2061
1Y2062
1Y2063

-X2.GE.O

-X3.GE.O
-X3.GE.O
_X3OGE'O

-x3.GE.0O

-X3.GE.O

-X4.GE.O
-X4.GE.O

-X4.GE.O

+ 1Y4065

-X5.GE.0

—XS .GE.O

-X2.GE.O
-X2.GE.O
-Z2.GE.O
-X2.GE.O
-%2.GE.O

-X4.GE.O
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+ 4+ ++ 4+t

1Y5005
1Y5006
1Y5007
1Y5030
1Y5010
1¥Y5055

1Y6004
1Y6005
1Y6006
1Y6007
1Y6030
1Y6009
1Y6010

1Y5027
1Y5028
1¥Y5029
1Y5041
1Y5021
-X5.GE.Q

+ 4+ 4+ 4+

3Y6056
1Y6013
1Y6026
1Y6027
116028
1Y6029
1Y6041
1Y6020
1¥6021

R

+ 1Y5038 + 1Y5049 + 1Y5060 -X5.GE.OQ
+ 1Y5039 + 1Y5050 + 1Y5061 -Y¥5.GE.Q
+ 1Y5040 + 1Y5051 + 1Y5062 -X5.GE.O
+ 1Y5052 + 1Y¥5063 -X5.GE.O
+ 1Y5032 + 1Y5054 + 1Y5065 -=X5.GE.O
-X6.GE.O
+ 1Y6035 + 1Y60u46 + 1Y6057 =X6.GE.O
+ 1Y6037 + 1Y6048 + 1Y6059 -X6.GE.O
+ 1Y6038 + 1Y6049 + 1Y6060 -X6.GE.Q
+ 1Y6039 + 1Y6050 + 1Y6061 -X6.GE.O
+ 1Y6040 + 1Y6051 + 1Y6062 =-X6.GE.O
+ 1Y6052 + 1Y6063 -X6.GE.C
+ 1Y6031 + 1Y6064 -X6.GE.O
+ 1Y60322 + 1Y6054 + 1Y6065 -X6.GE.O
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Appendix E: AHP Input Matrices

Ny - Wartime
it Capability N M C

Navigation (N) 1 3 /7

B Metecrological (M) 1/3 1 1/7

- Communications (C) 7 7 1

Matrix 1.

SN

Navigation NCD NCA NSU

o NCD R VERRVL
NCA 5 1 1/5
e NSU 7 5 1

Matrix 2.

1eteorology| MCD MCA

&Y MCD 1 1/5

~ MCA 5 1

Matrix 3.
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Communications CliD CNU CE CDT CsSC

CMD 1 1 173 7 1/5

CNU 1 1 173 5 1/3

CE 3 3 1 9 1

CDT /7 1/5 1/9 1 1/7

CscC 5 3 1 7 1

Matrix 4.
MCD DMSP NROSS GPS Transit MILSTAR DSCS
DMSP 1 5 9 9 9 9
HROSS 1/5 1 9 9 9 9
GPS 179 1/9 1 1 1 1
Transit 1/9 179 1 1 1 1
MILSTAR 1/9 1/9 1 1 1 1
DSCS 179 1/9 1 1 1 1
Matrix 5.

MCA DMSP NROSS GPS Transit MILSTAR DSCs
DMSP 1 1 9 9 9 9
NROSS 1 1 9 9 9 9
GP3 179 1/9 1 1 1 1
Transit 176 179 1 1 1 1
MILSTAR 179 1/9 1 1 1 1
DSCS 179 1/9 1 1 1 1

Matrix 6.
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L

A

-

4

4

NCD DMSP  NROSS GP5  Transit  MILSTAR  DSCS
4 DVMSP 1 1 1/9 1/9 1 1
‘

i NROSS 1 1 179 1/9 1 1
e GPS 9 9 1 5 9 9
|j Transit 9 9 1/5 1 9 9
-

L MILSTAR 1 1 1/9 1/9 1 1
9 DSCS 1 1 1/9 1/9 1 1
*I

g Matrix 7.

h Y

59

- NCA DMSP  NROSS GPS  Transit MILSTAR  DSCS
™ DMSP 1 1 1/9 179 1 1
x NROSS 1 1 1/9 1/9 1 1
)

N GPS 9 9 1 5 9 9
¥ Transit 9 9 1/5 1 9 9
S MILSTAR 1 1 1/9 1/9 1 1
bt DSCS 1 1 1/9 176 : 1
o7

d

o tiatrix G,

-
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o
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~
N
ﬂ 121
.
&




[
»
o
AR NSU DMSP  MNROSS GPS  Transit MILSTAR  DSCS
* DMSP 1 1 1/9 179 1 1
;E, : NROSS 1 1 1/9 1/9 1 1
A
N GPS 9 9 1 7 9 9
:l:i' Transit 9 9 1/7 1 9 9
1}

MILSTAR 1 1 1/9 1/9 1 1
*,
s DSCS 1 1 1/9 1/9 1 1
‘,: Matrix 9.
s
1
brs
..
o CMD DMSP  NROSS GFS  Transit  NILSTAR  DSCS
2

DMSP 1 3 3 3 1/7 1/7
% NROSS 1/3 1 1 1 1/9 1/9
__ GPS 1/3 1 1 1 1/9 1/9
e Transit 1/3 1 1 1 1/9 1/9
% MILSTAR 7 9 9 9 1 5
L 4
~
- DSCS 7 9 S 9 1/5 1
- Matrix 10.
\.:
\
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W Y I VRYAYY

CNU DMSP NROSS GPS Transit MILSTAR DSCS
DMSP 1 2 2 2 1/8 1/8
NROSS 1/2 1 1 1 179 1/9
GPS 1/2 1 1 1 1/9 1/9
Transit 1/2 1 1 1 1/9 1/6
MILSTAR 8 S 9 9 1 5
DSCS 8 9 9 9 1/5 1
Matrix 11.
CE DMSP NROSS GPS Trarsit 'ILSTAR DSCS
DMSP 1 9 S 9 1 1
NROSS 1/9 1 1 1 1/9 1/9
GPS 179 1 1 1 1/9 1/9
Transit 1/9 1 1 1 1/9 1/9
MILSTAR 1 9 9 9 1 1
DSCS 1 9 9 9 1 1

Matrix 12.
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>
1§ )
v
y
i
v‘:
kf CDT DMSP NROSS GPS Transit MILSTAR DSCS
e
DMSP 1 2 2 2 1/8 1/8
2
A
$ MROSS 1/2 1 1 1 1/9 1/9
l, =
g, GPS 1/2 1 1 1 1/9 1/9
Transit 1/2 1 1 1 1/9 1/9
>N, MILSTAR 8 S 9 g 1 2
'
'$ DSCS 8 9 9 9 1/2 1

Matrix 13.

Jl:}

0
) ...
L ot
o csc DMSP  NROSS GPS Transit  MILSTAR  DSCS
. DMSP 1 1 1 1 1/9 179
R
N NROSS 1 1 1 1 1/9 1/9
| GPS 1 1 1 1 1/9 1/9
-.ﬂ
3 Transit 1 1 1 1 1/9 1/9
e MILSTAR 9 9 9 9 1 1
o DSCS 9 9 9 9 1 1
ﬁ Matrix 14.
o
:.a
o
N
N
‘ .
N
3
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TITLE

PESTOPATICN MANAGEMENT PROELEM

* SCENARIO:
¥ PPICRITY LEVEL:

*
DSZ11IP
*

VARIAR
Y1001
Y1002
Y10C3
Y1004
Y1C05
Y1006
Y1007
Y1008
Y1009
Y1010
*

Y2001
Y2002
Y2003
Y2004
Y2005
Y2006
Y2007
Y2008
Y2009

Y2010
*

Y3004
Y3005
Y3006
Y3007

Y3009
Y3010

*

LES

Y1012
Y1013
Y1014

Y1020
Y1021

Y2012
Y2013
Y2014
Y2015
Y2016
Y2017
Y2018
Y2019
Y2020
Y2021

Y3020
Y3021

CNTRL2

Y1026
Y1027
Y1028
Y1029
Y1030
Y1031
Y1032

Y2026
Y2027
Y2028
Y2029
Y2030
Y2031
Y2032

Y3023
Y3024

Y2026
Y2027
Y2028
Y3029
Y3020
Y3031
Y3032
Y3033

Ysoes

Y4026
Yuo27

Appendix F:

I'FCS Input File

TIME PEERICD:

1

Y1035
71036
Y1037
Y1038
Y1039
Y1040
Y1041

Y2035
Y2036
Y2037
Y2038
Y2039
Y2040
Y2041

Y3035
Y2036
Y3037
Y3038
Y2039
Y3040
Y3041

Y4034
Y4035
Y4036
Y4027
Y4038
Y4039

Y1046
Y1047
Y1048
Y1049
Y105¢C
Y1051
Y1052

Y1054

Y2046
Ya2ou7
Y2048
Y2049
Y2050
Y2051
Y2052

Y2054

Y3048
Y3049
Y3050
Y3051
Y3082

Y3054
Y3C5¢

Y4ous8
Thoug
Y4050

Y1057

Y1059
Y1060
Y1061
Y1062
Y1063
Y1064
Y1065

Y2057

Y2059
Y2060
Y2061
Y2062
Y2063
Y2064
Y2065

Y3057

Y3059
Y30€0
Y3061
Y3062
Y3062
Y306k
Y306¢

Y4057

Y4059
Y4060
Y4061

------

........

‘



ST

LB A A

AR A

P el b o b ]

I e Taa A LA

4

I" Yo

Y4007

Y4009 Y4020
Y4010 Y4021

Y5002 Y5013
Y5C03 Y5014
Y5004
Y5005
Y5006
Y5007

Y5009 Y5C20
Y5010 Y5021

*

Y6002 Y6013
Y6003 Y6014
Y6004
Y6005
Y6006
Y6007

Y4029

Ys4oz1
Y4032

Y5026
Y5027
Y5028
Y5029
Y5030
Y5031
Y5032

Y6026
Y6027
Y6028
Y6029
Y6030

Y6009 Y6020 YEO31
Y6010 Y6021 Y6032
N5 N6 N15 N16 X5 X6
*

MINIMIZE
.1N5+

*
CONSTRAINTS
X5 + N5 = 1
X6 + N6 = 1

Y5045 +Y5046+Y5047+Y50484+Y5049+Y5050+Y50514YEC52+4¥5054+Y5055+4N15=10

+I1N15+

Y4040
Y4041

Y4 0U 3

Y5035
Y5036
Y5037
Y5038
Y5039
Y5040
Ysou

Y6025
Y6036
Y6037
Y6038
Y6039
Y6040
Y6041

LONE+

Y4051
Y4052

Y4osuy

Yscus
Y5046
YSou7
Y5048
Y5049
Y5050
Y5051
Y5052

YS054
YE055

Y6045
Y60Uu6
Y60u7
Y6048
Y6049
Y6050
Y6051
Y6052

Y6054

.9N16

Y4062
Y4063
Y4064
Y4065

Y5056
Y5057

Y5059
Y5060
Y506 1
Y5062
Y5063
Y5064
Y506¢

Y6056
Y6057

Y6059
Y6060
Y6061
Y6062
Y6063
Y6CoU
Y6065

Y6056+Y6057+Y60S9+YEQEO+Y6061+YC062+Y6063+V606U4+YE0AE+NT16=9
1Y2001.LE. O

+ 1Y1001
1Y1002
1Y1003
1Y1004
171005
1Y1006
1Y1007
1Y1008
1Y1009
1Y1010
1¥Y1012
1¥1013
1Y1014
1¥Y1020
1Y1021

N E R

---------

NS A S0 LA N G

+

R R

1Y2002 + 1Y5002
1Y2003 + 1Y5003
1Y2004 + 1Y3004
1Y2005 + 1Y3005
1Y2006 + 1Y3006
1Y2007 + 1Y3007
1Y2008.LE. 2

1Y2009 + 1Y3009
1Y2010 + 1Y3010
1Y2012.LE. 2

1Y2013 + 1Y5013
1Y2014 + 1Y5014
1Y2020 + 1Y3020
1Y2021 + 1Y3021

OO Sa L (O C¥ SRt

1Y6002
1YEC03
1Y4004
1Y4005
1Y4006
1Y4007

+ 4+ 4+ 4+ + 4+

1Y4009
1Y4010

+ 4+

+ + + +

126

‘%

.LE.
.LE.

>

+

+
+
+

+ +

1Y6013.LE.
1Y6014 .LE.
1Y4020 +
1Y4021 +

%

6

4
1Y5004
1Y5005
1Y5006
1Y5007

1Y5009
1Y5010

6

M
1Y5020
1Y5021

+ + + o+

+

1Y6004 .LE.
1Y6005.LE.
1Y6006 .LE.
1Y6007 .LE.

1Y6009.LE.
1Y6010.LE.

1Y6020.LE.
1Y6021.LE.

N N To T

[GSHV]

e N " W™



I P T TR R S A A L I A T T SN A A A A A G N G N S A

TR
3

2Y¥3023

2Y3024.

1Y1026
1Y1027
1Y1028
1Y1029
1¥1C0Z0
1¥1021
1¥10322

1Y3033.
1Y40Z4.

1Y103%
1Y1036
1Y1037
1Y1038
1Y1039
1Y1040
1Y1041

3v4043.

27Y5045
1Y1046
1Y1047
1Y1048
1Y1049
1Y1050
1Y1081
1Y1052
1Y1054
1Y3055
3Y5056
1Y1057
1Y1059
1Y1060
1Y1061
1Y1062
1Y1C63
1Y1064
1Y1065
1Y1001
1Y1002
1Y1003
1Y1004
171005
1Y1006
1¥1007
1Y10C8
1Y1009
1Y1010
1Y2001
1Y2002
1Y2003
1Y2004

+ 1Y4023.LE. 21

LE. 42

+ 1Y2026 + 1Y2026 + 1Y4026 + 1Y5026 +

+ 1Y2027 + 1Y3027 + 1Y4027 + 1Y5027 +

+ 1Y2028 + 3Y2028 + 1Y5C28 + 1Y6028.LE.
+ 1Y2029 + 1Y202¢ + 174029 « 1Y5029 +

+ 1Y2030 +  3Y2030 + 1Y503C + 1Y6030.LE.
+ 1Y2031 + 1Y3031 + 1Y4021 + 1Y5021 +

+ 1YZ032 + 1Y3032 + 1Y4032 + 1Y5032 +
LE. 1

LE. 3

+ 1Y2035 + 1Y20235 + 1Y4035 + 1Y50325 +

+ 1Y2036 + 1Y3036 + 1Y4036 + 1Y5036 +

+ 1Yz2037 + 1Y¥Y3037 + 1Y4037 + 1Y5037 +

+ 1Y2038 + 1Y2028 + YL0208 +  1YS028 +

+ 1Y2039 + 1Y3059 + 1Y4039 + 1Y5039 +

+ 1Y2040C + 1Y3040 + 1Y40L0O + 1Y50LC +

+ 1Y2C41 +  1Y2CU1 + 1VHCLHT +  1YS041 +
LE. 1

+ 27YE045.LE.378

+ 1Y20L6 + 1YS04€ + 1Y6046.LE. 7

+ 1Y2CL4T + 1Y5047 + 1Y6047 .LE. 0]

+ 1Y204E + 1Y3048 + 1YL4048 + 1Y5048 +

+ 1Y2049 «+ 1Y3049 + 1Y4049 + 1Y5049 +

+ 1Y2050 + 1Y2050 + 1Y4050 + 1Y5050 +

+ 1Y2051 + 1Y3051 + 1Y4051 + 15051 +

+ 1Y2052 + 1Y3052 + 174052 + 1Y5052 +

+ 1Y2054 + 1Y305L4 + 1YLOE4 + 1YS5054 +

+ 1Y5055.LE. 1

+ 3Y6056.LE. 18

+ 1Y2057 + 1Y3057 + 1YLO0S57 + 1Y5057 +

+ 1Y2059 + 3Y3059 + 1Y4059 + 1Y505Q +

+ 1Y2060 + 1Y3060 + 1Y4060 + 1Y5060 +

+ 1Y2061 + 1Y3061 + 1Y4061 + 1Y5061 +

+ 1Y2062 + 1Y3062 + 1Y4062 + 1Y5062 +

+ 1Y20623 + 2Y3063 + 174063 + 1Y5062 +

+ 1Y2064 + 3Y3064 + 1Y4064 4+ 1YS5064 +

+ 1Y2065 + 1Y2065 + 1Y4U06E + 1YS06E +

+ 1Y¥1012 -X1.GL.O
+ 1Y1013 + 1Y1035 + 1Y1046 + 1Y1057 -X1.GE.O
+ 1Y1014 + 1Y1036 + 1Y1047 =X1.GE.O

+ 1Y1026 + 1Y1037 + 1Y1048 + 1Y1059 -¥Y1.GE.C
+ 1Y1027 + 1Y1038 + 1Y1049 + 1Y106C ~X1.GE.C
+ 1Y1028 + 1Y103¢ + 1Y1050 + 1Y1061 <%X1.GE.OQ
+ 1Y1029 + 1Y1040 + 1Y1051 + 1Y1062 ~X1.GE.OQ
+ 1Y1030 + 1Y1041 + 1Y1052 + 1Y1063 -X1.GE.O
+ 1Y1020 + 1Y1031 + Y1064 -X1.GE.O

+ 1Y1021 + 1Y1032 + 1Y1C54 + 1Y1065 ~X1.GE.Q
+ 1Y2012 -X2.GE.O

+ 1Y2013 + 1Y2035 + 1Y2046 + 1Y2057 -X2.GE.O
+ 1Y2014 + 1Y2036 + 1Y2047 =X2.GE.O

+ 1Y2015 + 1Y2026 + 1Y2037 + 1Y2048 + 1Y2059

127

N N R A TN PR SN I, DLt O S IR AP0 £ 2

1Y6026

1Y6027
4

1Y6029

4
1Y6031
1Y6032

1Y6035
1¥6036
1Y6037
1Y6038
1Y6CZ9
1Y6040
1Y60L1

1Y60L48
1Y6049
1Y6CS0
1Y6051
1Y6052
1Y6054

1Y6057
1Y6059
1Y6C60
1Y6061
1Y6062
1Y6063
1YECEY
1Y60€E5

.LE.
.LE.

.LE.

.LE.
.LE.

.LE.
.LE.
.LE.
.LE.
.LE.
.LE.
.LE.

.LE.
.LE.
.LE.
.LE
.LE.
.LE

.LE.
.LE.
.LE.
.LE.
.LE.
.LE.
.LE.
.LE.

-X2.GE.O

..........

=3

) — —a —s Wi

IO U I\ V)

N~ = a2

......



W T P E TR QUM T Vg oo v et M A d 44 L 24 RS e v RN i i e g et i fn % 4 ? >y - LRV TN

aw
3: + 1Y2005 + 1Y2016 + 1Y2027 + 1Y2038 + 1Y2049 + 1Y2060 -X2.GF.O
ot + 1Y2006 + 1Y2017 + 1Y2028 + 1Y2039 + 1Y2050 + 1Y2061 -X2.GE.O
+ 1Y2007 + 1Y2018 + 1Y2029 + 1Y2040 + 1Y2051 + 1Y2062 -X2.GE.O
S + 1Y2008 + 1Y2015 + 1Y2030 + 1Y2041 + 1Y2052 + 1Y2063 -X2.GE.OQ
o + 1Y2009 + 1Y2020 + 1Y2021 + 1Y2064 -X2.GE.O
1 + 1Y2010 + 1Y2021 + 1Y2032 + 1Y2054 + 1Y2065 -X2.GE.O
g + 2Y3023 -X3.GE.O
@; + 2Y2024 + 1Y3035 + 1Y3057 -X3.CGE.0
y + 1Y3004 + 1Y3026 + 1Y3037 + 1Y3042 + 3Y3059 -X3.GE.O
o + 1Y3005 + 1Y3027 + 1Y3038 + 1Y3049 + 1Y3060 -X3.GE.O
s + 1Y3006 + 2Y3028 + 1Y3039 + 1Y3050 + 1Y3061 -X3.GE.O
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] + 1Y4006 + 1Y4039 + 1YL050 + 1YU061 -XU4.GE.O
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s + 1Y5004 + 1Y5026 + 1Y5037 + 1Y5048 + 1Y5059 -X5.GE.O
. + 1Y5005 + 1Y5027 + 1Y5038 + 1Y5049 + 1Y5060 -X5.GE.O
2 + 1Y5006 + 1Y5028 + 1Y5039 + 1Y5050 + 1Y5061 -X5.GE.O
v + 1Y5007 + 1Y5029 + 1Y5040 + 1Y5051 + 1Y5062 -X5.GE.O
.~ + 1Y5030 + 1Y5041 + 1Y5052 + 1Y5063 -X5.GE.O
, + 1Y5010 + 1Y5021 + 1Y5032 + 1Y5054 + 1Y5065 -X5.GE.O
% + 1Y5055 -¥5.GE.O
v +27Y6045 + 3Y6056 -X6.GE.O
;; + 1Y6002 + 1Y6012 + 1Y6035 + 1V6046 + 1Y6057 -X6.GE.O
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G + 1Y6009 + 1Y6020 + 1Y6031 + 1Y6064 -X6.GE.O
- + 1Y6010 + 1Y6021 + 1Y6C32 + 1Y6054 + 1Y6065 -X6.GE.O
. RSCALE 100
RNDALL 1
X BOUNDS
N ¥11 TO N16 .LE. 10C
> ENDORJ 923
N LIMIT 4000
N COLUMN 80
STOP
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