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HUMAN INFORMATION PROCESSING OF TARGETS AND REAL-WORLD SCENES

AFOSR CONTRACT NO: F49260-83-C-0086

I. BIEDERMAN

OVERVIEW

In the two yeara since the atart date of the contract, we have
launched, to our knowledge, the moat extensive inveatigation of human
inage understanding ever undertaken. The major empirical results and
theoretical advancea are summarized in the smection of Recognition-by-
Componenta: A theory of Human Image Interpretation.” A brief summary
of that research on object recognition followa:

Theoretical Development: Our working hypothesia, termed
Recognition-by-Comnponenta (RBC), asaumea that the perceptual
recognition of objects is a process in which the image of the input is
segmented at regiona of deep concavity into saimple volumetric
components, such as blocks, cylinders, wedges, and cones. This parsed
deacriptiona ia then matched to a representation in memory. As
initially proposed, subjective measures would have been employed to
discover the componentsa, a methodology similar to the kind employed by

linguists determining the phoneme eet for a given language. This
approach {ia still uaeful and important for determining the
psychological reality of any proposed set of primitivea. However,

during the paat year, 1 realized that dichotomous (or trichotomous)
contrasta in five ("nonaccidental®) properties of edges in a two-
dimensional image--curvature, collinearity, degree of aymmetry,
parallelism, and cotermination--if applied to generalized cones, could
generate a psychologically plausible set of primitive volumes (N
probably € 361. The nonaccidental propertiea allow strong 3-D
inferences to be made directly from properties of the image (cf. Marr,
1977; Lowe, 1984; Binford, 1981). If image edges (or sesegments or
pointa) are c¢ollinear, curved, aymmetricasl, parallel, or coterminate,
then the edges in the world giving rise to those imagesa will alwaya be
interpreted aa collinear, curved, aymmetrical, etc.

A remarkable advantage accrues from thia conceptualization:
Becauae the nonaccidental properties are invariant over (all but
extremely unlikely accidents of) viewpoint and noise, the components
generated from them will also be invariant with viewpoint and noise!
This may be why objects can be readily recognized from different
viewpoints or when degraded by nocise. RBC thus providea a principled
account of the heretofore undecided relation between the classic
principles of perceptual organization and pattern recognition: The
constraints toward regularization (Pragnanz) characterize not the
complete object but the object’s components.

I calculated upper bound eatimates of the number of readily
distinguishable object categoriea availsble to humana for quick
(“primal access") classification of images (x 30,000). The capacity
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OVERVIEW (Continued)

of the 36 componentsa to represent these categories was computed,
assuring only readily detectable dichotomous (or trichotomous)
relations between pairs of volumes. The assumed relations are
themselvea relatively invarjiant with viewpoint and noise (e.g., top
va. bottom; joined end-to-end va. end to side). If only one percent
of the possible combinations of components were actuslly used (i.e.,
99 percent redundancy), and objects were distributed homogenecusly
among combinations of components, then only two or three volumes would
be sufficient to unambiguousely represent most objects! The problem of
object recognition ia thua reduced to one of detarmining a {few
components in their specified relations, all distinguishable through
well-documented perceptual routines.

Empirical Developments:

A massive program of empirical research has been executed (and is
ongoing). This is difficult research in that a large number of
different, complex, pictorial stimuli have to be designed for each
experiment. Because we are studying the recognition of atimuli, we
cannot run hundreds or thousands of triale with just &8 few atimuli--
subjects would soon learn to respond to simple stimulus features and
ahort circuit the memory acceas underlying recognition. Consequently,
we have to run large numbers of subjects with just a modest number of
triala for each subject. Under these conditions, we give ourselves a
pat on the back for collecting usable data from over 730 subjects for
a total of over 60,000 trials, moat with reaction time meaaures.
Appendix A presents a seummary log of the experiments on object
perception. We have concentrated on four kinda of problems:

a) Partial Objects (w. Ginny Ju). RBC leada to an expectation
that two or three componente should be asufficient, in mosat cases, for
rapid though (not necessarily optimal) recognition. Four object-
naming reaction-time experiments have documented that ¢this is the
case.

b) Line Drawinga vs Colored Photography (w. Ginny Ju). RBC
would hold that a sufficient (and often, necessary) representation for
rapid recognition can be described by the line drawing of an object’s
components. Surface characteristics such as color, texture, or
brightnesa are only asecondary routes, Four experimenta have
documented that objects shown aa simple 1line drawings can indeed be
recognized about as quickly as high quality photography.

c) Degraded Images (w. Tom Blickle). In most natural cases of
nodeat imaje degradation, aa when an object ia viewed behind foliage,
the object eatill remaina identifiable. RBC predicta a condition of
contour deletion under which recognition ahould be impossible. If the
concavities between components are deleted and the interrupted
segments aligned through collinearity or conatant curvature, then new
components would be defined and the original onea 1loat. Object
recognition ahould then be imposaible. An equivalent amount of
contour removed in midsegment or at a vertex where it could be
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restored through collinearity, curvature, or cotermination, should not
be nearly ea disruptive. Six experimenta provided strong support for
thia prediction. Additional resulte from these experimenta documented
a cloase dependence of object recognition on the amount of contour
deleted even when the contour could be restored through collinearity
or curvature.

d) Tranasfer across viewpoints (w. <Mary Lloyd, Ginny Ju, & Tom
Blickle). In these experimentas, an object 1ia viewed at one
orientation. On a subsequent trisl it ia presented at the same or at
a different orientation. We initially expected that the benefit on
recognition reaction time from a prior exposure would be a function of
the similarity, 4in terme of common minus diastinctive components,
betwasen the two views, In four studies we have not observed any
effect of orientation, so this prediction could not be tested. We now
believe that the access to a representation of a familiar object is so
fast on ita very firat experimental preaentation that little effect of

a prior exposure in an experiment can be observed. In these
experiments all the objects were familiar. Novel objects, however,
might--and should--reveal a similarity effect. We are currently

designing studies to test this conjecture.

Other Empirical Projects.

Visual Search (w. Brian Fisher). We have started an experiment
on the reaction time for detecting or identifying atimuli as a
function of the size of the visual field that must be attended to and
the number of possible positions. The central question is whether
longer latencies result when the subject has to apread his or her
attention over a greatsr area, given that the identical stimulus event

occurs in the two caeases. Subjects have to presa a microswitch
whenever a s8signal occurs in a go no-go taak. In condition A, the
signals are presented 3°© to the left or right of fixation. In
condition B, the aignals are 6°© left or right of fixation; In

condition C, a signal can occur in any one of the four positions.
Consider the case when a signal occurs 3© from fixation in C. Will
RTs be 1longer then 4in A where the subject never haa to consider the
possibility of aignals 6°© from fixation? Will RTe in B have shorter
latencies then in A? Affirmative answers to these guestionsa would
support the spotlight metaphor of visual attention. If people have
to spread their attention over a broader visual field, there is less
capacity to reapond to any one position. Our results indicate that
for simple detection (of a transient), there is absolutely no effect
of spread of attention. Identification may be another matter which we
are how testing.

An Analyaia of Learning a Difficult Perceptual Activity: Sex-
Typing Day~-0ld Chicks (w. Margaret Shiffrar). A clasasic example of a
difficult perceptual learning activity has been learning how to sex
type day-old chicks. Presumably, it requires two to three years of
training before aaymptotic performance levels are reached. In
October, 1984, 1 learned of an individual, Mr. Heimer Carlscn, a
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reaident of Petaluma California, who was going into semi-retirement
after SO0 years of sex typing day-old chicks. He had typed 5SS million
during his career. On the basis of a case study of Mr. Carlson and
his serving as our inforrmant, we were able to develop a testable
hypothesis about the nature of the difficulty and a technique of
training that would reduce learning time ¢to under 2 min. In tests
with six expert sexers and 32 naive undergraduates, we were able to
train the naive aubjects f£from chance ¢to a level of performance that
was identical to the experienced sexers on typing 18 pictures. The
item correlations between the undergreduates and sexera was .88--
meaning that the undergraduates mrissed the same pictures as the
sexers. The fundamental concept of training ia a simple one and has
been used in training Army parsonnel to distinguish NATO from Warsaw
Pact tanka. The instructional materisls muat apecify; a) where to
look, and b) what to loock for. If this is done competently, then what
seemed to be difficult perceptual activities become relatively simple.

Adage Graphics Syetem. We have spent an enormous amount of time
and energy in developing the Adage 8o that it could be uased as a
computer based stimulusa presentation and development system, This
will allow considereble eavings in time and effort in etimulus
development. The system is now working and we are running the ADAGE’s
SOLIDS 3000 sclids modeling package and PADDLE, a 3-D modeling package
from the Production Automstion Project (University of Rochester).
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Recognition-by-Componenta: A Theory of Image Interpretation
Irving Biederman

State University of New York at Buffalo

ABSTRACT

The perceptual recognition of objecta ia conceptualized to be a
procesa in which the image of ¢the input is segmented at regions of
deep concavity into simple volumetric componenta, such as blocks,
cylinders, wedges, and cones. The fundamental assumption of the
propoaed theory, Recognition-by-Componenta (RBC), is that a modest aset
of components [N probably < 36) can be derived from contrasts of five
readily detectable properties of a two-dimensional image: curvature,
collinearity, aymmetry, paralleliem, and cotermination. The detection
of theae properties is generally invariant over viewing position and
imnage quality and consequently allows robust object perception when
the image 1is projected £from a novel viewpoint or degraded. RBC thusa
provides a principled account of the heretofore undecided relation
between the clasaic principles of perceptual organization and pattern
recognition: The conatraints toward regularization (Pragnanz)
characterize not the complete object but the object’a componenta.
Representational power derives from an allowance of free combinations
of the componenta. A Principle of Componential Recovery can account
for tha major phenomena of object recognition: If an arrangement of
two or three primitive componenta can be recovered from the input,
objects can be quickly recognized even when they are occluded, rotated
in depth, novel, or extenaively degraded. The resulta from
experiments on the perception of briefly preasented pictures by human
obaervera provide empirical support for the theory.

This research was supported by the Air Force Office of Scientific
Research (grant F49620-83-C-0086). I would 1like to express my deep
appreciation to Tom Blickle and Ginny Ju for their invaluable
contributiona to all phases of the empirical research described in
this article. Thanks are also due to Mary Lloyd, John Clapper,
Elizabeth Beiring, and Robert Bennett for their assistance in the
conduct of the experimental research. Aspects of the manuscript
profited through helpful discussions with Jamea R. Pomerantz, John
Artim, and Brian Fisher.

Requests for reprints ahould be addressed to Irving Biederman,
Department of Paychology, State Universasity of New York at Buffalo,
4230 Ridge Lea Road, Amherat, New York 14226.
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RECOGNITION-BY~-COMPONENTS: A THEORY OF HUMAN IMAGE
UNDERSTANDING

IRVING BIEDERMAN
STATE UNIVERSITY OF NEW YORK AT BUFFALO

Any aingle object can project an infinity of image configurationa
to the retina. The orientation of the object to the viewer can vary
continuously, each giving rise to a different 2-D projection. The
object can be occluded by other objects or texture fields, as when
viewed behind foliage. The object can even be missing some of its
parts or be a novel exemplar of its particuler cetegory. The object
neesd not be presented as a full colored, textured image but instead
cen be @ simplified line-drawing. But it is only with rare exceptions
that an image fails to be rapidly and readily classified, either an
inatance of a familiar object category or an instence that cannot be
80 classified (itaself a form of classification).

A DO-IT-YOURSELF EXAMPLE

Consider the object shown in figure 1. We readily recognize it
as one of those objects that cannot be classified into a familiar
category. Deapite its overall unfamiliarity, there is near unanimity
in its descriptions. We parse--or segment--its parts at regions of
deep concavity and deacribe those parts with common, siaple volumetric
terms, such as "a block,” "a cylinder,” "a funnel or truncated cone.”
We can look at the zig-zag horizontal brace as a texture region or
zoom in and interpret it as a series of connected blocks. The same is
true of the maas st the lower left--we can see it as & texture areas or
zoom in end parse it into its various bumps.

Although we know that it is not a familiar object, after a while
we can aay what it resembles: A New York City hot dog cart, with the
large block being the central food storage and cooking area, the
rounded part underneath as a wheel, the large arc on the right aa a
handle, the funnel as an orange juice squeezer and the various
vertical pipes as vents or umbrella aupports.” It isa not a good cart,
but we can see how it might be related to one. It is like a ten-
letter word with four wrong letters.

We readily conduct the same proceas for any object, famjiliar or
unfamiliar, in our foveal field of view. The manner of segmentation
and enalyais into componentas does not appear to depend on our
femilierity with the particular object being identified.

The naive realismn that emerges in deacriptions of nonaense
objecta may be reflecting the workinga of a repreasentational ayatem by
which objects sre identified.
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Figure l. A Do-it-Yourself UObject. There 1s strong consensus i1n the
segmentation of this configuration and :n the description of 1ita

parta.
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RECOGNITION: UNITS AND CATEGORIES

The number of categories into which we can classify objects
would appear teo rival ¢the number of words that can be readily
identified when listening to apeech. Lexical access during apeech
perception can be successfully modeled as a process mediated by the
identification of individual primitive elements, the phonemea, from a
relatively small set of primitives (Marslen-Wilson, 1980). We only
need about 38 phonemes to code all the words in English, 15 in
Hawaiian, 55 to represent virtually all the words in all the languages
apoken on Earth,. Becauae the aset of primitives ias aoc amall and each
phoneme specifiable by dichotomous (or trichotomous) contrasts (e.g.,
voiced va unvoiced, nasal va oral) on a handful of attributes, one
need not make particularly fine discriminations in the speech strean.
The representational power of the aystem derives from its
permisaiveneas 1in allowing relatively <free combinations of its
primitives.

The hypothesis explored here is that a roughly analogoua system
may account for our capacities for object recognition. 1In the visual
domain, however, the primitive elements would not be phonemes but a
modest number of simple volumes such as cylinders, blocks, wedges, and
conea. Objecta are segmented, typically at regions of sharp concavity
and the resultant parts matched against the best fitting primitive.
The set of primitives derivea from combinations of contrastive
characteristics of the edges in a 2-D image (e.g., straight vs curved,
ayametrical vs asymmetrical) that define differences among a set of
simple volumes (viz., those that tend to be symmetrical and lack sharp
concavities). The particular properties of edges that are posatulated
to be relevant to the generation of the volumetric primitives have the
desirable properties that they are invarisnt over changes ain
orientation and can be determined from just a few points on each edge.
Consequently, they allow a primitive to be extracted with great
tolerance for variations of viewpoint and noise.

Juat as the relations among the phonemes are critical in lexical
access--"fur” and “rough” have the same phonemes but are not the same
words--the relationa among the volumes are critical f£for object
recognition: Two different arrangements of the same components could
produce different objectas. 1In both caaes, the representational power
derives from the enormous number of combinations that can arise from a
nodest number of primitives. The relations in speech are limited to
left-to-right (sequential) orderings; in the visual domain a racher
set of possible relations allows a far greater representational
capacity from a comparable number of primitives. The matching of
objects in recognition ia hypothesized to be a process in which the
perceptual input is matched against a representation that can be
deacribed by a few asaimple volumes in specified relstions to each
other.
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THEORETICAL DOMAIN: PRIMAL ACCESS

Our theoretical goal is to account for the initjiasl categorization
of isolated objects. Often, but not always, this categorization will
be at a basic level, for example, when we know that a given object 1is
a typewriter, banana, or giraffe (Rosch, Mervis, Gray, & Boyes-Braem
1976). Much of our knowledge about objects is organized at this level
of categorization--the 1level at which there is typically some readily
available name to desacribe that category (Rosch et al, 1976é). The
hypothesis explored here predicts that in certain cases subordinate
categorizations can be made initislly, soc that we might know that a
given object is a floor lamp, sports car, or dachshund, more rapidly
than we know that it is a lamp, car, or dog (e.g., Jolicour, Gluck, &
Koasaslyn, 1984).

The role of surface characteristics. There iasa &8 reatriction on
the scope of this approach of volumetric modeling that should be
noted. The modeling has been limited to concrete entities of the kind
typically designated by English count nouns. These are concrete
objecta that have apecified boundaries and to which we can apply the
indefinite article and number. For example, for a count noun such as
CHAIR we can say "a chair®" or "three chairs.'” By contrast, mass nounsa
are concrete entities to which the indefinite article or number cannot
be applied, auch aa water, sand, or sanow. So we cannot say 'a water"
or “three waters,"” unless we refer to a count noun shape as in "a drop
of water,” “a bucket of water,” or a *“grain of sand', each of which
does have a simple volumetric description. We conjecture that mass
nouns are identified primarily through surface characteristics such as
texture and color, rather than through volumetric primitives.

Under restricted viewing conditiona, as when an object 1is
partially occluded, texture, color, and other cues (such as position
in the acene and labels), may contribute to the identification of
count nouns, a&s for example, when we identify a particular shirt ain
the laundry pile from just a bit of fabric. Such identificationa are
indirect, typically the result of inference over a limited set of
possible objects. The goal of the present effort is to account for

what can be called primal access: the first contact of a perceptual
input from an i1solated, unanticipsted object to a representation in
REnory.

BASIC PHENOMENA OF OBJECT RECOGNITION

Independent of laborstory research, the phenomena of every-day
object identification provide strong constraintas on possible modela of

recognition. In addition to the fundamental phenomenon that objects
cen be recognized at all (not an altogether obvious conclusion), at

least five facts are evident. Typically, an object can be recosnized:

1. Rapaidly.

2. When viewed from novel orientations.
3. Under moderate levels of visual noise.
4. When partially occluded.
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S. When it is a new exemplar of a category.

Implications

The preceding five phenomena constrain constrein theorizing about
object interpretation in the following ways.

1. Acceas to the mental representetion of an object should not
be dependent on absolute judgments of quantitative detail, because
such judgmenta are slow and error prone (Miller, 1956; Garner, 1966).
For example, distinguishing among jJust several levels of the degree of
curvature or length of an object typically requires more time than

that required for the identification of the object itself.
Consequently, such quantitative processing cennot be the controlling
factor by which recognition is achieved.

2. The information that is the basis of recognition should be
relatively invariant with respect to orientation and modeat
degradation.

3. Partiasl wmatches should be computable. A theory of object
interpretation should have some principled means for computing a match
for occluded, partial, or nev exemnplars of a given category. Ve

should be able to account for the human’s ability to identify, for
example, a chair when it is partjslly occluded by other furniture, or
when it is missing a leg, or when it is a new model.

RECOGNITION-BY-COMPONENTS

Our hypothesis, Recognition-by-Componentas (RBC), bears sone
relation to aeveral prior conjectures for representing objects by
parts or modules (e.g., Binford, 1971; Guzman, 1971; Harr & Nishihara,
1978;: Tveraky & Hemenway, 1984), RBC’a contribution lies in its
proposal for a particular vocabulary of components derived from
psrceptual mechanisms and its account of how an arrangement of theae
componenta can access a representation of an object in memory.

When an image of an aobject is painted acroas the retina, RBC
assunes that a representation of the image is segmented--or parsed--
into separate regiona at points of deep concavity, particulerly at
cusps where there are discontinuities in curvature (Hoffman &
Richards, 1984). Such segmentetion conforms well with human
intuitions about the boundaries of object parts, as was demonstrated
with the nonsense object in figure 1. The resultant parsed regions
are then approximated, whenever possible, by simple volumetrac
components that cen be modeled by generalized cones (Binford, 1971).
A generslized cone is the volume swept out by a cross section moving
along an axis (aee Fig 9S). The cross section ia typically
hypothesized to be at right angles to the axis. Secondary
segrentation criteria (and criteria for determining the axis of a
component) are those that afford descriptions of volumes that maximize
syametry, length, and constancy of the size and curvature of the
cross-section of the component. Theae secondary bases for
segmentation and component identification are discusaed below.

[P .
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The primitive components are hypothesized to be simple, typically
symnetrical volumes lacking sharp concavities, such as blocks,
cylinders, spheres, and wedges. The fundamental perceptual assumption
of RBC ia that the componenta cen be differentiested on the basis of
perceptual properties in the 2-D image that are readily detectable and
relatively independent of viewing position and degradation. These
perceptual properties include several that have traditionally been
thought of as principles of perceptusl orgsnization, auch aas good
continuation, symmetry, and Pragnanz. RBC thus provides a principled
account of the relation between the classic phenomena o0f perceptual
organization and pattern recognition: although objects can be highly
corplex and 4irregular, the units by which objects ere identified ere
simple and regular. The constraints toward regularization (Pragnanz)
are thus assumed to chearacterize not the complete object but the
object’s components.

By the preceding account, surfsce characteriastics such as color
and texture typically have only secondary roles in primal access.
This should not be interpreted aa suggesting that the perception of
surface characteristics per se is delayed relative to the perception
of the componenta but merely that in nmoat cases the surface
characteristics are generally less efficient routes for accessing the
clasaificetion of & count object. That ia, we may know that a chair
hes a particular color and texture simultaneously with its volumetric
description, but it is only the volumetric deacription that provides
efficient access to the mental representation of CHAIR.!

Relations among the c¢omponentsa. Although the components
themselves are the focus of this article, as noted previously the
srrangement of primitives ia necesssry for representing a particular
object. Thus an orc side-connected to a cylinder can yield a cup as
sahown in f£ig 2. Different arrengements of the same components can
readily lead to different objects, as when an arc is connected to the
top of the cylinder to produce @ pail in figure 2. . Whether a

1There are, however, objects that would seem to require both a
volumetric description and a texture region for an adequate
representation, auch as heirbruahes, typewriter keyboards, and
corkacrews. It ia unlikely that many of the individual bristles,
keys, or coila are parsed and identified prior to the identification
of the object. Inatead those regiona are represented through the
atatistical processing that characterizes their texture (e.g., Beck,
Prazdny, & Rosenfeld, 1983; Julesaz, 1981), although we retain a
capacity to 2zoom down and attended to the volumetric nature of the
individual elementa. The structurasl deacription that would serve as a
representation of sauch objects would include e statistical
apecification of the texture <field along with s specification of the
larger volumetric components. Theae compound texture-componential
objects have not Dbeen studied but it i1a possible that the
characteristica of their identificetion would differ from objecta that
are readily defined solely by their arrangement of volumetric
componenta.
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Figure 2. Different arrangements of the same components can produce
different objectas.
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component is attached to a long or short surface can also affect
clasaification as with the arc producing either an attache case or a
trongbox in figure 2.

The identical situation between primitives and their arrangement
exiata in the phonemic representation of words, where a given aubaet
of phonemes can be rearranged to produce different words.

The repreaentation of an object would thua be a astructural
description that expressed the relations among the components
(Winaton, 1975;:; Nevatis, 1974; Ballard & Brown, 1982). A suggested
(minimal) gset of relations is described in table 1, and would include
apecification of the relstive aizes of the components and their points
of attachment.

Stages of processing. Figure 3 presents a schematic of the
presumed subprocesses by which an object is recognized. An early edge
extraction atage provides a 1line drawing description of the object.
From this description, nonaccidental properties of the image,
deacribed below, are detected. Paraing is perforaed at concave
regions simultaneously with a detection of nonaccidental properties.
The nonaccidental properties of the parsed regions provide critical
constraints on the identity of the components. Within the temporal
and contextual constrainta of primal acceaa, the atageas up to and
including the identification of components are assumed to be bottom-
up. A delay in the determinstion of an object’s components should
have a direct effect on the identification latency of the object. The

arrangement of the componenta is then matched againat s representation
in memory. It ia assumed that the matching of the components occurs
in parallel, with unlimited capacity. Partial matches are possible
with the degree of match assumed to be proportional to the similarity
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risure 3. Stages in Object Perception

Edge
Extraction
Detection of Parsing at Regions
Nonaccidental of Concavity
Properties
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Determination of
Components

|

Matching of Components
to Object Representations

Object
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in the componenta between the image and the representation.?2 Thas
stage model is preaented to provide an overall theoretical context.
The focus of thia article is on the nature of the units of the
representation.

A PERCEPTUAL BASIS FOR A COMPONENTIAL REPRESENTATION

Recent theoretical developrents concerning perceptual
organization (Binford, 1981; Lowe, 1984; Witkin & Tennenbaum, 1983)
suggest a perceptual basis for RBC. The central organizational
principle ia that certain nonaccidental properties of the 2-D image
are taken by the visual system as strong evidence that the 3-D object
containa those sane properties. For example, if there is a straight
line in the image, the visual system infers that the edge producing
that line 1in the 3-D world is also straight. The visusl system
ignores the possibility that the property in the image is merely a
result of & (highly unlikely) accidental alignment of eye and a curved
edge. Five of these properties and the associated inferences are
deacribed in Figure 4 (modified from Lowe, 1984). Witkin & Tanenbaum
(aee alaso Lowe, 1984) argue that the evidence for organizational

conatraints is eso strong and the leverage provided for inferring & 3-D
structure so powerful, that it poses a challenge ¢to the effort an

computer vision and perceptual psychology that ignored these
constraints and aasigned central importance to varistion in local
surface characteristics, such as luminance.

Psychological Evidence for The Rapid Use ¢f Nonaccidental Relations

There is no doubt that imagesa are interpreted in a naanner
consistent with the nonaccidental principles. But are these relations

used quickly enough s0 as to provide a perceptual basis for the
cosponents that allow primal accesa? Although all the principles have

2Modeling the matching of an object image to a mental representation
is & rich, relatively neglected problem area. Tveraky’a (1977)
contraat model providea a useful framework with which to consider this
aimjilarity problem 4in that it readily allows distinctive features
(i.e., componenta) of the image to be considered separsately from the
distinctive components of the representation. This allows principled
assessnents of aimilarity for partisl objects (components 1in the
representation but not in the image) and novel objects (containing
components in the image that are not in the representation). It may
be posaible to construct a dynamic model as & modificaetion of the kind
proposed by McClelland & Rumelhart (1981) for word perception, with
components playing the role of letters. One difficulty facing such an
eZfort ia that the dictionary for words of a given length is weili
apecified and readily available: the set of neighboring objects a1s
not.

N



Figure 4. Five nonaccidental relations (Adapted from Lowe, 1985.)

Principle of Non-Accidentalness: Critical information is unlikely to be a
consequence of an accident of viewpoint.

Three Space Inference from Image Features

fsje 7a.

2-D Relation 3-D Inference Examples
+ 4. Collinearity of Collinearity in 3-Space //
‘ points or lines //
; /
7/
2.Curvilinearity of Curvilinearity in 3-Space
points of arcs ———
7 - \\
7 \
\
3. Symmetry Symmetry in 3-Space
(Skew Symmetry ?) N .
|
4. Parollel Curves Curves are parallel in 3-Space
: (Over Small /\/
} Visual Angles) /\/
5. Vertices--two or more Curves terminate at @
terminations at a common point in 3-Space

common point Y
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not received experimental test, the available evidence does sugqgest
that the anawer to the preceding question ia “yes”. There is strong
evidence that the visual system quickly assumes and uses collinearaity,
curvature, symametry and cotermination. This evidence is of two sorta:
(a) Demonstrations, often compelling, showing that when a given 2-D
relation is produced by an accidentsl alignment of object and image,
the visual system accepts the relation as existing in the 3-D world,
and (b)) search taaka showing that when a target differs fronm
distractors in a nonaccidental property, the detection of that target
ias facilitated compared to conditions where targets and background do
not differ in such properties.

Collinearity ve. Curvature. The demonatration of an assumption
of collinearity or curvature is too obvious to be performed as an
experiment. When looking at a straight segment, no observer would
assume that it is an accidental image of a curve. That the contrast
between straight and curved edges is readily available for perception
was shown by Neisser (1963), He found that a search for a letter
composaed only of atraight asegmenta, auch es a Z, could be performed

faster when in a field of curved distractors, such as C, G, O, and @,
h then when among other letters compoaed of straight segments such as N,
W, V, and M.

Symmetry and Parallelism. Many of the Ameas demonstrations, auch
as the trapezoidal window and Ames room derive from an assumption of
aymmetry that includes parallelism (Ittelson, 1952). Palmer (1983)
demonstrated that the subjective directionality of arrangements of
equilateral triangles was based on the derivation of an axis of
symmetry for the arrangement. King, Tangney, Meyer, & Biederman
(1976) demonstrated that a perceptual bias towards syametry accounted
for a number of shape constancy effects. Garner (1966), Checkosky &
Whitlock (1973), and Pomerantz (1978) provided ample evidence that not
only can symmetrical shapes be quickly discriminated from asymmetrical
atimuli, but the degree of aymmetry wae also & readily available
perceptual distinction. Thus stimuli that were invariant under both
reflection and 909 rotation could be rapidly discriminated from those
that were only invariant under reflection (Checkosky & Whitlock,
1973).

Cotermination. The "peephole perception'” demonatrationa, such aa

the Ames chair (Ittelson, 1952) or the physical realization of the
iapossible triangle (Penrocse & Penrose, 1958), are produced by

accidental alignment of noncoterminous segments. The success of these
demonstrations document the immedisate and compelling impact of this
relation.

The registration of cotermination ia important for determining
vertices, which provide information that can serve to distinguish the
components, In fact, one theorist (Binford, 1979) has suggested that

the major function of eyemovements is to determine coterminous edges.
With polyhedra (volumes produced by plenar surfaces), the Y, Arrow,

and L vertices allow inference as to the identity of the volume in the
image. For example, the silhouette of a brick contains a aeries of

s1x vertices, which alternate between Ls and Arrows, and an internal! Y
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vertex, as illustrated in any of the straight edged cross-sectioned
volumes in figure S. The Y vertex is produced by the cotermination of
three segments, with none of the angles greater than 180°©, (An arrow
vertex contains an angle that exceeds 1809°,) This vertex is not
present in componenta that have curved c¢rosas sections, such as
cylinders, and thus can provide a distinctive cue for the cross-
section edge. Perkins (1983) has described a perceptual bias toward
parallelism in the interpretation of this vertex. [Chakraverty
(1979) has diacussed the vertices formed by curved regions.] Whether
the presence of this particular internal vertex can affect primal
acceas 18 not yet known but @& recent study by Biederman & Blickle
(1985, deacribed below) demonastrated that deletion of verticesas
adversely affected object recognition.

An example of a non-coterminous vertex is the T. Such vertices
are important for determining occluaion and thus smegmentation (along
with concavities), in that the edge forming the (normally) vertical
segment of the T cannot be closer to the viewer than the (normally)
top of ¢the T. By this account, the T vertex should have a somewhat
different status than the other three, the Y, Arrow, and L, in that
the T’a primary role would be in segmentation, rather than in
establishing the identity of the volume.%

The high speed and accuracy of determining a given nonaccidental
relation, e.g., whether some pattern is symmetrical, should be

3when such vertices formed the central angle in a polyhedron, Perkins
(1983) reported that the surfaces would almoat slways be interpreted
a8 meeting et right angles, as long aa none of the three angles waa
less than 900, Indeed, such vertices cannot be projections of acute
angles (Kanade, 1981) but the human appears insensitive to the
possibility that the verticea could have arisen from obtuse angles.
If one of the angles in the central VY vertex was acute, then the
polyhedrs would be interpreted as irregular. Perkinas found that
subjects from rurel areas of Botawana, where there was a lower
incidence of exposure to carpentered (right-angled) environments, had
an even stronger bias toward rectilinear ainterpretataions than
Westerneras (Perkins & Deregowski, 1983).

4The arrangement of vertices, particularly for polyhedra, offers
constraints on “possible” interpretationa of lines as convex, concave,
or occluding, e.g., Sugihara, 1984. In general, the conatraints take
the form that a segment cannot change ita interpretation, e.g., from
concave to convex, unless it passes through a vertex. ‘'Impoassible"
objects can be conatructed from violatione of this conatraint (Waltz,
1975) as well asa f£from more general considerations (Sugihara, 1982;
1984). It is tempting to consider that the visual syatem captures
theae constrainta in the way in which edges are grouped into objects,
but the evidence would seem to argue against such an interpretataion.
The imposaibility of most impossible is not immediately registered,
but requires acrutiny and thought before the J{nconsiatency 1is
detected. Whet this means in the preaent context is that the visual
system has & capacity to clessify verticeas locally, but no perceptual
routinea for determining the global conaistency of a set of vertices,
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contrasted with performance in making absolute judgments of variastions
0 in a single, physical attribute, such as length or degree of tilt or
' curvature. Such judgmenta are notoriously alow and error prone
(Miller, 1956; Garner, 1962; Beck, et al. 1983; Virsu, 197la,b; Fildes
& Trigga, 1985). Even these modest performsnce levels are challenged
when the judgments have +to be executed over the brief 100 msec
intervala (Egeth & Pachella, 1969) that ia sufficient for accurate
object identification. Perhaps even more telling against a view of
object recognition that would postulate the making of abaolute
judgments of fine guantitative detail is that the speed and accuracy
of auch judgmenta decline dramatically when they have to be made for
multiple attributes (Miller, 1956; Garner, 1962:; Egeth & Pachella,
1969) . In contrast, object recognition latenciea are facilitated by
the opportunity for additional (redundant) componenta with complex
objects (Biederman, Clapper, & Ju, 1985, described below).

Pl S
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COMPONENTS GENERATED FROM DIFFERENCES IN NONACCIDENTAL PROPERTIES
AMONG GENERALIZED CONES

I have emphasized the particular set of nonaccidental properties
shown in Figure 4 Dbecause they may constitute a perceptual basis for
the generation of the set of components. Any primitive that is
. hypotheaized to be the basis of ob)ect recognition sahould be rapidly
- identifiable and invariant over viswpoint and noise. These
characteristics would be attainable if differences among componentsa
were based on differences in nonaccidental properties. Although
additional nonsccidental properties exiat, there ia empirical aupport
for rapid perceptual access to the five described in figure 4. In
addition, these <five relationa reflect intuitions about significant
perceptual and cognitive differences among volumes.

'

Pl St

From varietion over only two or three levels in the nonaccidental
relationas of four attributea of generalized cylinders, a aet of 36
components can be generated. A subaset is illustrated in figure S.

P Some of the generated volumes and their organization are shown 1in
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EXPAND & CONTRACT

- <4 °

ASYMMETRICAL REFLECTION EXPAND

SIZE

SYMMETRY CONSTANT

ROTATION &
EFLECTION ﬂ
. STRAIGHT
CURVED

EDGE AXIS

4RAIGHT CURVED

<

Figure 5. Variations in generalized cones that can be detected
through nonaccidental propertiea. Conatant-aized cross sections have
parallel sides; expanded or expanded & contracted cross sections have

| aides that are not parallel. Curved va Straight cross aections and

: axes are detectable through Collinearity or Curvature. The three
values of cross-section Symmetry (Symmetrical under Reflection & 90©
Rotation; Reflection only; or Asymmetrical) are detectsable through the
synmmetry relation.
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Figure 6. Three of the attributes deacribe characteriatica of the

cross section; its shape, symmetry, and constancy of s&ize as it 1s
swept along the axis. The fourth sttribute describes the shape of the
axis.

1. Cross Section

A. Edgea
O Straight
0 Curved

B. Symmetry
++ Symmetrical: Invariant under Rotation & Reflection
+ Symmetrical: Invariant under Reflection
- Aaymmetrical

C. Constancy of size of cross section as it is swept along axis
+ Constant
- Expanded
-- Expanded and Contracted

2. Axis

D. Curvature
+ Straight
- Curved

The values of these four attributes are presented as contrastive

D I A o

differencea in nonaccidental properties: atraight va. curved,
symmetrical vs asymmetrical, parallel vs nonparallel. Cross section
edgea and curvature of the axia are distinguishable by collinearity or
curvilinearity. The constant vs expanded size of the cross section
would be detectable through paralleliam; a conatant croas asection
would produce a generalized cone with parallel sides (as with a
cylinder or brick); an expanded cross section would produce edgea that
were not parallel (as with a cone or wedge), and a cross section that
expanded and then contracted would produce an ellipsoid with
nonparallel]l sides and an extrema of positive curvature (as with a
lemon). As Hoffman & Richarda (1985) have noted, such extrema are
invariant with viewpoint. The three levels of cross-section symmetry
are equivalent to Garner’s (1966) diatinction of the number of
different stimuli produced by 9S00 rotations and reflections of a
stimulus. Thus a sguare or circle would be invariant under 90°
rotation and reflection; but a rectangle or ellipae would be invariant
only under reflection, as 90° rotetions would produce a second figure.
Asymmetrical figures would produce eight different figures under 90°
rotation and reflection.

Negqative Values

The plua values are those favored by perceptual biases and memory
errors. No bias is assumed for straight and curved edges of the cross
section. For symmetry, clear biases have been documented. For
example, if an image could have arisen from a symmetrical object, then
it is interpreted as symnetrical (King, et al,, 1976). The same 1sa
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Partial Tentative Geon Set Based on Nonaccidentalness Relation:
CROSS SECTION

Edge Symmetry Size Axis
Geo Straight Rot & Ref ++ |Constant ++ | Straight +
2€00 Curved Ref + Expanded—- | Curved -
Asymm- Exp & Cont--
@ + 4+ + 4+ +
§ @ ++ ++ +
f @ + - +
@ +4+ + -
@ ++ - +
’ ﬁ + + +
Figure 6. Proposed partial set of volumetric primitives (Geons’

dor:v.d fron dif(or.ncoa 1n nonaccidental prOpertlon
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apparently true of parallelism. If edges could be parallel, then they
are typically interpreted asa auch, aas with the trapezoidal room or
window.

Curved axes. Figure 7 ahowa three of the moat negatively marked
primitives with curved crossed sections. Such volumes often resemble
biological entities. An expanaion and contraction of & rounded crosas
section with a straight axis produces an ellipsoid (lemon) (figure
7a); an expanded cross eection with a curved axis produces & horn
(figure 7b), and an expanded and contracted croas section with a
rounded croaa section produceas a banana slug or gourd (figure 7c).

i e
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In contrast to the natural formse generated when both croas
section and axis are curved, a smoothly curved axis with a straight
edged crosa section appears unfamiliar, aas illuatrated £for the
components on the first, third, and fifth rows of figure 8. Given the
presence in the image of curves and atraight edgee, attention may be
required to determine, for some combinations of volumes, which kind of
edge is a property of the axisa and which is & property of the croaa
section (Treisman & Gelade, 1980). In the present case there also
appears to be a bias in that the preasence of the atraight edged cross
section is not immediately apparent when the axis is curved although
curved cross aections are readily identifjable when run along atraight
axis (to produce a cylinder or cone). Fortunately, this issue as to
the role of attention in identifying volumea is empirically tracteble
using the paradigms created by Treisman and her colleaguea (Treisman &
Gelade, 1980; Treisman, 1982:; Treiaman & Schmidt, 1983).

P e T e R ]

Asymmetrical cross sections. There are an infinity of possible
Ccross sections that could be asymmetrical. How does RBC represent
thias variation? RBC assumes that the differences in the departurea
from symmetry are not readily available and thus do not affect primal
acceas. For example, the difference in the ahape of the crose asection
for the two straight edged volumes in Fig. 9 might not be apparent
sufficiently quickly to affect object recognition. This doea not mean
that an 1individual could not atore the details of the volume produced
by an asymmetrical croas section. But if such detail required

additional time for ite access (and for ite atorage aa well), then the
expectation is that it could not mediate rapid object perception. A
second way in which asymmetrical cross aectiona need not be
individually represented is that they often produce volumes that




Cross Section:

Edge: Curved ( )
Symmetry: Yes (+)
Size: Expanded & Contracted: (--)

Axis: Straight (+)

> -

(Lemon)

Cross Section:

Edge: Curved ( )
. Symmetry: Yes (+)
- Size: Expanded (-)

Axis: Curved (-)

Cross Section:

Edge: Curved ( )
Symmetry: Yes (+) ‘
Size: Expanded & Contracted (-

Axis: Curved (-)

(Gourd)

Figure 7. Three curved components with curved axes or expanded
and/or contracted croas sectiona. These tend to resemble bioclogicai
forma.
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i CROSS SECTION

N Edge | Symmetry Size Axis

s Straight Rot & Ref ++ |Constant ++ |Straight +

o Ceon Curved Ref + Expanded— |Curved-

Asymm - Exp & Cont--

+ ++ -

++ - —

)
m .
2N
(Q

Figure 8, Components with curved axis and straight or curved cross
sectiona. Determining the ahape of the croas section, partacularly
if atraght, might require attention.
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Figure 9. Volumes generated with different asymmetracal, straight
edged croas sections. Detection of differences between such voiumes
might require attention.
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.

resemble symmetrical, but truncated, wedges. This latter form of
representing asymmetrical cross sections would be ansalogous to the
schema-plus-correction phenomenon noted by Bartlett (1938). The

implication of a achema-plus-~correction representastion would be that a
single primitive category for asymmetrical cross sections and wedges
might be sufficient. For both kinds of volumes, their similarity may
be a function of the detection of a lack of parallelism in the volume.
One would have to exert scrutiny to determine if & lack of parallelism
had originated in the cross section or in a size change of a
ayanetrical croas section. 1In thia case, as with the components with
curved axes described in the preceding section, a single primitive
category for both wedges and ssymmetrical atraight edged volumes could
be postulated that would allow a reduction in the number of primitive
componenta.

Attentional effects. The extent to which Treisman and Gelade’s
(1980) demonstration of conjunction-attention effects may be
applicable to the perception of volumes and objects haa yet to be

evaluated. In the extreme, in a given moment of attention, it may be
the case that the values of the four attributes of the coaponents are
detected as independent features. In cases where the attributes,

taken independently, can define different volumea, an act of attention
might be required to determine the specific component generating those
attributes. At the other extreme, it may be that an object
recognition ayatem has evolved to sllow automatic determination of the
components.

The more general issue ias whether relational structures for the
primitive components are defined automatically or whether 2 limited
attentional capacity is required ¢to build them from their individual
edge attributes. It could be the case that some of the most
positively marked volumes are detected automatically, but that the

negative volumes might require attention. That some limited capacity
ia involved 4in the perception of objects (but not neceaaarily their

components) is documented by an effect of the number of irrelevant

objecta on perceptual search (Biederman, 1981). Reaction times and
errors for detecting an object, e.g., & chair, increased linearly as a
function of the number of nontarget objects in a 100 msec

presentation of a clockface display (Biederman, 198l1). Whether this
effect arises from the necessity to use a limited capacity ¢to

construct a component from its attributes or whether the effect arises
from the construction of the object from the componentsa or both
remains to be investigated.

Varistion in espect ratio. If the perceptual input is organized
into components for recognition, then one problem is how to
conceptualize quantitative variations in the dimensions of a given
component type, either because of differences in viewpoint of the
component or for different inatances of the component type. One wvay

to consider such variation is in terme of each component’s aspect
ratio, the width-to-height ratio of a bounding rectangle that would

just enclose the component. (It is somewhat unclear as to how to
handle componentsa with curved axisas. The bounding rectangle could
simply enclose the component, whatever its shape. Alternatively, two

'.
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rectangles could be constructed.) Aapect ratios are not invariant
with viewpoint,

y One possibility ias to include specificetion of a range of aapect
¢ ratios in the structural description of the object. It seens
\ plausible to asaume that recognition can be indexed, 4in part, by
aspect ratio in addition to & componential description. An object’s
aspect ratic would thua play a role similer to that played by word
length in the tachistoscopic identification of words, where long words
are rarely proffered when a short word is flashed. Coneider an
elongated object, such as a baseball bat with a (real) aspect ratio of
1S5:1. When the orientatjion of the object is orthogonal to the
viewpoint, o that its aspect ratio is 15:1, recognition might be
fester then when it is shown at an orientation where its length is
only slightly larger than its diameter, so that the aspect ratio of
ita image ia only 2:1, One need not have a particulerly fine tuned
function for aspect ratio as large differences in aspect ratio between
two componenta would, like parallelism, be preserved over a large
proportion of arbitrary viewing angles.

Another way to incorporate variations in the aapect ratio of an
object’s image is to represent only qualitative differences, so that
variations in easpect ratios exert an effect only when the relative
. size of the longest dimensions underge reversal. Specifically, for
; each component and the complete object, three variationa could be
defined depending on whether the axis was much smaller, approximately
equal to, or much longer than the longest dimension of the croas
section. For example, in a component whose axis was longer than the
diameter of the croas section (which would be true in most cases),
only when the projection of the cross section became longer than the
axis would there be an effect of the object’s orientation, as when the
bat wea viewed almoat from on end so that the diameter of the handle
was greater than the projection of ita length.

A Rt e e

N A close dependence of object recognition performance on the
preservation of the aspect ratio of a component in the image would be
. inconsistent with the emphasis by RBC on dichotomous contrasts of
~ nonaccidental relstions. Fortunately, these issues on the role of
aspect ratio are readily testable. Bartram’s (1976) experiments,
deacribed in the section on Orientation Variability, suggeat that
sensitivity to variations in aspect ratio need not be given heavy
weight: Recognition sapeed is unaffected by variation in aspect ratio
3 across different viewa of the same object.

Y e N

.b -l

Planar Components. A special case of aapect ratio needs to be
considered: When the axis for a constant cross section is much

: snaller than the greatest extent of the crose aection, a component may
lose its volumetric character and appear planar, as the flipper of the
penguin in £fig. 13, or the eye of the elephant in figure 12. Such

n shapes can be conceptualized in two ways. The <first (and less
favored) 1a to asaume that these are juat gquantitative variations of
o the volumetric components, but with an axis length of zero. They

would then have default values of a straight axis (+) and a constant {
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croas-aection (+). Only the edge of the cross section end
symmetry could vary.

Alternatively, it might be that a flat ashape is not related
perceptually to the foreshortened projection of the volume that could
have produced it. Using the same variation in cross-section edge and
symmetry as with the volumetric components,seven planar components
could be defined. For <++aymmetry there would be the square and circle
(with straight and curved edges, respectively), for <+symmetry the
rectangle, triangle, and ellipae. Asymmetrical(~-) planar components
would include trapezoids (straight edges), and drop shapes (curved
edges). The addition of these seven planar componenta to the 36
volumetric components yields 43 components (a number close to the 55
phonemesa required to represent all languages). {The triangle is here
assumed to define a separate component, although a triangular cross
aection waa not asaumed to define a aeparate volume under the
intuition that a prism (produced by a triangular cross section) is not
quickly distinguishable from wedgesa).] My preference for aasuming
that planar components are not perceptually related ¢to their
foreahortened volumea ia beaaed on the extraordinary difficulty of
recognizing objecta <from views that are parsllel to the axis of the
major componenta, aas shown in figures 26 and 27.

Selection of axis. Given that a volume is segmented from the
object, how ia an axia selected? Subjectively, it appears that an
axis is selected that would maximize its length, the symmetry of the
croas section, and the constancy of the aize of the croas section. It
may be that by having the axis correspond to the longest extent of the
component, bilateral symmetry can be more readily detected as the
sides would be closer. Typically, a single axis satisfies all three
criteria, but aometimea these criteria are in opposition and two (or
more) axes (and component types) are plausible (Brady, 1983). Under
these conditions, axis will often be aligned to an external frame,
such aa the vertical (Humphreya, 1983). .

RELATIONS OF RBC TO PRINCIPLES OF PERCEPTUAL ORGANIZATION

Textbook presentationa of perception typically include a section
of Gesatalt organizational principles. This section isa slmost never
linked to any other function of perception. RBC posits & specific
role <for theae organizational phenomena in pattern recognition.
Specifically, as suggested by the section on generating components
through nonaccidental properties, the Gestalt principles (or better,
nonaccidental principles) serve to determine the individual
components, rather than the complete object. A complete object, such
as a chair, can be highly complex and asymmetrical, but the components
will be simple volumes. A consequence of this interpretation is that
it is the components that will be stable under noise or perturbation.
lf the components can be recovered and object perception is based on
the componenta, then the object will be recognizable.

This may be the reasson why it is difficult to camouflage objects

by moderate doses of random occluding noise, as when a car is viewed
behind folieage. According to RBC, the components accessing the
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representation of an object can readily be recovered through routines
of collinearity or curvature that restore contours (Lowe, 1984),
These mechanisms for contour restoration will not bridge cuspe. For
visual noise to be effective, by these considerations, it must
obliterate the concavity and interrupt the contours from one component
at the precise point where they can be joined, through collinearity or
conastant curvature, with the contours of another component. The
liklihood of this occurring by moderate random noise is, of course,
extraordinarily low and it is & major reason why, according to KRBC,
objects are rarely rendered unidentifiable by noise. Experimentes
aubjecting these conjectures to teat are deacribed in a later section.

A LIMITED NUMBER OF COMPONENTS?

The motivation behind the conj)ecture that there may be a limit to
the number of primitive component derives from both empirical and
computational considerationa, in addition to the 1limited number of
components that can be discriminated from differences in nonaccidental
properties among generalized cones. Empirically, there is evidence
documenting severe limitations of the capacity for making absclute and
rapid judgmenta of ahapes and the nature of errors in nmemory for
shapes. Computationally, a 1limit is suggested by estimates of the
number of objecta we mwmight know and the capacity for RBC to readily
represent a far greater number with a limited number of primitives.

Empirical asupport for a limit. Although the visual system 1s
capable of representing extremely <fine detail, I have been assuming
that the number of volumetric primitivea aufficient to model rapaid
human object recognition may be limited. It should be noted that the
number of proposed primitives is grester than the three--cylinder,
sphere, and cone--advocated by many how-to-draw books. Although these
three meay be sufficient for determining relative proportions of the
parts of @& figure and can furnish aid for perspective, they are not
sufficient for the rapjd identification of objects:® Similarly, Marr
& Nishihara’a (1978) pipe-cleaner (viz., cylinder) representationa of
animals (1978) would also appear to posit an insufficient number of
primitives. On the page, in the context of other labeled pipe-cleaner
animals, it is certainly possible to arrive at an identification of a
particular (labeled) enimal, e.g., a Giraffe. But the thesis proposed
here would hold that ¢the identifications of objects that were
distinguished only by the aspect ratios of a single component type,
would require more time than if the representation of the object
preserved its componential identity. 1In modeling only animals, 1t a1a
likely that Marr & Nishihara capitalized on the possibility that
appendages, e.g., lega &and neck, can often be modeled by the
cylindrical forms of a pipe cleaner. By contrast, it is unlikely that

SPaul Cezanne 18 often incorrectly cited on this poant. “Treat nature
by the cylinder, the &phere, the cone, everything 4in proper
perspective g0 that each side of an object or plane s directeco
towards e centrel point."” (Italics maine, Cezanne, 1904/194..)
Cezanne was referring to perspective, not the veridical repreasentat:ion
of objects.
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a pipe-cleaner representation of a desk would have had any success.
8 The lesson from Marr & Nishihara’as demonstration, even limited for
animals, may well be that a single component, varying only in aspect
ratio (and arrangement with other componenta), ia insufficient +for
primal accesas.

As noted earlier, one reason not to posit a representation ayatem
based on fine gquantitative detail, e.g., many variations in degree of
curvature, 18 that auch abaclute judgmenta are notoriocusly slow and
error prone unless limited to the 7+2 values argued by Miller (1956).
Even thie modeat limit ia challenged when the judgmente have to be
executed over a brief 100 msec interval (Egeth & Pachella, 1969) that
. ia sufficient for accurate object identification. A further reduction
in the capacity for absolute judgments of quantitative variations of a
simple shape would derive from the necessity, for most objects, to
make simultaneous absolute judgments for the several shapes that
conatitute the object’s parts (Miller, 1956; Egeth & Pachella, 1969).
This limitation on our capacities for making absolute judgments of
physical veriation, when combined with the dependence of auch
variation on orientation and noise, makes quantitative shape judgments
a moat implasusible baais for object recognition. RBC’as alternative ia
that the perceptual discriminations reguired to determine the
primitive components can be made qualitatively, requiring the
discrimination from only two or three viewpoint-independent levels of
variation®.

- -

Pt OO

Our memory for irregular ahapes showsa clear biases toward

- “regularization” (e.g., Woodworth, 1938). Amply documented in the
claasical shape memory literature was the tendency for errors in the
reproduction and recognition of irregular shapes to be in a direction

: of "regulerization," in which 8light deviations from symmetrical or
? regular figures ware omitted in attempts at reproduction.
’ Alternatively, aome 4irregularities were enmphasized ("accentuation®),
. typically by the addition of a reqular subpart. What is the

significance of theae memory biases? By the RBC hypotheais, these
errors may have their origin in the mapping of the perceptual input

o
: into a representational ayatem based on regular primitives,. The
" memory of @ slight irregular form would be coded as the closest
regularized neighbor of that forn. If the irregularity waas to be
represented as well, an act that would presumably require additional
) time and capacity, then an additional code (aometimes @& component)
- would be added. The latter was referred to as 'Schema with
) Correction" (Bartlett, 1932).
Computational Considerations
. SPaul Cezanne is often incorrectly cited on this point. *"Treat nature
) by the cylinder, the aphere, the cone, everything in proper
Y perspective so that each aide of an object or plane 4is direc:ted
towards a central poant." (Italics mine, Cezanne, 1904/.13941.)

y Cezanne was referring to perapective, not the veridical representation
of objects.
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Are 36 Componenta gufficient? Isa there sufficient coding
capacaity in a set of 36 componenta to represent the basic level
categorizations that we can make? Two estimates are needed to provide
a responae to thia queation: (a) the number of readily available
perceptual categories, and (b)) the number of possible objects that
could be represented by 36 componenta. Obviously, the value for (b
would have to be greater than the value for (a) i1f 36 components are
to prove sufficient.

How many readily distinguishable objects do people know? How
might one arrive at a liberal estimate for this value? One estimate
can be obtained from the lexicon. There are approximately 1,000
relatively common basic level object categories, such as chairs and
olophanta.7 Assume that this estimate is too small by a factor of
three, so we can discriminate approximately 3,000 basic level
categories. As is discussed below, RBC holds that perception is based
on the particular, subordinate level object rather than the basic
level category ao we need to estimate the number of instances, within
a basic level category, that would have different structural
deacriptions. Almoat all natural categoriea, appear to have one or
only a few instances, such as elephants or giraffes, in that we know
of few (one?) componential description(a). Only a few natural
categories, such as dogs, have considerable variation in their
deacriptions. Peraon-made categories vary in the number of allowable
types, but this number often tends to be greater than the natural
categories. Cupa, typewriters and lamps have just a few (in the caae
of cups) to perhape 15 or more (in the case of lamps) readily
diacernible exemplars. Let’s assume (liberally) that the mean number
of types is 10, This would yield an estimate of 30,000 readily
diacriminable objects (3,000 categoriea X 10 types/category). The
second source for the estimate is the rate of learning new objects.

6This limitation on our capacities for absolute judgments also occurs
in the auditory domain (Miller, 1956). It 4is poasible that the
linited number of phonemes derivea more f£from thisa limitation for
acceasing memory for fine quantitative varjation than it does from
linits on the fineness of the commanda to the speech muaculature.

7This estimate was obtained from three sources: (a)Several linguists
and cognitive paychologisate provided gueases of 300 to 1,000 concrete
noun object categories. (b) The six year old child can name most of
the objects that he or ahe sees on television and has a vocabulary
that ias under 10,000 words. Perhaps ten percent, at moat, are
concrete nouns. (¢c) Perhapsa the most defensible estimate was obtained
from a sample of Webater’s Seventh New Collegieste Dictionary. The
author sampled 30 pages and counted the number of read:ly
identifiable, unique concrete nouna that would not be subordinate
subsumed under another nounsa. Thus *"Wood thrush" was not counted
because it could not be readily discriminated <from a “Sparrow'.
“Penguin” and "Ostrich” and any doubtful entries were counted as
aeparate noun categories. The mean number of nounsa per page was 1.4,
with a 1,200 word daictionary ¢thia is equivalent to 1,600 noun
categories.




£

Biederman: Recognition-by-Componenta Page 19

Thirty thousand objects would require learning an average of 4.5
objecta per day, every day for 18 years, the median age of the
subjects in these experimenta.

Although the value of 4.5 objecte per day approximates the
maximum rates of word acquisition during the ages of 2-6 years (Carey,
1976; Templin, 1957; Miller, 1977), it certainly overesatimates the
number of new objects learned by adults. In fact, a child of s&ix
ahows enormous visual competence, easily understending the basic level
categories of almost everything that appears on television. If the
aix year old child knew 30,000 visual categories, then that number
would require learning 13.5 objecta per day, or about one per waking
hour.

How many objectsa could be represented by 36 components?
calculations of this estimate are presented in Table 1. I1f we
consider the number of poaaible objecta that could be represented by
juat two componenta, with a conservative estimate of the number of

L R R R R Y

readily discriminably different ways in which those components wmight
combine, then 55,987 objects can be generated. Five relations among
pairs of components are considered: a) whether Component A is above
or below Component B, a relation, by the author’s estimate, that is
defined for at least 80% of the objects. Thus giraffes, chairs, and
typevwriters have a top-down specified organization of their components
but forks and knives do not. b) whether the connection between any
pair of joined componenta ia end-to-end or end-to-aide, producing one
or two concavities, respectively (Marr & Nishihara, 1978); c) whether
Component A ia much greater than, smaller than, or approximately equal
to Component B; d) whether each component is connected at its longer
or ahorter aside. The difference between the attache case in figure 3a
and the strongbox in figure 3b are produced by differences in relative
lengths of the surfaces of a brick that is connected to the arch
(handle). The handle on the shortest surface produces the strongbox;
on a longer surface, the attache case. Similarly, among other
differences, the cup and the pail in figures 3c and 3d, respectively,
differ as to whether the handle is connected to the long surface of
the cylinder <(to produce a cup’> or the short surface (to produce a

pail). (Other than a sphere and a cube, all primitives will have at
least a 1long and a short surface, ignoring the orientation of the
surface. Other than a brick and a cylinder, which have two, most,

such as a wedge, will have at least five distinguishably different
surfaces, if we ignore left-right differences. That is, there will be
a front, back, top, bottom, and side. Now, a second volume can e
joined to the first at its top, bottom, front, back, or side. There
are four degrees of freedom if the second volume 1s joined to the
bottom of the firet, then it cannot be 3joined at 1ta top.

| L)
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TABLE 1

GENERATIVE POWEFKR OF 3¢ COMPONENTS

36 First Component, Cji

36 Second Component, C2

3 Size (C1>>C2, C2>>Cy, C1 = C21]

i.8 C) top or bottom (represented for 80% of the objects)

2 Nature of Join {End-to-End or End-to-Side 1]

2 Join at long or short surface of Cj

X

2 Join at long or short surface of C2

= 55,987 possible two Component objects

with 2 Components, i1gnoring relations:

55,987

>

I35 = 2z million possible obhjects.

Equivalent to learning 304 new objects every day (approx.
nour) for 1& years.
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Consequently, there are 20 possible combinations (joins) made between
two five asurfaced primitivea. The tabled eatimate considera only two
levels of this variation.l

I1f a third Component is added to the two, then 2 million
possible objects can be represented, even if we completely ignore the
relations among this third volume and the other two! Thia would be
equivalent to learning 304 objects/day every day for 18 years or 20
objects per hour of the 16 waking hours of every day for those 18
years.

The repreaentational capacity is, of course, & multiplicative
function of the number of primitives or relations. Slight increases
in either have a dramatic effect on the representational capacity.
For example, with S50 components, & value close to the number of
phonemes, there are 108,000 two-component objects and 5.4 willion
possible three-component objects, again ignoring the relation between
the third component and the other two. This would be equivalent to
learning 960 objecta/day every day for 18 years or an object a minute
of the 16 waking hours of every day for those 18 years.8

How many components would be required for the unambiguocus
identification of most objects? If only one percent of the possible
combinations of components were actually used (i,e., 99X redundancy),
and objects were distributed homogenecusly among combinations of
components, then only two or three components would be sufficient to

unambiguously represent most objects.

We do not yet know {f there is a real limit to the number of
components but the task to determine if one exists may ultimately
prove similar ¢to the task feced by the phonetician as he or she
attempts to determine the set of phonemes that characterizes the
linguistic corpus for a given community. The phonemes required to
represent a large sample of words from the corpus are noted. At some
point, an aaymptote ias reached and additional words can be represented
according to the already existing phoneme set., The issues in vision
are: (a) whether an asymptote will be reached as observers generate
components from a large corpus of objects (Figure 10), (b) whether
there would be a atrong consensus as to the members of thias set, and

Insert Figure 10 About Here

8Fifty primitives does seem like a considerable number, given most
psychological theories. But it would be approximately egquivalent to
the number of phonemes and well within the capacity of current recent
chip technology. A recently announced VLSI chip (Roasenthal, 13984),
the PF474, can perform several thousand string comparisons per second
with a ranked list of the 16 best matchea that wmight have the
potential to code tests for the discrimination among the components
and perform the matching of component arrangements for object
perception. (Each component can be represented by a single atring.)
It has already been applied in apeech perception aystems.
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(c) whether objects generated from these componenta would be

identified as readily as their natural counterparts. A limit to the
[ number of componenta would imply categorical effects auch that
‘ variations in the contours of an object that did not alter a _

component’a identity would have lese of an effect on the R

identification of the object itself, compared to contour variations

that did alter a component’s identity.

EXPERIMENTAL SUPPORT FOR A COMPONENTIAL REPRESENTATION

According to the RBC hypothesis, the preferred input for
accessing object recognition is that of the volumetric components. 1In
moat cases, only a few appropriately arranged volumes would be all
that is regquired to wuniquely specify an object. Rapid object

h recognition should then be possible. Neither the full complement of

an object‘'s components, nor its texture, nor its color, nor the full

J bounding contour (or envelope or outline) of the object need be

’ present for rapid identification. The task of recognizing tens of
thouaands of posaible objects becomes, in each case, 3juat a asimple
task of identifying a few components, from a limited aset, in a
particular arrangement.

Overview of Experiments

Several object naming reaction time experiments have provided
support for various aspect of the RBC hypothesis. In all experiments,
saubjects named briefly presented pictures of common objects. That RBC
may provide a sufficient account of object recognition was supported
by experiments indicating that objecte drawn with only two or three of
their components, could be accurately identified from a single, 100
ASecC expoaure. When ahown with a complete complement of components,
these sinple 1line drawings were identified almost as rapidly as full
colored, textured alides of the same objecta. That RBC may provide a
necessary account of object recognition was supported by a
demonatration that degradetion (contour deletion), if applied at the
regions that are critical according to RBC, rendered an object
unidentifiable. All the originsl experimental reaults reported here
have received at least ocne, and often several, replicationsa.

Lo B

PERCEIVING INCOMPLETE OBJECTS

Biederman, Ju, & Clapper (1985) atudied the perception of briefly ~
presented partial objects 1lacking some of their components. A
prediction of RBC was that only two or three components would be
sufficient for rapid identification of most objects. If there was
enough time to determine the componentas and their relations, then
object identification should be possible. Complete objects would be
maximally similar to their representation and ahould enjoy an
identification speed advantage over their partial versions.

X Staimuli. The experimental objectas were line drawings of 36
' common objects, half of which are illustrated in fiqures 11 and 1l:z2.
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The depiction of the objects and their partition into components was

done subjectively, according to generally eaay agreement among at

least three judges. The artists were unaware of the set of components

deacribed in this article. For the most part, the components
1 corresponded to the parts of the object. Seventeen component types
i (ignoring aspect ratios), were sasufficient to represaent the 180
y components comprising the complete versions of the 36 objects.

The objects were shown either with their <full complement of
components, or partially, but never with less than two components.
The first two components that were selected were the largest and most
diagnoatic components from the complete object and additional
components were added in decreasing order of &ize or diagnosticity, as
illuatrated in figures 13 and 14. Additional componenta were added in )
decreasing order of size and/or diagnosticity, subject to the .
conatraint that the additional component be connected to the existing R
components. For example, the airplane which required nine components
to look complete, would have the fuselage and two wings when shown
with three of the nine components. The objects were displayed in
black line on a white background and averaged 4.5° in greatest extent.

The purpose of this experiment was to determine whether the firat
few componenta that would be available from an unoccluded view of a
complete object would be sufficient for rapid identification of the
object. In normal viewing, the largest and moat diagnostic components
are available for perception. We ordered the components by size and
diagnoaticity because our interest, as just noted, was on primal .
access in recoghizing a complete object. Assuming that the largest i
and most diagnostic componenta would control this access, we atudied
the contribution of the nth largest and most diagnostic component,
when added to the n-1 already existing components, becauase this would
more closely mimic the contribution of that component when looking at
the complete object. (Another kind of experiment might explore the
contribution of an "average" component by balancing the order of
addition of the components. Such an experiment would be relevant to
the recognition of an object that was occluded in such a way that only
the displsyed components would be available for viewing.)

A JEIR s % B

r

Complexity.--The objects ahown in figures 11 and 12 illusastrate

the second major variesble in the experiment. Objects differ an ;
complexity; by RBC’s definition, in the number of components that they f
require to look complete. As noted previously, it would seenm ¢

plausible that partial objects would require more time for their
identificetion than complete oblecta, 8o that a complete airplane of
nine components, for example, might be more rapidly recognized than
only a partial version of that airpleane, with only three of its
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Figure 13. 1Illustration of the partial and complete versions of two

three component objects (the wine glaas end flashlight) and & nine
component object (the penguin),




Illustration of partial and complete versions of a
nine component object (airplene).
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Figure 1l4.
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components. The prediction from RBC was that complex objects, by
furnishing more diagnostic combinations of components, would be more
rapidly identified than simple objecta. This prediction ias contrary
to those models that postulate that objects are recognized through a
aerial contour tracing proceas (e.g., Hochberg, 1978; Ullman, 1983).

Y

General procedure. Trials were self paced. The depreasion of a
key on the aubject’a terminal initiasted a sequence of exposures from
three projectors. First, the corners of a S00 msec fixation rectangie
(6° wide) which corresponded to the corners of the object slide was

shown. The fixation slide was immediately followed by a 100 msec
exposure of a aslide of an object that had varying numbers of 1ite
components present. The presentation of the object was immediately
followed by a SO0 mesec pattern mask consisating of a random appearing
arrangement of 1lines. The subject’s task was to name the object as
fast aa possible into a microphone which triggered a voice key. The
experimenter recorded errors. Prior to the experiment, the subjects

read a liast of the object names to be uaed in the experiment.
[{Subsequent experiments revealed that this procedure for name
familiarization produced no effect. When aubjects were not K
familiarized with the names of the experimental objects, results were
virtually identical to when sasuch familiarization was provided. Thia

result indicates that the results of these experiments are not a
function of inference over a amall set of objecta.)] Even with the

name familiarization, all responses that indicated that the object was
identified were considered correct. Thus "piatol,* "revolver," *gun,"”

and “"handgun" were all acceptable as correct responses for the same

object. RTa were recorded by a microcomputer which also controlled b
the projectora and provided apeed and accuracy feedback on the
subject’s terminal after each trisl.

Design. Objects were selected that required 2, 3, 6, or S
components to look complete. There were nine objects for each of
these complexity levels yielding a total aset of 36 objects. The ;
various combinations of the partial versions of these objects brought :
the total number of experimental trials (slides) to 99. Each of 48 K
subjects viewed all the experimental slides. in addition, two slides
of other objects preceded and followed each block of experimental
trials as buffer slides for warm up. These were not included in the
data analyses.

The various conditions are notated as followa! the digit 2in
parenthesis indicates the number of displayed components and the dagit
preceding the parenthesis indicates the number of components requared
for the object to look complete. Thus the airplane shown with three
of ita nine componenta would be designated as 9(3). The combinations
used were: 2(2), 3(2), 3(3), 6(3), 6¢(4), 6(5, 6(6), 9(3), 9(4)>, 96>, \

and 9(9), The 11 conditions with nine objects each vyielded 93 '
\ experimental trials that were organized into 2 blocks of 53 or 54 \
trails each (the 44 or 45 experimental slides plus two buffer slices s
at the beginning and end of each block). The blocks were balanced by _
Latin aquare and run forward and backward, so that each slide had the "

same mean serial position.
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Results. Figure 15 shows the mean error rates as a function of

the number of components actually displayed on a given trial for the
conditiona in which no familiarization was provided. Each function as
the mean for the nine objects at a given complexity level,

e e e e e e

Each subject saw all 99 salides but only the data for the first time
that a8 subject viewed a particular object will be discussed here.
These responses were unaffected by prior trials in which the aubject
might have viewed that object in partial or complete form. (The
primary effect of including prior trisls of an object was to improve
the performance on those trials where the subjects viewed a partial
object that had previously been experienced in a complete or more

complete version.) For a given level of complexity, increasing
nunbers of components resulted in better performance but error rates
were modest. When only three or four components for the complex

objecta (those with six or nine componenta to 1look complete) were
present, subjects were almost 90 percent accurate (10 percent error
rate). In general, the complete oObjecta were named without error so
it is necessary to look at the RTe to see if differences emerge for
the complexity variable.

Mean correct RTa, shown in figure 16, provide the same general
outcome aa the errora, except that there waa a alight tendency for the
more complex objecta, when complete, to have shorter RTs than the

R I A e L L T X TN

simple objects. This advantage for the complex objects was actually
underestimated in that the complex objects had longer names (three and
four syllables) and were less familiar than the simple objecta.
Oldfield (1959) showed that object-naming RTs were longer for names
that have more ayllablea or are infrequent. This effect of slightly
shorter RTs for naming complex objects has been replicated and it
seems safe to conclude, conservatively, that complex objects do not
regquire more time for their identification than simple objects. This
result is contrary to saerial-contour tracing modeles of ' shape
perception (e.g., Hochberg, 1978; Ullman, 1984; Noton & Stark, 1965),.
Such models would predict that complex objects would require more time
to be seen as complete compared to simple objects, which have less
contour to trace. The slight RT advantage enjoyed by the compiex
objects is an effect that would be expected if their additional
components were affording a redundancy gain from more possibie
diagnostic matches to their representations in memory.

LINE DRAWINGS VS COLORED PHOTOGRAPHY

The components that are postulated to be the critical units for
recognition can be depicted by a line drawing. Color and texture
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would be secondary routes for recognition. From this perspective,
Biederman and Ju (1985) reasoned that naming RTe for objects ahown as
line drawings should closely approximate naming RTs for those objects
when shown as colored photographic aslices with complete detail, coior,
and texture. To our knowledge, no previous experiment had comparec
these different forms of representing objects on the aepeed anc
accuracy of basic-level object classification.®

General method. The general procedure and design closely
foliowed that described for the previously described experiment.
Thirty aubjecta viewed brief preaentatione of alices of line drawainge
and professionally photographed full colored elidea of the saamne
objects in the same orientation.

A line drawing and colored photography version of each o1 29

objects yielded 58 experimental slides. Conditions of exposure,
luminance, and msaking were aelected which would favor the colorea
slides, 80 RT correlates of this advantage could be explored. An

earlier experiment had sashown thset the colored alides were more
adversely affected by a mask (a colored slide of a complex collage of
many colored shapes and textures), s0o the mask was omitted. (The
effects of a number of variables on the difference between line
drawings and colored slides are deacribed in another report (Biederman
& Ju, 198%51].

Reaults. Mean correct naming timea were 804 maec for the line
drawings and 784 maec for the colored slidea. Error ratea averaged

2% for both conditions.

AF ANJIYy83IA 0d ThE IRGIvViaual Atimull indicated that the 20 sec
naming RT advantage for the colored slides was not due to a
SOnNt¥IkuLIan a4 oolar or lightnesas (and often texture?) of theae
stimuly., This was determined by partitioning the slides into two
seta: those whose color waa diagnoatic as to the objects’ identaty
(e.g., muanroom, fork, camera, fiah) and thoase objects whose color was
not diagnoatic to their identity (e.g., chair, hair dryer, pen,
mitten). If color was responsible for the 20 msec advantage, those

9An oft cited study, Ryan & Schwartz (1956), did compare photography
(black & whaite) againat line and shaded drawings and cartoons.
Subjects had to determine not the baaic level categorization of an
object but which one of four configurations of three objectas (the
poaitions of five double-throw electrical knife switches, the cycles
of & ateam valve, and the fingers of a hand) was being depicted. For
two of the three objects, the cartoons had lower thresholds than the
other modes. But stimulus samplang anc drawings and procedure.l
specifications make 1t difficult to interpret this experiment. For
example, the determination of the awitch positions was facilitatecd :.n
the caertoons by filling in the handles ac they contreaatea with tle
pacrground contacts. The cartoone did not have lower threaho.ce <ha
the photographs for the hands, the stimulus example that 1s rnos
frejuentiy shown 1in secondary acurcees (e.g., Neiaser, 196¢: Recow,
1584, Even without & mask, threshold presentation durations were ar
oraer of magnitude longer than was required in the present study.
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8 objects for which it was diagnostic should have had a greater

advantage for the color slides over the line drawings. But the
opposite was true. Objects (N=12) whose color was not diagnostic

' enjoyed a8 33 msec color advantage compared to an 8 masec color
advantage for the color-diagnostic objects (N=17). Thus, the slight
advantage 1n naming speed for the colored slides was not a consequence
of the diagnostic use of color and brightness but, in our opinion,
likely derived from more accurate rendition of the components. For
example, a number of the objects or parts, such as the hairdryer or
) front leg of the elephant, were drawn in silhouette so they appear
k planar.

PR LR L

The conclusion from these studies ia that aimple line drawings,
when depicting the complete object, can be identified almost as
quickly (within 20 msec) as a full-colored slide of that same object.
That simple 1line drawings can be identified so rapidly as to approach
the naming speed of fully detailed, textured, colored photographic
slides supports the premise that the earliest access to a mental
representation of an object can be modeled as a matching of a line-
drawing representation of a few simple components. Such componential
deacriptions are thus gufficient for primasl access.

e, A, A, Y

e & 4

THE PERCEPTION OF DEGRADED OBJECTS

Evidence that a componential deascription may be necessary for
object recognition (under conditions where contextual inference is not
possible) derives f{rom experiments on the perception of objecte which
have been degraded by deletion of their contour (Biederman & Blickie,
1985).

 of et ol A

RBC holds that parsing of an object into components is performed
at regions of concavity. The nonaccidental relations of collinearaity
and curvilinearity allow £1illing-in: They extend broken contours that
Y are collinear or smoothly curvilinear. In concert, the two
' assumptions of: (a) parsing at concavitiea, and (b) filling-in through
" collinearity or smooth curvature 1lead to a prediction as to what

should be a particularly disruptive form of degradation!: If contours
were deleted at regions of concavity in such a manner that their
endpointe, when extended through collinearity or curvilinearity,
bridge the concavity, then the components would be lost anc
recognition should be impossible. The cup in the right column of the
. top row of figure 17 provides an example. The curve of the handle of
the cup 18 drawn so that it is continuous with the curve of the
cylinder forming the back rim of the cup. This form of degradation,
in which the components cannot be recovered from the input through the
nonaccidenteal properties, 18 referred to as nonrecoverab.e degracation
and 18 illustrated for the objects in the right column of figure 17.

X
LY
a ] m eeem e e e etoe e e c e " - --————— -
A Insert Figure 17 About Here
An eguivalent amount of deleted contour i1n a midsection of &
Q curve or line should prove to be less disruptive as the compocnents
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Figure 17. Example of five stimulus objects in the experiment on the . .
perception of degraded objects. The left column shows the oragainal -~

intact versions. The middle column shows the recoverable versiona.
The contours have been deleted in regions where they can be replacea
through collinearity or amooth curvature. The right column ahows
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the nonrecoverable versionas. The contours have been deleted at
regions of concavity 8o that collinearity or amooth curvature of the
segments bridges the concavity. In addition, vertices have been
eltered, e.g., from Ya to La, and misleading aymmetry and
perallelism introduced.
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could then be restored through collinearity or curvature. In thas
case the components should be recoverable. Example of recoverable
forms of degradation are shown in the middle column of figure 17.

General method. Recoverable and nonrecoverable versions of 35S
objects were prepared, yielding 70 experimental slides. 1In addition
to the procedures for producing honrecoverable versions describec
above, components were alsc camouflaged by contour deletion that
produced sasymrmetry, parallelism, and vertices that were not
characteristic of the original object. For example, in figure 17, the
watering can has falae verticea suggested in the region of its apout
and the stool has a number of T vertices transformed to L vertices.
Symmetrical regions of the etool alao suggeat components where they
would not be parsed in the original intact version. Even with these
techniques, 1t was difficult to remove all the components and some
remained in nominally nonrecoverable versiona, as with the handle of
the sciasors.

The slides were arranged in two blocks, each with all 35 objects.
Approximately half (17 or 18) of the slides in each version were
recoverable and the other half were unrecoverable verasions. Slidee
were displayed for 100, 200, or 750 msec. Four sequences were used in
which the order of the blocks was balanced and half the esubjects
viewed e@ach block in forward order; the other half in reverse order.
Theae orders were balanced over alide durations so that each alide (a)
had the same mean serial position, and (b) was presented with equal
frequency at the three presentastion durations. A separate group of
six subjects viewed the slides at a S5 sec exposure duration.

Prior to the experiment, all subj)ects were shown several examples
of the various forms of degradation for several objects that were not
used in the experiment. In addition, familiarization with the
sxperaimental objects was manipulated between subjects. Prior to the
start of the experimental trials, different groupa of 8ix aubjectse:
(a) viewed & three second slide of the intact version of, the objects,
e.g., the objects in the left column of Fig. 17, which they named, (b)
were provided with the names of the objects on their terminal, or (¢
were given no familjarization. As in the prior experiments, the
subjects task was to name the objects.

A glance at the second and third columns in figure 15 isa
sufficient to reveal that one doesn’t need an experiment to show that
the nonrecoverable objecta would be more difficult to identify than
the recoverable versions. But we wanted to determine if the
nonrecoverable versions would be identifieble at extremely long
exposure durations (S sec.) and whether the prior exposure to the
intact version of the object would overcome the effects of the contour
deletion. The effects of contour deletion in the recoverable
condition was also of considerable interest when compared ¢to the
comparable conditions from the partial object experiments.

Resulte. The error data are shown in figure 18. Identifiabilaty
of the nonrecoverable stimuli was virtually impossible: The median
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error rate for those slides was 100 per cent. Subjecta rarely guesaed
wrong objects in this condition. Almost always they merely aaid that

D TR T M A NV
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they *"didn’t know.” In those few cases where a nonrecoverable object
was identified, it was for those instances where some of the
components were not removed, as with the circular rings of the handles
of the scissors. Even at 35 sec, error rates for the nonrecoverable
stimuli, especially in the Name and No Familiarization conditions, was
extraordinarily high. Objects in the Recoverable condition were named
at high accuracy at the longer exposure durations,

There was no effect of familiarizing the aubjecta with the names
of the objecta compared to *he condition in which the aubjects were

provided with no information about the objects. There was some
benefit, however, of providing intact veraions of the pictures of the
objects. Even with this familiarity, performance in the

Nonrecoverable condition was exiraordinarily poor, with error rates
exceeding 60 per cent when subjects had a full five seconds for
deciphering the stimulua. As noted previously, even this value
underestimated the difficulty of identifying objects in the
Nonrecoverable condition, in that identification was possasible only
when the contour deletion allowed some of the componenta to remain
recoverable.

The emphasis on the poor performance in the Nonrecoverable
condition should not obscure the extensive interference that was
evident at the brief exposure durationa in the Recoverable condition.
The previous experiments had established that intact objects, without
picture familisrization, could be identified at near perfect accuracy
at 100 msec, At this exposure duration, error rates for the
recoverable stimuli in the present experiment, whoase contours could be
restored through collinearity and curvature, were approximately 65

percent. The high error rates at 100 masec expoasure duration suggeats
that these filling-in processes require both time (on the order of 200
msec) and an image--not merely a memory representation--to be

aucceasfully executed.

The dependence of componential recovery on the availability of
contour and time was explored parametrically by Biederman, Ju, §
Beiring (1985). To produce the nonrecoverable veraions of the objects
it was necessary to delete or modify the vertices. The recoverable
versiona of the objecta tended to have their contours deleted 1in
midsegment. It is possible that some of the interference in the
nonrecoverable condition was a congsequence of the removal of vertices,
rather than the production of inappropriate components. The
experiment also compared these two loci (vertex or midasegment) as
si1tes of contour deletaion. Contour deletion was performed either at
the vertices or at midsegments for 18 objects, but without the
accidental bridging of components throuagh collinearity or curvature
that was characteristic of the nonrecoverable condition. The percent
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. Figure 18. Mesn per cent errors in object naming as a function of
" expoaure duration, nature of contour deletion (Recoverable va.

: Nonrecoverable components), and prefamilisrizetion (Nona, Name, or

i Picture). No differences were apparent between the None and Name

| pretraining conditiona ao they have been combined into one function.
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contour removed was also varied with values of 25, 45, and 65 percent
removal and the objects were shown for 100, 200, or 750 mgsec. Other
aspecta of the procedure were identical to the previous experiments
with only name familiarization provided. Figure 19 shows an example
tfor a aingle object.

D L T R .

The mean percent errors are sahown in Figure 20. At the briefest
exposure duration and the most contour deletion (100 maec exposure
duration and 65 percent contour deletion), removal of the vertices
resulted in conaiderably higher error rates then the nmidasegrment
removal, 54 and 31 percent errors, respectively. With lesa contour
deletion or longer exposures, the locus of the contour deletion had

only a slight effect on naming accuracy. Both types of loci showed a
consistent improvement with longer exposure durations, with error
rates below 10 percent at the 750 maec duration. By contrast, the
error rates in the nonrecoverable condition in the prior experiment
exceeded 75 percent, even after 5 sec. the filling-in of contours,
whether at midsegment or vertex, is a process that can be completed
within 1 aec. But the suggestion of a misleading component through
collinearity or curvature produces an image that cannot index the
original object, no matter how much time there is to view the image.
Although accuracy was less affected by the 1locus of the contour
deletion at the longer exposure durations and the lower deletion
proportions, there was a consistent advantage on naming latencies of
the midsegment removal, as shown in figure 21. (The lack of an effect
at the 100 msec exposure duration with 65 percent deletion is likely a
consequence of the high error rates for the vertex deletion atimuli.)
This reasult shows that if contours are deleted at a vertex they can be
restored, as long as there ia no accidental filling-in, but the

- er e e e e e e W

restoration will require more time than when the deletion 1is at

midsegment. Overall, both the error and RT data document a striking
dependence of object identification on what RBC aaaumes to be a prior

stage of componential determination.

Perceiving degraded vas. partial objecta. In the experiments with
partial objects and contour deletion, objects were shown with less
than their full amount of contour, With the partiesl objects, the

missing contours were in the form of complete components that were
missing; the components that were present were present in intact form.

With the degraded objects, the deleted contour was distributed across
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Figure 19. Illustration for a single object of 25, 45, and 65 percent
contour removal centered at either midaegaent or vertex.
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”Figuro 21. HMean correct object naming reaction time (msec) as a
function of locua of contour removal (midsegaent or vertex), percent
removal, and exposure duration.
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all of the object’s components. Biederman, Beiring, & Ju (1985,
compared the effects of midsegment contour deletion, where the
contours could be restored through collinearity or curvature, with the
removal of whole componenta, when an egquivalent amount of contour was
deleted for each object. With partial objects, it is unlikely that
the miasing componenta are added imaginally, prior to recognition.
Logically, one would have to know what object was being recognized to
know what parts to add. Inatead, indexing (addreasing) a
representation most likely proceeds in the absence of the parts. The
two methods for removing contour are thus aseen aa affecting different

stages. Deleting contour in midsegment affects affects processes
prior to and including thosase involved in the determination of the
components (fig. 3. Removing components (the partial object

procedure), is assumed to affect the matching atage, reducing the

number of common components between the image and the representation
and increasing the nunmber of diatinctive componenta in the
representation. The relative degree of disruption from the two
methodas ia not, as yet, a prediction that can be made by RBC. 1If 1t
ie assumed that contour filling-in is a fast, low level process then a
demonstration that partial objecta (with only three of their six or
nine components present) can be recognized more readily than objects
whose contours can be reatored through £filling-in, documents the high
efficiency of those three components in accessing a representation.

The procedure for thie experiment closely followed the previous

experiments. The stimuli were the 18 objects requiring six or nine
components to look complete in the partial object experiment. The

three component versions of these objects were selected as the partial

object atimuli. For each of these objects, contour was deleted in
midsegment to produce a version that had the same amount of contour
removed. For example, removing six of the nine componenta of the

stool removed 45 percent of its contour. The degraded version of the
atool elso had 45 percent of ite contour removed, except that the
removal was distributed in midsegment throughout the object. The mean
deletion was 33 percent (S.D. 15.6; range 11.7 to 68.2 percent).
Objecta were presented for 6S, 100, and 200 maec.

At the shortest (65 msec) exposure duratjion, removing components
was less disruptive than deleting contoure in midaegment, 27 to 42
percent errors, reapectively (figure 22). This difference was reauced

B T N

and even reversed at the longer exposure durations. The RTas (tigure
23) show the interaction even more satrongly.

. - e e e e = - e e o e =

The result of this comparison provides additional support for the
dependence of object recognition on componential identification. RBC
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posits that a sufficient input for recognition is a diagnostic subset
of a few components (a partial object). If all of an object’s
components were degraded (but recoverable), recognition woula be
delayed while the contours were restored through the filling-in
routinea. Once the £illing-in was completed, a better match to the
object’s representation would be possible than with a partial object
that had only a few of its components. Longer exposure durations
increase the likelihood that filling-in would be completed. The
results indicate that the c¢osates on identification speed and accuracy
for contour deletion were greater than the costs from removing some of
an object’s componenta at the briefeat exposure durations. A
subjective demonatration of the proceasing time required for contour
restoration ia presented in the next section.

Contour deletion by occlusion. The degraded recoverable objects
in the raight columna of figure 17 have the appearance of flat drawings
of objects with interrupted contours. Biederman & Blickle (1585
designed a demonstration of the dependence of object recognition on
componential identification by aligning an occluding surface so that
it appeared to produce the deletions. If the components were
responsible for an identifiable volumetric representation of the
object, we would expect that with the recoverasble atimuli, the object
would complete itself under the occluding surface and assume a three
dimensional character. This effect ahould not occur in the
nonrecoverable condition. This expectation was met as shown in
figures 24 and 25, These stimuli also provide a demonstration for the
time (and effort?) requirements for contour restoration through
collinearity or curvature. We have not yet obtasined objective datas on
this effect, which may be complicated by masking effects from the
presence of the occluding surfaece, but we invite the resder to share
our subjective impressions. When looking at & nonrecoverable version
of an object in figure 24, no object becomes apparent. In the
recoverabie version in 25, an object does pop into a 3-D appearance,
but moat observere report a delay (our own estimate is approximately
S00 masec) f£from the moment the astimulus is firast fixated to when it
appeara as an identifiable 3-D entity. '

This demonatration of the effecta of an occluding surface to
produce contour interruption also provides a control for the
poasibility that the difficulty in the nonrecoverable condition was a
consequence of inappropriate figure-ground groupings, a& with the
stool in Fag. 17. With the atool, the ground that was apparent
through the rungs of the stool became figure in the nonrecoverable
condition. (In general, however, only a few of the objecta had holes
in them where this could have been a factor.) This would not
necessarily invalidate the RBC hypothesis but merely would complicate
the interpretation of the effects of the nonrecoverable noise, in that
aome of the effect would derive from inappropriste grouping of
contours into components and some of the effect would derive Ifrom
inappropriate figure-group grouping. That the objects ::n the
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nonrecoverable condition remain unidentifiable when the contour
interruption is attributable to an occluding surface suggests that
figure-ground grouping cannot be the primary cause of the interference
from the nonrecoverable deletiona.

SUMMARY AND IMPLICATIONS OF THE EXPERIMENTAL RESULTS

The sufficiency of a component representation for primal access to
the mental representation of an object was supported by two resuitse:
a) that partial objects with two or three componente could be readiily
identified under brief exposurea, and b) comparable identification
performance between the line drawings and the colored photography. The
experiments with degraded atimuli establiashed that the components are
necessary for object perception. These results suggest an underlying
principle by which objects are identified.

COMPONENTIAL RECOVERY PRINCIPLE

The reaulta and phenomena eaaaociated with the effecta orf
degradation and partial objects can be understood as the workings of a
aingle Principle of Componential Recovery: If the componenta, in
their specified relations, can be readily identified, object
identification will be faat and accurate. The prainciple ot
componential recovery can be readily extended to four additional
phenomena in object perception: a) that objects can be more readily
recognized from some orientations than other orientations (orientation
variability), b) objects can be recognized from orientations not

previously experienced (object transfer), c) articulated (or
deformable) objecta, whose componential relationa can be altered, can
be recognized even when the specific configuration might not have been
experienced previcusaly (deformable object invariance), and d) the
perceptual basia of basic level categories.

ORIENTATION VARIABILITY

Objects can be more readily identified from aome orientations
compared to other orientations (Palmer, Rosch, & Chase, 198.).
According to the RBC hypotheais, difficult views will be those 1in
which the components extracted from the image are not the components
(and their relstiona) in the repreaentation of the object. Often such
mismatches will arise from an "accident™ of viewpoint where an i1mage
property i1a not correlated with the property in the 3-D world. rfor
exarple, when the viewpoint in the image is parallel to the majer
components of the object, the resultant foreshortening converts one or
some of the components 1into surface components, such as disks andg
rectangles in Figure 26, which are not included in the componentaial
description of the object. 1In addition, as illustrated in Fig. <o,

the surfaces nay occlude otherwise diagnostic componentes.
Consequently, the components extracted from the image will not rea:zx:.y
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match the mental representation of the object and i1dentification will
be much more difficult compared to an orientation, such as that shown
in figure 27, which does convey the componenta. A secona concition
under which viewpoint affects 1dentifiability of a specific object
arises when the orientation 1a simply unfamiliar, as when a sofa 1ie
viewed from below or when the top-bottom relations among thne
components are perturbed aa when a normalily upright object 1:1e
invertec.

Palmer, Roach, & Chase (1981) conducted an extensive astudy of the
perceptibility of various objects when presented at a number of

different orientations. Generally, a three-quarters front view was
moat eftectaive for recognition. Their subjects ahowed a clear
preference for such views. Palmer et al. termed this effective anc

preferred orientation of the object 1ts canonical orientation. Thne
canonical orientation would be, from the perspective of RBEC, a speciai
case of the orientation that would maximize the match of the
cComponents in the image to the representation of the object.

An apparent exception to the preference for three-quarterse
frontal view preference was Palmer et al.’s (1981) finding that
frontal (facial) views enjoyed acome favor 1n viewing animais. But
there is evidence that routines for processing faces have evolved to
differentially reaspond to cuteness (Hildebrandt, 1982: Hildebrandt &
Fitzgeraid, 1983), age (e.g., Mark & Todd, 19685), and emotion and
threats (e.g., Coas, 1983;: Trivers, 1985). Faces may thua constitute
a special stimulus case in that specific mechanisms have evolvec to
respond to biologically relevant quantitative variatione and caution
may be in order before resulta with face stimull are conesidered as
characteristic of the perception of objects in general.

TRANSFER BETWEEN DIFFERENT VIEWFOINTS

When an object i1e8 seen at one viewpoint or orientation it can

coften be recognized as the same object when subsequently seen at some
other viewpoint, even though there can be extensive differences in the

retinal projections of the two views. The componential recovery
principle would hole that transfer between two viewpoints would be a
function of the componential similarity between the views. This could

be exper:mentally teated through praiming studies with the degree of
priming predicted to be a function of the similarity (viz., common
minus distinctive componentsa) of the two views, If two different
views oI an objec: containec the same components RBC would predict
that, aside from erffects attributable to variations in aspect ratio,
trnere shculd be as much priming as when the object was presented at an
igent:ical view, An slternative possibility to compone-tial recovery
1 that a presentec object wouid be mentally rotated (Shepars .
Metzler, 1971) to correspond teo the cocriginal representataon. Bus
mental rotat.on Trates appear to be too siow and effortful to account
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for the ease anc saspeed in which tranaster occurs between different
orientataions,

There may be a reatriction on whether a similarity functior. fcr
priming effects will be observed. Although unfamiliar objects (crz
nonsense objects) should reveal a componential similarity effec:t, tne
recogsnition of a familiar object, whatever its orientation, may be oo

S2zn

rapid to ailow an appreciable experimental priming effect. 5.
objects may have a representaticn for each orientation that providec a
different componential description. Bartram’se (1974) results suppcr:

this expectation that priming effects might not be Ifouncd acroes

different viewsa of familiar objects. Bartram performed & series or
studies an which subjects named 20 pictures of objects over eight
blocks of trials. {In another experiment, Bartram (1976) reported

ecssentially the same results from a Same-Different name matching task

in which pairs of pictures wvere presented.l In the lIdentaics.

condition, the pictures were identical across the trial blocks. 1In
the Dirfferent View condition, the same obj)ecte were depicted from one

biock to the next but in different orientations. In the Differecnt

Exemplar condition, different exemplars, e.g., different inastances of
a chair, were presented, all of which required the same responss.
Bartram found that the naming RTe for the Identical and Different View
conditions were egquivalent and both were shorter than control
conditions, described below, for concept and response priming effects.
Bartram theorized that observers automatically compute and access all
poaaible 3-D viewpoints when viewing a given object. Alternatively,
it is possible that there was high componential similarity across the
different views and the experiment was insufficiently asensitive 0o
detect slight differences from one viewpoint to another. However, 1in
four experiments with colored slides, we (Biedermsn & Lloyd, 1985
failed to obtain any effect of variation in viewing angle and have
thus replicated Bartram’s basic effect (or lack of an effect). At
this point, our inclination is to agree with Bartram’s interpretation,
with somewhat different language, but restrict its scope to familiar
objects. It should be noted that from Bartram’s and our results are
inconsiatent with a model that assigned heavy weight to the aspect
ratio of the image of the object or postulated an underlying menta.
rotation function.

DIFFERENT EXEMPLARS WITHIN AN OBJECT CLASS

Just as we might be able to gauge the transfer between twe
different views of the asame object based on a componential basecd
similarity meiric, we might be able to predict transfer betweern
different exemp.iars of a common object, such as two different
instances of a jamp or chaair.

Bartram (1974) also inciuded a Different Exemplar condition, ar
which different objects with the same name, e.g., different cars, were
depicted from block to block. Under the sasumption that difierent
exempliare would be less likely to have common components, RBC wouic
predict that this condition would be slower than the Identica: anc
Different View conditions but faster than a Different Object conirad
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condition with & new set of objecta that required different names for
every trial block. This was confirmed by Bartranm.

For both different views of the same object, as well as different
exenplars (aubordinatesa) within a basic level category, RBC predicte
that transfer would be based on the overlap in the components between
the two vaiews. The s8strong prediction would be that the same
samilaraity function that predicted transfer between different
orientations of the same object would also predict the transfer
between different exemplars with the same name.

THE PERCEPTUAL BASIS OF BASIC LEVEL CATEGORIES

Consideration of the similarity relations among different
exemplara with the same name raises the issue as to whether objecte
are most readily identified at a basic, as opposed to a subordinate or
superordinate, level of deacription. The componential repreaentationa
described here are representations of specifjc, subordinate objects,
though their identificetion was always measured with a basic level
name. Much of the research suggesting that objects are recognized at
a baaic level have used aeatimuli, often natural, in which the
subordinate level had the same componential description as the basic
level objects. Only samall componentisl differencea, or color or
texture, distinguished the subordinate level objects. Thus
distinguishing Asian elephants from Africen Elephants or Buicks from
Oldsmobiles require fine discriminations for their verification. It
is not at all surprising thst with these cases basic level
identification would be most rapid. On the other hand, many human-
made categories, such as lamps, or some natural categories, such as
dogs (which have been bred by humans), have members that have
componentisl descriptions that differ considerably from one exemplar
to another, as with a pole lamp vs a ginger jar table lamp, for
exanple. The same is true of objects that are different <from a
prototype, as penguins or sport cars. With such instsnces, which
unconfound the similarity between basic level and subordinate level
objects, perceptual access should be at the subordinate (or instance)
level, @ result supported by a recent report by Jolicour, Gluck, &
Kosslyn (1984).

It takes but e modeat extension of the Componentisl Recovery

Principle to problems of the similarity of objects. Simply put,
similar objects will be those that have & high degree of overlep in
their components and in the relations among these components. A

similerity measure reflecting common and distinctive components
(Tversky, 1977) may be adeguate for describing the similarity arong a
pair of objects or between a given instance and its atored or expected
representation, whatever their basic or subordinate level designaticn.

THE PERCEPTION OF NONRIGID OBJECTS

Many objects and crestures, such as people and telephones, have
articulated joints that allow extension, rotation, and even separation
©of their components. There are two ways in which such objects can be
accommodated by RBC. One possibility 1s that independent structura.
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descriptions are necessary for each sizable alteration in the
arrangement of an object’a componentsa. For example, 1t may be
necessary to establish a different structural description for fagure
28a than 28d. 1f this was the case, then a priming paradigm might not
reveal any priming between the two atimuli. Another poasibility is
that the relations among the components cen include & range of

possible values (Marr & Nishihara, 1979). In the 1limit, with a
relation that allowed complete freedom for movement, the relation
might simply be JOINED. Even that might be relaxed in the case of
objects with separable parts, as with the handset and base of a
telephone. In that ceaae, it might be either that the relation is
NEARBY or else different structural descriptions are necessary for
attached and separable configurations. Empiricsl resesrch needs to be
done to determine if less restrictive relations, such as JOIN or
NEARBY, have measurable perceptusl conaequencea. It may be the case
that the less restrictive the relation, the more difficult ¢the
identifiability of the object. Just as there appesar to be canonical
views 0f rigid objects (Palmer et al., 1981), there may be a canonical
“configuration®” for a nonrigid object. Thus, figure 28d might be
identified as a woman more alowly than figure 28a.

CONCLUSION

To return to the analogy with speech perception made in the
introduction of this article, the characterization of object
perception that RBC provides bears close resemblance to many modern
views of speech perception. In both cases, one has a modest aset of
primitives: In speech, the S5 or so phonemes that are sufficient to
represent almoat all words of all the languages on earth; in object
perception, perhaps, a limited number of simple components. The ease
by which we are able to code tens of thousands of worda or objectas may
derive less from a cepacity for maeaking exceedingly fine physical
discriminationa than it does from allowing free combination of a
modest number of categorized primitivea.
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APPENDIX A

Summary Log of Experimental Effort on Object Perception

Experiment No of No of
Trials Subjects
Effect of Number of Components in complete and partial objects.
Component Variation: Object shown 120 120
Full object Complexity: 2, 3, 4, 6, & 9 comps.
Variation (2 to full) in number of components displayed.
Order: Start full or w. two components.
Balanced for No of components and trial order. 99 48
Name and picture va. name only familiarity.
Familiarity of components (within Ss) 99 1le
Familiarization (names vs. no names)
Slide duration: 100, 200, 750 msec. 99 48
Speed not stressed. Error rates only.
Color Slides va, Line Drawings
High intensity. S2 24
High Intensity. Better slides. 60 30
Low intensity 60 30
No mask. Low intenaity. 60 30
Degradation (Contour Deletion).
Recoverable va Nonrecoverable components
Bet groups 100, 200, 750 msec presentation 70 18
W/in groupa presentation duration. 70 9
5000 msec 70 6
Verification (bet groups) 100, 200, 750 msec 80 72
25,45,65% delet at vertex or midsegment 100-700ms 108 30
Removal of componenta va contour deletion 65-200ma 108 30
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Appendix A (Continued)
Summary Log of Experimental Effort on Object Perception
Experiment No. of No. of
Trials Subjects
IV. Transafer
1. Rotation: Envelope vs Components altered 80 120

Same-Diff Same-Diff
00-22509, Large vs Small 2 objects 3

2. Sanme ve Different View vs Exemplar 72 64
Front Left and Right (450 §& 3159)

3. Familiarity. 1lst exposure: 100, 300, & 1000 msec. 72 48
2nd exposure: 150 msec. Same-Diff view & Exemplar

4, Familiarity: None, Name, Name+300 msec picture 72 24
65 msec exposure on 2nd trial.

Total No of Usable Subjects 776

Total No of Usable Trials (No. of Subjects X Trials) 64,278

Note.--Data for studies designated with an asterisk are repesented in the
progress report. Unless otherwise ntoed, all studies involved the
identification of object slides at brief expoaure durationa.
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