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ABSTRACT

This thesis concerns the measurement of times to rdetect
multiple targets. It compares two common definitions of
times to detection-- interdetection time, and search time to
detection-=-to a relatively new definition called time in
field~of-view until detection. This comparison uses the
data from the Thermal Pinpoint Test conducted from July to
December 1983. Detection time distributions and mean timcs
to detection were studied, 1looking for patterns in the
geometric ordering of targets, and in the chionological
ordering of detections. Observer search scan behavior was
alzo briefly analyzed. Mean time in field of view displayed
some .interostinq results. Significant correlation was
discovered between the mean time to detect one target and
the mean time to detect the next target. Additionally, a
linear trend was found in the mean time in field-of-view
over chronologically ordered detections. Finally, a mathe-
matical model was derived to explain the time to detect a
sequence of targets.
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I. INTRODUCTION

A. GENERAL

The target detection phenomenon is very complex, and is
influenced by nany factors. Scome of these factors are hard
to measure in the field and some are probably impossible to
include explicitly in combat models. In this analysis we
study the phenomenon in a relatively new way to gain further
understanding of it.

This anilysis is a comparison of three methods of
computing time to detection in a multiple target environment
using data from a field experiment. These methods are
really different ways of defining time to detection. While
many search algorithms have been developed for minimizing
detect time, and most highe-resolution combat simulations
model detect time, few analyses or models have dealt with
the definition of time to detect in a multiple target
environment.

The three time to detect definitions discussed here are:

1. The time interval from the last target detect to the
next target detect (called detect-to-detect),

2. The time interval from the start search time to targct
detect (called search-to-detect), and

3. The accumulated time the target is within the obser-

ver's field of view (FOV) “until detection (called

FOV-to=-detect).
These three definitions are explained further in Chapter
III.

The purpose of this analysis is to compare a novel
approach in computing time to detection, FOV-to-detect, with
the two other methods which have common usage. It is hoped
that the results of this comparison will help to further the
understanding of the detection phenomenon and to assist
combat modelers in their attempt to accurately portray
detections in a multiple target environment. The idea of




measuring FOV=-to-detact can be accredited to analysts at
TRASANA and CDEC. But to this author's knovledge, this is
the first time FOV-to-detect has actually been computed
using field test data.

B. SCOPE OF ANALYSIS

This analysis is 1limited to a comparison of three time
to detect definitions in a multiple target environment. The
data used in this comparison came from day trials of the
Thermal Pinpoint Test. The Test - basically consisted of
observers and targets. The observer's mission was to search
an assigned sector, detect and identify all targets, and to
engage targats not yet engaged. The target's mission was to
follow its assigned schedule of movement (if so designated),
and simulate firing (if so designated). Of concern to the
analysts designing the Test was the observer's behavior and
abilities, not those of the target. In that sense, the Test
was one-way. Further description of the Test i3 in Chapﬁer
ITs

The sole concern of this study is the detection phenom-
enon, and the time required for the observer tc first detect
the target. Thus, subsequent detections were not consid-
ered. Also, not of concern in this analysis were the events
occurring after each target detection and before starting to
sesrch for the next target (target recognition, aiming, and
firing at the targets).

A thorough investigation of the differesnt factors
affecting time to detection nd the probability of detection
is outside the score of this paper. At least two studies
have already done that for the Thermal Pinpoint data. These
are described below in the next section.

10




II. IHE DAIA

A. THE THERMAL PINPOINT TEST

The data studied in this analysis is from the Thermal
Pinpoint Test conducted at Fort Hunter Liggett, California
during the period 19 July tc¢ 10 December 1983. The Thermal
Pinpoint Test was designed and conducted by the Combat
Developments Experimentation Center (CDEC) headquartered at
Fort Ord, California. The field test was performed in
response to a need identified by the Deputy Under Secretary
of the Army for Operations Analysis (DUSA-OR) for field
experiments to help further the understanding of the target
detection phenomenon. It was felt that special emphasis
should be placed on comparing the cupabilities of thermal
and nonthermal sights in a ground combat environment. The
Army's TRADOC Systems Analysis Activity (TRASANA) was
selected to be the proponent for this test with CDEC to
conduct the test and provide TRASANA with the reduced data
for subsequent analysis [Ref. 1: pp. 1-2,1-3]. It was hoped
that the knowledge gained from analyzing test results would
not only give better understanding of detection, especially
detections using thermal and optical eights. Combat
modellers would also benefit.

Several studies have previously been done on this test.
CLEC's Final Test Report, dated January 1984 provided
TRASANA with statistical data and a complete description of
the test conduct. TRASANA is on the verge of publishing its
analysis of this data. In September 1985, Captain Cornell
McKenzie presented a statical analysis of the data for his
masters thesis in Operations Analysis at the Naval
Postgraduate School. His study focused on the target acqui-
sition capabilities of tanks--specifically, detection times
and number of detections, broken down by most of the trial
and environmental conditions [Ref. 2: p. 1ll].

11




B. TEST DESIGN

Consistiing of 288 trials, the Thermal Pinpoint Test
evaluated the behavior of six ground observer platforms
( four tanks, =2nd two TOW antitank weapons). For each trial,
there were ten targets (normally four tanks, two BMPs
(armored personnel carriers), two thermal tank decoys, one
M48 tank, and an MS551 Sheridan tank. The M48 and M551
represented dead tanks, or hulks. All targets were in hull
defilade, that is, partially concealed from the observers by
a hill or ground. Target positions were varied periodically
between trials and selected so that line of sight existed
between all observer/target pairs. [Ref. 1l: pp. 2-8,2-9]

TABLE 0O
TEST DESIGN MATRIX

Range
Trial Type Short Medium | Long
Day Stationary i6 16 16
Moving 16 16 16
Night Stationary 16 16 16
Moving 16 16 16
Morning Stationary 8 8 8
Moving 8 8 8
Evening | Stationary 8 8 8
Moving 8 8 8

Total number of trials = 288

Table I shows the design matrix for the Thermal Pinpoint
Test. It indicates the number of trials conducted in each
cell for the three major conditions: time of day, observer
motion, and observer-target range. [Ref. 3: p. 3-9]

12
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Observer stationary trials were 10 minutes in duration,
with nine of the ten targets stationary. One tank or BMP
was designated to move at certain periods of the trial.
Observer moving trials lasted for four minutes, with some of
the targets moving. In all trials, the observer crews were
isolated from each other so that no target location cues
passed between them [Ref. 1: p. 2-9]. Thus, each observer's
behavior was independent of the others. The number of
observer/trials was 1728 (288 trials x 6 observers).

Most pertinent controllable factors affecting target
detection were measured, from observer sight type to visual
target-to-background contrast. The test design [Ref. 3: pp.
3-2,3-4], categorized the trials, observers, and targets as
follows:

1. 1Ixial Factors

' a. Time of day (morning/day/evening/night)

1) Morning was defined as one hour before sunrise
until one hour after sunrise;

2) Day was defined as one hour after sunrise
until two hours before sunset;

3) Evening was defined as two hours before
sunset until one hour after sunset;

4) Night was defined as one hour after
sunset until one hour before sunrise.

b. Trial site (1-9)

2. Qbserver EFactors

Observer motion (stationary/moving)

Observer type ( tank/TOW)

Gunner sight type (thermal/optical)

Hatch status (tank only: closed/open)

Tank commander search mode (tank with open hatch

only: sight/unaided visual)

£f. Sight FOV (thermal: 2.5 degrees and 15 degrees
optical: 8 degrees)

oo v

-

g. Crewmember making detection ( tank cmdr/gunner)

13
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h. MOPP (chemical and radiological gear worn: yes/no)
3. Target Factors
a. Observer-Target azimuth (degrees measured
clockwise from grid north)
b. Observer-Target range (between 900 and 3300 meters)
c. Target type (tank/BMP/hulk/decoy)
Target motion (stationary/moving)
Camouflage (none/partial/full)
Engine status (off/running/ N/A)
Tarqet-Backgrouhd temperature contrast level

Famo p

. Target-Background visibility contrast level
4. Environmental

a. Times of sunrise, sunset, sulnset, moonrise,
and moonset

b. Air temperature

c. Relative humidity and dewpoint

d. Windspeed and direction

e. Visibility and cloud cover

f. Other weather related factors

C. SEQUENCE OF TRIAL EVENTS
While various conditions were varied between trials, all
trials had the same basic sequence. All primary test design

variables (time of day, range, observer motion, hatch
status, MOPP status, and sight type) were held fixed
throughout the trial [Ref. 3: p. 2-10]. The following is a
list of possible events that were recorded for each observer
in a trial.
1. Tank crew begins searching for targets. The tank
gagggg?er (TC is normally in control of slewing the

2. If the hatch is open, the TC can, at any time, alter-
nate back and forth between the tank sight and lookin
out the hatch (with or without binoculars). If the T
uses the sight, he has the same sight picture as the
gunner.

3. If the sight type is thermal the gunner can, at an
time, alternate the FOV between narrow (2.5 degrees
and wide &15 degrees). The optical sight FOV is
constant at 8 degrees.

14
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4. Either the gunner or the TC detects a target. The
crewmember making the detection is recorded.

5. The tyge of detection cue, if any, is identified
(target moving, firing, etc.)

6. Either the err or the TC recognizes the target as
false target, hulk, decoy, or a valid target. The
claimed target type is recorded.

7. If the target is valid and has not yet been fired on
b¥ that observer, en the TC directs the gunner to
aim and fire (simulated). Since no actual rounds were
fired, no casualty assessment was made by the crew.

8. The crew begins searching for another target. The
gequence continues until €trial end.

D. LIMITATIONS OF THE THERMAL PINPOINT TEST

Any time a controlled field test tries to simulate live
combat, there will be some lack of realism. Stress is known
to be a major factor in proficiency. Test conditions such
as smoke, artillery simulators, and blank ammunition which
were employed in the Thermal Pinpoint Test probably
instilled only a small degree of combat stress in the obser-
vers. The results of the test must be weighed accordingly.
More likely, an element of boredom set in over the period of
the 288 trials. Learning the "tricks" of the test surely
occurred, such as learning target placement patterns, and
learning to racognize quickly the four target types used
throughout ( tanks, BMPs, hulks, and decoys). For this
reason, the last quarter of the trials are probably less
meaningful than the rest.

Climate conditions at Fort Hunter Liggett varied consid-
erably over the duration of the test (July to December) and
environmental conditions were recorded for each trial. The
hot summer drought and the wet fall are quite different from
other climates. Care must be taken in applying these
results to other areas, seasons, and conditions.

In view of the scope of this analysis, one minor limita-
tion to the Thermal Pinpoint Test was that the number of
targets was not varied. It is intuitive that a very
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important factor affecting <time to detection is the number
of targets within range and line of sight. One might reason
that as the number of targets increases so does the time to
detect all targets. It is also reasonable to believe that
the time between detections would decrease because there are
more targets and some are therefore easy to find. In order
to test this theory directly, trials with five and fifteen
targets might have been included in the Thermal Pinpoint
Test, rather than having ten targets in all the trials.

16
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ITI. DAIA MANIPULATION

A. DEFINITIONS OF TIME TO DETECT
There are two commonly used methods of measuring time to
detection and a relatively unexplored third method:

1. Lapsed time _between detections, detect-to-detect
(hereafter called DETDET),

2. Lapsed time from start of search to detection (here-
" after called SEARCHDET),

3. Accumulated time the target is within_ the observer's
FOV until detection (hereafter called FOVDET).

To better understand the differences between these
methods, we will compare them in measuring the same hypo-
thetical trial. Let the trial duration be 180 seconds, and
let us assume there is one stationarf observer and three
statibnary targets of equal priority within the observer's
line of sight. The sight he uses has a defined field of
view and at every second of the trial, the sight azimuth is
recorded. Also recorded are the times of search start,
target detection, target recognition, aiming, and firing.
Figure 3.1 depicts the three methods for the hypothetical
trial.

1. DEIDET

Otherwise known as interdetection time, DETDET is
the easiest to compute. Many combat models use this defini-
tion of time to detect, at least indirectly. Most Army
high-resolution combat models use the Night Vision and
Electro-Optics Lab (NVEOL) detection model. Briefly stated,
it computes the probability of target detection P, in time
interval t, by the formula:

P =P [(l-exp(-t/ )]
where P is the probability that the target will be found in
an infinite time, and is the mean time to detection
(D§TDET), for those targets detected. Note that the model
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does not predict target detect time. Instead, it uses a
given mean time to detect to predict probability of detec-
tion by time t. Further discussion of the NVEOL model can
be found in [Ref. 4: pp.2-7)].
2. SEARCHDET

SEARCHDET is the same as DETDET except it does not
include the interval the observer spends between detection
and starting to search for another target. This interval
includes recognizing the target as friend o: foe, aiming at
the target (and other preparation for fire steps), firing at
the target, SEARCHDET is often
sesn as more appropriate than DETDET because it only counts

and casualty assessment.
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the time <the observer 1is actually searching. Notice in
Figqure 3.1 that from trial start to the first detection,
SEARCHDET is the same as DETDET. With that exception, the
SEARCHDET time is lower than DETDET. Both CDEC's Final
Report and McKenzie's thesis used the SEARCHDET definition
in their analyses.

3. EOVDET

FOVDET goes one step beyond the SEARCHDET method.
It only counts the time the observer is searching and
looking in the "direction of the target". Here, "direction
of the target" is defined as within the observer's FOV.
Figure 3.1 indicates that FOVDET is not consistently more or
less than either DETDET or SEARCHDET. This method is by far
the hardest to calculate, which is likely the reason that
few analyses appear to have used it. Another reason is that
it requires more instrumentation in the field test than the
other methods.

It is interesting to note that NVEOL has conducted
several experiments studying FOV and its affect on target
detection. Their results indicated, as did McKenzie, that
mean time to detect and FOV were inversely related.
However, no FOVDET computations were made.

B. FOVDET CALCULATION

While DETDET and SEARCHDET are readily available from
the data and little computation is necessary, FOVDET is
another matter. To illustrate how involved the FOVDET
computation is, we return to our hypothetical <trial.
Imagine at each of the three targets there is a clock that
accumulates the duration that it comes within the observer's
FOvV. As he scans the battlefield, in effect, the observer
is "illuminating™ the area with a FOV "beam". As a target
is iiluminated, its time counter is activatecd, 1like a solar
powered clock, until the illumination departs. This "target
clock" accumulates the total time it is illuminated until

19




th target is detected for the first time. ( Subsequent
detections of the same target are not considered in this
analysis.) Because the observer's search pattern is some-
what random, this "target clock" could be activated several
times over the course of the trial.

In our hypothetical trial, both the observer and the
target are stationary and targets are assumed to be of equal
priority to the observer. The observer engages targets as
he detects them, 80 it is unnecessary for him tc redetect
the target later.

To compute a target's time within FOV, the following
information is required at one second inte:rvals throughout
the trial:

1. the observer X,Y position coordinates,

2. the target X,Y position coordinates,

3. the observer's sight azimuth,

4. the observer's FOV in degrees.
From the X,Y coordinates, the observer-target (OT) range and
azimuth are calculated from the formulas:

OT range = (Xobs-Xtgt)2+(Yobs-Ytgt)?

If Xtgt > Xobs then: OT azimuth
If Xtgt < Xobs then: OT azimuth

90-( arctan(A) x 180/ )
270-( arctan(A) x 180/ )

where A = (Ytgt-Yobs)/(Xtgt-Xobs),
Xcbs and Yobs are the X and Y coordinates of the observer,
and Xtgt and Ytgt are the X and Y coordinates of the target.

The CT azimuth is needed to compare to the observer's sight
azimuth to determine if they are within plus or minus half
of the observer's FOV angle,

For example, if at a given point in the trial, the
observer-target azimuth is 280 degrees, and the observer is
using his wide angle FOV (15 degrees), and the observer's

sight is pointed at 286 degrees, then the target is within

20
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the observer's FOV. This procedure is repeated for every
second of the trial until detection (or until end of trial
if the target was not detected).

In our hypothetical trial, there 1is one observer and
three targets. Therefore three "target clocks" are being
"illuminated" separately, resulting in three separate FOVDET
computations. The volume of FOVDET computations in the
Thermal Pinpoint Test, required a massive amount of computer
time and space. For every usable observer/trial, the FOVDET
computaion had to be repeated 5400 times (600 seconds trial
duration x 9 targets). From the above four data require-
ments and the amount of calculations involved, it is easy to
understand why the FOVDET measure has not been widely
utilized.

C. DATA DELETIONS

Because of the data requirements to compute FOVDET, much
of the Thermal Pinpoint data had to be deleted. The dele-
tions mentioned here were not due to errors in collecting
data. They result from the data prerequisites to compute
FOVDET. A discussion of data errors is in the next section.

The most limiting prerequisite was the need to have
continuous and accurate position location (PL) data for

observers and targets. For all observer moving trials,
observer PL data were recorded only at the time of trial
start. Therefore all those trials were deleted from this
analysis, cutting the number of trials from 288 to 144.

Ths rsguiiement Lor ©TL Jdata alsc caussd the deletion of

the one moving target in each observer stationary trial. As
with moving observers, PL was rscorded (in the data set) at
trial start only, and there was no accurate way to compute
the target's PL from information in the data set. Thus,
only nine targets were considered in this analysis.

The next rost limiting requirement was to have nearly
continuous sight azimuth data recorded for the whole trial.
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With sights boresighted to the main gun, CDEC was able to
instrument the observer tanks to record the tube azimuth.
In the observer stationary trials, the tank azimuths were
recorded every .25 seconds of each 600 second trial. A
decision was made by TRASANA that, to satisfy their anal-
ysis, only one azimuth recording per second would be
retained. Of more impact was that azimuth instrumentation
for the TOW observers was not feasible ([Ref. 1: p. D-1].
Therefore, all TOW data had to be deleted from this anal-
ysis. This dropped the number of observer/trials from 864
(144 trials x 6 observers) to 576. These first two data
restrictions alone have forced deletion of two thirds of the
data.

Approximately 14 percent of all observer/trials had to
be deletec because of lack of tube azimuth data. In most
cases, this was due to instrumentation problems with one of
the observers. Some trials, however, were totally without
azimuth. The number of stationary observer/trials was
dropped from 576 to 492.

There was another area where the sight azimuth require-
ment caused data deletionas. One percent of the observer/
trials were deleted because of unknown TC search mode
(sight/unaided visual) when the tank hatch was open. There
was no way to tell if the TC was using the sight or
searching out his hatch. Also, in the rare cases where the
observer's hatch was open, and the TC was standing in the
hatch searching for targets (either unaided or with binocu-
lars), and the crewmember calling the detection was the TC,
then that engagement was deleted. In that case, there was
no way to know in what azimuth he was looking (much less his
Fov).

D. ACURACY OF THE DATA
Fortunately for this analysis, accuracy in the ckser-
ver's FOV was considered important for the Thermal Pinpoint
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Test. Significant effort was made in insuring sights were
correctly boresighted, and remained so during the trial.
The same was true of insuring the calibration of the Gun
Azimuth System (GAS) to within .5 degrees. The GAS is the
system that recorded the tank tube azimuth. [Ref. 1:
p. H-2C)

Assuming observer=-target line of sight existed, and
assuming the observer crew cculd detect a target just as
well anywhere within its FOV, any target falling within half
a FOV of the sight azimuth was detectable. In the course of
preparing the computer programs to compute FOVDET, this
author noticed several instances where a target was
detected , yet no time within FOV had accumulated. This
obviously indicated error somewhere. Further investigation
uncovered there were significant differences between the OT
azimuth and the azimuth at detact time.

Intuitively, the distribution of detected target loca-
tions within the observer's sight at detect time should
center around zero (sight pointed directly at the target),ie
the expected value E[OT azimuth - detect azimuth] = 0. In
about 75 percent of the detections, this proved to be the
case. Those were roughly normally distributed with a stan-
dard deviation of about one degree. However, 15 percent of
detections occurred outside the FOV. The azimuth errors
(difference between OT azimuth and detact azimuth) were of
three types: spikes, azimuth bias, and random error. The
cause of each type and its possible correction is discussed
below.

Spikes were sudden jumps where the turret azimuth was
recording good azimuths, then supposedly shifted 100 or more
degrees in one second, and then back to normal the next
second. It is obviously impossible ‘or 2 tank turret to do
this. The spikes were probably caused by surges in the
power source, or from dust in the environment. No
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correction was made of these extreme spikes because their
relative frequency was so small--approximately .1l percent of
the azimuths. These spikes did affect the FOVDET
computation, but only by two or three seconds and only in a
small number of trials. Had they been signicant, a simple
smoothing technique could have been applied to the azimuth
data.

Observer bias was defined as azimuth errors consistently
positive or consistently negative for an observer over the
whole trial. These errors were very likely caused by a
minor inaccuracy in the calibration of the turret prior to
trial start. The apparent biases were corrected by adding
or subtracting an appropriate amount so that the differences
centered around zero. Approximately 9 percent of the
observer azimuths were corrected, most by .5 degrees and
none more than 1.5 degrees.

Random differences between OT azimuth and detect azimuth
of more than half FOV were not correctable. About ten
percent of the azimuths of these random errors were over
half the FOV. The larger deviations might be explained by
incorrect target identification--especially where laser
pairing did not occur between the observer and the target.
In the Test, a coded laser signal was sent out when each
observer pressed the trigger to fire. 1If the laser beam hit
a laser sensing device on the target, then the identifica-
tions of both firer and target were recorded, as well as the
time. This is laser pairing. It is considered the fastest,
most accurate, and most preferred method of target identifi-
cation. If a target detection was claimed by the observer
but was not substantiated by laser pairing, then post-test
determination had to be made of the identification of the
target of intent. In these cases, CDEC analysts attempted
to reconstruct the trial by viewing video (from a camera
that was tube boresighted next tc¢ the sight), 1listening to
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recorded crew conversations, and checking the azimuth
record. If target identification was not possible, then the
detected target was designated "unknown" [Ref. 1: Pp-
A2-3,A2-4]. About 57 percent of all detections were thus
designated by CDEC. It is very possible that, upon recon-
struction, the wrong target was identified in ambiguous
cases. In this analysis we are looking only at detections
of known targets, but the FOVDET calculation wuses all the
observer's scan azimuths in a trial. Thus, after the FOVDET
calculations were made, all "unknown" target engagements
were deleted.

E. COMPUTER PROGRAMS
Five computer programs were written in SAS to convert
the raw data into usable data sets and to compute the perti-
nent variables. The Statistical Analysis System (SAS) is a
very powerful language and statistical package. - Both the
SAS users guides "Basics" and "Statistics" were extremely
useful during the months of programming for this analysis.
The raw data used in this analysis were located in the
computer's mass storage at The Naval Postgraduate School.
Separate raw data files existed for the data for each
primary design factor: trial time of day (morning, day,
evening, and night), and observer motion status (stationary
and moving). The SAS programs were designed to operate on
one of these files at a time. [Refs. 5,6]
The five programs appear in the appendixes and are
briefly described below:
l. AZIMTEST, the simplest of the programs, accessess the
observer scan azimuth data and assigns a variable name
to each azimuth of the 600 second trials.

2. FOVALL computes a 600 element vector of FOVs for each
observer.

3. OTAZ computes the observer-target azimuth and range,
and orders the targets fr:m left to right.

4. DETECTALL reads all the trial, observer, target, and

environmental factors and prints them in readable
format.
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5. TIMINFOV is the workhorse program. It reads the SAS
data sets created by the " four previous Brggrams and
computes, among othst values, DETDET SEARCHDET, and
FOVDET. It produces most of the histograms used in
this study. The tables of correlation coefficients
and other statistics were also produced by this

grogram. Also 2 computed was another value of
nterest--the number of times the target came into_the
observers FOV until detection. Obviously a <close

companion to the time in FOV, this holds a potential
for future analyses.
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IV. ANALYSIS

A. ASSUMPTIONS
With the exception of the biased observer azimuth data,
' ) which was corrected, the assumption is made that the Thermal
Pinpoint data provided by CDEC was accurate. The majority

of the analysis was done with pooled data, to understand
detection as a whole, not to test the affect of each factor.
As a result, sample size was sufficient, except where noted,
to minimize the the effect of the minor inaccuracjes found.

2 B. GEOMETRIC DISTRIBUTION OF TARGETS
In the Thermal Pinpoint Test, an artificiality existed
at the beginning of each trial. In order to keep observers

from viewing the search area ahead of trial start, test
controllers insured that each observer's tube (and sight)
was pointed to the left, well outside of the assigned search
sector. This orientation ranged from 2 to 65 degrees to the
left of the search area, but over 60 percent of the time,
the offset was between 20 and 30 degrees. While solving the
one problem, this offset created the artificiality that all
observers had to traverse right before starting their search
for targets.
1. Distribution of Eirst Detections

This leads one to wonder if the left-most target
would have a higher incidence of being the first target
detected. So the target detections were sorted by OT
azimuth (left to right). Position is defined here, not as
X,Y positions, but as the relative position (left to right)
from the observer's point of view. Figure 4.1 shows the
distribution of the first target detected in each observer/
trial for positions 1 through 9. The left-most target was
the first target detected 35 percent of the time. Also,
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Figure 4.1 Distribution of First Detects by Position

percent of the first detections were in the four left-most
targets. The graph shows the dramatic affect the pretrial
azimuth orientation had on target detection. This is seen
by this author as a flaw in the test design because relative
target location was not a design consideration. It is
likely that none of the target factors were evenly distrib-
uted by position. Only target factor was checked in this
analysis--target type. Figure 4.2 shows the relative
distribution of target types by position. The different
shades show the percentage of time each target type occurred
at the positions 1 through 9. No target type was even
remotely uniformly distributed.

Returning to Figure 4.1, it also shows the percent
of all target detections at each position. The dotted line
indicates that, despite the skewness of first detections,
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Figure 4.2 Relative Distribution of Target Types by Position

the number of detections were relatively evenly spread
across all nine positions.
2. Distribution of Time fo Detect

The times to detect are now examined by position for
FOVDET, SEARCHDET, and DETDET. Histograms showing the
distributions are in Figures 4.3, 4.4, and 4.5. Times to
detect each target for all three definitions appear exponen-
tial. For FOVDET, slightly shorter detect times are shown
at position 1. Positions 2 through 9 all have roughly the
same distribution. SEARCHDET times are slightly shorter for
position 1, but like FOVDET, show consistency in the other
positions. DETDET shows slightly increased detect times at
position 4 but the rest seem consistent.
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