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1. Goal of Project

The goal of this project was to investigate algorithm design and program optimization for the
fdnctional language architecture. Because the architecture has not yet been realized in hardware,
these studies were necessarily either analytical or based on simulations.

The problem was attacked from a variety of directions. Most fundamental was that of machine
design; since the beginning of the grant period, we have come to understand the implications of the
design better, and as a consequence, describe it better and propose better implementations. Addi-
tionally, we have refined and extended the design, providing answers to a number of questions that
had not been previously addressed. Additionally, we worked on the question of making the machine
an appropriate one for solving a broader class of problems than had previously been considered.
Th _e investigations were all done in conjunction with our considerations of particular applica-
tions that were chosen on the basis of their widespread use and their exhibiting characteristics of
fundamental importance. (

II. Research Results

The most significant results of our work in efficient execution of functional languages and
program optimization are in the areas of improving the design of the FFP machine and facilitating
the use of a variety of problem-solving paradigms. Our investigations also lead to the preliminary
design of a special-purpose architecture for tracking objects in 2 or 3-space. Bracketed integers in
the following refer to the publications list that accompanies this report.

A. Efficient Execution

The efforts to improve the design of the FFP machine were directed toward the crucial issues of
increasing parallelism and speeding up communication. QOur accomplishments fall in the following
areas:

Ty

1. Virtual memory. The original FFP machine design included only a main memory. We in-
vestigated of a number of possible schemes for providing a virtual memory. These schemes
range from a complex one in which the FFP machine can be made to look like a data flow
machine, to a very simple scheme in which the machine is considered to operate only on a local
part of an unbounded memory; i.e., the machine evaluates expressions that are located in a
‘sliding window’ on the (unbounded) virtual memory. The last scheme has been chosen for
implementation in the first prototype.

These investigations were reported in a conference paper by Frank, Siddall and Stanat [1].

2. Program representation. The original FFP machine design stored at most one atomic or syn-
tactic symbol in each cell of the fine-grained multiprocessor. We investigated the improvement
of processor utilization through the use of other representations. It was found that storing
more than one atomic symbol in a single processor is unwise because the increased processing
required in some cases results in too great a disparity among the processing required by the
different cells of the machine. However, it was also found that storing one or more syntactic
symbols in a cell, whether or not an atom is present, could be handled in a relatively straight-
forward way without any substantial effect on the speed of the cell. Thus it appears most

attractive to store at most one atom in each cell, together with adjacent associated syntactic
symbols.

Preliminary results of this work were reported in a paper by Middleton [5] as well as a paper
by Magé and Middleton [3]; the complete report will be contained in Middleton’s doctoral
dissertation, to be completed in the next few months.

3. Routing algorithms. Because the FFP machine is a small-grain multiprocessor, communication
plays an important role in program execution. An investigation of routing algorithms within
the machine has been conducted. Although these results were obtained specifically for the FFP
machine, they may have an impact on other tree multiprocessing architectures as well.
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This investigation is essentially complete and in the process of being written up. Results will
be reported in the doctoral dissertation of Anne Presnell, which we expect to be completed in
the next six months.

B. Developing New Problem-Solving Paradigms

Part of our effort was directed toward providing a broader basis for solving problems on the
FFP machine by providing alternative problem-solving paradigms.

1. Language Extensions

i. The FFP machine is a language-based architecture, designed to execute directly the FFP
languages proposed by Backus. Because these languages as defined by Backus admit only
finite data structures, they are not suitable for an important class of programs such as
operating systems. We have laid a theoretical basis for extending the domain of application
for these languages by extending FFP to include infinite data structures.

A preliminary report of these results was contained in a conference presentation by Teresa
Thomas and Donald F. Stanat [10]; additional results will be described in Thomas’s doc-
toral dissertation, expected to be completed in the next three months.

ii. Other language extensions developed specifically for the FFP machine were also considered;
the goal was to investigate the what could be accomplished if the programmer had machine-
specific instructions that would affect how programs would be executed.

A variety of mechanisms were investigated and reported in a paper by David Middleton
and Bruce Smith [6].

2. An important question concerning the FFP machine is the following: how specific is the ar-
chitecture to these languages? (We are only interested in this question for non-von Neumann
languages, which are properly viewed as architecture-based languages.) In particular, will it
be more effective to translate programs in other languages to FFP, or can the FFP machine
be modified so that it can directly execute other high-level languages? Presumably the second
approach would be more attractive if it is feasible, since program translation may obscure some
problem characteristics such as opportunities for parallelism. Hence our initial efforts have not
addressed translation issues, but instead have concentrated on what kinds of modifications of
the FFP machine would allow the direct execution of other languages.

We have conducted preliminary investigations into the execution of logic languages and Scheme,
a modern version of LISP. Results of the investigation are encouraging but incomplete. Early
results for logic languages were described in a conference presentation by Bruce Smith [7]; ad-
ditional results will be described in his doctoral dissertation, which is expected to be completed
within the next year. Results for Scheme will be described in the doctoral dissertation of Kent
Dybvig, which should be complete within the next six months.

C. Applications

Evaluation of any machine must ultimately be based on its performance in particular applica-
tions. Investigation of how the FFP machine could be used to solve applications sometimes provides
insight into possible machine improvements as well as alternative approaches to the application.
The application of simultaneously tracking a collection of objects in two or three space was con-
sidered as a possible use of a large multiprocessor such as the FFP machine. Our investigation
of this problem led to a description of a special purpose architecture for that problem. At this
stage it is not clear whether the problem would be handled significantly better by a special purpose
architecture (as compared to the FFP machine); additional work may answer this question.

The tracking machine architecture will be described in a technical report by Frank and Stanat
[2]; this should be completed in the next few months and will be submitted for publication.
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