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CHAPTER 1

INTRODUCTION

1.1 Introduction

In today's construction industry where approximately 15% of all

contractors are failing (4:59), and where litigation and arbitration

are increasingly used as avenues of restoration (3:391), new management

tools and methods are required to increase survivability. Analytical

procedures can be used to improve planning of a forthcoming

construction job. Trouble-shooting during the course of construction

can be accomplished using analytical procedures. Additionally, if

claims cannot be avoided on a job, analytical procedures could be used

to compare what actually happened, to what should have happened.

However, analytical procedures tailored to the needs of the

construction manager are scarce. It is therefore the objective of this

thesis to tailor one analytical method for use by the construction

industry. The technique chosen for research is the modeling and

interpretation of construction data using regression analysis.

Linear regression is a tool which has been available to the

construction industry for a long time, yet has not been utilized for a

# The first number gives reference number in the REFERENCES .TFD
section. The second number is the page number.



variety of reasons. Based on this writer s experience and the courses

taken during masters studies at The Ohio State University, four areas

of confusion exist:

2) Data acquisition: The dat necessary for linear

regression is not usually collected. Chapter 2 of this

thesis will present some of the reasons and possible

cures.

2) Model formulation: A methodology for the formulation

of possible models is lacking in the construction

industry. A proposed methodology is the subject of

Chapter 3.

3) Model testing: Several techniques are available for

the development of the "best" model. A few of these

will be reviewed and utilized !n Chapter 4.

4) Interpretation of results: The utility of the

exercise depends on the interpretation of the

regression results. Chapter 5 will present the

interpretation of the results derived from the data

analyzed.

1.2 Two Types of Response Variables

Construction studies generally involve labor and material

quantities. Two circumstances exist in such studies:

1) The quantity of work in a given period is fixed and

the labor required (input) is a random variable; and

2) The labor available to do the work is fixed and the

quantity (output) is a random variable.
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In this study, the data was obtained from a project in which the first

condition held. In particular, this study will concern concrete work

in which the quantitiy to be placed varied from day to day. The

quantity for each day was known and fixed prior to starting the day's

work. The question to be examined may be stated as "How many men

(manhours) are required to complete a given day's pour? Hence the

dependent variable is manhours.

1.3 3oals of Study

The goals of this study are threefold:

1) To present a methodology or approach to developing

a regression model;

2) To show how one may predict and call important

information from a final model in order to make

decisions on process selection; and

3) To show how one may select a crew size which is

sufficient to complete the work without excess idle

time using said model and associated descriptive

statistics.



CHAPTER 2

DATA COLLECTION

2.1 Introduction

Initial analysis is generally done on whatever data is available.

Upon completion of this analysis, the analyst might suggest collection

of additional types of data. This may require changes in collection

techniques such as additional field forms or proper completion of

present forms. In order to effectively use regression analysis, a data

set including all possibly relevant variables is required. An

incomplete data set will yield a large random error term which consists

of unexplained error, and error due to excluded variables. "The

ordinary least squares estimates of the parameters are unbiased only

when all theoretically specified variables are included in the

regression."(8:82). A complete data set will result in a more

meaningful model to the analyst. In general, the construction industry

does not keep the right records from which a complete data set can be

extracted. A typical construction accounting form is shown in Figure

2.1. This form is used by The United States Air Force to account for

manhours expended on in-house construction.

Through examination of the form in Figure 2.1, it is noted that

items of interest to the construction manager are missing. Other

potentially interesting variables include crew size, temperature, floor

(elevation), method of construction, material type, area, and volume.

4
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An iterative process consisting of collecting data, analyzing the

data, then collecting more data, often exists. Variables found

important in previous analysis along with new variables to be tested,

are collected in subsequent studies. This iteration continues until it

becomes uneconomical to do so, or until the analyst chooses to halt.

It is noted that it is always less expensive to collect the data as the

process is going on rather than to hire a consultant to piece the

information together at a later date.

2.2 Data Used in This Study

A complete data set made available to this writer will be analyzed

and reviewed in this thesis. The data was extracted from work account

records of a concrete contractor's performance on elevated concrete

slab pours of a 45 story building. The data is listed in Appendix A.

Labels and definitions of the variables are given in Appendix B. These

data are very complete and provide an example of a good data collection

system in construction.

In order to avoid confusion, a description of data from one

workday will be presented. In particular, observation one in Table 2.1

will be explained.

DATE is given in month/day/year format. For this work day, the

date is November 22, 1983. DAY refers to the day of the contract. Day

one of the contract is March 8, 1983. The elevation above ground level

(EL) is zero feet for this observation, and the area of the pour (AREA)

is 17,300 square feet. The gross volume (VOLGROSS) of concrete poured

is 345 cubic yards. The minimum temperature (MINTEMP) is 55 degrees



Table 2.1 Sample Observation

V P T
C M L R F F L F

L I P A U L A I A I
N R C K 0 S X B N

D A R T E B P T S E 0 I
A D R 0 E C U U F K A L D R S
T A E E S M I G M I 0 T E 0 W W
E Y L A S P P Y P N D R N H H H

1A2283 260 0 17300 345 55 0 0 1 1 0 0 75 1483 100.5 51

Fahrenheit with no precipitation (PRECIP). The method of placement is

truck pumping (TRUKUMP - 1, PLACBUGY = 0). The slab is float finished

(FLOTFIN - 1) by the cement finishers, and the fixed overhead

(FIXEDOH). which consists of supervisor costs and an occasional police

officer, is $1,483. The pour is not made in the Kodiak (KOD = 0) area

of the building, nor was it part of the atrium (ATR - 0). Workers had

to assemble 75 feet of pipe (ASSLEN) to facilitate the pumping

operations. This particular pour required 100.5 manhours of concrete

laborers (LABORWH) and 51 manhours of cement finishers (FINISWH).

The population of this study consists of all elevated concrete

slab pours constructed in this project. Due to the size and nature of

the data, all the data was utilized. No random sampling was done.

This particular project ran for more than nine months and involved over

$10 million worth of concrete work.

After some preliminary work with graphics and descriptive

statistics, a change in modus operandi (5), or change in methods, was

identified. Upon inquiry of the data source, it was discovered that a



truck pump was used in addition to the stationary pump which was the

standard method of placement. This additional information was added to

the data set. Another class of work, slab on grade (as opposed to

elevated slab) was included in the original data set. The slab on

grade pours were removed. Outliers were identified and investigated,

and all errors in data entry were corrected.

2.3 Summary

Construction data historically has not been examined by linear

regression. Field data has generally been limited to that which was

required by accountants. Reluctance of field personnel to recofd data

and failure by management to request indepth data have contributed to

the problems in availability of data. One data set will be examined in

this study to illustrate the methods proposed in this thesis.

-o,
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CYAPTER 3

MODEL FORMULATION

3.1 Introduction

The purpose of this chapter is to introduce a standardized

approach for the formulation of a model. Any approach should provide

for useful interpretation of the intercept term and predictor

variables. This project includes variables at the ratio, interval, and

binary levels. Each type of variable requires a different type of

analysis.

3.2 Three Predictor Variable Groups

Ratio-level variables have an absolute minimum value of zero.

They are typically real, positive variables which are objective in

nature such as area and volume.

Interval-level variables have arbitrarily chosen zero points.

These variables have values relative to an arbitrary point, and

include variables like temperature and elevation.

Binary-level variables have values of either zero or one. These

variables have a value of 0 for an observation at standard condition

such as "concrete pumped" (as opposed to "direct chute" or "crane and

bucket"), and a value of 1 when conditions are other than standard.

3.3 Standardization

Often the construction manager is interested in the effect

deviation from the standard condition has on a process. This is

i . 9
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some standard was caused by an external force. In the analysis of the

data presented in this thesis, deviation from the average condition of

the interval-level variables will be examined. The standardization

equation which will be used is:

X(S) - (X-X), (3.1)

where X(S) is denoted as X-standardized;

X is the interval-level variable; and

is the arithmetic mean, or some standard value of X.

By definition, an interval-level variable has an arbitrary zero point,

thus standardization will change the intercept and not the slope.

3.4 Draft Model Formulation

Independent variables can be chosen and combined into a draft

model. The first consideration is to search for intercept

combinations. The intercept term is confounded and comprised of

mobilization, demobilization, and a contingency buffer. Interpretation

of the intercept term is further complicated because ratio-level

variables, when equal to zero, are in most cases outside the data

range. The intercept term is a defined constant when all ratio-level

variables are zero, i.e., no concrete has yet been poured.

Interval-level variables must be adjusted when standard conditions do

not exist. This is most easily done by standardizing the variables;

hence all interval-level variables will be standardized using Equation

3.1.

Adjustments to the intercept term are accomplished by adding all

binary and interval-level variables thought to affect the intercept.

The generic formula is:

A-Ao+B , +ZCI (X -X), (3.2)

..



where A is the adjusted intercept term;

AO is the defined constant;

B4 1 are the products of the binary-level variable

and its coefficients; and

Ci (X -X) are the products of the interval-level

variable and its coefficients.

This equation can be transformed into the form:

A=Ao[l+ b& + c.(X -X)]. (3.3)

The coefficients of Equation 3.3 are not the same as the coefficients

in Equation 3.2.

Development of the independent variables is similar to the

approach used in developing the intercept form. Ratio-level variables

are combined with binary and interval-level variables in the form:

D=Z(E I'Zm( .ZGP(X -X)] + E ZM). (3.4)

where D is the adjusted coelficient;

E, is the coefficient of Zm;

Zm is the ratio-level variable being developed;

F,. are the binary-level variables affecting Zm; and

GP(X -X) are the interval-level variables affecting Zm.

Transformation is accomplished by dividing Equation 3.4 by each E, Zm"

,* It should be emphasized that the binary-level and interval-level

variables used in Equation 3.4 are variables which are considered by

the analyst to affect each ratio-level variable chosen. This does not

preclude the use of other variables by themselves.

The final draft model combines Equations 3.3 and 3.4 and other

chosen variables to take the form of:
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Y=AO+ZBii +ZCi (X -X)+ Zm I +Z(Fn6n*Zm)+Z lp (X -%)*Zm]*.

This equation requires transformation in order to ease interpretation.

The transformed equation is:
Y=A o l+ bi +Zc i X -) ]+E I m[l+ fn +Z (X -v)]. (3.6)

Summarizing the alternate approach, the analyst must choose from

available data the variables which may be helpful in explaining or

predicting a particular construction process. All interval-level

variables are then standardized using Equation 3.1. Under standard

conditions, all binary-level variables are set at zero. The intercept

is developed using interval and binary-level variables which

intuitively influence the mobilization, demobilization, and contingency

buffer. Equation 3.2 is used to develop the intercept term. After the

independent variables are chosen, they are combined with any

influencing variables in accordance with Equation 3.4. The draft model

is then transformed to facilitate interpretation.

3.5 Example Model Formulation

Three independent variables are of concern to the construction

manager of this project. The laborer workhours, cement finisher

workhours, and fixed overhead models will be developed to demonstrate

the concepts introduced in this chapter.

Table 3.1 illustrates the variables chosen to be formulated for

the prediction of LABORWH. These variables were chosen from this

writer's experience and knowledge of concrete operations. DAY is

chosen because "learning affect" is often discussed in the literature.

The elevation may be significant because the laborers must construct

and disassemble the pumping pipe, EL and ASSLEN are thus included in
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Table 3.1. Chosen Variables for the Prediction o.0 LABCMTR~

VARIABLE TYPE CONTRIBUTES TO LABEL

NEWDAY INTERVAL INTERCEPT STANDARDIZED TIME
ELSTAND INTERVAL INTERCEPTI STANDARDI ZED ELIEVATION
TEMP INTERVAL rIfTERCFPT STANDARDIZED TErdTERATURE
PR::CIF BINARY INTERCEPT PRECIPITATION
KOD BINARY INTERCEPT KODIAK POUR
ATR BINARY I1172R C _n =T ATRIUM

PLACBUGY BINARY INTERICEPT BUG~zY PLACEMENT
TRUJLMP BINARY INTE-RCEPT TRUCK PUMe USED
VOLDzROSS RATIO WORK DONE GROSS VOLUM1E
VOLKOD PRODUCT 'WORK DONE VOLGROSS TIMES KOD)
VOLATR PRODUCT WORK DONE VOLGROSS TIMES A:'R
VOLDAY PRODUCT WO RK CONE VOLGROSS TIMES Nr--WDAY
TVOL'zROS PRODUCT WORK7 DO'NE TE:1 TI.MES VOL3'jRSS
PVOLGROS PRODUC WORc FK DOEPRECIP TIME'1S VOLGIOS
VOLBUGY PRODUCT wo RX DONE PLACBUGY TIMES VOL'zROSS
VOLTRUCK PRODUCT WORK DONE TRUXFUT!P TIMES VOLGROSS
ASSLEN RATIO WOK DCNE PIpE ASSEMBLY LENGTH
ELASSLEN PRODUCT WORK DONE ASSLEN TIES ELSTAND
TASSLEN PRODUCT WORK DONE ASSLEN TIMIES T.1
PASSLEIN PRODUCT WORX DONE ASSLEN TIMES PRECIP
AREAVOL PRODUCT WORX DOCNE AREA TIMES VOLZ3ROSS

.-. *~ ."*. ~ :~N. 4 ' *44 44:~~ -***~\*~. V6
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the draft model. MINTEM, and PRECIP were chosen because weather is

often the cause for delay. The binary-level variables were chosen to

test the affect of abnormal conditions. Since the laborers work with

volume, VOLGRCSS is imput into the initial model.

The interval-level variables DAY, EL, and MINTEMP have been

standardized and appear as NEWDAY, ELSTAND, and TEMP respectively. The

draft model form of the intercept term is LABORWH = INTERCEPT +NEWDAY

+ELSTAND +TEP +PRECIP +KOD +ATR +PLACBUGY +TRUKPUMP. Each of the

variables in this equation (excluding the intercept) have a coefficient

associated with them., These variables are thought to have an effect on

mobilization, demobilization and the contingency buffer. This draft

form can be transformed to read: INTERCEPT *(I+NEWDAY +ELSTAND +TEMP

+PRECIP +KOD +ATR +PLACBUGY +TRUKPUMP). The transformed variables have

a transformed coefficient equal to the draft coefficient divided by the

intercept value. The transformed coefficients represent a rate of

intercept change. The transformation is done to facilitate

interpretation.

The t-o ratio-level variables when combined with contributing

factors take the form of (VOLGROSS +VOLKOD +VOLATR +VOLDAY +TVOLGROS

+PVOL^ROS +VOLCRIAN +VOLBUGY +VOLTRUCK) +(ASSLEN +ELASSLEN +TASSLEN

+PASSLEN) +AREAVOL. The variable combination forms are defined in

Appendix B. A-REAVOL was included above and beyond the intercept and

ratio-level forms because it was thought it may contribute to the

prediction of labor workhours. These variables are then transformed by

dividing all VOLGRCSS interactions by the coefficient of VOL3ROSS.

ASSLEN is treated similarily. AREAVOL is then added to the

'%

• -. . .*%o°..

*. . . . ..°

- a ... aa. ..%. . a. . ,... .. ,~Z ..... A ~ 25.... ~ ,~ , . .
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transformations to form the complete transformation. The total

transformation form is accomplished by adding the intercept and

ratio-level transformations to other predictor (AREAVOL in this case)

variables which may effect the response variable. The complete model

including the transformation form is included in Appendix D. The

response variables FINISWH and FDXEDOH are developed and transformed in

similar fashion. The complete models are included in Appendices F and

F respectively.

3.6 Summary

The recommended approach to formulating regression models

accomplishes two things: 1. It proposes a standardized method of model

formulation; and 2. The proposed formulation method eases the

interpretation of the regression results. The predictor variables can

be broken into three groups necessary to accomplish the proposed model

formulations. The independent variable LABORWH was developed as an

example. Similar procedures were used, though not illustrated, for the

development of FINISWH, and FIXEDOH.

.. W'.



CF.APTER

M!CDEL T=ST:NO

4.1 Introduction

Once the models have been formulated, the deadwood or useless

variables should be removed. The goal of regression analysis is to

build a simple yet meaningful model. Model testing is used to

accomplish this goal. Some model testing methods and statistics which

are -in common use: stepwise regression; t-tesz; F-test; R 2 .
"AOJ

Mallow's Cp statistic; collineari-y diagnostics; and influence

diagnostics. Important imformation can also be extracted from residual

plots. Ludolph (6:31) discusses the use of residual plots in his ,,S

thesis. All of the above tests and statistics are indicators of lack

of fit of a model. It is important to note that lack of fit is a

relative concept. Standard software packages exist which will perform

the tests necessary to run a regression analysis. SAS (1) will te used

throughout this study.

4.2 Traditional Approach

Traditional hypothesis testing procedures proposed by

statisticians involve selecting variables and their forms (exponential,

logrithmic, etc.) through experience, or upon suggestion. This

entails: 1. Choosing independent and dependent variables; 2. Selecting

"in-place" values (observations with values of x and y) versuc

selecting random assignment (find a value of y from an assigned x

16
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value); 3. Choosing a number of observations to use; and 4.

Formulating a hypothesis. Parameters are then estimated and the

hypothesis is tested.

A hypothesis formulated before analysis, based on theoretical

ideas is refered to as an a priori hypothesis. After testing an a

pricri hypothesis through regression, the regression results can be

used to formulate a new hypothesis, or an a posteriori hypothesis (9).

A new data set is required to test the a posteriori. This procedure is ,

repeated until the "best" model is formed. There may not be a best

model. The traditional approach requires much data to satisfy the

assumptions of regression.

A hypothesis formed by the traditional approach on this data set

is illustrated in Appendix C of this thesis. The dependent variable

being tested is LABORIO.

4.3 Testing LABORWH

The computer output for the analysis of LABORWH is attached in

Appendix D. The thought process used in developing the final model

will be discussed in this section; a tableau of test results is

provided in Table 4.1. The subsequent response variables will be

briefly presented with inclusion of a tableau similar to Table 4.1.

Due to the large number of variables formulated in the draft model

for predicting labor workhours, the data was screened using stepwise

regression. An a level of 0.25 was chosen. Thirteen variables met the

0.25 significance level and were input into a regression run. The

initial regression run yielded a RADJ of 0.6732, and a mean square

error of 148.874. The predictor variable PASSLEN is the least

p.

p.
p.

p5 ~ -. ~S ** ~-\-~/-~- ~ ~.~*.- ~ .4,.~*.5-



Table 4.1 Summiary of Tests on LABCRIWH

REGRESSION VARIABLE MSE R 2  AD 2

RUN REMOVED 0

1 -148.874 0.7049 0.6732

2 PASSLEN 149.443 0.7013 0.6719

3 AREAVOL 149.927 0.6979 0.6708

*4ELSTAND 150.293 0.6947 0.6700

5 KOD 155.003 0.6825 0.8597

*INDICATES "BEST" MODEL
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significant in the t-test, and is thus removed in the second regression

run. Run two shows a slight drop in the R2  and a small rise in the

ADJ

MSE. By the t-test criteria, AREAVOL is removed and the regression is

run again. The R2  and MSE again experiences a slight drop and rise
AOJ

respectively. These changes have been slight thus far which indicates

an insignificance of the removed variables. ELSTAND is removed and a

fourth regression is run. The results of this run are similar to

previous runs. The fifth run with KOD removed results in significant

changes in the indicators used to this point; the model chosen is thus

that tested in regression run four.

The collinearity diagnostics indicate the degree of

multicollinearity present in the model. Table 4.2 illustrates the

results of collinearity diagnostics on the final model for the

prediction of LABORWH. Of particular interest is the conditional

index. When the conditional index is large, estimates of the response

variable may have considerable amounts of numerical error. It has been

suggested that a bottom line conditional index less than 30 indicates

an acceptable model (9). The conditional index of 16.432 in Table 4.2

indicates the final LABORWH model is fair.

The influence diagnostics provide a measure of the influence each

observation has on the parameter estimates of the model. Appendix D

contains the influence diagnostics for LABORWH. The important

diagnostics are provided by examining the DFBETAS. This statistic

indicates the effect the removal of a particular observation has on

each of the parameter estimates, scaled by the standard error. A value

for a DFBETA of 0.5 or more is cause for some concern.
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Table 4.2 Collinearity Diagnostics of LABORWH Model

COLLINEARITY DIAGNOSTICS VARIANCE PROPORTIONs

CONDITION PORTION PORTION PORTION PORTIOM
NUnsEI EIGENVALUE IiDEX INTERCEP TEnP ROD VOLGROSS

1 4.600 1.000 0.0006 0.0031 0.0005 0.0009
2 2.873 1.zt 0.0042 0.0032 0.0013 0.00O0
3 1.802 1.59e 0.0003 0.0000 0.0309 0.0320
4 0.942e79 2.209 0.0000 0.0096 0.000 0.0010
5 0.272347 *.110 0.0193 0.0773 0.0000 0.0056
6 0.217178 4.602 0.0007 0.0119 0.0034 O.00U7
7 0.102940 6.654 0.0391 0.0202 0.2113 0.1268
6 0.072460 7.967 0.0570 0.5359 0.0107 0.0037
9 0.057462 e.947 0.0183 0.1726 0.6422 0.0u6*1
10 0.04334 10.291 0.2071 0.0128 0.0720 0.6217

11 0.017034 1b.32 O.b5 0.1534 0.0268 0.1822

PORTION PORTION PCOTIO PONTION PORTIO4 PORTION PORTION
MURDER VOLKOD VOLDAY TVOLGROS VOLTRUCK ASSLEN ELASSLEN TASSLEN

1 0.0005 0.0063 0.0027 0.0000 0.0007 0.0039 0.0030
2 0.001* 0.0070 0.0025 0.0124 0.0012 0.0000 0.0008
3 0.0353 O.U01 0.0002 0.0052 0.0001 0.000 0.0001
4 0.0006 0.0149 0.0077 0.1875 0.0023 0.CO56 0.0036
5 0.0020 0.0005 0.0055 0.1156 0.0015 0.2105 0.0031
6 0.0031 0.780 0.0079 0.1501 0.0006 0.0232 0.0128

7 0.3635 0.0005 0.1700 0.0006 0.0017 0.0020 0.04
8 0.0130 0.003 0.0609 0.1336 0.0143 0.0906 0.41026
9 0.5536 0.0355 0.3953 0.0026 0.0000 0.005) 3.0192
IC 0.0216 0.1506 0.3472 0.0005 0.0317 0.0901 0.2!03
11 0.0054 0.00ub 0.0002 0.3920 0.9459 0.5776 0.1599

1
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Several steps may be taken when a point with large values is

encountered. The first step in dealing with these data points is to

check data entry for accuracy. Next, the observations should be

examined to ensure that they are part of the population of the study.

Observation 25, 97, and 102 were scrutinized i:n this manner due to

large values of "DFBETAS". No data entry error was noted, and the

observations belong to the population outlined in Section 2.2. There

is a possibility that the data was recorded incorrectly at the job

sight. The fate of highly influential observations lies in the hands

of the analyst; they should not be dropped without much thought and

good reason. In the present case, the observations were retained.

The final test of the model chosen as the "best" model is the

Extra Sums of Squares Test. An alpha level of 0.05 is chosen for this

test. The full model consists of the variables singled out in the

final stepwise regression step. The reduced model consists of the

variables present in the "best" model. The removed variables are being

tested for significance. The removed variables are PASSLEN, KOD,

AREAVOL. With v, =13-10 or three, and v =135-13-1 which equals 121, the

F =2.68. The observed F. F is:
C 0

F(43021.12-42398.63)*12!/[18013.8*(13-i0)1l. 39 . Because F >F
0 ~C0

none of the removed variables contribute anything above and beyond4

.

those in the "best" model. Thus the ten variables tested in regression

run three make up the final or "best" model.

4.4 Testing FINISWH

The variables thought to have an impact on the cement finishers

workhours are ELSTAND, TEM, KOD, VOL'ROSS, VOLKOD, VOLDAY, TVOL3ROS,



22

VOLTRUCK, ASSLEN, ELASSLEN, TASSLEN, PASSLEN, and AREAVOL. Due to the

relatively low number of variables, a stepwise regression is not run.

Applying the various lack of fit tests results in the sixth regression

run on Table 4.3 being chosen as the "best" model. Removal of AREAVOL

may also be considered. The small changes in the MSE, R2 , and adjusted

R2 indicate that the variables removed are insignificant. An overall

of 0.7826 is very good for this type of data. Over 78% of the

variability in FINISWH is explained by these five variables.

4.5 TESTING FIXEDOH

Stepwise regression resulted in 13 variables meeting the

significance level of entry of 0.25. The model with NEWDAY and FINSWH

removed had an R2  of 0.6614. The removal of PASSLEN resulted in aA' AOJ

drop of over one-tenth in the adjusted R2 . PASSLEN is thus left in the

model, and no further regressions are run. Eleven variables remain in

the model. Vt is desireable to have less than eleven variables in the

final model, but significant changes occur in the three tests in Table

4.4 with the removal of the next viable variables, PASSLEN then ?OD.

The regression runs are included in Appendix F of this thesis.

4.6 Summary

The model testing tools reviewed in this chapter provide

indicators to the lack of fit of the model being tested; however no one

test is conclusive in itself. By combined use of the tests a "best"

model can be chosen. This may not be the best model, indeed there may

not be a best model (2:85). If blessed with an abundant amount of

data, the analyst is urged to use accepted means of hypothesis testing.

This is rarely the case in the construction industry.
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Table 4.3 Summary of Tests on FnIISWFH

RFGRESSION VARIABLE MSE R2  R2
ADJ

RUN REMOVEDA

1 - 125.290 0.8063 0.7907

2 PRECIP 124.308 0.8063 0.7924

3 Tv'. .AREA 123.343 0.80653 0.7940

4 PRECAREA 1123.242 0.8049 0.7941

5 FLOTAREA 124.954 0.8006 0.7913

*6 NE.D..Y 127.364 0.7952 0.7873

7 AREAVIL 130.127 0. 7891 0. 7826

Table 4.4 Summary of Tests of FL'(EDOH

RE3RESSION VARIABLE MSE RA J

RUN REMOVED

1 - 15586.113 0.6980 0.6656

2 NEWDAY 15664.113 0.8940 0.6639

*3 FINISWH 15781.347 0.8892 0.6614

4 PASSLEN 16423.050 0.6739 0.6476

* INDICATES "BEST" MODEL



CHAPTER 5

INTERPRETATION OF RESULTS

5.1 Introduction

In a simple, first-order model (no higher order or interaction

terms), a one unit change in an independent variable with coefficient B

will result in a mean change in the dependent variable by B, all other

variables held constant. Productivity is defined as output/input

(quantity/manhours). When the dependent variable is manhours, the

coefficient of independent variables with units of quantity of work

(cubic yards poured, square feet painted, etc.) is the inverse of

productivity. It is suggests these be labeled "unit time" when

manhours is the response variable, and "unit cost" when cost is the

response variable (5).

Multicollinearity can cause very confusing results. If

multicollinearity exists between two independent variables, each

variable may seem insignificant based on individual t-tests, but when

the F-test is used at least one of the two variables may be

significant.

When an interaction is present in the model, keeping one variable

constant, both the slope and the intercept change as the second

variable in the interaction changes. The slope of a variable depends

on the other interaction variable. For example, given the model Y=A

+B*X+C*Z+D*X*Z, the slope of Z equals C +D*X at a given X (7:199).

24
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The coefficients of the transformed models represent rates of

change. By transforming the model equations, it is possible to

identify the effects certain variables have on the intercept and

ratio-level variables. The intercept cannot be broken down into its

three components (mobilization, demobilization, and contingency buffer)

using the techniques proposed.

An interpretation of the results of the LABORWH will be discussed

in this chapter. Then the goals of the study as addressed in Section

1.3 will be completed. The chapter will close with some applications

of the results.

5.2 Interpretation of LABORWH

The "best" model as identified in Chapter 4, can be transformed to

ease interpretation. The intercept term has the transformed form of

28.23*(l -O.02*TEMP -0.96*KOD). Both ratio-level variales are also

transformed. VOLGROSS takes the form 0.222*VOLGROSS*(l +2.64*KOD

+0.0038*DAY -O.018TEMP +0.74*TRUKPUMP). Likewise, ASSLEN is

transformed as 0.061*ASSLEN*(l -0.004*EL +O.039*TEMP).

The coefficients of the "best" model for the prediction of

LABORWH identify interesting implications of the pouring operations.

The intercept term indicates over 28 hours of work are required when no

work is done and operations are at standard conditions. A proportional

increase to the intercept is caused by temperatures below the average.

This indicates more manhours are required for mobilization,

demobilization and contingencies when the temperature is low. Kodiak

pours cause a proportional decrease in the intercept. This is most

likely due to the fact that Kodiak pours are smaller in volume than the

f m' a . 4X,
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norm. They consist of areas which were blocked out (not poured when

rest of slab was pou ed) to accomodate the tiebacks which supported a

crane system.

The Kodiak pours cause a proportional increase in the overall

manhours of the pour. The Kodiak pours are small, but somewhat

specialized due to their location. The day of work and fact that truck

pumps are being used have the same effect. Work tends to slow down as

the job nears conclusion. Correcting punchlist items combined with the

fact that the workers will be out of work when the job is done may

explain this. Since concrete sets faster in warmer weather, it is

expected that manhours and temperature have a negative relation, which

is reflected in the regression results. The proportional effects of

elevation and temperature on the assembly length are confusing. At

lower elevations it tends to require more work to assemble the pipe.

Equally confusing is the fact that at higher temperatures the manhours

used to assemble the pipe increase.

Based on the results of the regression runs, managers have more

insight into the construction process. Providing protection from the

environment is something which should be examined. The cost of the

protection may outweigh the savings in labor costs. Avoiding the use

of the truckpump is another item which could save money. Other items

such as the effects of time and Kodiak pours are important for planning

purposes. Schedules can be made reflecting these effects.

Plots of the regression residuals versus each of the independent

variables of the final model for LABORWH appear in Appendix D. The

plots appear to be homoscedastic. There are no strong trends. The

!,. * - *..*.**. -*-*.*-
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Table 5.1 Descriptive Statistics of LABC.RWdH Model

VIARIABLE=RESID RESIDUALS

MOMENTS

N 135 SUR WGTS 135
MEAN -1.179E-14 SUM -1.592E-12
SrD DEV 11.7931 VARIANCE 139.077
SKEUNESS 0.546949 KURTOSIS 0.309896
ass 18636.3 CSS 18636.3
Cv -1.000E+17 STD BEAM 1.01499
r:MEAN=O -1.162E-1 PROB>ITI 1
SSN RANK -280 PROB>ISI 0.539311
Sun -%= 0 135

QUANTILES (DEF=4)

100 MAX 34.5541 99% 33.0548
75% Q3 6e51257 95% 23.4307
50X NED -0.287526 909 16.5639
25% Qi -7.93124 10% -14.2713
0% BIN -24.2865 5% -19.259

1, -23.5976
RANGE 58.8406
Q3-Q1 14.4468
MODE -24.2865

EXTREMES

LOWEST HIGHEST
-24 .2865 28.4747
-22.373 29.0173

-21 .9575 29.3252
-19.7387 30.3895
-19.6507 34.5541

~ .- **~~~*.:a.* ~ %* l*.f a~1 - -~~* ~-.-- -
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plot of the residuals versus VOLGROSS hints that less variability in

manhours appears with larger pours (greater than 200 cubic yards).

Descriptive statistics of the residuals make it possible to choose a

crew size for average conditions. By replacing the variable names with

the desired (proper) numerical values, the mean labor workhours

required can be predicted. Being the mean, roughly 50% (assuming a

nearly symmetrical distribution) of the time more labor than is

predicted will be required. Table 5.1 contains the descriptive

statistics for the residuals of the "best" model for prediction of

LABORWH. The descriptive statistics indicate 16.56 manhours should be

added to the mean prediction in order to reach a 90%* confidence level

of completing the job in the predicted time. The job of the manager is

to choose the confidence level. The additional manhours required to be

added to the mean can then be derived. The crew size can be chosen

using the simple analysis described above.

5.3 Summary

There are two major concerns of interpretation of the results.

The first is one of validity. Are the results useful? If not, all is

not lost. Important insights into the operations can be gained through

analysis. The deficiency of a single, precise lack of fit test is the

second concern.

Having found the results valid, the construction manager has many

uses for them. Manhours can be predicted, decisions on methods of

construction can be made, and crew size can be chosen. By multiplying

the manhours for both laborers and finishers by their respective rates

of pay, and adding the cost of the fixed overhead, a cost estimate can

i * - .
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be derived. Regression analysis can also be used in claims cases.

CostIs can be calculated for the way a project should have been. This

can be compared to the way i~t actually was. The claim can then be

based on this difference.



CHAPTER 6

SMARY AND CONCLUSIONS

6.1 Summary

In Chapter 1 of this thesis, four areas of confusion were

discussed, and the three major goals of the study were given. The data

set for this research was described in Chapter 2. Chapter 3 dealt with

the formulation of regression models. The models were tested in

Chapter 4, and interpreted in Chapter 5. The major conclusions of this

study and recommendations for future research are given hereafter.

6.2 Major Conclusions of Confusion Areas

The major conclusions based on the four confusion areas presented

in Section 1.1 of this thesis are:

1) Data aquisition in the construction industry needs

improvement in order to facilitate various analytical

techniques. Construction managers and accounting

personnel need to develop data forms together to

satisfy both of their needs. It is less expensive, and

more accurate, to collect the right data as the job is

in progress than to try to extract it from records

after the job is complete.

2) The thrust of this study is in the methodology
I

proposed. A nine step approach to the analysis

of construction data has been introduced: 1. Data

30
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collection; 2. Choose response variables; 3. Break

independent variables into ratio, interval, and

binary-levels; 4. Develop initial regression model(s);

5. Model coding; 6. Identify independent variables in

coded form and calculate transforms; 7. Run regression,

find parameters, and select best model; 8. Decode best

model; and 9. Interpret decoded model. This nine step

approach provides a standard methodology in lieu of a

capricious approach. The regression results achieved

by this method on the data set used in this study are

within the region of results one would expect to find

in the industry.

3) Many of the assumptions of regression are violated

in these, and most construction data. Because

construction data are few and far between, random

sampling is often not done. This is the case in this

study. Additionally, the random error associated with

any one dependent variable is not always independent of

the error associated with any other point. The

question to be resolved by the analyst is one of

validity; "Is regression analysis useful for a

particular construction process?" The violations of

assumptions tend not to loom as big if the methodology

is valid (useful).

4) The value of regression analysis lies in the

interpretation of the results. Improvements to a

I-,:- ' **.-. - *
. . .. . . . . . . . . . . . .
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process, and/or identifications of problem areas in the

process can be achieved through proper interpretation

of the regression results. This interpretation can aid

in decision making. Descriptive statistics of the

residuals of a model provide for such things as the

selection of crew size.

6.3 Satisfaction of Goals of This Study

The three goals of this study presented in Section 1.3 have been

satisfied:

1) A Methodology was developed in this thesis and is

summarized by the nine step approach presented in the

second section of this chapter;

2) Examples of how one can use the parameter estimates

to make such decisions as whether to use weather

protection or not is presented in Section 5.2; and

3) A demonstration of how a manager can use the

descriptive statistics of the model residuals to choose

a crew size, based on a percentile dictated by

management, is included in Section 5.2 of this thesis.

6.4 Recommendations for Future Research

Four areas offer potential for future research. The first is to

continue applying the techniques discussed in this study to to other

data sets. An opportunity to analize data, then use the results to

predict an actual job, would provide for an interesting study.

Analysis of data from various contractors with similar specialties may

identify aspects common to all the data. Modification of the
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methodology may improve the results and validity of them.

Deconfounding the intercept term provides the second area of

future research. It may only be possible to accomplish this through

time-lapse study. The time-lapse equipment is available at The Ohio

State University.

The third area for future research is to test and further develop

the nine step approach introduced in this thesis.

The final suggested research subject is to evaluate the benefits

and desirability of using a confidence interval approach to sizing of

crews given daily point estimates of manhour requirements.

J
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APPENDIX A

DATA USED IN STUDY

This section contains the data used in this study. Some variables

made available to this writer are not included in the following list

because they were not used in this study. Additionally, no transformed

values such as AREAVOL are listed in these pages.

35
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Table A.1 List of Data

v PT P
a m LR F F L F 0
L I P 4 U L A I A I u
G N RCKO S x B R

A A R T EBPT S E 0 1 .
0 A 0 H 0 £ CUUFKA L 0 R S 0
B T A £ E S n IGMIOT E 0 w w $

R I 1 L A S r PIPlIDR N il H T

1 112283 260 0 17300 3uS 55 0 0 1 1 0 0 75 1,483 100.5 51.0 4.36
2 112883 266 0 72111 135 45 1 0 1 1 0 0 85 776 64.0 51.0 2.94
3 121383 281 36 7600 158 43 0 0 1 0 0 0 96 1009 106.0 78.5 4.05
4 121583 283 36 2587 co Q0 0 0 1 1 0 0 96 57 57.5 5.5 1.72
5 121603 284 18 10200 150 27 0 0 1 1 0 0 138 837 111.0 42.5 3.!3
6 122183 289 18 7480 150 13 1 0 1 1 0 0 7e 1004 138.0 56.0 '.89
7 122283 290 18 6350 1C0 19 1 0 1 1 0 0 88 673 65.5 32.0 2.'S8
8 10384 302 36 7200 104 32 0 0 1 0 0 0 121 882 81.5 65.5 3.76
9 1048 303 36 8600 160 34 0 0 1 0 0 0 131 1095 104.0 64.5 '.3e

10 1068 305 67 4800 80 32 1 0 1 0 0 0 102 1104 70.0 51.0 3.69
11 1100 309 67 5000 138 10 0 0 1 0 0 0 152 1070 108.0 83.5 5.09
12 11101 310 67 7620 140 e 0 0 1 0 0 0 142 9e5 93.5 86.5 4.71
13 1128 311 67 5590 80 7 0 0 1 0 0 0 97 6:5 76.0 59.5 3.17
14 11784 316 54 6700 130 21 0 0 1 0 0 0 109 942 96.0 75.0 4.36
1 1188 317 54 0500 1114 13 1 0 1 0 0 0 164 041 96.5 77.0 4.35
16 12384 322 54 6525 111 13 0 0 1 0 0 0 134 7C5 116.0 65.5 11.15
17 1258 324 93 10370 1tu 3u 0 0 1 0 0 0 243 938 107.5 93.0 5.17
18 1268 325 0 21,00 45 30 0 1 0 1 0 0 0 (6 30.0 19.0 1.01
19 12684 325 93 7200 110 30 0 0 1 0 0 0 253 893 121.0 66.5 4.58
20 12784 326 93 8000 100 22 0 0 0 0 0 0 263 431 62.0 64.0 2.73
21 13084 329 0 5235 90 28 1 0 0 0 0 0 145 683 84.0 57.5 3.61
22 13184 330 80 10370 160 12 0 0 0 0 0 0 180 749 111.0 102.5 5.25
23 2018 331 00 8630 130 9 0 0 0 0 0 0 355 635 99.0 85.5 4.30
24 2028 332 00 7300 100 23 0 0 0 0 0 0 225 u77 83.0 63.5 3.17
25 20284 332 0 23d0 60 23 0 1 0 1 0 0 0 277 30.0 14.0 1.1q
26 2031 333 0 3000 60 30 1 0 0 1 0 0 0 601 44.0 23.0 1.79
27 2078 337 107 11130 230 13 1 0 0 1 0 0 287 739 103.0 56.0 3.60
28 2068 336 107 15300 :80 14 1 0 0 1 0 0 402 862 133.5 67.5 4.79
29 2108 310 140 11130 240 30 0 0 0 1 0 0 320 657 102.5 68.0 3.81
30 2148 31 1110 15300 259 40 0 0 0 1 0 0 435 714 102.5 51.0 3.52
31 2178 317 51 237b 114 41 1 1 0 0 0 0 249 836 05.0 46.0 3.(4
32 22081 350 153 13950 207 34 0 0 0 0 0 0 448 815 104.0 85.5 4.70
33 2216 351 153 9750 10 34 0 0 0 0 0 0 333 7!4 94.5 74.0 4.01
34 2238 353 166 5915 1C0 35 0 0 0 0 0 0 5Ul 660 75.5 63.0 3.15
35 22484 354 166 7800 139 30 0 0 0 0 0 0 356 630 67.0 5R.5 3.01
36 22784 357 166 8290 178 28 1 0 0 0 0 0 356 1081 117.0 85.5 5.34
37 3018 360 178 9984 2C6 12 0 0 0 0 0 0 343 1013 118.0 100.0 5.76
38 30684 365 192 122a0 10 25 0 0 0 0 0 0 382 835 10u.0 90.0 4.74
39 30784 366 192 3600 E6 lu 0 0 0 0 1 0 352 490 63.0 3U.0 2.21
40 3088 367 205 11820 216 9 1 0 0 0 0 0 500 910 90.0 91.5 4.97
1 30984 360 205 9430 170 9 0 0 0 0 0 0 395 755 103.0 80.0 0.57

42 31384 372 218 10250 170 29 0 0 0 0 0 0 533 774 95.5 72.0 3.19
43 3148 373 210 9515 10-0 29 0 0 0 0 0 0 413 717 91.5 79.0 14.01
44 31584 374 218 72V. 95 20 1 0 0 0 0 0 353 541 64.0 54.5 2.75
45 31684 375 107 121q0 1.0 32 1 0 0 0 0 0 352 968 101.5 108.0 5.51
46 32084 379 107 10395 110 20 0 0 0 0 0 C 202 735 81.5 73.5 3.74
47 32204 301 231 10250 169 30 1 0 0 0 0 0 566 795 8u.5 83.0 1.11
46 32304 382 231 1680 237,30 0 0 0 0 J 0 396 021 102.0 106.3 5.i9

4I
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Table A.1 List of Data
(cont'd)

V p T p
0 f LT Rr L F 0
LI P A U L I I A I U
G K h CK 0 S I u A a

D I R T £BPT S E 0 1 C
0 a 0 R 0 £ CUUFKA L D R 5 0
0 T A E E s ft IGM1OT E 0 w w S
S 1 y L A S P PyPNDa N 1 d H T

49 3268" 365 244 14900 230 24 0 0 0 0 0 0 489 815 95.5 92.0 4.65
50 327o% 386 244 12300 169 23 0 0 0 0 0 0 419 795 91.0 82.5 4.18
51 402b4 s92 2t7 13860 216 34 0 0 C 0 0 0 502 335 9b.0 82.3 4.52
52 4036 393 257 11260 167 30 0 0 0 0 0 0 432 661 89.5 76.5 3.80
53 40984 399 270 15305 230 3Q 0 0 0 0 0 0 515 81 100.3 94.3 4.79
54 410a4 400 270 12715 180 34 0 0 0 0 0 0 445 7711 102.0 84.5 4.40
55 411b% 4u1 283 15365 236 31 0 4 0 0 0 0 528 E61 94.0 91.5 4.65
56 4126' 40i 263 12715 179 38 0 0 0 0 0 0 458 6PI 90.0 b6.5 4.35
57 41364 403 140 14750 210 4o 0 0 0 0 0 0 315 8CI 103.5 94.5 4.87
58 41664 40b 140 11960 175 35 0 0 0 0 0 0 385 914 103.0 91.3 4.98
59 4176b 407 296 6315 161 32 1 0 0 0 0 0 631 7Z7 86.5 76.0 3.73
60 419b4 410 296 14865 lea 32 U 0 0 0 0 0 491 8C1 87.0 84.5 4.23
61 42064 410 296 915 G5 40 0 0 0 0 0 0 521 596 60.0 43.0 2.45

62 42364 413 309 9490 160 37 0 0 0 0 0 0 644 764 72.0 72.5 3.51
63 42564 415 309 1370 211 44 0 0 0 0 0 0 474 827 99.0 104.0 5.18
61 4;1664 416 322 15740 230 52 0 0 0 0 0 0 567 821 98.0 91.5 4.81
65 42761 417 322 11480 176 63 1 0 0 0 0 0 497 710 76.0 81.0 3.94
66 5028 422 328 15915 230 44 0 0 0 0 0 0 573 947 99.0 102.5 5.53
67 5038 123 348 11365 190 41 0 0 0 0 0 0 523 862 97.5 90.5 1.92
bb 50784 427 335 15915 234 46 0 0 0 0 0 0 580 934 95.0 115.0 5.77
69 50884 428 335 65b5 100 46 1 0 0 0 0 0 555 960 62.3 77.0 4.05
70 509b4 429 257 3900 58 41 0 1 0 0 1 0 452 1037 90.S 01.5 4.61
71 S1OUAI 1JO 309 2400 39 37 0 1 0 0 1 0 419 592 61.0 48.0 3.09
72 51064 430 335 4800 71 37 0 0"0 0 0 0 U75 525 60.0 42.0 2.74
73 51184 431 361 14875 220 50 0 0 0 0 0 0 606 897 91.0 91.0 4.07
71 5148 434 18 10480 154 37 0 0 1 1 0 1 113 1012 99.0 40.5 3.82
75 5146 434 361 9599 140 37 0 0 0 0 0 0 536 1105 76.5 62.5 4.07
76 51584 435 93 4880 86 38 0 1 0 0 1 0 363 1105 107.0 50.0 43.3
77 5156 415 18 8409 120 38 0 0 1 1 0 1 98 1025 107.0 48.0 4.31
78 51664 436 36 8363 156 37 0 0 1 0 0 1 121 1339 102.0 64.0 5.19
79 51684 436 361 14635 225 37 0 0 0 0 0 0 606 1147 108.5 98.5 5.98

80 51764 437 36 6899 130 38 0 0 1 0 0 1 111 968 78.5 46.0 3.U6
81 51784 437 361 11615 160 38 0 0 0 0 0 0 536 993 75.0 71.5 4.10
82 516'. 438 80 1575 30 52 0 0 0 0 0 0 160 620 37.0 8.5 1.43
03 5i184 4 1 54 7133 169 51 G 0 1 0 0 1 129 1177 95.0 64.5 4.71
64 5228' 442 3b7 17300 256 64 0 0 0 0 0 0 632 1104 110.0 77.0 5.23
85 52284 442 54 7288 108 64 0 0 1 0 0 1 129 986 77.0 48.5 3.55

86 5248 444 67 7212 106 57 0 0 1 0 0 1 142 844 55.5 43.3 2.81
87 5284 444 387 11500 170 57 0 0 0 0 0 0 582 858 75.5 55.0 3.48
88 S258' 445 374 1145 35 61 0 0 0 0 1 0 569 798 46.5 25.5 2.21
89 52561 445 67 7212 100 61 0 0 1 0 0 1 142 1044 74.0 50.5 3.b6
90 5308 450 80 6709 100 44 1 0 1 0 0 1 145 1105 70.0 36.0 3.33
91 53164 451 400 16780 246 43 0 0 0 0 0 0 645 1308 111.0 90.5 5.94
92 60164 452 00 b789 97 59 0 0 1 0 0 1 145 9Z3 67.5 45.5 3.16

93 601b4 452 400 12110 176 59 0 0 0 0 0 0 575 1036 103.0 60.5 4.51
94 604b4 155 93 14000 154 54 0 0 0 0 0 1 343 1252 106.5 69.3 4.96
95 6058 156 426 14825 23 59 0 0 0 0 0 0 671 1198 9b.5 101.5 5.53
96 60684 457 426 11805 160 66 0 0 0 0 0 0 601 976 81.5 89.0 4.45

q
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Table A. List of Data
(cont'd)

v PT P

0" L It F F L r o

LI PAUL A I A I U
G H RCKO S X 3 N R

a A hT EBPT S E 0 I C
0 I D R OK CUUFKA L D R S O

a T A E E Sf IG IOT z 0 w I S
S L y L A SP PYPXOR N H T

97 60784 458 67 2800 40 66 0 0 1 1 0 1 67 8eb 6.5 22.3 2.32
98 60484 459 452 11890 160 7' 0 0 0 0 0 0 627 978 76.0 87.5 4.S2
99 61184 462 452 14815 236 63 0 0 0 0 0 0 697 1090 100.5 106.5 5.70

100 61304 4b4 439 11040 160 73 0 0 0 0 0 0 614 898 77.0 76.5 3.92
101 614b4 465 439 17935 260 75 0 0 0 0 0 0 6841 12Cb 103.5 101.5 5.64
102 615dQ 466 80 1224 1b 68 0 0 1 1 0 1 12n 174 1b.5 6.0 0.62
103 61564 466 107 8600 148 68 0 0 0 0 0 1 342 1010 107.5 36.5 3.84
104 619T4 470 465 15125 220 66 0 0 0 0 0 0 710 871 b2.0 107.5 5.05
105 6204 471 465 10500 154 66 0 0 0 0 0 0 640 477 57.0 73.0 3.43

106 62184 472 205 2800 40 66 0 0 0 0 1 0 380 948 49.0 33.5 2.68
107 62684 477 478 11550 170 53 0 0 0 0 0 0 653 675 74.5 64.3 3.50
108 62684 '77 18 5660 80 53 0 0 1 0 0 1 113 946 66.5 41.0 3.28

109 62784 478 478 17440 251 64 0 0 0 0 0 0 723 1115 92.5 95.5 5.38
110 62b84 479 54 4972 60 64 0 0 1 0 0 1 144 391 52.5 49.5 2.65
111 62uo' 479 426 2270 30 6U 0 0 0 0 1 0 616 721 50.0 32.0 2.34
112 62984 480 80 3554 45 60 0 0 1 0 0 1 170 7Z5 60.5 34.5 2.66
113 7026 4b4 '13 12955 159 63 0 0 0 0 0 0 588 1109 98.5 92.5 5.26
114 03bl 485 413 15935 261 65 0 0 0 0 0 0 658 110! 96.5 71.0 '.43
115 7104 492 517 12905 179 70 0 0 0 0 0 0 722 757 92.0 70.5 4.08
116 71184 493 517 17105 242 73 0 0 0 0 0 0 792 846 108.0 99.5 5.34
117 71284 494 122 5000 69 63 0 0 0 1 0 1 357 767 113.5 42.5 3.90
118 717b4 499 557 16930 260 60 0 0 0 0 0 0 792 846 103.0 97.0 5.07
119 720;4 502 361 3950 65 6u 0 1 0 0 1 0 536 64 82.b 34.3 3.14
120 72314 505 461 1246 23 60 0 1 0 0 0 0 686 580 57.0 25.5 2.19
121 72684 508 452 5620 10 53 I 1 0 0 1 0 642 798 92.0 54.0 3.71
122 72784 509 543 8335 130 58 0 0 0 0 0 0 818 761 70.5 65.0 3.36
123 73084 512 543 14975 200 61 0 0 0 0 0 0 758 786 104.0 89.0 4.76
124 73184 613 530 9590 145 L2 0 0 0 0 0 0 745 754 70.0 91.0 4.23
125 80184 514 530 14635 206 b4 0 0 0 0 0 0 805 841 107.5 84.0 4.92
126 502b4 515 491 16780 258 74 0 0 0 0 0 0 736 833 104.5 96.3 5.18
127 60t0s; 519 491 11925 176 70 0 0 0 0 0 0 666 740 81.0 77.5 '.08
128 807b4 520 504 15340 220 74 0 0 0 0 0 0 779 826 97.0 80.5 4.66
129 60e8 521 504 10230 160 70 0 0 0 0 0 0 709 653 70.0 67.0 3.37

130 60jB% 522 573 14320 260 70 0 0 0 1 0 0 793 7E8 103.0 59.5 4.02
131 b1464 527 93 8105 111 71 0 0 1 0 0 1 378 1174 Ilb.3 S9.5 4.60
132 $1568 528 93 6907 60 67 0 0 0 0 0 1 413 1005 96.0 56.0 3.96
133 61764 530 599 134b0 188 67 0 0 0 0 0 0 804 850 109.0 66.0 4.42
134 82064 533 122 1482 4S 61 0 0 0 0 0 1 322 597 73.0 33.5 2.60
135 62181 534 107 5328 63 19 0 0 0 0 0 1 337 705 75.0 46.5 3.09

&



APPENDIX B

VARIABLE LABLES

This section labels or defines the variables used in this study.

Due to field length limitatihons in SAS, the labels are short and

concise.

39
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Table B.1 Variable Labels

LABEL AREA=ABEA FINISHED BY CEMENT FINISHERS
ATRAXTRIUM VECTOR
KOD=KODIAK VECTOR
POURCOST=COST OF THE POUR IN THOUSANDS
DAY=DAY OF WORK WITH MARCH 8,1983 AS DAY 1
ZL=ELEVATION Or' POUR ABOVE GROUND
VOLGROSS=GROSS VOLUME OF CONCRETE POUR
MINTEMP=THE DAILY MINIMUM TEMPERATURE
&SSLZN=ASSESSLY LENGTH OF PIPE
PURPTRUK=TRUCK PUMPIECTOR TIMES AREA
TRUKPUMP2TRUCK PUMP VICTOR
PRECIP=PRECIPITATION VECTOR
PLkCBOGY=BUGGY VECTOR
rLOTFIN=FLOAT FINISH VEC7OR
FIIEDOH=COST oF SUPERVISION.POLICEOPERATORS
LABORBH=LkBORERS WORK HOURS
FINISVH=CEMENT FINISHERS RORK HOURS
NEIDA=STkNDkRDIZED DAYS
ELSTAND=STANDARDIZED ELEVITION
TEMP=STANDARDIZED MINIHUH TEMPERATURE
VOLKOD=VOLGROSS TINES KODIAK VECTOR
VOLCRAN=VOLGROSS TIMES CRANE VECTOR
'OLTRUCK=VOLGROSS TIMES TRUCKPUMP VECTOR
VOLATR=VOLGROSS TIMES THE ATRIUM VECTOR
TVOLGROS=VOLGROSS TIMES THE STANDARDIZED TEMP
PVOLGROS=VOLGROSS TIMES THE PRECIP VECTOR
VOLBUGI=VOLSROSS TIMES THE BUGGY VECTOR
PASSLEN=ASSESDLY LENGTH OF PIPE TIMES PRECIP
PRECAREA=kREA TIMES THE PRECIPITATION VECTOR
TERPAREkATERPERkTURE TIMES THE AREA
FLOTAREA=AREI TIMES THE FLOAT VECTOR
ELASSLEU=EL TIMES ASSLEN
rASSLZU=TEMP TIMES ASSLEN
kREAVOL=IREA TIMES VOLGROSS



APPENDLX C

TRADITIONAL TEST OF LABORWH

C.1 Introduction

A traditional approach to formulating and testing the LABCRWH

model is presented in this section. The testing of the model is

similar to the testing of the models discussed in Chapter 4 of this

thesis; the formulation of the models is much different than the

approach proposed in this study.

C.2 Hypothesis

It is thought that MINTEMP, VOLGROSS, EL, AREAVOL, ASSLEN, PRECIP,

KOD, ATR, PLACBUGY, AND TRUKPUMP contribute something to the prediction

of LABORWH. The null hypothesis, H 0 :B0=B1  ...BN =0, indicates no

variables contribute to LABORWH. The alternate hypothesis, HA:B 0 93

...BN-0, indicates at least one B is not equal to zero.

C.3 Testing the Model

The first regression run with all considered variables included

has an R2  =0.5854 and MSE of 188.836. Removal of PRECIP results in aAOJ

slight rise in the R Du (0.5867) and a slight decrease in the ,ISE2D

(188.274). The R2  lowers to 0.5829 and the MSE rises to 189.951 when
AD J

PLACBUGY is removed. These adjustments are small enough to be

considered insignificant however. After removing the variable ATR, the

RDJ decreases a bit more, and MSE shows a larger increase. Hence, the

model with ATR included is considered the best.

41
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The last test to be used in qualifying this model is the F-test on

the excluded variables. An alpha value of 0.05 results in an 7C  of

3.07. FO  ( 37619.231 -37099.812) *124 divided by 2*23415.384. Fence,

equals 1.37. Since F¢ >F, it is 95% certain that none of the

removed variables contribute significantly to the prediction of

LABORWH. The final model is a good model.

C.4 Interoretation of Results

The mobilization/demobilization/contingency buffer (intercept) is

33.4 hours. Labor workhours decreases 0.22 hours for every degree

increase in temperature. Maintaining a constant area of pour, the

manhours required increases with volume. Elevation remains confusing.

The manhours tends to decrease as the elevation increases. Thinrer

slabs at the higher elevations may be an answer. Kodiak pours tend to

require 15 more hours to complete, and atrium pours nearly eight more.

Using a truck pump increases the time by 12 1/2 hours on the average.

C.5 Summary

Many testing techniques are covered in the literature. The

testing methods used in the body of this study was used in this

appendix. The "best" model should be tested again with a new set of

data, an additional variables perhaps added.
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APPENDIX

LABORWH COMYUTER OUTPUT

The regression runs used to formulate the model for the prediction

of LABORWH are included in this section. The final step of the

stepwise regression run is presented first, followed by the individual

* runs. Residual plots are included to complete the output. The draft

model is: LABORWHi= INTERCEPT +NEJ1DAY +ELSTAND +TEMP +PRECIP 4-ROD +ATR

+PLACBUGY +TRt]EPt1P +VOLGROSS +VOLXOD +VOLDAY +TVOLGROS +PVQTGROS

+VOLCRAN +VOLBUGY +VOLTRUCIX +ASSLEN +ELASSLN +TASSLEN +PASSLEN

+AREAVOL. This model transforms to :LABORWH= INTERCEPT (l+NWDAY

*ESTAND +TEDIP +PRECIP +KOD +ATR +PLACBUGY +TRUKPUr,!)

+VOLGROSS*(l+VOLKOD +VOLDAY +TVOLGROS +PVOLUCROS +VOLCRAN *VOLBUGY

+VOLTRUCK) +ASSLEN*(l+ELASSLEN +TASSLEN tPASSLEN) +AREAVOL.
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APPENDIX E

FINISWH COPUTER OUTPUT

The regression runs used to formulate the model for the prediction

of FlNIS WH are included in this section.

67



8

A M 4 0 o~ N r
U a Q
a 10

Se M.w 0% O0 M M aW r-

M. AN 0f.=W 0a Sa00

in in 0a 0oi ex

0 k 0 14
bd fft d4U3 III

00 1a c 4 d 04 a
.1

w ~ ~~InM 4DM
wn. M'~ CoO 4c inn Cfe

us toU 00 Ula M 40w aCw0r.4
be at Ad in. an 04 .4 a 0 f- %a a ac

0~~~~ au a C3aoe ~ '

14 a C -C3 c 0% 6 - 0 .0p 00W %
es a *0N0( o0 nMM 0 M 0 *~ N%
dQ 090 en0c c =Mt 0 P-000a a'AL

oo~ cc hLn :t* U,0 5b %n 04 r-a aQ%(4 c V MV4ea

CDcn 4 &U Ohi 0~- U0 %a M1.0 *e ein * o *0O
a4 U 0 0 an4O &3. 0 00 0a q *%n0 a0

ald E.4 r- So a

.10000
* be 0 I es

I 0
lo -r - -P . V-P -P

mi 0 O#. ba (.3 C1 a Q

No A c5 2ua :me . l ed 4-
W- 14 0 a3 w0 a .46" -a . U f

asI - = w n 0 W = 04 20 0
63 0 d 2MWde .4 mh *4 = ra = 0..-O.

W) .JIc i U .4 up H M W1 f - lC



69

-0a r--N -6 ac W=

Au 0 0 a 0 0 ad0 00

01 04
so r%94U -I % - =f

U ~ ad fU 00diaU u O

i

O2 A f" adQ MO U U O0 M -. Vm

a M ft a£' = 23 :vm% - f-m

3.4 IQ 0~ Cc abi 0 C3 40

.0.4 in 14 0 a i0a0 * u0'f=

- 00 a a000C

Ni 0 C3 M

.0 ~ u C 3 : n C 40 In 636" % 0 .. ,%1 (4 "M - 0

ca ~ 99 0 -r10 r- 6u) 0d C4 0% a 9-%a a r-e4 ;v
E-3 .4 0 0 0 1- 4 cI *- .% e ) V- 0 0 %

= %Ou- W -ci *0 C" a-- C I - en NOC.
VI 014 cc onr i0d000n0 no na %

&. on n( =t ;c g tn4v;a6 4i

09 didiw 14~

I- C3C

N- Ow a% Ln hiwxrw v -9 v -v -v -v

Ua 3.ch~iK66.hU-

as 0 a ki zhi[aawU.
do il dhi4 0 3aI ls a a
Do u Aa -0 Qua dme dBfh 3 i 64

.



h. -IM1.9

m ftr a " ol0i-er rct *
* 0 0 occoomm

* .a ea 0e00 0 0

0

CY)1. In ma kn %D- I - -= - l

A In 0o CAm N C! 0 #Am CI0m I-
me 0 . ot-p * 0 0 0 0 0*

:30 as In 0 14 *q N QtNN.0
%D oo Ix ca I

0. 0 =

-4E-4

In
PC a I t" M i a- O % N In M %al

i= 63 d as 2 csm = m0 ma 4n Ir a rrtIllnN .
w 3l m m so1 I oW r c-ra 4 f cV

c * O ON Ill %a Ei In %afl, a " c
CV nr 01 afl 03 .0 C%V n V- M-It 4

W. 40C sPPO -00 l ma 4 0%OU q at
0 r f 6 9 sc4 a e

CD 00dlt4I a * ee
I-. U 00 0 0

Lb 0h Ra j b a oemV- -v In ~ m M 0 M n

C do 0 0 0 %a a[a -T ~0 "In w-,' % 0f
C4 =2 CIO N- 1-4 NaM r- M -.0
: Ir- 0 ;~ ~f : .14 w 0 CI10 m m Q

lin In OnN C4 Anmu * o*I n * 10men
%0 u-s 0a 40 0 6n Q

r4 t. 0 q- 0
040

-I c a a r an3 a G

a =o31 d0
a4 gm u h 0i M0.4 =

u 3 . wa. hi W 0 w 0 m a

cc w. 00a- w a . am 1-0C" wu
hi 0 cc 4 Z ih m J m
a an CcU~I-U44~.4h

Us 3 aum .4a ed 1O



71

90P-u a ,-n0- -,% tn o
A 40 r-4 CD mP. C ra "i

0l 0 C %a0 0 0 V-0 % 00%
o. 0 0 50C000 (m

A3 0' 0', 0 a

=~~0 1'.cc 00C020

go CE%

o9 0. o0 %c c -i c%
-40 Doa0* a e 0MC

-e 0:00I 04

C~0 ad M

' 99 a 0 "C o l a0 0 W 00c

*n c. 0 oE' 0 m2 a: I % % agr ft:v0%i

CM I U' NCO 0%F r4 LMUi~A
0- 04 me4 0 a a a k a

C 0. 0' 0.0 C3 U 0 4f 0
C3

03 amCf W nr- a fl- 0%a as3 en C N -u 1
U 043 N r-O U 02V1 a 4 0% f. 4 -r 4 C4~

ed C4 *l 0 9*C C a3 -r (6 a % a ( c 1 v0%
I= ad a 0 0 0 a EB-4 0 C V'~ - N kaCO

--r LA a~C * *,- b3f . 6 am a o 000i

000

low 0 r.~ CaI C,

20 04 c a

dd d.4 a0 aa u PI
w 0 0300n A. b3 0I4 14 14

I= 09 004 = 0 14EU0 0 W0
02 0 c 0d4 w w = .43 3x .

Q wl 3cI ra u aZtr A w lw Ad h.



72

0 V- fl q &

m 0 cc ~o --r n 0r4
LO 0n -q- 1 0a0Q N N

0 ora 0 0000000a

0. 0 0000g

Ao

0- 0 It C = w a. ~-N cn Nac %

rim II 0 a 3a "

-4
.0 V0

Id 0.W C 4 e .V cC

I= CO r4u a 0 C4 4 :T4TUl . % C

= 3 @a 4v -v r- (z 0 c L en M 0 %

i~ n a 4q A 0 g 0. Ln a~ tI~- c. oo

1-4 tn ~ NC (7 1 4 m
VI h.0 69 1; ; C W, 1

.0 C1 n 0 4i

hi b.UI 000 ~%04' .* . .- ) ca ~ lO'

E~~~ W, * 90( 2 r4 O '4u'~

M. Ill a F(4 M Qn ui .r an no *

*m c WO.- 00 a. .1 I C- 9-.

92 c 1-4 6"=cw
In cci z EwwA

Ic in cwuo 4aw6O.



713

A M 54 in C M CNI3C
0 03 - a 0 U C3 L
a Q 00 a00 Q
0 0 00000

0
a
at

ne - '-- f4M€ 0I 4r ' -,r I',, O '

m 06

0 do a l%=3 .I
o :00 0 L64 'a 0 aw-aw

3 0 00 e I I I

CD 0

z 'a b0 a elEo. %4 a
o a ao

c r
d w J- Q 0 -- %a m,-

C13 .4 cc mr d~o I a% 0,, m (4 t LA C3

CO Ul CnU'4 gn P 4 k0n cc 4 C
UPI-W I Q 54 Cc o 0 (4

CD * 0

4 It

Ofi 0 C

62 r"~u t r*4 cce m n c r0 0_r n

4 0 013 L %a If0 .m i Q3 r- M r YMIv

(U a CA 0 0UN~ l 0 a 45.4 'a Ul r o-'I"
.4 in 0~e' p ''a %an M Il0

-4 .4a C p Z; o 4hi r a nO
ci gn 0' 0.C4C N VI N4 a4 nL M&
E-i % w " 0e cL * * 0

. . . .%a 0 ad 3 %a 0 I 0 4 40

24 (4uV end 1 0

Q C4f v

Ix P4 0 CAM 4 .

im4 (a.4 1.4 aI.4
z Wi M 0 W 14

Wi 0 03 I 4 m w m .43
0 I fa3 u .444hd



74

A 4 0 C~C DC
(MCCC c 0 0

*~c 4 A *0

0

tI n N a N' t 0 at 0 r

. "A3 cc 0o 0 0 C*

w 
C* 40. %~ftl-

Ca 3
CD 0 balo o

caaIp 00 0

ca I 14 AdI 0

(D

- N .0C - 9 1a0

C; OIl %ccm a x' 02 -A o 0 -U

M 111 NE f" I l M A 4 a .MO-t0

to. 411 in .4 tn4 0 CD aif M E1

IH

W CDS C3 In

1-4 *. a *a A.ta0 mw c0wac

M tn 00. a- v-M noeM P 0 d

In 0 O W C0 0 2-4

O 11 v a a O %aa 14I4UWN

41

63 0 -S

-3 ul

p ~ - ~ 'am



I,

APPENDIX F

FIXEDOH COMPUTER OUTPUT

The regression runs used to formulate the model for the prediction

of FIXEDOH are included in this section. The final step of the

stepwise regression run is presented first, followed by the individual

runs. Initial model tested in the stepwise procedure is: FIXEDOH=

NEWDAY +ELSTAND +TEMP +PRECIP +KOD +ATR +FLOTFLN +LABORfWH +FINIS'wIi

+PLACBUGY +TRUKPUMP +VOLGROSS +VOLKOD +VOLATR +VOLDAY +TVOLGROS

+PVOLGROS +VOLBUGY +VOLTRUCK +ASSLEN +ELASSLEN +TASSLEN +PASSLEN

+AREAVOL.
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