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NORDA Mission

SO

The mission of the Naval Ocean Research and Development Activity
is to carry out a broadly based RDT&E program in ocean science and
technology, with emphasis on understanding ocean processes through
measurement and analysis, and the effects of the ocean environment
on Navy systems and operations.
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Preface

Preface

Rear Admiral J. B. Mooney, Jr., USN
Chief of Naval Research

Oceanography has played a major role in the U.S. Navy since the
time of Matthew Fontaine Maury. The importance of this knowledge
in the deployment of our armed forces and the use of our weapon systems
is more critical today than ever before.

As a former Oceanographer of the Navy, I was responsible for furnish-
ing oceanographic products to our operational forces, and I needed support
from strong oceanographic research and development programs. Now,
as Chief of Naval Research (CNR), I am responsible for developing the
oceanographic technical base necessary to satisfy these requirements.

With this unique privilege—working with NORDA as both CNR and
Oceanographer of the Navy—I can personally attest to the dedication
and capabilities of NORDA'’s people. Many of NORDA’s accom-
plishments in ocean and acoustic modeling, instrumentation, and measure-
ment techniques have been transitioned to the Fleet. I applaud this success
and look forward to an exciting future, as we work together to implement
oceanographic knowledge and multiply the capabilities of our operational

forces.

J. B. Mooney, Jr., Rear Admiral, USN
Chief of Naval Research
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Introduction

Captain Roger P. Onorati, USN, Commanding Officer
Dr. James E. Andrews, Technical Director

This publication reviews the growth of NORDA
and presents a cross section of NORDA's products
as a multidisciplinary, full-spectrum, ocean science
and engineering facility. NORDA’s research pro-
gram has been designed as a broad, balanced blend
of basic and exploratory ocean research, model
development and applications, systems concepts and
designs, and advanced engineering developments.
NORDA'’s corporate goals are to advance our
knowledge of the marine environment, to apply and
exploit this knowledge in support of Navy weapon
systems development, and to resolve Fleet problems
impacted by the ocean environment.

The underlying theme of this document is that of progress throughout
NORDA's relatively short history; progress displayed by the continu-
ing growth of the high-quality scientific research staff and by the state-
of-the-art facilities that support that staff. It is also apparent in the high
quality of the administrative and technical support staff. The product
of our research staff is exemplified in the content of the papers in the
Review. The product of the other is reflected in the quality and polish
of the physical aspects of this publication.

These pages reveal that NORDA has developed strong programs in
oceanography; ocean remote sensing; ocean modeling; ocean acoustics;
mapping, charting and geodesy; and geosciences. Innovative measure-
ment systems, many of which are unique in the marine community,
have been developed by NORDA scientists and engineers to support
these programs. These programs and capabilities are the result of a series
of well-planned investmcnt initiatives and of the support provided by
the Chief of Naval Research through the Office of Naval Research to
implement these plans. Most importantly, the products of NORDA
research presented here reflect the cumulative efforts and dedication
of all the individuals who have been part of NORDA s first ten years,
and set a standard to be maintained and advanced in future years.
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History

The Origin of NORDA

The early 1960s constituted a brief period of prosperi-
ty for both oceanography and Department of Defense
Research and Development. During these few years, the
Vietnam War had not yet taken over either the Defense
budget or the focus of national attention. President Ken-
nedy had committed the nation to winning a race with
Russia in space. and the mood of the Congress fostered
a growing respect and support for scientific efforts. The
ocean was beginning to be recognized as the final fron-
tier for exploration on earth.

During those few years, Congress authorized the
building of the first Navy-owned and operated ships
specifically designed for oceanographic work, the Navy’s
ocean science budget more than doubled, and the size of
the Naval Oceanographic Office NAVOCEANO) grew
by more than 50%.

At this time the Navy also began an effort to improve
coordination of its ocean science programs, both inter-
nally and with those managed by other agencies. This ef-
fort included the establishment of the Oceanographer of
the Navy (OCEANAYV) as a separate command in 1966
to serve as the Navy's “‘czar’’ of oceanography, and to
direct and manage the resources of the Naval
Oceanographic Program. At the same time, the Naval
Research Laboratory (NRL) and its higher headquarters,
the Office of Naval Research (ONR), were reorganizing
a number of their programs. These two organizations and
NAVOCEANO were the only major Navy elements with
significant ongoing research efforts in basic ocean science,
programs not directly related to supporting fleet systems
development.

The Assistant Secretary for the Navy for R&D, ONR,
and NRL initiated plans to establish on one campus an
ocean science center that would serve to improve coor-
dination among the various Navy programs. The plan
grew, eventually involving OCEANAV and NAVO-
CEANQO. and began to take shape in the mid-1960s as
the Matthew F. Maury Center for Ocean Science.

NAVOCEANO'’s growth during the preceding few
years was beginning to cause severe space shortages at
both its Suitland, Maryland, and Washington (D.C.) Navy
Yard locations. Conversely. the completion of several new
buildings at NRL had made several older buildings there
surplus and subject to demolition. These buildings were

chosen as the site of the incipient Maury Center and,
within weeks, NAVOCEANO began relocating some of
its research and development people to this site.

But now in the mid-1960s, the mood of the nation was
beginning to change with its deepening involvement in
Vietnam. The war’s drain on the DoD budget and. later.
negative public reaction to our national involvement in
the war, began to impact drastically on the Navy ocean
science budget and personnel ceilings. The available R&D
funding began to diminish: at-sea ship time was cut back
and several of the new AGS and AGOR ships were either
mothballed for long periods or were disposed of. Navy
influence in the overall national ocean science program
thus diminished.

However, the rapid growth of NAVOCEANO was now
forcing it to occupy office and laboratory space in parts
of some 10 different buildings at four different locations
(Suitland, NRL, the Washington Navy Yard, and the NRL
facility at Chesapeake Beach, Maryland). NRL, itself ex-
periencing renewed growth as a result of direct support
of the war effort in some of its programs, forced NAVO-
CEANO to move many of its Maury Center people out
of their spaces.

This need for space, together with the fact that the Navy
was the largest federal employer in the D. C. area (with
over 40,000 civilian employees) and was under pressure
from Congress to decentralize and relocate its personnel
to other parts of the country, pointed toward relocation
of NAVOCEANO away from Washington.

NASA's National Space Technology Laboratories,
located in southwestern Mississippi. near Bay St. Louis.,
was just one of the sites OCEANAV considered. The
others included Newport, Rhode Island; the Philadelphia
Navy Yard: Hyattsville, Maryland: and NASA s Michoud
site near New Orleans. But because of the cutback in the
space program, the Mississippi facility had approximately
45.000 square feet of modern (mid-1900s) office and
laboratory space and about 100,000 square feet of
warchouse space and other facilities that were either va-
cant or could be made available on short notice.

Because of the high cost. relocating just NAVOCEANO
did not appear acceptable. So. in February of 1975,
OCEANAV proposed to the Assistant Secretary of the
Navy (R&D) a plan for consolidation of the Naval
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History

Oceanographic Program at NSTL, with a number of ex-
isting components in addition to NAVOCEANO. These
components were ONR Code 480. the Long Range
Acoustic Propagation Project (LRAPP), the ONR Acoustic
Environmental Support Detachment (AESD), ONR Code
102-08, and six unspecified ocean science program
managers from the Navy Systems Commands and the
Chief of Naval Material.

For the most part. these (together with the R&D com-
ponents of NAVOCEANO) were the same elements ear-
marked to compose the Maury Ceater back in the
mid-1960s. But the Maury Center, although it had its own
letterhead stationery and a sign on its main building, never
did achieve official status as a command or even a compo-
nent of a command. During its entire existence (1966~
1976). it remained a loose confederation of co-located
elements that had similar interests, but entirely different
chains of command.

By relocating these elements along with the the rest
of the NAVOCEANO organization. it was felt that the
goals of the Maury Center could still be pursued and would
stand a better chance of being achieved.

The preliminary plan was approved by the Assistant
Secretary of the Navy (R&D), and the following month
(March 1975) the Chief of Naval Research announced that
a new R&DD organization would be formed as a result of

moving these elements to Mississippi. Although NAVO-

CEANO would continue 1o report to OCEANAV,
NAVOCEANO'’s R&D components and the other ONR
and SysCom elements involved would form the new R&D
organization and would report to the Chief of Naval
Research. This new organization would. however. be co-
located with NAVOCEANO at NSTL: together. they
would form the basis of a new Naval Oceanographic Center
of Excellence.

The Chief of Naval Rescarch appointed Dr. Roy Gaul.
the manager of the Long Range Propagation Project. to
head the planning group to form the new organization.
Initially. Dr. Gaul informally named the new activity the
Naval Ocean Research Laboratory (NORL): this was
changed within a month to the Naval Ocean Science Ac
tivity (NOSA). Finally, on June 10. 1975, Dr. Gaul and
his assistants agreed that the Naval Ocean Research and
Development Activity (NORDA) should be the name ot
the new R&D organization.

On July 25. 1975. the Deputy Secretary of Detense an
nounced that certain  clements ot the Navy's
Oceanographic Program would be consolidated at NASA's
NSTL base in Mississippi. Five days later. an OPNAV-
NOTICE 5450 was issued. estabhishing NORDA in a
development status. cffective August 3. 1975, And. on
March 31, 1976, NORDA became tully operational as
a field activity under the Chief of Naval Rescarch.
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History

Significant Dates in the History of NORDA

The essential history of NORDA is contained in the documents of its research,
development, and engineering activities. However. in the chronology of NORDA
as an organization, a number of specific dates and milestones are worth noting

in these pages.

February 1975—Commander B. Matthews is assigned to
serve as Executive Officer of the organization-in-formation
that will become NORDA.

December—Captain Charles G. Darrell is assigned as Com-
manding Officer of the new organization.

March 31, 1976—NORDA is officially established at
NSTL as a field activity of the Chief of Naval Research.
Dr. Ralph Goodman, Associate Director of Research for
Oceanology at the Naval Research Laboratory. is named
NORDA s first Technical Director. Commander George
E. Lawniczak is assigned as first Director of the Navy
Oceanographic Laboratory (NOL) at NORDA.

September —Commander R. J. Mace relieves Commander
Matthews as Executive Officer.

April 25, 1977—NORDAs first ADP facility, featuring
a CDC-1700 computer, is dedicated.

June—NORDAs first two reports are published: The
Geological Environment West of St. Croix, by T.
Holcomb. A. Finwich, F. Bowles, and J. Egloff, all of Code
360, and The Oceanographic/Meteorological Environ-
ment West of St. Croix by D. Burns of Code 330.

July 1—Captain Glenn D. Hamilton assumes directorship
of NOL.

September —Commander John D. Hague relieves Com-
mander Mace as NORDA Executive Officer.

January 3, 1979—Dr. David Mann, Assistant Secretary
of the Navy for Rescarch, Engineering and Systems, breaks
ground for NORDA Remote Sensing Laboratory addition
to Building 1105. (First dedicated NORDA construction
project.)

AW YL A w e T L TNl I Lo

July—Commander Kenneth G. Hinman relieves Captain
Hague as NORDA Executive Officer.

June 15, 1980—Dr. Louis P. Solomon reports aboard as
Head of NORDA's Ocean Programs Management Of-
fice (Code 500).

December 8 —Captain G. Thomas Phelps assumes com-
mand of NORDA.

March 1, 1981 —Dr. James E. Andrews assumes Direc-
torship of NORDA'’s Ocean Science and Technology
Laboratory (Code 300).

Aprit 3—Navy Secretary John Lehman and U.S. Senator
John Stennis are briefed on NORDA during a tour of
NSTL.

May 11—Ground is broken for a second wing to Building
1105, dedicated to NORDAs Physical Oceanography
Branch.

August—Dr. Goodman accepts reassignment to head the
SACLANT ASW Research Centre at La Spezia, ltaly.

November —Dr. Andrews is named NORDA Technical
Director.

June 1. 1982—Dr. Herbert Eppert is named Director of
NORDA's Ocean Science and Technology Laboratory.

July—Captain Hinman is reassigned to Naval
Oceanography Command Center —Guam: Commander R.
J. Coleman takes over as NORDA Executive Officer.

August 20—Ground is broken for the NORDA Ocean
Science Center, the first new building dedicated exclusively
to NORDAs use.
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September 25 —Captain Roger P. Onorati relieves Cap-

August 1983 —NORDA s remote sensing capabilities are

enhanced; one 10-m and two 5-m dish antennas are tain Phelps as NORDA Commanding Officer. S

installed.
¥ . . November —Seven members of the Naval Research Ad- b
b January 1984—NORDA reorganizes: Ocean Acoustics visory Committee (NRAC) pay first visit to NORDA. 0%
and Technology Directorate is established, and is headed -::
by Dr. William Moseley. July 1985 --The Secretary of the Navy announces that Ry
March—Ocean Programs Management Office is an Institute for Navgl Occanogr.aphy' will be estabhshed Uy
. . at NSTL: Captain Onorati will be the first -
disestablished. L o
Officer-in-Charge. Y

3 July 20—~NORDA's Magnetic Observatory opens. _ DN
August-——Commander Roland Garcia relieves Commander o
September 7—NORDA s Ocean Science Center (Building Coleman as Chief Staff Officer (former Executive Officer o

1005) opens. position).
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Accomplishments

NORDA Major Scientific and Technical
Accomplishments (1976-1986)

Since 1976, NORDA s efforts in ocean research and engineering, either directly
or through programs it has sponsored, have resulted in specific and general ac-
complishments that increased our understanding of the ocean environment or
had a beneficial impact on state-of-the-art systems, techniques, and equipment
design, or on the Fleet, itself. This listing summarizes some of NORDA s more

significant accomplishments.

® A technique to extract ocean bottom impulse response
from reflectivity data was established.

® An improved model of resonant scattering from an
individual swimbladder fish was developed.

® An acoustic model to estimate the distribution of fish
school target strength for any schooling species was
developed and refined.

® An advanced towable, high-frequency acoustic
backscatter measurement system was completed and field
tested to measure volume reverberation and to enable study
of internal wave interaction and mixing processes and how
they affect acoustic transmission.

® A new active sonar forecasting system, SHARPS III
(Ship, Helicopter Acoustic Range Prediction System), was
developed by NORDA.

® The Versatile Experimental Kevlar Array Program
(VEKA) produced a family of instrumented arrays for
various environmental acoustic experiments required by
the Navy for a wide variety of underwater acoustic
experiments.

® A series of detailed geological/geophysical maps that
describe the sea floor in the eastern Caribbean and the
northeast Pacific were produced.

® Geoacoustic models were derived for seven Northeast
Atlantic sites.

® An electronic filter (EEF) was developed for use with
the ASQ-81 MAD system for reducing geological noise
during ASW operations.

® A cooperative NORDA/Canadian Defence Ministry
experiment was conducted off the coast of Newfoundland.
Results of the experiment indicated the possibility that
radar beamed from a satellite can be used to locate ocean
surface currents and eddies.

® The world’s first ocean forecast model designed for
operational use was developed and delivered to the Fleet
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Numerical Oceanography Center, Monterey, California.
The Thermodynamical Ocean Prediction System (TOPS)
provides real-time, large-scale forecasts of the ther-
modynamical structure of the upper mixed layer of the
ocean.

® An electromechanical cable was developed for diverse
sea applications. The cable allows for complete torque
balance and provides a wide choice of strength for a given
core size.

® A unique ocean measurement system that can mea-
sure and analyze the highly saline brine pumped from salt
domes was developed and installed at the Bryan Mound
salt dome near Freeport, Texas.

® A portable 33-GHz microwave radiometer and source
has been developed and is now **Arctic-ready.””

® The preliminary concept, design, and testing phases
for a new deep ocean measurement technology —the Deep
Towed Array Geophysical System (DTAGS)—has been
completed.

® Development and field testing of a buried mine
minehunting system has begun.

® Three large, uncharted seamounts were detected nea-
Wake Island: linear, seafloor-spreading type anomalies were
identified in the magnetic ‘‘quiet zone™"; and new regional
anomaly patterns and their boundaries were mapped.

® Numerical experiments on the Gulf of Mexico circula-
tions verified theoretical predictions about the Loop Cur-
rent and its eddy shedding, including eddy diameter, pene-
tration into the Gulf and the latitude of westward bending.

® Conductivity-temperature-depth (CTD) processing
software developed by the Naval Oceanographic Office
has been streamlined and extensively documented.

* A major field experiment, Donde Va?, involved scien-
tists from Spain, France, Germany. and the United States.
The experiment was conducted near the Strait of Gibraltar.
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Accomplishments

Analysis of results revealed previously unknown teatures
of the regional circulation, which have significant tactical
implications about temporal and spatial environmental
variability.

® A group of experiments was performed to study the
evolution of steep, initially two-dimensional water waves.
Experiments in a large towing tank and an outdoor basin
revealed rapid, intense, nonlinear transitions leading to
three-dimensional wave breakdown.

® Models have been developed to improve the basic
understanding of the interaction of acoustic energy with
the ocean boundaries.

® Vertical line array (VLA) performance measurements
were conducted to support an experiment in a bottom-
limited region of the Northeast Pacific. Data from these
measurements served as a testbed for a maximum entropy
beamformer. which provides beamwidths one-seventh as
wide as those provided conventionally.

® A new analytical approach based on pyrolysis-mass
spectrometry has been developed. The instrument analyzes
the organics in water, sediments, and particles, and on
surfaces in under 15 minutes.

® An Expendable Probes Data Acquisition System
(EPDAS) has been developed and tested. The system can
collect data from a variety of expendable sensors.

® The Air/Sea Interaction Measurement System was
developed to provide a significant capability for precisely
measuring ocean surface waves and their interactions with
surface winds and subsurface currents.

® A marine geotechnical laboratory was established to
improve understanding of the relationships among sedi-
ment geotechnical properties. seabed acoustic properties,
and seafloor environmental processes.

® Two deep-ocean piezometer probes have been devel-
oped and tested.

® The Oceanographic Instrumentation Systems Project
sponsored the development. evaluation. and implementa-
tion of new measurement systems: the expendable shear
probe, the expendable dissipation probe: and air-expendable
sound velocity probe: deep, accurate airborne expendable
bathythermographs; digital data collection systems for use
on surface and air platforms: microstructure profilers: and
bathyphotometers.

® A shipboard oceanographic profiling system, including
sensors and winch, was developed and used extensively
to measure finescale ocean variability.

® For the first ume. a global distribution of oceanic
shear was obtained over the Northern Hemisphere in the
upper layers of the ocean using the TOPS model developed
by NORDA and surface momentum/heat fluxes derived

from a global weather prediction model.

® In a cooperative effort with the Naval Underwater
Systems Center. a wide-angle parabolic equation model
was developed to predict acoustic propagation in range-
dependent ocean environments.

® NORDA participated in a U.S. Navy Black Sea opera-
tion to determine how the Acoustic Performance Predic-
tion (APP) system is used in the field and to provide
NORDA with experience in its operational uses and
problems.

® The AUTO OCEAN data base was updated in the
Southern Hemisphere, and the Retrievable Sound Velocity
Provile (RSVP) data base was updated.

® A continuing project. Basic Acoustic Model Users
Support—BAMUS, provides support to the ASW com-
munity by making acoustic modeling services available.

® SHARPS IlI updates were completed. and the upgrade
for the Fast Asymptotic Coherent Transmission (FACT)
9H model. FACT {0A, was evaluated and will replace
the older version.

® A data system to provide altimeter-based products
to the Fleet Numerical Oceanography Center and research
to refine and improve the algorithms to derive oceano-
graphic parameters from GEOSAT data is continuing.

® A towed underwater pumping system (TUPS) was
successfully developed to make simultaneous chemical.
biological. and light measurements in the oceans.

® Analysis of clay minerals from Quaternary sediments
of the eastern Caribbean has led to positive identification
of the Orinoco River as a source area and development
of sediment transport models explaining the spatial/tem-
poral distribution of Quaternary terrigenous sediments in
the castern Caribbean.

® A continuing objective is to improve hydrographic
survey operations by collecting bathymetric data more ac-
curately and efficiently. An in-depth analysis was performed
for survey operations and the need for a centralized Fault
Location System (FLS) was identified. The FLS will pro-
vide sound boat operators with immediate. continuous
monitoring of the quality and operational availability of
all data collection. navigation. recording, power, and
environmental equipment in use.

® NORDA has conducted research and development
to support amphibious preassault planning. A technique
has been developed for using wave-refraction analysis to
determine nearshore bathvmetry in an amphibious objec-
tive area.

® A large-scale. complex. user-friendly interactive data
processing system has been designed for use in hyvdro-
graphic information handling. The software has already
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Accomphlishments

proved useful in processing survey data onboard NAVO-
CEANO's hydrographic ships.

® A Remote Work Processing Facility was designed and
established at NORDA for automatic feature extraction
rescarch. NORDA has been formally recognized as the
Navy’s Remote Work Processing Facility for the Defense
Mapping Agency’s tri-service capability.

® An automated system for extracting bathymetry from
remotely sensed data was needed. NORDA tested and
evaluated various image enhancement/digital filtering algo-
rithms for wuse in improving stereocompilation of
bathymetric images.

® The Navy needed a cavitation source to advance its
understanding of ocean parameter influences on the genera-
tion of cavitation by propellers and moving hulls. The
Cavitating Ocean Profiling System was developed and has
been successfully demonstrated at sea.

® The South Atlantic Geocorridor project has obtained
geomagnetic profiles that extend from the eastern coast
of South America to the Mid-Atlantic Ridge.

® A Versatile Experimental Data Acquisition Buoy
System (VEDABS) was developed to provide critical
acoustic measurements.

® Maximum Entropy Method (MEM) beamforming,
a high-resolution spatial processing technique, has been
developed to provide increased resolution and decreased
beamwidth without increasing the array aperture.

® Airborne Electromagnetic (AEM) bathymetry tech-
nology from geological prospecting applications is being
applied to charting the depth of shallow coastal waters.
Initial field testing shows good agreement with ground
truth data, but further improvements in model inputs and
equipment calibration techniques are required for improved
resolution.

® An Airborne Bathymetric Survey (ABS) System is
being developed for use in a Navy P-3 aircraft. This system
will address the significant backlog of needed surveys in
coastal areas. while performing those surveys more quickly,
with higher coverage, and at less expense than conventional
techniques. The ABS System will combine an active scan-
ning laser sounder. a nine-channel passive multispectral
scanner. and an active electromagnetic profiler.

® During a four-year period. NORDA led or par-
ticipated in eight shallow-water. high-frequency. acoustic
bottom scattering experiments.

® An operational Arctic Sea Ice Forecast Model was
developed and delivered to the Fleet Numerical Oceanog:
raphy Center. The model forecasts ice velocity, thickness,
and compactness, as well as areas of convergence and
divergence.

® Fleet Interaction: NORDA has been intensely in-
volved in providing direct technical environmental sup-
port to Fleet operational commands.

® A vertical line array DIFAR acoustic prediction model
was installed in the computer at Fleet Numerical
Oceanography Center for daily use in Fleet broadcasts to
predict the performance of the Fleet operational system.

® NORDA carried out data collection, analysis, and
modeling as the lead U.S. participant in a two-part NATO
Military Oceanography operation in a closed basin.

¢ A seasonal Secchi depth atlas documenting water clari-
ty has been developed for the world’s coastlines.

® NORDA has constructed a remotely located
Magnetic Observatory to conduct measurements of the
ambient magnetic field in a magnetically quiet environ-
ment, as well as other such magnetic phenomena as telluric
potentials and low-frequency seismic vibrations in support
of Navy mapping, charting, and geodesy requirements,

® An upgraded Thematic Mapper Scanner is being
developed for use in the Airborne Bathymetric Survey
(ABS) System. This multispectral scanner splits the blue
and green bands to provide more accurate bathymetric
information in the penetrating bands.

® Monte Carlo models have been developed to enable
direct simulation of the laser volume backscatter radiance
at off-axis detectors.

® A study was conducted to determine map and chart
symbolization improvements that could be made available
by computerized production methods. A 1:1,000.000 ex-
perimental map featuring illuminated contours and other
special symbolizations was designed. Proof copies are be-
ing produced for evaluation.

® An opportunity to conduct two SWATHMAP
surveys in the Red Sea and Gulf of Aden aboard the USS
JOHN HANCOCK was exploited. The data acquired on
these cruises demonstrate the validity of regional
geoacoustic (backscatter) mapping using SQS or similar
SOnar systems.

® The WESTPAC Jurassic **Quiet Zone™ study has
been completed. Low-altitude aeromagnetic survey data
were used to map sequences of linear magnetic anomalies
in a region of subdued magnetic morphology east of the
Mariana-lzu trench system. The anomalies are interpreted
to be of the seafloor spreading variety and have been used
to derive a new geomagnetic reversal time scale for the
Jurassic.

® The Marine Seismic System (MSS) project successfully
completed a SW Pacific operational deplovment in a water
depth of 18.600 ft.
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NORDA Facilities

Facilities

NORDA is located on the grounds of NASA's National Space Technology Laboratories. which is situated about
25 miles from the Mississippi Gulf Coast and 45 miles from New Orleans, Louisiana. Our facilities consist of administrative
and support offices, laboratories, specialized work areas, and storage facilities. Selected articles on several of our facilities
and systems are included here.

NORDA s first dedicated building, the Ocean Science Center, was officially open for business 17 August 1984, The
Command's senior management staff and the Ocean Acoustics, Ocean Technology. and Seafloor Geosciences Divisions
are located here.




NORDA Facilities

Some of NORDA's personnel share space with other government agencies and contractors in NSTL's main ad-
ministration building.

This building houses NORDA 's Oceanography Division and Ocean Sensing and Prediction Division personnel. Although
space is shared with contractor personnel, this laboratory has two NORDA dedicated wings.
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NORDA Facilities

NORDA’s data collection platforms rar.ge from a fleet of dedicated Navy ships and aircraft to a variety of satellites.
Occasionally, research vessels belonging to contractors or cooperating academic institutions are used.

The equipment available *o NORDA researchers is either developed for a particular purpose or is drawn from the
most current technology. Examples of state-of-the-art equipment include a scanning clectron microscope, an X-ray dif-
fractometer, several computer facilities, an updated Interactive Digital Satellite Processing Svstem. a Satellite Data Receiving
and Processing System, a GEOSAT Oceanographic Applications Program facility, and a wave-making facility. Some
of the equipment that has been developed by NORDA scientists and technicians includes a Deep Towed Array Geophysical
System and a variety of other fabricated underwater sensors and acoustic arrays, ocean-going towers, various types
of software, a portable field microwave radiometer and source (passive radiometer or active radar) for ground use, an
Arctic survival kit to protect two people for approximately one week. and a navigation and communications package
for use on floating sea-ice camps.

The printed circuit board prototyping facility consists of printed circuit artwork lavout, photographic, and etchant
equipment for the design and manufacture of single- or double-sided copper foil printed circuit boards. This facility
provides NORDA with an in-house capability for rapid implementation and testing of electronic circuits used in specialized
research instrumentation systems. In addition. this facility can be used to color-etch aluminum front panels for elec-
tronic equipment. This color etching capability permits color coding of operator control panels for clearer understand-
ing of functional meaning.

The secondary standards control room provides a highly controlled temperature and humidity environment for the
stabilization of secondary standards for calibration checking of general purpose electronic test equipment. Temperature
of the room is maintained within one degree Celsius and five percent relative humidity. The secondary standards within
this facility are traceable to the National Bureau of Standards.

The acoustic tower test bed facility consists of two 35-foot tall towers attached to catamaran hulls so that each tower
can be towed to an offshore test site and sunk to the sea floor. These towers provide submerged mounting platforms
for a wide variety of acoustic projector and receiving arrays. The pointing direction of mounted devices can be in-
dependently controlled in roll, pitch, and azimuth so that direct path or indirect path propagation can be investigated.
On-board electronic systems provide for control and acquisition of data. The towers can be individually positioned and
subsequently controlled by a single surface ship. which makes using the testbed facility more cost attractive.
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NORDA Facilities

Remote Work Processing Facility

R. Kent Clark
Mapping, Charting. and Geodesy Division

Introduction

Extracting cartographic and feature information from
a variety of source imagery is a continuing requirement
for the Defense Mapping Agency (DMA) and the military
services. An active area of research is the development
of automatic and computer-aided interactive feature ex-
traction techniques. The Remote Work Processing Facility
(RWPF) is an integrated hardware-software computer
systemn that serves as a testbed for research into automatic
feature extraction.

The RWPF waus originally named the Automatic Feature
Extraction System. When the system became operational
in 1976, it used the most advanced minicomputers and
off-the-shelf hardware. including a PDP 11/70 minicom-
puter and DeAnza IP5500) image processor. Since that
time, sensor technology advances dictated a need for large-
format imagery that far exceeded the memory limitations
of the PDP 11/70. The advent of virtual memory architec-
tures, along with advances in image processing systems,
has made extremely large images feasible. The RWPF has
been upgraded to incorporate the latest hardware and to
allow the use of many more image types and sources.

As part of the upgrading process, DMA has developed
a tri-service capability with an RWPF at each of the three
service laboratories. NORDA houses the Navy's RWI ™
Each RWPF contains a compatible set of haraware (Down.
et al., 1984) and software (PAR Upgrade Team, 1985)
to make use of common software and communications
among researchers much easier.

Discussion

RWPF Hardware

The current NORDA configuration of the RWPF (Fig.
1) consists of a VAX 11/780, an IPS(X} image processor,
an FPS 5205 array processor. and a Grinnell display
system. The VAX 11/785 processor will allow large image
input. tessellation. viewing. roaming. interactive image
processing, and automatic processing. It also handles the
software and project maintenance duties. The Gould

IP8500 image processing system handles the image display
and manipulation chores, and the Grinnell display system
is provided to ensure compatibility with the Defense Ad-
vanced Research Projects Agency’s image-understanding
testbed. An upgrade of the IP8500, additional disk drives,
and the symbolics processor are being procured.

The VAX 11/780 superminicomputer has become a
standard for scientific computing. Its lower price has made
it available to a wide variety of university. government,
and private laboratories throughout the country. and 1ts
virtual memory architecture and speed make it a useful
tool for medium- to heavy-duty computing. The NORDA
RWPF VAX has 10 megabytes of physical memory (with
up to four gigabytes of virtual memory) and a floating
point accelerator. A massbus adapter intcrfaces the high-
density tape drive and two unibus adapters connect the
other peripherals.

The Floating Point Systems 5209 array processor pro-
vides very high speed computations (up to 12 million
floating peint operations per second) for compute bound
programs. This 38-bit processor interfaces to the VAX
via the Unibus. It has 256 kilowords of memory available
for use. Because the large image arravs must undergo
heavy manipulation, these devices have found a wide ac-
ceptance in image processing laboratories.

The Gould DeAnza IP8500 is a state-of the-art. pro-
grammable, image display system that performs such func-
tions as image datd capture. image enhancement. and im-
age analysis. The system contains RAM memory to store
images. look-up tables for false coloring. and specialized
hardware processors. Typical applications include medical
imagery, animation software and special effects. and remote
sensing. The IP8500 is interfaced with the VAX via
Unibus and drives an RGB (red-green-blue) color monitor
for image display. Currently, the NORDA PRS00 has
10 megabytes of memory for image storage and is capable
of driving a 512 x 512 pixel monitor or 1024 x 1024 pixel
iigh-resolution monitor.

A LISP processor is being procured for the NORDA
RWPF. (A Symbolics 3670 has been installed at the DMA
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RWPF.) This machine has been specifically designed to
efficiently run programs written in the LISP programming
language. It will be interfaced with the VAX via Ethernet.
This machine will be used for svmbolic manipulation and
artificial intelligence image understanding research. This
processor will be a valuable tool in the NORDA RWPF.

RWPF software

A large set of integrated software has been developed
for the RWPF for feature extraction and general image
processing. Many image processing primitives. such as
edge detectors, statistical classifiers. filters. and multiband
processors. are available and can be linked to perform
specific operator-controlled functions. Software 1s available
for image restoration and manipulation, symbolic matching
for stereo compilation. symbolic change detection. and
stereo cross correlation. An interactive aid tor knowledee
engincering is availuble to help construct knowledge bases
for expert systems.

The software on the RWPE was designed to support
a multiuser environment and. because the RWPE was
meant to exist i a research and development arena. be
casily modified and modular. Also. the software was signed
to be independent of image source so that the RWPE could
exploit the various present and  tuture 1mage
SOUrCes.

The VAX 117780 runs under the 1.2 Berkeley Sott
ware Distribution of UNIX (UNIX 1.2bsd). which s wide
Iy used by other image-processing and image understanding
Jaboratories. This 15 a virtual memory operating svstem
that offers several facilities not available under other UNIX
systems,

Job control tacilizies let the user run jobs in toreground
or background and even move running jobs trom one state
to the other. A history mechanism records previously exe
cuted communds, which the user can easily modity and or
reexecute.

Programming languages supported by UNIX 12bsd in
clude LISP. C. FORTRANTT. Pascal, and APL. There
1s a full sereen ext editor, vicas well as text formatters.
trott and nrott Finally, the relational data base manage
ment system. INGRES, s available to the user community.

One major picce of sottware in the RW the Sym
holic Matching tor Automatic Stereo Cor don (SMASC)
Bareetr nd Kinn, 1983 The major problem in extract
ing threo dimcnsionad intormation trom stereo imagery

is locating match points in the stereo pairs, SNEASC uses
probabilistic inferencing to match objects represented svm
bolically from two stereo images.

A second major piece of sottware is a program called
Automatic Symbolic Change Detection tASCDY (Kinn et
al., 1983). ASCD is a knowledge-based svstem that com
pares features of interest in a reterence data set with those
in a4 mussion data set. Quiput is the identitication ot the
regions of change. ASCD first finds all teatures in the
reference symbolic data file. This intormation is used to
compile a list of teatures to look for in the mission image.
The mission image is segmented and a mission svmbolics
data tile 1s tormed. Then. for each region in the reference
symbolic data tile. scarch areas in the mussion image are
scanned and a determination of whether or not signiti
cant change has occurred is made from a role base. A
change probability is assigned to cach grid cedl of the mis
ston image.

Summary

The NORDA RWPE, operating in a research and devel-
opment environment. provides a usetul tacility tor research
in automatic teature extraction. The system will be able to
support research in vanous ocean science areas. Further
more. because NORDA has saienusts with expertise in a
wide range of acean science fields. development of teature
extraction and image processing techniques will be rapid.

References

Barrett, Scott AL and Gerald J. Kinn (1983 Symbalic
Muatching For Automatic Sterco Comptiation. PAR
Technology Corporation. New  Hardord, New York.
R(‘Pnr( 8362

Downs, AL L]0 HL Huss, B HL Bohling, and P M.
Lentz 9S4 Harduware Specitications Documents tor the
RWPE Upgrade. PAR Technology Corporation Report.
New Harttord, New York.

Kinn. Gerald ].. Scott AL Barrett, and Eric P. Firman
OSN3 Antomar:e Symbolie Change Detection t ASCD:
Final Rcport. PAR Technology Corporation. New Hart
tord, New York, Report 83 143,

PAR Upgrade Team 19830 Sottware Specitication
Reports tor the RWPE Upgrade . PAR Technology Report,
New Huarttord, New York.

N S A o 1

> -

.8 WA AR RN

»

'T"'.V

-‘ l. l.

NI ‘.

b SN

}"f{(‘fl.‘

I"’l""
Ay, "y Ca e l’x

, 7




B

- e

NORDA Facilites

Magnetic Observatory

Kuno Smits and F. Slade Barker
Mapping, Charting. and Geodesy Division

Conducting magnetic measurements of the ambicnt
earth magnetic field with state-of-the-art superconducting
quantum interference device (SQUID) gradiometers/
magnetometers must be done in a magnetically quiet en-
vironment. To provide this ideal environment. NORDA
constructed a magnetic observatory at an isolated loca-
tion at NSTL.

Both the isolated location of the building and its wooden
superstructure contribute to the magnetically quiet en-
vironment necessary to conduct these magnetic measure-
ments. Additional phenomena. such as telluric potentials
and low-frequency seismic vibration measurements. will
also be investigated at the observatory site. These measure-
ments are conducted to support Navy mapping, charting,
and geodesy requirements, basic research needs. and Fleet
requirements.

This research facility can also support airborne elec-
tromagnetic bathymetry measurement research. In addi-
tion. specialized environmental data are being developed
at this facility to support fleet antisubmarine warfare.
magnetic anomaly detection, and related sensor and
weapons systems.

At present, the largest research effort at the observatory
is the study of geomagnetic variability and its associated
induced geoelectrical fields. These activities are the single
largest noise source that affects naval extremely low-
frequency (ELF) sensor systems and weapons support
svstems, such as the Magnetic Anomaly Detector (MAD).

NORDA is the only Navy laboratory with a dedicated
program at the basic research level addressing ELF
magnetic signals in and through the ocean environment.
In FY83. a research program in geoelectric/geomagnetic
variability was initiated to address all ELF magnetic signals
in and near the ocean environment. The program includes
theoretical studies and a comprehensive and detailed
measurement program.

Various parts of the observed magnetic variation must
be separated and identified to study ELF magnetic and
electric signals in and near the ocean environment. A
measurement program has been carefully planned to op-
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timize separating and identifving various source signals.
The program requires precision base measurements to be
made and compared with various precision remote sta-
tion measurements, which will consist of both land and
sea measurements. The land remote station measurements
will include both shore and inland domains: the sea
measurements will include both surtace and i situ
measurements.

Figure 1 is the operational configuration of the total
instrument suite at the observatory. Each instrument in
the suite is used to help isolate and classify the sources
of geomagnetic and geoelectric variability.

The heart of the observatory instrument suite is the
Superconducting Quantum Interference Devices (SQUID).
It consists of two S.H.E. vectors. SQUID magnetometers.
and a Sperry SQUID Gradiometer/Magnetometer Svstem
(SGMS). The SQUID vector magnetometer has better vec-
tor resolution than the SGMS. but is difficult to set up
in a gradiometer configuration with the same resolution
as the SGMS. All SQUIDs are susceptible to the phase-
lock loss in an intense radio-frequency environment or
during heavy thunderstorms. To counter this loss of
baseline reference, each SQUID is coupled with a flux-
gate instrument. Absolute scalar standards are maintained
by cesium and rubidium vapor quantum magnetometers.
These two magnetometers are separated by a long baseline:
one end is remote to all local traffic, the other is close
to the observatory access road. This contiguration allows
them to act as a long baseline gradiometer for measuring
local traffic. The inductions loop antennas. which were
obtained from the U.S. Geological Survey (USGS). are as
sensitive as the SQUID magnetometer at frequencies above
| Hz. These instruments are used to measure the noise
associated with the air conditioner. water pump. and other
such equipment. The telluric current systems allow
magneto-telluric sounding of the observatory area, which
results in a conductivity profile of the area. Conductivity
fluctuations are a measure of the influence of ground water
intrusion. which will affect the correlation of the observa-
tory measurements with the remote station measurements.
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Figure 1. Operational contiguration op ohscrt@tory instrumionts suite

The observatory instrument suite will be controlled by
a single processor system. The remote station suite will
consist of a cesium vapor scalur magnetometer. a tlux
gate vector magnetometer. a telluric current system. and
an SGMS. The remote instrument will use variations of
this basic scheme. depending upon the location. This suite
will also be controlled by a single processor system,

Initial test for local coherence has been pertormed using
the remote processor at the observatory. The test used
both scalar and vector magnetometers and a telluric cur
rent system. The sensor separation tor hoth the scalar pair
and the vector pair of magnetometers was approximately
800 fr. Coherence of the magnetic signal between the two
sensors was established to 5 x 10
1-Hz limit was imposed by a sampling trequency ot 2 Hy.

The confinement of the micropulsation signals o the

L

a1 below 1 Hz The

hortizontal plane s mdicative ot 4 umtorm horizontal sheet
current tlow i the geology. The coherence transtorm func-
tion consisted ot a4 simple dentity matrix over the arcea
tested. Anain, this s imdicatve of o deep sedimentary
geology and contirms the appropriateness ot the <ite tor
magnetic observaton,

The appropriateness of the site. coupled with the capabili-
tv of making precise magnetc measurements and storing
the data in a digital tormuat. makes the observatory an ideal
complement to the USGS observatory network. Data sup
plicd to the National Oceanographic Data Center and used
tor modeling secular varation will be a subset ot the data
collected tor the geocledtric geomagnetic varability pro-
pram. These data will aid i constructing both the US. var-
ratton churts published by the USGS and the world varia-
ton charts pubhished by the Naval Oceanographic Ottice,
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Satellite Data Receiving and Processing System

B. Edward Arthur, ]Jr.
Ocean Sensing and Prediction Division

A basic tool required in using satellite data for ocean
research is access to near real-time digital satellite data
and the capability to computer manipulate these data. This
capability was realized when a Satellite Data Receiving and
Processing System (SDRPS) was developed and installed.
This system, now in routine operation, can provide oceano-
graphic research programs with real-time digital satellite
imagery in the form listed in Table 1. Ninety-day archival
of satellite/oceanographic data is being maintained.

Main data sources are the TIROS/National Oceanic and
Atmospheric Administration (NOAA) polar-orbiting series
of satellites (currently NOAA-G, -8 and -9) and the Defense
Meteorological Satellite Program (DMSP) satellites (cur-
rently F-6 and -7). These satellites provide high-resolution
visible and infrared digital scanner data. Data from the
Geostationary Operational Environmental Satellites (GOES-
E [East]) and GOES-W [West]) are also collected. These
data provide research oceanographers with synoptic views
of large Atlantic and Pacific Ocean regions every 30
minutes with their visible and infrared sensors.

Four elements comprise the radio-frequency (RF) portion
of SDRPS. The elements are used to acquire GOES-
stretched visible infrared spin scan radiometer (VISSR)
transmissions, direct readout TIRQS high resolution pic-
ture transmission (HRPT) real-time data transmissions,
recorded global TIROS transmissions, and Station WWV
(Colorado) timing information.

Two independent GOES antenna systems are used in
SDRPS. One is specifically dedicated to receive GOES-E
Mode A stretched VISSR transmissions, and the other
is similarly dedicated for GOES-W Mode A stretched
VISSR transmissions. At present, only one GOES is opera-
tional and data is received from GOES-W (GOES-6) via
the GOES-E relay transmission. Each GOES antenna is
configured with a 5-m reflector, a limited motion azimuth
over elevation mount, prime focus feed (linear dipole and
preamplifier), and downconverter. Since only one GOES-
stretched VISSR downlink is supported at any one time,
a load transfer switch is used to select and provide a down-
converted signal from only one of the two antennas. Signals

itput from the RF switch are amplified by a wide-band
amplifier by approximately 30 dB and applied to the input
of the PSK (Phase Shift Keying) demodulator. The GOES
PSK-encoded signal is then demodulated to produce an
NRZ PCM (Nonreturn to zero, Pulse Code Modulation)
stream compatible with the front-end signal processing
electronics subsystem.

Direct readout TIROS HRPT and Defense Meteoro-
logical Satellite Program (DMSP) RTD transmissions are
acquired via a Datron Metrak-8 tracking antenna. The
antenna was modified with a dual feed to handle both the
L- and S-band transmissions. In addition to the tracking
mount, an antenna control unit (ACU) facilitates automatic
tracking of the polar-orbiting spacecraft from their AOS
(acquisition of signal) to LOS (loss of signal) points at or
near the horizons. The ACU operates in either an auto-
track mode or a programmed track mode. The latter is
accomplished via an RS-232C link to the computer system
to enable azimuth and elevation commands to be sent to
the ACU and, hence, control the antenna tracking in the
event of a failure of the auto-track mode. A receiver that
contains four crystals is used to select one of the four fre-
quencies broadcast by the two TIROS/ NOAA and two
DMSP spacecraft in operation. NRZ PCM signals are then
applied to the digital signal processing hardware for signal
conditioning and bit/frame synchronization. Since all
DMSP RTD transmissions are encrypted, a decryption
device is used to decrypt these signals after bit synchroniza-
tion and before frame synchronization.

Global TIROS AVHRR coverage is provided by means
of a receive-only, nonredundant earth station. This earth
station is capable of receiving LAC/GAC/HRPT retrans-
missions played back by either the NESDIS Wallops Island.
Virginia, or Gilmore Creek, Alaska, Command and Data
Acquisition Stations. The earth station uses a 10-m reflec-
tor with a Cassegrain feed assembly to receive nominal
4-GHz C-band downlink transmissions from RCA's SAT-
COM IIR. Down-conversion to a nominal 52-88 MHz
IF is handled by a nonredundant downconverter. The
down-converted signals are demodulated and descrambled.
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the convolutional encoding is removed. and a bit-
synchronized TTL level signal is provided to the front-end
signal processing hardware. Since only one frame syn-
chronizer exists to handle both the TIROS direct readout
HRPT and earth station signals. only one of these two
inputs should be active at a time. In addition. the two
NESDIS CDA’s broadcast the recorded TIROS and
AVHRR data on different IF frequency assignments. Al-
though the wideband modem is capable of demodulating/
decoding either of the CDA transmissions, by means of
two oscillator cards. only one card may be used in the
modem at any one time. Hence. in the current system
configuration, manual switching is required to receive a
particular CDA transmission.

The last RF component is the WWYV antenna system.
It is used to capture WWYV timing signals to accurately
time-stamp DMSP RTD data frames and to provide an
accurate clock for all SDRPS time-critical computer proc-
essing (e.g.. scheduled acquisition setup, antenna track-
ing). A 26-ft fiberglass whip antenna is used to receive
the WWV signals. A receiver inputs the selected 5, 10,
or 15 MHz WWYV signals and provides ticks out at a 1-sec
rate to a time code generator/translator, where the time
is displayed and subsequently provided as input to the front-
end signal processing hardware and computer interface.

The front-end digital signal processing electronics in
SDRSPS are comprised of bit and frame synchronizers
unique to each satellite input stream. Bit synchronizers
are provided with demodulated NRZ PCM data and out-
put serial clock and data signals to the appropriate frame
synchronizer. Satellite frame sync pattern identification
and serial-to-parallel conversion of the data streams are
performed by the frame synchronizer. The parallel data
words from each frame are then presented to the SDRPS
computer via EMR 732 interface cards.

The GOES-stretched VISSR stream output by the PSK
demodulator is presented to two bit synchronizers—one
for the infrared data rate (524 Kbps) and the other for
the visible data rate (1.747 Mbps). Since the infrared and
visible data are interleaved in the stretched VISSR transmis-
sion, the two bit synchronizers are never active at the
same time. The serial NRZ-L clock and data signals are
then applied to the GOES frame synchronizer, which in-
cludes a hardware sectorizing unit. The frame synchronizer
first performs a correlation of and subsequently removes
the pseudo noise (PN} sequence, which precedes the VISSR
data and then outputs 16-bit parallel words to the com-
puter interface via direct memory access (DMA) transfers.
Automatic identification and extraction of a subset or
sector of the incoming data are performed by a single sec-

torizing unit contained in the frame synchronizer. Sec-
torizing initialization is under direct software control and
specifies the geographic area of interest. data type, and
resolution to the unit before acquisition begins. During
the real-time acquisition, the sectorizing unit automatically
preprocesses the VISSR data. A total of five such sectoriz-
ing units may be accommodated by the GOES frame
synchronizer.

Demodulated signals from the TIROS HRPT and the
DMSP RTD receiver are sent to a bit synchronizer unique
to each data stream. Each bit synchronizer operates at
a fixed bit rate: 1.024 Mbps for DMSP RTD and 665.4
Kbps for TIROS HRPT. The serial NRZ-L or Bi(-L data
and TTL clock signals are then applied to a time frame
synchronizer unique to each satellite. The TIROS frame
synchronizer is specifically designed for operation only on
the HRPT, LAC, and GAC data. Frame sync correlation
logic searches and locks on to the GO-bit (six 10-bit words)
frame sync pattern and. once lock is achieved. 16-bit
parallel data words are output by the frame synchronizer
to the computer interface electronics via DMA transfers.

The DMSP frame synchronizer is a generic PCM
decommutator that is set up under software control to
recognize and decommutate the 150-bit-long frames of
RTD data. The serial NRZ-L data and clock signals output
by the bit synchronizer are input to the PCM decommu-
tator. A search mode is then entered for pattern correla-
tion of the 13-bit frame sync code. Once found, the unit
enters a verify and then lock mode and outputs 16-bit
parallel data words to the computer interface via DMA
transfers.

As noted previously, bit synchronization for the GAC,
LAC, and HRPT transmissions received by the 10-m earth
station is handled by the wide-band modem. Serial clock
and data streams output from the modem are input to
a second port of the TIROS frame synchronizer (i.e., the
same frame synchronizer is used for HRPT transmissions
received via the 2.4-m tracking antenna, as well as
GAC/LAC/HRPT transmissions via the 10-m earth sta-
tion. This configuration puts a constraint on the use of
the frame synchronizer to receive and process data from
either the 2.4-m antenna or the 10-m earth station, but
never both concurrently.

The computer system supporting SDRPS is a Gould
SEL 32/27 that has 2 Mbytes of internal memory, two
675-Mbyte disc drives, a 300-Mbyte disc drive. and a
floating point accelerator. As data reception occurs. it is
displayed on an 12S image processing system monitor in
real-time, scan line by scan line. Along with the soft copy.
a Muirhead K560 hard copy unit. which is a wet process
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that gives a good photographic copy, generates within 30
minutes of the receipt of the data, a paper print that is
gridded, gamma-corrected and linearized or earth curvature
corrected. This formatted data set will then replace the
original data image and can be used to determine the quali-
ty of the gridding.

Other SDRPS peripherals include a system console,
operator terminals, tridensity tape drive, line printer, and
a Decwriter terminal, which has a paper printout that is

minals. Aside from normal image enhancement software,
IDSIPS has additional custom-designed software modules
that have been developed for a variety of oceanographic
applications, some of which are now available to the Naval
Eastern Oceanography Command. These software modules
were largely supported by ongoing Navy-funded programs
and include routines to produce geometric registration of
satellite data to various map projections, multichannel
(spectral) sea surface temperatures, atmospheric correc-
tion for visible (Coastal Zone Color Scanner—CZCS)

"

used as a status monitor. During unattended SDRPS opera- lite d | ( hical and b .
tion, the printout provides a history of events that occurred satellite h ata, overlays o tge.oglrap 1cal an ( otltorz \
during the course of a night or a weekend. A Hewlett- topograpily COntours, warfmest pixef compositng for clou N
. - removal, and execution of many image enhancement and .
Packard 8-pen color plotter globally displays the orbiting . . . ) N
o interpretation functions. The latter includes contrast
satellites” paths. . . . .
. enhancement, noise reduction and image sharpening (i.e.. )
Examples of SDRPS software are unattended operation, d h h bili . .

L. d trol. formatting setup. data edge enhancement), the capability to view consecutive <&
anter.lr?a' posm((;mng aq con | ! J & P, € observations of the same area in rapid sequence to study _’.
acquisition and extraction, real-time product generation, the evolution of oceanographic features, and many other -
data management, registration, hard-copy plotter, orbit features. B
prediction, calibrations, device control, and archiving. An An additional capability that has proven extremely useful X
extensive software array is required to operate a receiv- has been the transmission of computer-processed imagery
Ing station Of Ath‘S complexity. _ _ to ships at sea. The rapidly changing ocean dynamics of .

Th}S capability enables NORDA_‘ to obtain world-wide many frontal areas often necessitates daily changes in the 0
satellite data coverage to support field experiments, Fleet oceanographic sampling strategy designed to survey :
exercises, and validation of Navy ocean products (sea ice oceanographic features of interest. The utility of having -
maps, sea surface temperature, etc.). This global capabili- satellite imager y available in the field for real-time planning ‘6
ty is critical in resolving many of the Navy " operational of oceanographic research readily increases the success and X
and environmental problems that occur in a variety of efficiency of an ocean experiment. This was readily appar- t‘;
oceanographic conditions. ent during NORDA 's Chemical Fronts cruise in the Gulf :

The workhorse for this effort is the Interactive Digital Stream region in April 1985. Near-real-time processed 3
Satellite Image Processing System (IDSIPS). This system, infrared imagery enabled shipboard scientists to select opti-
established in 1978, consists of an HP-3000 minicomputer mum cruise tracks tailored to their needs to cross well-
interfaced with three 12S Model 70 image processing ter- defined ocean fronts. X
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Low-Frequency Noise Fields

William M. Carey and Ronald A. Wagstaff
Office of the Technical Director

Abstract

Very-low-frequency (2 to 20 Hz) and low-frequency (20 to 200 Hz) physical
noise models and measurements show long-term, persistent directional
characteristics associated with distant shipping lanes and density patterns. Short-
term averages show a temporally dynamic field composed of resolved distant
shipping and uncorrelated background noise. These results emphasize the im-
portance of the coherent contribution from coastal shipping to the mid-ocean
noise field. Vertical directionality measurements by Anderson et al. (1972) show
a broad, angular distribution of noise intensity near the horizontal at low fre-
quencies and a peaked distribution about the horizontal at high frequencies. This
broad, angular distribution near the horizontal is consistent with sound propagating
downslope by means of a bottom reflectivity that favors lower frequencies. The
frequency variation near the horizontal was found to be smooth and indicates
that, in addition to surface ships, environmental noise influences the vertical

directionality.

Introduction

Since the classic paper of Wenz (1962), ambient noise
has been an extensively studied phenomenon. Morris
(1975) emphasized the importance of enhanced signals as
ships cross over seamounts or proceed over the continen-
tal slopes. Wagstaff (1981) showed, by comparing
measurements and calculations, that coastal shipping (ships
over the continental slope and on the shelf near the slope)
must be considered so that the horizontal directionality
is described correctly. He showed that these coastal sources
would also affect the vertical directionality. This paper
reinforces these findings with new results from downslope
transmission loss (TL) and noise directionality experiments.

Discussion
Signal sound transmission characteristics

Officer (1958) showed that downslope propagation
resulted from the conversion of high angle rays (with
respect to the horizontal) to lower angle rays by twice
the slope angle. The effect was observed by Northrop et
al. (1968) with peak pressure amplitudes from shallow ex-
plosions over the continental slope. The estimated
downslope enhancements averaged ¢ dB and ranged as

25

high as 12 dB, and were coined the ‘‘megaphone effect’"
by Smith (1971). Morris (19753) found that the narrow-
band pressure fevels on a vertical array in the upper part
of the Pacific sound channel showed a downslope enhance-
ment from the radiated signal of a supertanker to be be-
tween 7 and 12 dB from a seamount and 4 and 6 dB from
the continental slope. In the Northwest Atlantic, Laplante
(1981) and Koenigs et al. (1981), using charges, demon-
strated that seamounts and other topographic features that
rise into the sound channel significantly affect sofar prop-
agation. The downslope enhancement (DSE) was observed
to be most pronounced for near-surface sources (18 m)
at frequencies between 25 and 100 Hz, ranging up to 20
dB and averaging 7.5 dB. These results agree with obser-
vations in the northeast Pacific (R. L. Martin, NORDA
personal communication). The results in this article are
comparable and are attributed to the conversion of high-
angle energy to low-angle energy by twice the slope angle,
with the added frequency-dependent influence of bottom
reflectivity.

A downslope to deep ocean sound channel experiment
{with an 18-m, 135-Hz source) was conducted in the
Northwest Atlantic Ocean (Carey, 1983). The transmis-
sion path was from the continental sfope off the Sable Island
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i:: Bank, through the Gulf Stream, to the edge of the Sargasso were processed with fast Fourier transform (FFT) tech-
: Sea. The results agreed with the treatment of downslope niques on standard minicomputers and array processors.
propagation converting high-angle energy to low-angle Figure 1 shows results of one such study in a deep basin
energy, coupled with the effect of the frequency-dependent with shipping lanes. The array was towed near one side
z bottom loss versus grazing angle. Lindrop (1977) defined of the basin to reduce ambiguity effects. Three coincident
\ a slope enhancement by the limiting source angle (8, beam noise surfaces (beam noise intensity (dB) versus time
~ 89 for deep water and the limiting source angle over (At = 8 sec) and azimuth (A ~ 2.5%) are shown for
the slope (8). The limiting source angle (#) may be deter- center frequencies of 53, 165, and 320 Hz with equivalent
mined by the limiting grazing angle at the bottom and apertures in (0.125-Hz. Hann-shaded frequency bands. Tow-
% by Snell’s law. For a water depth of 1 km. slope angle ship noise is observed between O and 30° while distant
'y of (°. grazing angles of 11-20°, and source angles of ships are shown (light tracks) superimposed on a lower
Eg 15-25°, the DSE = 10 log (sin @/sin 00) = 2.7 to 4.8 noise level background (environmental noise, unresolved
iy dB. which is close to the 4 dB observed. Since the bot- ships. and system noise).
{ tom loss increases and the limiting grazing angle decreases The beam noise surfaces for 165 and 320 Hz show a
with frequency, DSE would not be expected at frequen- comparable number of ship tracks. However, the 53-Hz
o\ cies greater than 400 Hz. noise surface shows fewer tracks and several with weak
r": A similar downslope to bottom-limited region experi- intensity levels despite the better transmission loss
N ment was performed with a towed source driven at 67 characteristics at this frequency. Beam-to-beam correla-
Hz and 173 Hz from the Florida Plain toward the West tion functions indicate that the individual tracks on 165
Florida Escarpment (Carey et al., 1985). The DSE at 67 and 320 Hz are surface ships within the main beam
Hz was as high as 6 dB, and most points were between coverage areas rather than from side-lobe response. A
2 and 4 dB. The 173-Hz data showed a peak DSE of 6 strong signal, which appears on the beam main lobe and
dB with a dramatic increase in transmission loss as the also appears on another beam due to the side-lobe response,
source proceeded up the slope. These low-frequency ex- will produce a cross-correlation function with multiple
perimental results show the signal retains a degree of peaks. The correlation functions did not exhibit this
coherence in the downslope propagation. characteristic. which indicates a side-lobe level response
better than — 28 dB. Since the svstem responses are com-
Beam noise surfaces parable and the transmission loss characteristic shows less
Beam noise measurements were obtained using seismic loss at 93 Hz, then the fewer tracks observed on this beam
streamers with high density digital recorders (HDDR) and noise surface may be due to a characteristic of the surface-
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Figure 1. Beam noise intensity versus time and azimuthal angle.
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ship-radiated noise spectrum. The lower frequency por-
tion of the spectrum is tonal, whereas the higher frequency
portion of the spectrum is a continuum. Consequently,
we only observe ships that have energy in the narrow
measurement band.

Ambient noise horizontal directionality

Beam noise measurements were performed in the
downslope to deep ocean basin and downslope to bottom-
limited basin experiments. These noise measurements were
used to estimate the noise horizontal directionality with
the iterative technique of Wagstaff (1978).

The estimate of the noise horizontal directionality for
the Gulf of Mexico (Fig. 2) shows high levels in the north-
ern quadrant and low levels in the southern half-space.
The differences between high and low levels range from
10 dB at 150 Hz to 25 dB at 50 Hz with pooled standard
deviations of 1.6 and 2.5 dB, respectively. The reasons
for the high degree of spatial anisotropy are evident when
the acoustic propagation characteristics of the basin sur-
rounding the measurement location and the spectral
distribution of noise sources are considered.

Similar results of ambient noise directionality
measurements for the Northwest Atlantic Basin are shown
as Figure 3. The directional effect (minimum to maximum
level deviation) is shown to be about 15 dB at 50 Hz and
7.6 dB at 150 Hz. The directional characteristics of the
noise field appear to be similar for the two frequencies.
The measurements took place at a location such that the
90° to 180° quadrant was toward the Corner Seamounts
in the Mid-Atlantic Ridge, while the northerly sector en-
compassed the region off Newfoundland. The high noise
directions are from approximately 270° clockwise to 90°;
a sector including the Grand Banks, the Scotian Shelf, and
a major trans-Atlantic shipping lane. Thus, the observed
noise directionality is attributable to the combined effect
of mid-basin shipping in trans-Atlantic lanes, as well as
to ships traversing the continental rise, banks, and shelf.

The directionality plots shown here are consistent with
the time-averaged beam response of the bearing time sur-
faces. Hamson and Wagstaff (1983) have shown that these
noise horizontal directionality patterns can be calculated,
provided the shipping distribution is known, the transmis-
sion loss is calculable, and the ships on the basin margins
are included.

Ambient noise vertical directionality

Since high-angle energy from deep ocean noise sources
is rapidly attenuated due to multiple bottom interactions,
one would expect the energy propagated from these sources
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Figure 2. Horizontal noise directionality, Gulf of Mexico.

to be peaked at the sofar channel ray limiting angles (10°
to 15° off the horizontal). However, measurements of the
vertical distribution of noise intensity in the low-frequency
band show a broad angular distribution centered about
the horizontal direction. Consequently, the broad distribu-
tion of energy about the horizontal requires a mechanism
as the downslope conversion process. Figure 4 represents
a remarkable set of data collected by Anderson et al. (1972),
which illustrates these effects. Here the maximum
likelihood method (Edelblute et al., 1966) was used to pro-
duce the vertical noise level distribution as a function of
vertical angle (90° is the horizontal direction) and frequen-
cy. These data were obtained south of Bermuda with a
vertical array of 26 elements spanning a distance of 110
m and centered at a depth of 236 m in the deep sound
channel with an axis depth of 1 km. Figure 4 shows the
vertical arrival structure of the noise as a function of fre-
quency with a resolution of 1.4 Hz. At 150 Hz the noise
intensity has maxima at 90° + 9.5° compared to 90° +
14° if the array center had been located at the sound chan-
nel axis. The Mimi sound source is observed near 400 Hz
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Figure 3. Horizontal noise directionality, NW Atlantic.
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At frequencies greater than 00 Hz, the data show alias
ing (180" to 130" and the peaked distribution of noise
mntensity at 90" £ 95" with a noise minima at 90" of
— 10.dB. In comparison. the distribution at 100 Hz shows
a broad maximum centered on the horizonal. Anderson
(1979) simulated the pattern at the higher trequencies,
but was not able to do so at the lower frequencies. He
showed that the broad maximum was not due to deficien-
cies in the measurement technique and analysis. These
characteristics persisted for several davs. that is, the vertical
distribution of energy was broad at the lower frequencies
and sharply dual peaked at the higher frequencies. in-
dicating that the horizontal component of noise originates
at a distance trom the receiver. The smooth noise level
variation between 20 and 150 Hz ois a significant
charactenstic ot the noise. It the horizontal noise s from
distant slope-interacted. ship radiated signatures, why the
smooth variation?

These results are consistent with previous and subse
quent investigations. Fox (1961 obtained data trom
10-element array near Bermuda in L kmoof water. He
tound that at low sea states, the vertical distribution of
noise intensity was broadly peiked near the horvzontal over
the band of 200 to 1500 Hz. At high sea states he abserved
an isotropic distribution at higher trequencres 0 > 200 o
but a persistent horizontal component ~ 2000 H
Measurements by Axelrod et al. (1905 showed o strong
low frequency horizontal component and observed that
the trequency at which the verncal dirccionahty became

-13- -18

L

-19—-24

Figure 4 Noise intensity versus vertical arrival direction and frequency

isotropic depended on the local wind speed. Anderson
11979y reported noise vertical direcionality in a region
ot the Northeast Paatic Ocean over the 23 1o 104Hy
hand. He also observed a broad angular distribution of
noise near the horizontal. A horizontally straufied. range
independent ocean model does not predict a broad angular
distribution of noise intensity about the horizontal but,
rather, a dual peaked noise intensity distribution ¢+ 100
to £ 15" and no noise at the horizontal.

Noise generated trom surtace sources cannot arnve
within the limiting angles bracketing this mimmum. which
is referred to as g horizontal norse notch, Wagstatt (1981
showed. by agreement between calculations and data. that
distant shipping over the continental shelt, slope, o a sea
mount contributes to the broad vertcal distribution of
low-frequency noise near the horzontal, Date obtained
between Cape Hatteras and Bermuda were analyvzed in
the 15 o 10O Hz band by Wale< and Dhachok (TOST
These data were tound 1o have a brogd vertical distriba
ton near the horizontall Thar correspondmeg norse level
versus trequency and arevad angle plot aows g smooth
vartation i frequency simular to that of the Anderson data
The tact that these data donor show g tonad Characterstic
iomportant, as ship raduated nose spectes have been shown
to be primaniy tonal i thas band. Browmme et al (1981
show data obtamed i the South B Basin, o regron o
sparse shippimg. Below 200 - he observed adevel 1dB
Tess than Waestatt, wath o broad masimun i the vertical
distribution of nose mtenaty centered at the horzontal
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Browning found these results consistent with hoth sur-
face ship noise and storm noise originating near the basin
boundaries coupling to the sound channel. it these results
were solely due to ships interacting with slopes and sea-
mounts, one might expect a reflection of the tonal quali-
ty of the low-frequency ship signature in the measured
noise spectra when the number of ships are small. Since
this is not the case. one can draw the inference that another
contribution to the noise field at the horizontal i1s impor-
tant, such as the noise due to wind and surface waves
over continental slopes and seamounts. Furthermore,
Burgess and Kewley (1983) found similar results in
Australasian waters.

Conclusions

This article has presented measurements showing that
surface ship noise coupled into the sound channel pro-
duces marked effects on the directional nose field at the
lower frequencies. The data presented show that this in-
teraction is similar to a low-frequency pass filter. The ex-
pected level of DSE, based on the downslope conversion
process for representative bottom loss, yields in 1 km ot
water DSE = 4.8 at 50 Hz. 2.1 at 200 Hz, and 0.5 at
400 Hz. The lower frequency sound transmission was
observed to be more persistent with a fair degree of
coherence. Coherent signals from surface ships, readily
observed in the beam noise surface plots, were shown to
be a dominant characteristic of the ambient noise. The
frequency dependence of the beam-noise surfaces is con-
sistent with expectations based on narrowband ship
signatures. Calculations and inference suggest that sur-
face ships dominate the low-frequency ambient noise
horizontal directionality. The nature of the received signal
from distant ships in space and in time provides for a
coherent gain over the incoherent environmental noise
background. The fact that downslope propagation of sound
retains a fair degree of coherence reinforces the idea that
the coastal shipping dominates the mid-basin ambient noise
horizontal directionality.

Ambient noise vertical directionality data exhibit a low
pass filtered effect due to downslope conversion at the basin
boundaries, i.e.. a broad angular distribution centered about
the horizontal at low frequencies and a dual peaked distribu-
tion in energy at the higher frequencies. A mechanism
tor introducing energy into the sound channel is the down-
slope conversion process. Dashen and Munk (1984) have
shown that scattering by internal waves cannot account
for this phenomenon: however, Mellen (1985) contends
that ditfusion is a candidate. Measurements and caicula:

tions by Wagstatf demonstrate that coastal shipping could
casily account for this effect.

A characteristic of the vertical directionality data was
the smooth variation in frequency from 20 Hz to 200
Hz. Since surface ship spectra are tonal in the low-
frequency region, expectations are that a spikey nature
would be observed. provided the measurement system has
the resolution. Furthermore, measurements obtained in
remote. sparsely shipped areas. although at lower levels,
vield similar findings as the vertical directionality from
densely populated basins. Since any sound source such
as wind driven noise (capillary to capillary wave interac:
tion. wave turbulence. splashes. impacts and aggregate bub-
ble oscillations) near the surface over the slope. shelf. or
seamounts will introduce sound into the sound channel,
then environmental noise. in addition to shipping. may
be required to explain the broad angular and frequency
characteristics.
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Implementation of Rough Surface Loss in -
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: Sonar Performance Models w
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Office of the Technical Director J
: Abstract e
The past few decades have seen notable advances in the development of wide- e
ly applicable, robust submodels for the mathematically tractable aspects of ocean -
' acoustic propagation. In contrast, many of the empirically oriented. less trac- u
table aspects of propagation have received less than their due attention. and their -
inclusion in sonar performance models compromises the accuracy that might :::':
. have been achieved by the more advanced propagation algorithms. One leading e
3 problem area that has not been adequately developed. which in some cases is -:'-"-
: the weak link in sonar modeling, is the scattering of acoustic energy at the rough ::'
b, sea surface. This article reviews the prevailing inconsistencies associated with
how surface scattering has been implemented in current sonar performance models. ,
Some of the measures in progress to achieve consistency within the ocean engineer- 2
i ing community are described. ::.:'
- ::..
) .;-..
Introduction in turn lead to correspondingly severe discrepancies in :.'_-
Sonar performance models are used to relate how system predicted propagation loss. The occurrence of such r:‘
. performance, as measured by received signal-to-nuise ratio, discrepancies is sometimes 4 more disrupting problem than :‘-
, is determined jointly by system hardware and processing the actual surface loss. Furthermore. sidg‘ cffects o't large -:\'-
i parameters (such as equipment location, size, and integra- modeling discrepancies are that the entire '“()dt‘l}“R et- it
A tion time) and by environmental acoustic parameters (such fort loses credibility 'f}“d- more importantly. users of model o
as propagation loss, noise. and reverberation on a path- predictions are left with unresolved. contradictory ".:::
. by-path basis). Extensive R&D effort has been devoted to guidance. 0
y constructing propagation loss models, and the past two \-,.
\ decades have seen notable advances in the development Discussion "
and implementation of widely applicable. robust models ] _ . .
for the mathematically tractable aspects of acoustic propa- Review of scattering loss inconsistencies U
gation. At the same time. however, less tractable, and A review of currently used surtace loss models has S
: usually empirical, aspects of propagation modeling have revealed several inconsistencies. :::-'
received little attention. Their inclusion in sonar models. Beckmann-Spizzichino  Model—The  so-called 0
along with the highly developed aspects of propagation, Beckmann-Spizzichino (B-S) model is a hybrid consisting of NS
tends to compromise the overall accuracy of the model ® .un angle independent term hased jointly on the Marsh
and introduces substantial uncertainty into the predictions. (1961) and Marsh et al. (1961 theory of surface duct losses :-}:
| One particular problem area that has not been adequately for the limiting ray and on corresponding surtace duct ::.'_:
developed. which in some cases is the weak link in sonar data (Marsh, 1963), .":-
performance modeling. is the scattering of acoustic energy ® 4 purely analvtic term based on the theory by 4
at the rough sca surface. Models currently used for sur- Beckmann and Spizzichino (1963). S
tace reflection loss, as implemented in sonar performance Naming the entire hvbrid model **Beckmann- "
models. often give vastly conflicting predictions, which Spizzichino™ s considered by many to be a misnomer.
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Two versions of the B-S surface loss model presently exist:
version | is given in the NUSC Generic Sonar Model
(Weinburg, 1981), and version II exists in current ver-
sions of the NISSM 11 model. (Current versions of NISSM
11 differ from the original NISSM 11 documentation (Wein-
burg. 1973) in various ways: one difference is surface loss.
The two versions differ by an algebraic sign and by the
presence of a term (sin 0)/6. Reasons for the differences
are not known and could be simply an unedited clerical
error. The two versions also differ in the selection of which
wind speed/wave height relation is built in. The point to
note. however. is that the effect of the differences is by
no means trivial. and their presence indicates the general
contusion and disarray connected with surface loss.
Figure 1 displays predicted surface loss per bounce
according to the two B-S model versions. Differences
between the predictions are as large as the loss itself.

10 i T

[T LEGEND | WINDSPEED = 10 k15

VERSION I
e
—200
vsnsmn]
R

SURFACE LOSS (dB)
o
-1

s

) - -7
Jmm—mm ==

o ~ JJ
1o 35 00

FREQUENCY tkHz}

Figure 1. Comparison of surface loss predictions by tuwo ver-
sions of the Beckmann-Spizzichino model at grazing angles
of (07 and 20°.

Intermodel Comparisons—Comparisons of losses accord-
ing to four different surtace loss models show similar incon-
sistencies. Figures 2 —4 compare predictions of surface
loss as a function of significant wave height. grazing angle.
and frequency.

The Eckart model (1953} gives surface loss as

T8 A lrl"' ‘\’ ".

surface loss = 20 log exp(2g) (1
where
¢ = (27 f o sin Bic) . ()

fis frequency. ¢ is sound speed. @ is grazing angle at sur-
face. and @ is rms displacement of surface ahout the mean.
This model is based upon the Kirchhott approximation.
a small surface slope assumption, and a Gaussian distribu-
tion of surface vertical displacements. The modified Eckart
model represents a mathematical improvement that allows

the original Eckart result to be extended. The moditied
Eckart model is given by

surface loss = =20 log [I (2g) exp(—2¢)] . (3)

where [ is the zero-order modified Bessel function. The
figures show that these two models differ significantly for
large values of roughness g.

The Schulkin-Marsh model. called AMOS in Weinburg
(1981). is used for example in the LORA performance
model Hoffman (1976). where it is given by

10 log [1 + (fh/a. 14y ] 1h<4.2691

loss =
surface loss 1.59 (fh)'". fh>4.2691. 4

where / is frequency in kilohertz and 4 is average crest-
to-trough wave height in teet. The Schulkin-Marsh model
is based on measurements of surface duct propagation loss.
To convert the measured surface-related losses to a measure
of loss per bounce, all losses are assumed to be attributed
to propagation of the limiting ray. which is used to define
the skip distance between bounces. Consequently. angle
dependence does not exist in this model.

The fourth surface loss model used in the comparisons
is the B-S model as given in the Generic Sonar Model
(Weinberg, 1981).

In Figures 2 — 4 the two Eckart results group together.
as do the Schulkin-Marsh and B-S resuits, although some
differences are indicated.
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Figure 2. Comparisons of surface loss predictions
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Figure 4. Comparisons of surface loss predictions.

Windspeed-waveheight relations—A further contributor
to the confusion surrounding surface loss is an inconsistent
use of various wave height measures. For example, when
surface loss models are implemented in current sonar per-
formance models. they sometimes are recast to accept wind
speed as the environmental input in place of wave height,
and several wind speed/wave height relations are available
for this purpose. Two examples are

H=20x 10-2u2, (5)

attributed to Vine and Volkmann with H in feet and wind
speed w in knots, and the corresponding Pierson-
Moskowitz (1964) relation

H =186 x 10-2 w2 ©)

Here, H designates the significant wave height, which is
generally related to average wave height by (Longuet-
Higgins, 1952; Pierson et al.. 1955)

H =160h 7
and to rms wave displacement by
H=4020. )

Some performance models (for example, NISSM II) have
used the Neumann-Pierson relation

h = 0.0026 w?> 9

where 4 here represents the average wave height, rather
than significant wave height H.

In some cases, further inconsistency has resulted in some
cases from an incorrect confusion of average and signifi-
cant wave heights, wherein H and /4 are interchanged
without distinguishing between them.

Why such extensive inconsistency regarding surface loss
was able to develop and persist is not clear. Extensive

33

research has been conducted in the basic problem of plane
wave interaction with a rough surface. It appears that equal
effort has not yet been devoted to the applied problem
of implementing scattering theories into full propagation
and performance models.

Approach to problem tesolution

Recognizing the seriousness of the inconsistent predic-
tive models for surface loss, the ASW Environmental
Acoustic Support (AEAS) program in environmental
acoustics at NORDA sponsored the formation of a work-
ing committee, whose function was to identify and evaluate
available surface loss models and to select. at least in an
interim sense, a standard for use in sonar performance
models. The decision was to be made on the basis of pres-
ent knowledge, in spite of widespread uncertainties and
the temptation to wait until work already in progress was
completed.

The committee made the following surface loss
recommendations.

® Models that use the AMOS equations for transmis-
sion loss of the ducted paths should continue to do so.

® Models that need a ‘‘surface-loss-per-bounce™
algorithm should use the Modified Eckart (M-E) model.

® The value of 11 dB should be established as an upper
limit, even if the M-E algorithm predicts a loss greater
than this amount.

® Wind speed is the preferred input parameter and is
to be converted internally within the model to wave height
by using the Pierson-Moskowitz relation.

The working committee also recognized that a serious
deficiency of all of the models is the failure to include
nonspecular reflections as a part of propagation model-
ing. Surface loss indicates only the decrease of the specular
component. The nonspecular portion of the scattered field
is generally a diffuse, incoherent field that customarily is
neglected through the argument that it decreases with
distance from the surface more rapidly than the specular
component.

Following release of the committee report (Eller, 1984),
the most serious criticism was connected with surface duct
losses. Experienced sonar performance analysts felt that
the Modified Eckart model underestimated losses at low
grazing angles and gave overly optimistic predictions of
surface duct transmission. A benefit of this response is
that it has stimulated an intensive reexamination of sur-
face duct losses, primarily by members of the acoustics
community at NORDA and the Naval Underwater
Systems Center.
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To assess the consistency of surface duct predictions. BL surface loss = ~20 log (1 ~ Af32 wsin 0) (10)
several calculations of propagation loss were made by using ‘
various combinations of propagation and surtace loss at small grazing angle . where A represents a constant.

algorithms. The environment was a surface duct in deep
water with a layer depth of 375 ft. a constant gradient
of 0.0187 sec~!1, and a windspeed of 15 knots.

Propagation loss was computed by means of

® the RAYMODE model with the B-S and the M-E
surface loss models:

® the FACT model. also with the B-S and M-E surface
loss models:

® the multipath expansion model (MPE) with the B-S
surface loss model;

® the AMOS surface duct propagation model with the ) :
Schulkin-Marsh surface loss, using the AMOS model as rms displacement 0 to wind speed.
presented in NISSM 1I (Weinburg, 1973).

Each of these six approaches is one that might be selected

Noteworthy here are the dependences on frequency to
the ¥, power and on windspeed to the fourth power. This
result is similar to the resuit

MSK surface loss = — 10 log (1 - A f32h%55in) (11)

by Marsh et al. (1961). An unresolved aspect is that Equa-
tions 10 and 11 do not agree. These results are compared
in Figure 6. which shows also the Eckart predicuons. Equa-
tions 0. 7 and 8 are used to relate wave height 4 and

TR T KT D P SR e A N N W N VY

) . . 8 ——— -
pj and used by a knowledgeable sonar design engineer. ' ! j_;’ T
Y The spread of results is shown in Figure 5. Results based i \ 7]

on the M-E surface loss are grouped together and show e Py .

the least loss. The MPE results were run because this =t B>

model was expected to represent ground truth, including g.L : i

leakage effects. Its predictions lie in the middle. The AMOS g

. . . w —
predictions, with other results based on the B-S model, s
lie together and show the greatest loss. The AMOS results 2r 1
. . BL.EQ 10

are regarded as nearly equivalent to tield data. The com- - .

parisons support the belief that the M-E surface loss model o baim T ! ) L 1

underestimates loss at the small grazing angles ° : z 3 4 5 6 !

. . . GRAZING ANGLE (DEGREE)

characteristic of ducted propagation. Failure of the Eckart-

based approach at small angles 1S explained by Brekhov- Figure 6. Comparison of surface loss predictions at low graz

skikh and Lysanov (1982), who use the method of small ing angles for a windspeed of 15 knots and a frequency of

perturbations to derive the Eckart result for large graz- 3500 Hz.
. ing angles and the relation .
. -
% 0 Summary ~
¢. 1 o
‘_ oL In summary. the points addressed here are that -
A 3 L ® severe discrepancies exist among presently used sur- al
! 280 face loss models;
N 2 . ® these discrepancies can lead to equally severe incon-

2 90F . o . . .
tn 8 _ sistencies in propagation loss predictions, especially for sur-
5 Z 0ol e ] Nt TSe —— 4 face ducts;

v ~ ~ . . e
. 4 T b et L S~ ® asan interizn measure a modified form of the Eckart
' e M- - -~ ]
i 200 | weeess DT model was recommended:

@ _—— -~ ~ . .
a = ok | DT =~ ® a new look at the theory indicates that the recom-
b ) .
- RAYMODE, B-5 | mended surface loss model underestimates losses at small
) 1 1 1 L 1 . ; .
) 150 " p " " o grazing angles;
" RANGE (kyd) ® the Marsh et al. (1901) model may resolve the small
3 . . . .
X Figure 5. Comparison of propagation loss predictions with angle problem, but present inconsistencies with the BL
P various surface loss maodels. theory need to be resolved first.
"
;
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Weinberg, H. (1981). Generic Sonar Model. Naval
Underwater Systems Center, New London, Connecticut,
TD 5971C, December.
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Ocean Acoustics and Technology

Ocean Acoustics and Technology Directorate

W. B. Moseley
Director

The Ocean Acoustics and Technology Directorate was established
two years ago to focus a major portion of NORDA s research, develop-
ment, testing and evaluation resources on improving our understanding
of environmental acoustics, on the formulation and use of computer-
ized acoustic models, and on ocean technology and engineering to im-
prove Navy systems and performance.

The articles presented in this portion of the NORDA Review trace
the development of several major research efforts in these areas. Some
of these efforts have already provided specific benefits to the operational
Fleet and to the general advancement of ocean science. These include
N the development of Kevlar technology for acoustic arrays, of an Arctic
acoustic capability, and of a sector scan sonar application for mapping,
charting, and geodesy; the design and development of a Deep-Towed
Array Geophysical System; and the development of coupled mode and
nonlinear acoustic models. In a separate portion of the Review, you will
see a more complete listing of these accomplishments.

Organizationally, our directorate comprises three divisions: Numerical
Modeling, Ocean Acoustics, and Ocean Technology. The research work
of our people is presently concentrated in the areas of Arctic acoustics,
very-low-frequency and high-frequency acoustics, nonlinear acoustic prop-
agation, array technology, acoustic model computer implementation,
mine countermeasures, and several allied efforts.

The emphasis of the directorate in the foreseeable future will be to
develop the environmental acoustic technology and support necessary
to counter the current and future foreign submarine warfare threat, which
is becoming dramatically more sophisticated and dangerous. This em-
phasis, therefore, will be directed toward environmental acoustics sup-
port to the Navy’s weapons acquisition process, weapons systems effec-
tiveness, and both passive and active tactical and surveillance systems.
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Research and Development of Acoustic Models
at NORDA

Stanley A. Chin-Bing, Kenneth E. Gilbert, Richard B. Evans,
Michael F. Werby, and Gerard ]. Tango
Numerical Modeling Division

Abstract

NORDA has addressed a variety of underwater acoustic studies of
Navy interest during its 10 years of existence. These studies fall into
three main categories: ocean bottom reflectivity, ocean propagation (both
range independent and range dependent), and free-space scattering. Results
of these investigations provide the foundation for the study of the more
general problem of sound propagation and scattering in an inhomogeneous
ocean waveguide. Some of the major thrusts are propagation over rough
and sloping ocean bottoms, scattering from rough ocean surfaces, dif-
fractive and resonant scattering from high-aspect-ratio targets, and scat-
tering from targets in a shallow-water waveguide. The research in these
areas includes design and support of experiment. as well as fundamen-

tal. theoretical studies.

Introduction

The primary purpose of NORDA's efforts is to con-
duct basic research and exploratory development on under-
water acoustic models of interest to the Navy. Theoretical
acoustics and modeling support of other researchers within
NORDA and of other Navy laboratories is also a major
effort.

In the 10 years that NORDA has been in operation,
studies in ocean bottom reflectivity, ocean propagation
(both range independent and range dependent), free-space
scattering and scattering in a waveguide have been con-
ducted. The results of studies performed in each of these
categories has helped to build a strong foundation for the
present and future research efforts at NORDA.

Discussion
Occan bottom reflectivity

For many years underwater acoustic propagation was
studied only for deep-water scenarios. Recently, many ex-
periments in shallow-water propagation have taken place.
In shallow water propagation, the interaction of sound with
the sea floor is a very important mechanism. NORDA
scientists have studied acoustic bottom interactions so that
a better understanding of the physics could be gained.

Mode theory reflection coefficients for the bottom. com-
parison of mode and ray theory for completely absorbing
bottoms and periodically stratified ocean bottoms were
some of the early studies performed.

The effect of the lateral wave on bottom-loss measure-
ments was a major study. The Sommerfeld model (isospeed
half-space water column over isospeed half-space bottom)
was examined to determine the effects of the lateral wave
on bottom loss measurements. Results of the study showed
the following:

® The ‘‘measured’” reflection coefficient is geometry
dependent. This dependence was found to be true, not
only for the Sommerfeld model, but also for a more com-
plex model, viz.. an isospeed half-space overlying a
geophysical bottom.

® Interference effects occur for incident angles greater
than the critical angle where the lateral wave is present
and a monotone transition to the Rayleigh reflection coef-
ficient occurs for incident angles less than the critical angle.
In addition, this interference region (saddle point greater
than the critical angle) shows negative bottom loss—
another effect due to the experimental geometry and
observed in experiments—which has been associated with
bottom-generated caustics. These interference effects are
shown in Figure 1. where a comparison is made between
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Figure 1. The bottom loss versus the inferred bottom loss, using the seismic technique, for the Sommerfield model.

the Rayleigh reflection coefficient and Curve A, which
resulted from this study.

® This study identified the origins of the differences
and resolved the discrepancies between results from
published studies by Stickler and the well-known text by
Brekhovskikh (as shown by Curve B in Fig. 1, which was
obtained from Brekhovskikh and Stickler’s works).

Ocean propagation

Range independent propagation—The study of range-
independent propagation problems is especially valuable
to understanding underwater acoustic propagation. Range-
independent problems can be solved exactly and thus con-
stitute a standard by which range-dependent solutions can
be evaluated when applied to range-independent cases. Nor-
mal mode solutions and the Fast Field Program (FFP) are
two exact solutions that have been utilized quite exten-
sively by NORDA. A fully complex mode program has
been developed and used to study bottom attenuation and
target localization. The SAFARI FFP computer algorithm,
originally developed at the SACLANT Research Centre
(SACLANTCEN) for exact underwater propagation model-
ing of continuous wave signals, has been extended to a
more general applications computer code that now includes

broadband pulse and seismogram synthesis. This work was
accomplished through a joint NORDA-SACLANT effort.

In deriving-a correction to the perturbative treatment
of bottom attenuation for shallow-water, low-frequency
conditions, comparisons have been made between a per-
turbative and a total treatment of bottom attenuation in
a normal mode expansion for a representative shallow-
water, low-frequency problem. The exact treatment intro-
duced bottom attenuation through complex sound speeds
and, thus, complex depth functions, whereas the pertur-
bative approach used real sound speed to obtain real depth
functions and then introduced mode attenuation only in
the range function. Transmission loss calculations resulting
from the two approaches could disagree significantly near
the cutoff frequency when only a few modes were pres-
ent. When more than a few modes were present, the other
modes dominated the mode nearest cutoff; although this
nearest mode was in error, it did not seriously affect the
results. For the cases where the perturbative and exact
solutions differed significantly, the error in the perturbative
approach was mostly due to an incorrect normalizing fac-
tor, with mode attenuation differences accounting for a
much lesser part of the error. A correction term to the
mode normalization factor was derived for the case of an
isospeed half-space with attenuation. This correction term
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Numerical Modeling

improved the results from the perturbative solution both
in phase and in magnitude. The correction term had the
added advantage of being composed of terms easily obtain-
able from the perturbative solution. The results were ex-
tendable to any layered bottom with attenuation, which
terminated in an isospeed half-space. In Figure 2, line (a)
is the exact result, (b) is the perturbative result, and (c)
is obtained from applying the correction factor to the per-
turbative result.

Target depth classification by modal decomposition and
correlation has also been studied. Various methods were
used to classify and localize submarine targets using real-
time information from acoustic sensors. A study was made
using another technique, which utilized the environment
and its variability to exclude (theoretically) all possible
target depths except the correct one. The method involved
synthesizing the normal modes using the best available
sound speed profile and geoacoustic model as inputs to
a complex normal mode model. Both single frequency and
broadband fields could be modeled. These synthesized
modes were sampled in depth (or range) to form a suite
of replicas. The synthesized replicas were then correlated
with the modally deconvolved incoming data having the
same spatial sampling as the replicas. The ambiguity sur-
face showed relatively high correlation for replicas having
the target’s true depth.

The SAFARI FFP model mentioned above has been
used to study towed array response to ship noise for ap-
proximate inverse modeling and to simulate and perform
geoacoustic pulse studies of very low frequency bottom
interaction.

Range-dependent propagation—Range-dependent
acoustic propagation problems are generally not amenable
to exact solutions. However, the importance of obtaining
very good approximate solutions cannot be understated,

TRANSMISSION LOSS (dB)

since the vast majority of propagation problems in under-
water acoustics is range dependent. NORDA has made
major contributions 1o solutions of range-dependent prop-
agation problems. The parabolic equation (PE) model pro-
vides a good approximation to the solution of range-
dependent problems. The accuracy of the PE model has
been significantly improved by the addition of wide-angle
capability. Wide-angle PE has been used in cases where
other models could not be used. As a result of the NORDA-
sponsored PE workshop. it became clear that a need for
a benchmark solution was needed to evaluate range-
dependent solutions in underwater acoustics.

NORDA has responded to the need for a range-
dependent benchmark by developing a fully coupled nor-
mal mode model. The coupled mode model contains the
effects of both forward and backscatter and all the cross
coupling between waterborne and bottom-interacting
modes. The coupled mode model has been used to show
when the PE approximation is valid and when it fails. The
coupled mode model has been extended to be useful on
its own. The coupled mode method has been used to study
scattering due to bottom roughness and the simultaneous
effect of mode coupling and refraction. The latter develop-
ment has the capability of accurately modeling realistic
basin-shelf propagation.

A third new range-dependent model currently under
study by NORDA is range-dependent FFP. This model.
like the PE model. is a one-way solution to the wave equa-
tion. However, uniike the PE model. FFP is an exact solu-
tion. Thus, the range-dependent FFP model can serve as
a check on the computationally faster PE model.

Free-space scattering

Various numerical techniques and their use in the exten-
sion of T-matrix and null-ield approaches to scattering have

RANGE (KM)

Figure 2. A comparison of transmission loss as a function of range for low frequency shallou water conditions.
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Numerical Modeling

been extensively investigated at NORDA. A number of
numerical and theoretical techniques have been developed
that extend the range of applicability of these methods
beyond the conventional approach.

Scattering from submerged objects consisting of
separable boundaries, such as spheres and infinite cylinders,
is amenable to closed-formed solution by normal mode
theorv. Results from extensive investigations of these ob-
jects have been extremely fruitful in understanding reson-
ance phenomena, background contributions in the absence
of resonances, and geometrical effects that give rise to dif-
fraction phenomena. However, when one wishes to ex-
amine arbitrary shapes, it 1S necessary to resort either to
approximate theories (valid under limiting assumptions)
or numerical methods that adequately treat the problem
in question. It has, in fact, proven very difficult to describe
scattering from general objects without resorting to
frequency-limiting approximations. In this research effort
a numerical procedure was developed—namely. the ex-
tended boundary condition (EBC) method, together with
its applications for treating a variety of problems. The
method was established by Waterman for electromagnetic
scattering in 1965, and was extended to acoustical scat-
tering by him in 1969. It is sometimes referred to as the
null-field method in electromagnetism. the field equivalent
principle. or more generally as the T-matrix method. This
last nomenclature is unfortunate, since any of a variety
of methods can lead to a transition matrix relating the
scattered to the incident field. while the EBC or nuil-ield
terminology more properly reflects the fact that one is
employing a boundary integral technique.

Some of the salutary features of this approach are that
the method vields unique solutions to the exterior prob-
lem: the transition matrix is independent of the incident
field: the method is not frequency-limited, although it is
more efficient for intermediate frequencies: the method
can work for a large variety of shapes.

To represent the final results in terms of matrices, one
expands all appropriate physical quantities in terms of par-
tial wave basis states and includes expansions for the inci-
dent and scattered fields and the surface quantities (i.e..
surface displacement. surface tension, etc.). The method
then utilizes the Huygen-Poincare integral representation
for both the exterior and interior solutions. leading to the
required matrix equations. One thus deals with matrix
equations, the complexity of which depends on the nature
of the problem. We have shown, however, that in general
a transition matrix T can be obtained relating the inci-
dent field A with the scattered field / having the form
T = PQ . where f = TA. The structure of Q can be

quite complicated and can itself be composed of other
matrix inversions such as arise from layered objects. We
have developed improvements in this method appropriate
for a variety of physical problems. and on their implemen-
tation. We have conducted research for scattering from
very elongated submerged objects and resonance scatter-
ing from elastic solids and shells. Significant structural
improvements have been made, such as the coupled higher-
order method and the unitary method. which lead to more
tractable forms of the transition matrix enabling one to
avoid matrix inversions and other numerical problems.
The final improvement concerns eigenfunction expansions
of surface terms, arising from solution of the interior prob-
lem, obtained via a preconditioning technique, This effec-
tively reduces the problem to that of obtaining eigenvalues
of a Hermitian operator.

This formalism has been developed for scattering from
targets that are rigid. sound-soft. acoustic, elastic solids.
elastic shells. and elastic layered objects. We present two
sets of the more interesting results. The first concerns
scattering from elongated objects, the second to thin elastic
spheroids.

Figure 3 illustrates scattering from a spheroid with aspect
ratio 30 for a KL/2 value of 30. Here K is the incident
wavenumber and L the object length. We show the case
of scattering along the axis of symmetry and 30° and 60°
relative to the axis of symmetry and broadside. Elonga-
tion effects at 30° and 60° are particularly noticeable where
the reflected wave occurs at the same angle as the inci-
dent wave relative to the symmetry axis. similar to the
plane scattering case. At (° and 90° the flux is allowed
to proceed mainly in the forward direction. with broad-
side scattering creating the greatest disturbance.

Figure 4a shows resonance phenomena from backscat-
tering from a very thin aluminum spheroid. plotted against
KL/2. Scattering here occurs along the axis of symmetry
for a spheroid of aspect ratio 3. Because of the thin nature

the object. its scattering response is like that of a sound-
soft object in the absence of resonance. This response is
verified by subtracting the sound-soft background from
the exact elastic calculation, leaving only the resonance
response (Fig. 4b). Figure 4c is a plot of relative phase
for the elastic and sound-soft calculations. Note that the
phase is almost zero except at a resonance. where it
undergoes a rapid phase-change of 180°, tvpical of this
tvpe of resonance.

Another study involving scattering in a free-space en-
vironment is the Arctic high-frequency acoustic ice-keel
madel study. This model stochastically describes the three-
dimensional  backscattered field (by means of target
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270°

Figure 3a. Scattering along axis of symmetry of spheroid.

90°

270°

Figure 3c. Scattering at 60° relative to the axis of symmetry
of spheroid.

strength) that results from an ice keel. This model was
improved by including different possible facet rotation
schemes and by incorporating realistic physical represen-
tations of the ice in the model.

Scattering in a waveguide

The field due to a constant sound source together with
the inherent noise, can be monitored very precisely for
certain underwater regions. If an object intrudes within
the region, the field is perturbed: therefore. the intruding
object can be detected and located. This **burglar alarm™
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270°

Figure 3b. Scattering at 30° relative to the axis of symmetry
of spheroid.

Figure 3d. Broadside scattering from a spheroid.

concept is currently under investigation. Expertise gained
in bottom reflectivity, ocean propagation. and free-space
scattering is being applied to this problem. Plans are under-
way for the development of an engineering type model
that will assist in experiment design. This project will be
followed by an exact calculation of an object in a half-space.

Future directions

NORDA will continue to contribute to the technical
base in theoretical acoustics and numerical techniques as
applied to modeling underwater sound. to support
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Figure 4a. Form function plot of elastic spheroid end-on
incidence.
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Figure 4b. Resomance reponse of elastic spheroid end-on
incidence.

Figure 4c. Relative phase between elastic thin shell and sound-
soft object.

experimental design and interpretation, and to evaluate
new systems concepts. Specific areas of interest are
stochastic modeling, realistic environmental modeling, and
volume acoustic field modeling.

The objective in volume acoustic field modeling is to
analyze and model the three-dimensional acoustic field on
a local to regional basis. In some cases knowledge of per-
tinent parameters will be limited. Knowledge and
understanding of the oceanic processes within the volume
will be used to support parameter selection. It is further
desirable that the model be portable so that it can be used
aboard ships. The difficulty of such an endeavor is obvious,
but the benefits are enormous. Such capability would add
a new dimension to underwater prediction and surveillance.

Stochastic modeling of the acoustic field and its interac-
tions with boundaries is an area that will be explored. Such
boundaries as the underice interface, the marginal ice
zones, and rough sea surfaces and ocean bottoms cannot
be accurately modeled by deterministic methods.

As acoustic models become more sophisticated and as
computationally faster computers with larger memory
capability become available, real-world scenarios become
feasible. Modeling the interaction of acoustic waves with
highly complex boundaries (including such properties as
shear, porosity, grain size, anisotropy, etc.) are possible.
Three-dimensional models that model whole volumes of
the world’s oceans are needed. Models that include all
of the acoustically significant physics will be required. In
all of these areas, highly accurate, complete models will
be needed as baselines by which to evaluate the accuracy
of approximate, but more computationally efficient, models
and to undertake detailed sensitivity analyses unavailable
by other means. NORDAs task will remain the same,
i.e., to research, develop, and assist in the transition of
acoustic models that serve the Navy.

RO PO AU P O

CALS

’
)..
A
<ol
X

A
" o

Ay

25s

’
P

o
A

1

¥ ."
e

MY



Numerical Modeling

Recent Advances in Application
of Acoustic Models

Edward A. Estalote, George A. Kerr, and David B. King
Numerical Modeling Division

Abstract

Using acoustic models to simulate the action of the environment on acoustic
propagation has been a major activity of NORDA since its beginning. The basis
of acoustic application modeling is the use and adaptation of models and prin-
ciples produced by the research community to “‘real-world problems.”” To carry
out this program, a large collection of acoustic models and environmental data
is required. Over several years the number and quality of the models has in-
creased dramatically. The quality, geographic coverage, and resolution of en-
vironmental data bases have also increased to such an extent that application
modeling can be done for situations and locations that could not have been con-
sidered previously. NORDA has many acoustic models and automated data bases
available for use by the research community.

Introduction

Over the last 10 years the application of acoustic models
to ocean problems has increased both in scope and in the
complexity of the tools available. Since its beginning,
NORDA has used acoustic models to address single-issue
questions, as well as to perform acoustic model studies
of large ocean areas. Due to the variety of problems that
have been addressed over the years, NORDA has acquired
an extensive collection of acoustic models and automated
environmental data bases. The models vary from simple,
with limited applicability, to complex. The data bases have
evolved from those with limited applicability to those with
extensive geographic coverage.

Some tasks require acoustic model surveys of large ocean
areas; thus numerous model simulations are carried out.
This effort requires numerous user inputs and is subject
to human errors. To minimize these errors, the NORDA
Acoustic Model Operating System (NAMOS) was
established. NAMOS is a menu-driven operating system
that enables the user to make many model runs with max-
imum flexibility in selecting the environmental data and
the appropriate model. Also, area-wide surveys tend to
collect a large amount of oceanographic data that is not
always in the appropriate form for acoustic simulation
studies. To help with analyzing and reformatting data,

NORDA developed the Naval Oceanographic Raw Data
Analysis and Processing System (NORDAPS). NORDAPS
helps the oceanographer to select, analyze, and re-form
data into a format that is the most compatible with the
acoustic models.

The Basic Acoustic Model User Support (BAMUS) Pro-
gram is used to address short-term or single-issue projects.
Through this program, the acoustic models and data bases
resident at NORDA are made availabie to the ASW com-
munity. Requests for specific acoustic predictions are pro-
vided to naval organizations and those companies under
contract with the Navy.

Models and data bases

NORDA has an extensive number of resident acoustic
models. An appropriate question at this point would be:
Why does the Navy need an extensive number of acoustic
models? The answer is that all models use simplifying
assumptions and thus are approximations to the real
physical ocean environment. It is up to the user to take
these assumptions into account and decide which model
is most appropriate. Some factors must be considered:

® Can the environment be approximated as range in-
dependent, or must the variations be taken into account?

® What is the frequency of interest?
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Numerical Modeling

® How accurate does the answer have to be?

® What form does the answer have to be in: e.g., will
transmission loss be enough or is complex pressure
required?

® How much computer resources are you willing to
spend?

The acoustic models fall into three separate categories:
propagation (transmission) loss models. ambient noise
models. and system performance models. For a full ex-
planation of the different models. see Estalote (1984) where
a model synopsis and references to primary sources of in-
formation are available.

Propagation loss models

The propagation loss models can be divided into subsec-
tions using the type of physics that is being used as a
criterion. Generally the models use either physics based
on ray theory or wave theory. There are also hybrid models
that are combinations of both ray and wave theory. Fur-
ther separation may also be accomplished by whether or
not the model will handle an environment that is a func-
tion of range. Table 1 lists the propagation loss models
and how they separate into the different categories.

Table 1. Propagation loss models.

Model Range Model Physics
Dependency* Ray Solution Wave Solution Hybrid

FACT RI X
RAYMODE RI X
NLNM Ri X

COMODE RI X

FFP RI X

RITICA

¢ AN(CE:LEL PE RD X

IFDPE RD X

PAREQ RD X

MPP RD X

GRASS RD X

MEDUSA RD X

ASTRAL RD X

* Range dependent (RD)
Range independent (RI)

Ambient noise models

Ambient noise. by its very nature. is a ditticult process
to model properly. Several different mechanisms contribute
to the total noise ficld. For low frequencies < 200 Hz),
shipping contributes the largest share of the noise, Thus,
to model the noise properly some accounting of the ships
by type and location must be done. NORDA has ship

count data bases that are resolved both temporally and
spatially. which are instrumental in producing noise predic-
tions. NORDA presently has four noise models: FANM,
CNOISE. DANES. and BEAMPL.

The FANM (Fast Ambient Noise Model) is a noise
model that uses and internally generates range-independent
transmission loss convolved with the noise sources (ships
and wind) to produce both vertical and horizontal noise
calculations. The model uses user-supplied factors of
minimum depth and minimum depth excess to account
for topographic interference. Essentially the model stops
counting noise sources when the desired values are reached.

The CNOISE model has no internal transmission loss
capability. Provisions are made to use an externally
generated transmission loss file. The CNOISE model just
convolves the noise source (ships only) with the user sup-
plied data. The model will allow tor different transmis-
sion loss calculation as a function of bearing. CNOISE
can provide only horizontal notse calculations,

The DANES (Directional Ambient Noise Estimation
System) model is a subset of the Automated Signal Ex-
cess Prediction System. This model calculates horizontal
ambient noise using ASTRAL as the transmission loss
model. It also has its own environmental data bases. in-
cluding ship counts.

The BEAMPL model can provide beam noise statistics
for a beam using random ship traffic on user-supplied ship
tracks.

System petformance models

Producing performance predictions tor systems. both
active and passive, requires calculating not only transmis
sion loss. but also other such tactors as reverberation or
noise. The svstems also require the use of beam patterns
and other system-specitic information. NORDA has tive
models available for svstem-specitic caleulation. Note that
some svstem specific calculations can and have been made
by combining the results of other acoustic models. such
as PE and CNOISE.

NISSM I (active system)  NISSM ILiINGvy Interim Sus
face Ship Model) has been designated as the Navy Intenim
Standard for calculating pertormance of ship sonars [t
used to predict echo and reverberation levels and s capable
of predicung detection probability when environmental,
target. and sonar system parameters are detined. The ocean
bottom is modeled as a that, specularly retlecting surtace
with the bottom loss represented as a range ndependent
tunction of grazing angle. Volume absorption and surtace
fosses are also incorporated i the model. The sound specd
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Numerical Modeling

profile is described by a continuous function, and gradients
are to the input sound speed at discrete depths.

SHARPS-HI (active system)—SHARPS-III (third genera-
tion Ship-Helicopter Acoustic Range Prediction System)
is an active system model used for making daily forecasts
of detection ranges for a variety of active and passive
sonars, including counterdetection. In the prediction of
active system detection ranges. SHARPS-III allows the user
to specify the prediction mode. e.g., direct path. bottom
bounce. or convergence zone. It employs a ray acoustic
model that is a modified version of NISSM 1I. which
generates the transmission loss. target echo. and reverbera-
tion curves needed for the detection range prediction.

Generic sonar model—The Generic sonar model is a
computer program designed to predict and evaluate the
performance of various sonar systems. It has significant
prediction capabilities for both active and passive systems,
and allows the user to choose from an assortment of models
to make the necessary calculations. These models include
the following:

® ocean sound speed models
surtace/bottom reflection models
volume attenuation models
reverberation models
heam pattern models
transmission loss models
passive/active signal excess models
ray tracing
should be noted that this model uses a modular ap-
proach in that for each basic function (e.g.. surface reflec-
tion coefficient) a number of choices are available to the
user (¢.g.. table look-up. AMOS, Marsh-Schulkin-Kneale.
Beckmann-Spizzichino).

ACTIVE RAYMODE—ACTIVE RAYMODE is used to
predict signal excess for active sonar systems. It uses a
modified torm of the RAYMODE propagation loss model
tomits the normal mode portion of the model), together
with user input sonar parameters, to compute echo level
and reverberation.

Tuking these into account. together with the noise (self-
noise and ambient noise) and the reverberation recogni-
tion ditterential, the signal excess is calculated as a func-
ton of travel time for cach transmit/receive beam pair.

ASEPS (passive system) ASEPS (Automated Signal Ex-
coss Prediction Svstem) s a svstem of computer programs
and supporting data bases that perform and display passive
sonar calculations, Tts components are

¢ DANES: discussed above:

® ASERT: ASTRAL System tor the Esumation of
Radial Transmission loss:

—_

® TASSRAP: Towed array predictions for short ranges.
uses FACT for transmission loss and DANES for ambient
noise:

¢ EXTENDED TASSRAP: Towed array predictions
for long ranges, uses ASTRAL for transmission loss and
DANES for ambient noise.

This collection of models can predict horizontal/direc-
tional ambient noise, transmission loss (radials). signal ex-
cess. and probability of detection for both fixed and towed
horizontal arrays.

Special software

NORDA Acoustic Model Operating System (NAMOS)—
The Navy has many different acoustic models that pro-
duce acoustic predictions. By their nature these models
require different inputs. and the inputs are required in
different formats. Different models are required because
each of the models has its own region of applicability as
well as its own strengths and weaknesses. A single model
(e.g.. transmission loss) that is applicable for all situations
and cases does not exist. This state of affairs can lead to
a lot of wasted effort due to errors and the cumbersome
reformatting of inputs for different models. For example.
if one is required to carry out an acoustic survey of an
ocean area. several different models may be required to
produce the results required to give the necessary infor-
mation. The expense in manpower and time can be pro-
hibitive in running the same problem with ditferent models.

The NAMOS system was designed and developed to
minimize the errors and the time required to carry out
acoustic model runs. NAMOS is a interactive computer
system that sets up & batch runstream to excercise the
models. The basic design of NAMOS is to solve the sonar
cquation by running the selected models for cach element’s
equation, e.g.. transmission loss, ambient noise. etc. At
its present stage of development NAMOS can extract the
required environmental data from the data bases. and run
any once of five difterent transmission lor models and one
ambient noise model.

In addition to NAMOS. EAIDS (Environmental
Acoustics Interactive Display Svstem) is under develop:
ment to provide graphic display of both the environmen
tal data bases and the acoustic models. This interactive
display svstem when tully integrated will allow the editing
and display of any part of theidata bases presently used
by the NAMOS models, as well as the display of the
acoustic madel output. The Color Area Mapper will now
display a color representation ot shippimg densitv, depth
excess, bathvmetry, and bottom class for anv area of the
northern hemisphere, EATDS will also alow interactive
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Numerical Modeling

interpolation of sound speed profiles along a great circle
path. Graphic display of acoustic model output is also avail-
able in EAIDS. PROFGEN is also resident in EAIDS. This
module will permit the merging of bathythermographs
to historical deep profiles.

NORDAPS—NORDAPS (Naval Raw Data Analysis
Processing Svstem) is an interactive software package that
processes and displays Ficeld Exercise Data. This environ-
mental data is typically obtained from oceanographic plat-
forms using conductivity-temperature-depth (CTD) and/or
expendable bathythermograph (XBT) sensors. The data is
initially recorded on analog tape and is then processed by a
shore facility. which in turn, produces the digital data tapes
used by NORDAPS. This raw exercise data is read. refor-
matted. thinned, filtered. and written to direct-access data
bases. NORDAPS provides an interactive. menu-driven
system for analyzing, editing. extracting. plotting. and dis-
plaving this data. The primary functions of NORDAPS
are to

® extend CTDs to the bottom.

® attach salinity to XBT data.

® perform absolute difference calculations between
bathythermographs (BT's) at standard depths.

® calculate sound speed profiles.

® proup data stations into transects.

® plot BT temperature profile against all CTD profiles
in range.

® provide interactive editing and displaying of the data.

® perform retrievals of selected data sets for numerical
model inputs.

NORDAPS is interfaced to a relational data base system
(INGRES) that provides ad hoc query capabilities. Inter-
faces are provided for updating the RSVP and AUTO-
OCEAN data bases along with capabilities to interface with
the NAMOS/EAIDS systems. EAIDS is currently under
development and will allow the interactive display and
modification of environmental parameters.

CHORDS—The advent of new high-resolution digital
recorders has led to the requirement to develop an ac-
curate profile thinning algorithm to retain the acoustical-
lv signiticant profile shape while reducing the number of
profile points to a manageable size. CHORDS (Kerr, 1984),
4 new temperature and sound speed profile thinning
algorithm, was developed to meet this requirement. The
profile is reduced to a series of line segments constructed
on the basis of the ditference between the actual profile
and the existing line segments. The algorithm, already
in usce in several weapons systems, scans the entire pro-
file in cach iteration but retains previous results to in
crease the algorithm's speed.

Environmental data bases

Acoustic models require environmental inputs to pro-
duce simulations. To obtain the required data on a case-by-
case basis is both time consuming and error prone. To min-
imize the problems of obtaining environmental data. NOR-
DA has acquired or built several environmental data bases.

AUTO-OCEAN—AUTO-OCEAN is a low-resolution
gridded, 5° by 5° sound speed and wave height data base
covering the world’s oceans from 60°S to 60N on a
seasonal basis.

STANDARD OCEAN—This data base is used in con-
junction with existing models to provide automated
retrieval of environmental data along great circle paths
in the same manner as AUTO-OCEAN. It contains syn-
thetic data. as opposed to the measured data contained
in AUTO-OCEAN. and has a '2° resolution. In addition
temperature and salinity profiles can be obtained.

RSVP—The RSVP (Representative Sound Velocity Pro-
file) data base and software allows users to select represen-
tative sound speed profiles by region and date. Sound speed
profiles are selected on the basis of closeness to the mean
sound speed protile calculated from all profiles meeting
the query requirements.

SYNBAPS—SYNBAPS (Synthetic Bathymetric Profil-
ing Systemn) is a data base designed to produce rapid genera-
tion of bathymetry along any great circle path. It is a finely
gridded data base with a resolution of 5 minutes (V,,").
The coverage is essentially worldwide.

HITS—December 1983 update of HITS (Historical
Temporal Shipping) is a ship-count data base that may
be automatically accessed to provide information to be
used for ambient noise predictions. The resolution of the
data base is 1V squares by ship type. The area of applicability
of the data base is essentially worldwide,

AUTO-SHIPS—AUTO-SHIPS (1984 update) is a ship-
ping density data base that can be automatically accessed
by the ambient noise models. The coverage is essentially
worldwide. The ship count for each square (19) 1s the
weighted sum (by ship type) of the HITS data base. This
data base has the tollowing additional environmental
mformation.

® hottom class

® hathvmetry

® depth excess

® wind speed

BAMUS program
The Basic Acoustic Model User Support program
(BAMUS) is resident at NORDAL and is jointly funded
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on-shore prediction systems. Each arm of the Navy air,
surface, subsurface, and shore-based facilities had their own
prediction system with different environmental data and
different models. which naturally led to different predic-
tions. As a first step toward a goal of consistent results,
an environmental data base was created to serve as a master
for all environmental data bases to be used in prediction
systems. The premise was that the data base should con-
tain the best environmental data at the highest resolution
possible. This data base now contains seven parts:
Historical Ocean Profiles. Bottom Loss, Ocean Floor
Depth, Volume Scattering Strength, Wind Speed. Shipp-
ing Noise. and Wind and Residual Noise. After the com-
pletion of the data base it was realized that there was not
sufficient data of all kinds for all arcas. A further analysis
of this data base provided a series of maps that defined
the arcas of data paucity and laid out the survey re-
quirements (King et al.. 1984) for cach data base, i.e.. where
and what types of data are required.

Summary

Major strides have been made in acoustic modeling over
the last several years. The field has matured from a few
models with limited application, environmental data bases
of low resolution, and limited geographic coverage to a
series of models and automated environmental data bases

that make the application of models to real-world situa-
tions more credible. Much of the progress can be attributed
to increases in computing power that have become
available. With a look toward the future one can visualize
the ahility to do exacting predictions as the environmen-
tal data and the knowledge of the processes increase.
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NORDA’s High-Frequency, Shallow-Water
Bottom Scattering Program

Steve F. Stanic and Richard H. Love
Ocean Acoustics Division

Deep ocean acoustic characteristics of signals, noise, and
reverberation are significantly different from shallow or
narrow coastal areas. Thus, attempts to extrapolate deep
ocean data for use in shallow-water applications have been
disappointing. The proximity of the boundaries, the in-
creased substrate and water column inhomogeneity. and
the increased density or influence of noise scurces con-
tribute to the extreme complexity of the shallow-water
acoustic environment. To develop naval systems that can
effectively operate in shallow water. a thorough understand-
ing of the interaction of environmental and acoustic
parameters is essential.

Because the sea floor is a major factor in shallow-water
environments, NORDA has established a program that
focuses on the relationships between seafloor properties
and acoustic scattering. The program consists of an in-
tegrated series of acoustic and environmental
measurements designed to identify and isolate various bot-
tom scattering mechanisms, and to resolve their effects
on the acoustic back- and forward-scattered ficlds. Data
from these measurements serve as a basis for the ongo-
ing development of shallow-water environmental acoustic
models for use in exploratory and advanced development
programs.

NORDA has used the expertise available in the offshore
oil industry to design and construct two towable, self-
deploying. acoustic instrumentation support structures to
ensure the success of this program. These towers, designed
by Petro Marine in Gretna, Louisiana, are 35 feet long,
20 feet wide, 30 feet high and weigh 172 tons each.

The acoustic transmitting system uses a pair of nonlinear
parametric sources. The low sidelobe capabilities of these
sources make them ideal for shallow-water boundary scat-
tering measurements. The receiving systems consist of
two 16-hydrophone, two-dimensional spatial arrays with
broadband capabilities to 200 kHz. The attitude of cach
array is controlled by a triaxial positioning system.

The acoustic experiments are supported by a detailed
series of oceanographic and seafloor geological characteriza-
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tion measurements. Side-scan sonar surveys are used to
locate and identify possible experimental areas. Once an
area has been located. high-resolution, close-range, side-
scan sensor data are used to characterize large-scale features
and the lateral extent of the experimental site. High-
frequency precision bathymetric profiles define the large-
scale roughness and slope in the selected area. The small-
scale roughness properties in the experimental area are
obtained from diver-operated stereo camera equipment.
A detailed analysis of diver-collected sediment cores and
selected in situ probe measurements provides data on the
sediment parameters needed to support the acoustic
measurement and modeling efforts. Conductivity, tem-
perature, depth. and current measurements are used to
continuously monitor water mass properties for acoustic
propagation conditions in the water column.

Two experiments have been conducted off the Florida
coast. The first experimental site was a homogeneous arca
characterized by medium-grained sand that contained lit-
tle shell content and minute small-scale surface roughness.
In the second experimental area the small-scale surface
roughness was only the result of large shell hash. The
other bottom parameters were similar to those measured
at the first experimental site. A third experimental site
has also been located. In this area the small-scale surface
roughness is due to sand waves.

These experimental results will be used to determine
the predictability of pertinent bottom parameters: the
spatial and temporal variability of these parameters and
the extent this variahility significantly affects acoustic scat-
tering measurements: the statistics of the acoustic back-
and forward-scattered fields as a function of grazing angles
(3-30°). frequency (20-180 kHz). pulse length (200
psec-10 ms). and relevant bottom parameters: the predict-
ability of acoustic bottom scattering given the relevant
parameters; and modifications that must be made to
available bottom scattering and geoacoustic models or new
models that need to be developed.
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The program results will provide the exploratory and and models cover a broad range of tactical weapons fre-
advanced development programs with high-quality data quencies and are supported by high-quality environmen-
bases and models needed for successtul shallow-water tal measurements.

system developments and operations. The acoustic data
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Arctic Environmental Acoustics

Dan ]. Ramsdale and Joe W. Posey
Ocean Acoustics Division

Introduction

Environmental acoustics measurements and models in
the Arctic are driven entirely by the unique nature of
the ice canopy. The most constant feature about the ice
is its variability, both spatially and temporally. The nature
and extent of the ice varies seasonally with the changing
amount of sunlight in the northern latitudes. Even on a
small scale, the thickness of ice on a given floe can range
from a few inches to tens of feet, depending on the age
of the ice. The spatial characteristics of the ice range from
the permanent pack ice of the central ArctiC to the
marginal ice zones where ice and water mix and are driven
by the local wind fields.

One of the challenges facing acousticians at NORDA
is to sort out those properties of the Arctic environment,
particularly those of the ice canopy, which are relevant
to acoustic propagation and which serve as acoustic noise
sources. These properties will depend on the acoustic fre-
quency or wavelength of interest. In the high-frequency
regime (5-100 kHz), the scales are small and reflection
with the complex underice surface includes the considera-
tion of microroughness, penetration into the ice, and the
conversion of compressional wave energy into shear waves
at the ice-water interface. In the sonar frequency range
(50 Hz-5 kHz), the scales of interest are larger, and lower
attenuation allows propagation to larger ranges. Here im-
portant environmental factors include the ice thickness,
the sonic structure of the ice layer, the large-scale
roughness, and the number and orientation of ice ridges.
As in the high-frequency case, the issues of penetration
of acoustic energy into the ice layer and conversion at
the ice-water boundary are important.

NORDA acousticians are addressing these problems
with a balanced approach of measurements guided by the
best environmental acoustic models available. These
measurements are designed to expand the data base in
the Arctic and to allow critical testing of the existing
acoustic prediction models. Two companion research pro-
grams are being pursued, one in high-frequency acoustics
to support advanced weapons development and one in low-
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frequency acoustics to support advanced sonar system
development. The foliowing sections detail the modeling
and measurements research being pursued in each of these
efforts.

Discussion

Arctic acoustic models

Sound propagation in Arctic waters is governed by the
same physical laws as underwater sound propagation
anywhere in the world’s ocean basins. Therefore, special
Arctic models need not be developed for propagation in
the water column or for interaction with the sea floor.
However, the presence of sea ice is significant only in the
polar regions, so Arctic acoustic modeling at NORDA
has been concerned with the interaction of water-borne
sound with sea ice.

The acoustical significance of the water-to-ice transi-
tion region on the bottom of nominally flat sea ice has
been studied using a model that allows the elastic proper-
ties of sea ice to vary in the vertical but not in the horizon-
tal directions. One would expect that the thin transition
layer, about 6 inches thick, would be important at high
frequencies, and this expectation was confirmed. Surpris-
ingly, however, the transition region was found to be im-
portant for frequencies as low as 1 kHz, especially at low
grazing angles. As a result of these findings, an existing
model for acoustic backscatter from ice keels was modified
to include gradual rather than abrupt transitions at the
ice block faces, and significant changes in backscatter
predictions resulted. Also. long-range propagation calcula-
tions were made for sound helow a flat ice cover. and the
inclusion of the water-to-ice transition was found to greatly
increase the frequency dependence of the predicted
transmission loss. These findings highlight the need for
better measurements of the acoustic prope:*tes of sea 1ce
at and near the ice-water interface.

The ice keel model referred to above represents a keel
as being composed of many randomly oriented blocks
which act as independent scatterers. In addition to the

o 7

R RAP

. .
Y-S -S

-

Y- AR

75

Fhy
p )

4 4%

AN A

o

-
>
e,
)




vl

TV A e i 4 | il

. =

2
¢

Arctic Acoustics

” 7

inclusions of the transition region discussed above, this
model has been upgraded by allowing for arbitrary
stratification within the blocks and by providing alternate
block rotation schemes.

Arctic acoustic measurements

Acoustic measurements can be conducted in the Arc-
tic from ice camps, ice breakers, aircraft (using sonobuoys),
and submarines. Ice camps and icebreakers severely limit
both the geographic and seasonal range of measurements.
The sunless Arctic winter is too hazardous, and the sum-
mer ice conditions are too precarious to support ice camps
and breaker activity. Aircraft afford somewhat better
coverage but must depend on finding polynyas (open water)
to launch sonobuoys. The submarine platform provides
the best capability for year-round acquisition of acoustic
data in all locations in the Arctic.

Conducting scientific measurements from an ice camp
poses unique logistics problems. In addition to equipment
for scientific experimentation, all habitability equipment
and supplies must be taken to the ice camp location. This
transport is usually done by means of aircraft for small
camps (06-12 people) or by using an icebreaker with
helicopter support to deploy larger camps (approximately
80 people). Special training is required for all ice camp
personnel, including firearms training (in the unlikely event
of a polar bear incident), Arctic survival training, and
emergency medical training.

Over the last two years NORDA acousticians have par-
ticipated in two ice camp expeditions in the Arctic. The
first camp was approximately 25 nm northeast of Bar-
row, Alaska. The purpose of this camp was to provide
an engineering testbed for the equipment and techniques
used in deploying acoustic instrumentation through the
ice. A four-hydrophone vertical line array was deployed
and used to make ambient noise measurements and also
to record signals from lightbulb implosions. The very low
ambient noise levels in the Arctic require an extremely
quiet preamplifier and signal conditioning unit. The faired
Kevlar hydrophone array cable proved to be very flexi-
ble, even in extreme cold. When wet cable is removed
from the water, however, it must be dried in a warm en-
vironment, otherwise icing would occur and render the
cable quite inflexible and difficult to handle.

The second NORDA acoustic ice camp, shown in
Figures 1 and 2, was part of ICEX 1-85, a multifaboratory
experiment conducted in the Beaufort Sea during October
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1984. During this second exercise, a multidisciplinary team
of NORDA acousticians, oceanographers and engineers
deployed four vertical line arrays of hydrophones shown
schematically in Figure 3. Three of the arrays contained
4 hydrophones (a) and one contained 16 (b). The 4¢lement
arrays were subsets of the 10-element array so that
coherence of the acoustic field in the horizontal direction
could be measured. The 1G-element array was configured
to be a minimal redundancy array so that coherence in
the vertical could be measured and beamforming pertormed
to examine the characteristics of individual arrival paths.

A basic acoustic experiment conducted by NORDA
scientists during ICEX 1-85 was to measure the reflec-
tion loss versus grazing angle for frequencies ranging from
460 to 2200 Hz and for grazing angles from 6" to 60°.
This measurement was done (shown in Fig. 4) by using
a digitally coded source provided by the University of
Miami. The unique feature of this particular digital code
is its capability in the decoding process to isolate individual
arrival paths for a single hydrophone. Ice cores were taken
along the transmission path from source to receiver and
used to provide ground truth mieasurement of ice thickness.
as well as the vertical profile of temperature, density, and
salinity in the ice core. Even over the short distance of
1000 yds, the cores revealed a great deal of variability
(e.g.. unfrozen melt ponds were mixed with the ice in some
locations). The acoustic reflectivity results, along with the
ice cores and measurements of the underice topography.
will provide measured values that are vital to testing under
ice acoustic propagation models.

Additional experiments in the sonar frequency range
during ICEX 1-89 included propagation loss using both
narrow- and broad-band sources and broad-band spatial
coherence. No high-frequency measurements were con-
ducted at ICEX 1-85.

Future plans

NORDA will be a major participant in ICEX 1-80.
another large, multilaboratory series of experiments in the
Arctic conducted during the spring of 1986. NORDA will
conduct experiments in three environmentally acoustic
distinct locations, shallow ice-covered water. deep ice-
covered water, and in the marginal ice zone where we
and water are mixed. The measurements will encompass
both sonar and high-frequency acoustics. along with ice
properties and ocean-bottom sampling.
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Vertical Line Array Configurations
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Figure 3. Schematic of vertical line arrays of hydrophones.
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The Development of Directional Ambient
Noise Data Bases and Their Application to
U. S. Navy Weapons Systems

Ronald A. Wagstaff
Ocean Acoustics Division

Abstract

Knowledge of the ocean acoustic environment in which the Navy must operate
is required to predict the performance of a sonar system or to optimize its use.
This knowledge is obtained either through a real-time measurement or from
historical data bases. Because the operational Navy cannot obtain measured data
in real time, historical data bases have become critical. However, the degree
to which data is useful often depends on how well the information it contains
can be understood and utilized.

This paper presents the rationale for the selection of the particular statistic
upon which a data base is built and for the selection of the presentation format.
Some of these formats and statistics have been recently developed by NORDA
researchers to meet the needs of specific data base users. Several examples are
given which illustrate that the particular performance statistic and the presenta-
tion format can greatly increase the potential application of a data base. An ex-
ample is also included to show that the wrong statistic for a given situation can
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lead to errors and severely limit the usefulness of the data base.

Introduction

Detecting, classifying, localizing, and tracking enemy
submarines is a critical mission of the U. S. Navy. One
method by which this mission is accomplished is the use
of antisubmarine warfare (ASW) sonar systems. Present
ASW sonar systems are considerably more sophisticated
and complex than their predecessors. They have been in-
telligently designed to exploit the acoustic and ambient
noise environments to enhance their performance. Fur-
thermore, the ASW tacticians and sonar operators are
becoming more knowledgeable of how the environment
influences the sonar system performance, and more capable
of using this knowledge to improve their ASW
effectiveness.

NORDA'’s primary mission is to provide the en-
vironmental information that permits ASW sonars to be
intelligently designed and effectively utilized. The high
level of sophistication of our present sonar systems and
the level of knowledge of the sonar tacticians and operators
place high demands on the environmental acoustic sup-
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port that must be provided by the research and develop-
ment (R&D) community. It is no longer sufficient to pro-
vide data bases that simply characterize in general terms
the oceanography, acoustic propagation, and ambient noise.
Data bases and analysis products must be provided that
can be used to adequately characterize or correctly predict
a given sonar system s performance for a particular situa-
tion in a specific acoustic and ambient noise environment.

This paper presents the rationale for selecting the par-
ticular statistic upon which a data base is built and for
selecting the presentation format. Some of these formats
and statistics have recently been developed by NORDA
researchers to meet the needs of specific data base users.
Several examples are given, which illustrate that the par-
ticular performance statistic and the presentation format
can greatly increase the potential application of a data base.
An example is also included to show that the wrong
statistic for a given situation can lead to errors and severely
limit the usefulness of the data base. Discussions of these
examples are followed by a summary.
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Background

Modeling sonar performance has at least one advan-
tage over measuring performance; modeled results are
generally better understood than measured results. This
is because the significant parameters and mechanisms that
influence the measured results are often not known or
are not well understood. In modeling, however, the in-
fluence of each parameter and mechanism modeled can
be identified and considered separately to provide a much
clearer picture of what is happening, even though the
model may not be completely representative of the real
situation.

This advantage of modeling over measurement also ap-
plies to data bases. Hence, some of the discussions
presented herein rely on modeled results rather than ac-
tual measured data. The simulated data were obtained from
modeling the measurement of beam noise by a towed line
array, and the resulting data are completely interchangeable
with beam noise data that might have been measured in
a similar situation. Furthermore, intermediate products
in the modeling process can be obtained to give a more
complete understanding of the problems involved in select-
ing the best statistic and the presentation format for the
data base. Hence, the generation of simulated beam noise
data will be discussed in this section, while the following
section will discuss the application of these data in creating
different data bases.

The generation of simulated array beam noise data is
illustrated by Figure 1. The dots and arrows in Figure
la correspond to the positions and the courses of mer-
chant ships in a shipping lane. These position data were
observed by a maritime patrol aircraft at the beginning
of a 9-hour-long ambient noise measurement exercise. In
the actual measurement situation, the beam noise data
were measured for 15 minutes each hour of the 9-hour
period by an acoustic towed line array located at site 5.
The array heading was changed after each data acquisi-
tion period to permit the unambiguous horizontal direc-
tionality of the noise field to be estimated from the beam
noise data,

The shipping data in Figure la were used to simulate
the beam noise data that were measured by the towed
array at site 5. The simulation was accomplished by assum-
ing a speed for each ship and dead reckoning it to a new
position. Nine such dead-reckoning periods were used, with
the simulated array on the same headings used during
the actual measurements to permit the modeled results
to correspond directly with the measured results. The
agreement between the measured and simulated results
was excellent. However, this agreement is not critical for

(a) SHIPPING : RELATIVE POSITIONS and COURSES

— 120 nautical miles —

Figure 1. Representation of the ambient noise measurement
process including (a) the locations of ships relative to the
measurement site 5, and (b) the ‘‘true noise field’’ due to
shipping and wind/sea state noise and measured beam noise
levels from a small aperture array (dashed curve) and a long
aperture array (solid curve).

the discussions that follow. Therefore, the comparison of
those results will not be discussed herein.

The curves in Figure 1b are the modeled results for
the third dead-reckoned period. These results were ob-
tained from, but do not correspond directly to, the ship-
ping data for the initial time period in Figure la. The
center-most solid curve, which consists of radial lines
superimposed on a uniform (circular) background, repre-
sents the ambient noise field horizontal directionality due
to the dead-reckoned shipping distribution (the radial lines)
and the wind and sea state (the uniform or circular
background). Each radial line is along the azimuth of a
ship and the length of the line is proportional to the noise
level received at the array from that ship. The plot resolu-
tion of 1° makes some of the noises appear to be broader
than they are, but this is only an artifact of the plotting
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format. Since all ships are to the north of site 5, there
are no radial noise lines in the southern half-space, only
the uniform noise due to wind and sea state.

The two remaining curves in Figure 1b, the solid and
the dashed curves, represent the mean beam noise levels
that would be measured by two different towed line ar-
rays at site 5 during the same period for which the
‘*spiked’’ noise field was obtained. Because towed arrays
have finite length, the beam noise has a smeared or broad
spatial (angular) response. The towed array to which the
dashed beam noise curve corresponds is one-third as long
as the array to which the solid beam noise curve cor-
responds. Therefore, the shorter array has three times the
spatial smearing effects that the longer array has. The
low beam noise levels are no longer evident in the pat-
tern corresponding to the shorter array, even though they
exist in the pattern corresponding to the longer array.

The line array has an inherent left-right (or front to
back) ambiguity resulting from its conical beam patterns.
Angles relative to the axis of the array can be determined,
but one side of the axis cannot be distinguished from the
other, i.e., clockwise versus counterclockwise. This is evi-
dent in the beam response plots in Figure 1b. Both beam
response plots are symmetric about the array heading ar-
row (at 120°) even though the major noise components
(the radial lines) are all in the northern half-space (i.e.,
most are on the left side of the array, or counterclockwise
from the array heading arrow).

The amount of spatial smearing in the beam noise data
depends on the design parameters of the array and can
vary considerably from one sonar system to another, as
is illustrated in Figure 1b. Hence, measured array beam
noise data are unique to the particular sonar system that
made the measurement. To extrapolate the data to another
sonar system having different design parameters or to
determine characteristics of the ambient noise environ-
ment (i.e., the curve consisting of the series of spikes on
a uniform background in Fig. 1b), special processing tech-
niques are required to remove the effects in the beam noise
that make the data unique to the measurement system.
The characteristics of a different system can then be im-
posed on the result to extrapolate the data to that system.

An engineer might be required to design an advanced
towed array sonar system to satisfy a new ASW require-
ment for high-speed operation, fine spatial resolution and
low beam noise levels. Increased resolution is achieved
by increasing the array length, which in turn decreases
the spatial smearing with a corresponding decrease in the
beam noise levels (see Fig. 1b), a desirable effect. However,
as the array length and tow speed increase, the array
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geometry tends to depart from linear, which degrades its
signal performance. Furthermore, the handling difficulty
of the array and the cost increase with increasing array
length. Hence, the engineer must make a trade-off involv-
ing beam noise level, signal performance, array length,
tow speed, and cost. Thus, an ambient noise data base
of beam noise level as a function of array length (or
equivalently as a function of beamwidth) is required to
make the trade-off. It tells the engineer how wide and deep
(low in level) the ‘*holes’’ in the noise are and permits
him to tailor the beamwidth to achieve the required beam
noise levels.

An ASW sonar operator, on the other hand, is interested
in detecting submarines. He requires a data base that can
be used to help him determine the best array heading to
maximize the chances of detecting a submarine. In this
case, the design parameters of the array are already deter-
mined and the historical data base would be used to in-
crease the effectiveness of the sonar system. A data base
of beam noise as a function of array length required by
the engineer would not provide the information needed
by the sonar operator. An entirely different statistic is
needed.

There are many different types of ambient noise data
bases and a multitude of different users, which range from
the scientists who study the physical mechanisms of the
ambient noise, to the engineers who design and build sonar
systems, to the operators who use the systems. All have
urgent needs for data bases, but each addresses the sonar
performance problem from a different perspective and with
a different technical background.

Discussion and examples

Examples will now be given that illustrate attempts to
maximize the usefulness of the data by selecting or devis-
ing statistics to answer the user’s questions, by appropriate-
ly designing the data processing, and by tailoring the
presentation format to a user’s specific requirement. The
examples will all address questions regarding ambient noise.
The need, however, is not unique to ambient noise but
extends to areas of research that include acoustic propaga-
tion, computer modeling, marine geopr sics, signal proc-
essing, and oceanography.

The first three examples deal with the beam noise
measured by a towed line array. The original data consist
of time-averaged beam noise levels at a given frequency
for many steering angles that range from forward endfire
to aft endfire. Since the line array has conical beam pat-
terns, the absolute direction from which signal and noise
arrive at the array cannot be determined from
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measurements on a single array heading; a left-right am-
biguity is inherent in the data as is illustrated in the sym-
metry of the beam noise curves in Figure 1b. This am-
biguity must be resolved to determine the best heading
for detection (the operator’s question), but it doesn’t need
to be resolved to determine the beam noise statistics for
a longer array (the design engineer’s question). A different
type of processing is required in each of these two cases.

Now consider the requirement for the engineer to design
a high-speed ASW sonar array with fine spatial resolu-
tion and low beam noise levels. Estimates of the mean
beam noise levels for the new array must be obtained.
The measured beam noise data of a much shorter con-
ventional towed array would not have the same mean level
statistics as data acquired in the same noise field by a longer
array with much narrower beamwidths. This effect is il-
lustrated by the two different plots of mean beam noise
levels in Figure 1b. The statistics for a single dominant
source would be about the same, but the statistics would
be different when there are many sources or if the am-
bient noise is distributed over azimuth angle as is often
the case.

The mean beam noise levels measured by a given towed
line array can be used to estimate the corresponding levels
for another towed line array by the following procedure.
The array response characteristics responsible for the spatial
smoothing inherent in the data are deconvolved from the
data to get an estimate of the noise field without the
smoothing effects of the array. The iterative technique
by Wagstaff and Berrou (1984) is an effective way to ob-
tain this estimate. In terms of the curves in Figure 1b,
the procedure is to use one of the beam noise curves to
generate a spiked field similar to the spiked field in Figure
1b but without the left-right ambiguities being resolved.
This ambiguous noise field estimate is then used to
generate the other beam noise curve or any other beam
noise curve desired. This sampling process can be done
for response patterns corresponding to arrays that range
in length from very long (solid curve in Fig. 1b) to relative-
ly short (dashed curve in Fig. 1b). The beamwidths of such
a collection of arrays might run from 0.5° to 10°. When
this process is repeated for several data sets and the beam
noise levels accumulated according to beamwidth and beam
noise level, the results can be presented in a format called
the Azimuthal Anisotropy Cumulative Distribution Func-
tion (AACDF) plot. Figure 2a presents a typical AACDF
plot. The ordinate is the beamwidth and the abscissa is
the percent of azimuth angle the beam noise level would
be less than a given amount. The curves are for equal
beam noise level. Essentially this plot presents the statistics
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Figure 2. Example of products derived from towed line-array
beam noise data. (a) Azimuthal Anisotropy Cumulative
Distribution Function (AACDF) plot; (b) ambient noise
horizontal directionality plot; (c-f) array beading roses.

of how wide (azimuthal width) and how deep (beam noise
level) the ‘‘*holes’’ in the noise field are. Since the AACDF
is an ordered collection of cumulative distribution func-
tions, it can represent an unlimited amount of data.
The ACCDF plot in Figure 2a was generated from the
simulated beam noise data obtained in the modeling re-
ferred to previously. The plot is for site 5 of Figure la
and for a given frequency. but it is not unique to the ar-
ray that made the simulated measurements. In fact, the
mean beamn noise levels for any other line array (for that
frequency and location) can be obtained from this plot,
provided the beamwidths of the array are within the range
of the plot, 0.5° to 10°. For example, consider an array
that has a beamwidth of 2°. Mean beam noise levels less
than about 48 dB will be measured by that array over
45% of azimuth space and less than about 54 dB over
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80% of azimuth space. However, the corresponding values
for an array with an 8° beamwidth would be about 56
dB and 60 dB respectively. If only a single mean beam
noise level were desired, 46 dB for the 2° beamwidth ar-
ray and 52 dB for the 8° beamwidth array could be used
(i.e., the 50 percentile values). However, a distribution
function is more realistic and more powerful, and the
AACDF plot contains an azimuthal (spatial) cumulative
distribution function on each horizontal line (correspond-
ing to a given beamwidth). Hence, by using the AACDF
plot. the mean beam noise levels for a particular array
can be easily obtained by the engineer, and it is presented
in terms he understands.

The mean beam noise data that were used to create
the AACDF can also be used to estimate the mean am-
bient noise level as a function of azimuth provided the
data sets were acquired on at least three (preferably more)
difterent array headings (see Wagstaft, 1978). A polar plot
of the unambiguous mean ambient noise level as a func-
tion of azimuth is commonly called a *‘noise rose."’
Although a noise rose has been generated from ambiguous
beam noise data acquired by a towed line array, it has
no ambiguities. Figure 2b presents an example of a noise
rose obtained from the same ambiguous towed line array
data that were used to produce the AACDF plot in Figure
2a. Such a noise rose can be used by an operations research
analyst to estimate the mean beam noise levels for any
array. whether the array is linear, circular, planar, or
spherical, provided the beam is along the horizontal and
the noise field is concentrated near the horizontal. The
latter is generally true at frequencies below about 200 Hz
where the noise from distant shipping is usually domi-
nant and arrives at the array at nearly horizontal angles.
For example, consider a spherical array with a beam hav-
ing a 10" beamwidth. Such an array steered to the north-
east in the noise field represented by Figure 2b would
measure 57 dB (47 + 10 log 10°/1°). This ignores sidelobe
contributions that could be easily estimated and included.

Since the noise rose provides an estimate of the mean
ambient noise level as a function of azimuth angle, it is
also useful for checking the accuracy of ambient noise
models. A corresponding plot generated by a noise model
can be compared with the measured noise rose to deter-
mine whether the noise source levels are correct and the
noise source spatial distributions (or geographic positions)
are adequately modeled. Agreement between the measured
and modeled omnidirectional ambient noise levels can hap-
pen by coincidence, but this is not true for the shapes
of the noise roses. Disagreement along an azimuth indicates
that something is in the acoustic propagation environment

or the noise source distribution along that azimuth that
the noise model does not include or properly model. The
deficiency in the model can often be determined and cor-
rected once the azimuth is known. For example, if a ship-
ping lane was incorrectly modeled to the south instead
of to the north, where it actually was, the modeled and
measured omnidirectional ambient noise levels could agree,
but the error would be clearly evident by the disagree-
ment in the measured and modeled noise roses.
Unlike the engineer who selects the design parameters
of the sonar system, the sonar operator can control only
the way the sonar is used to improve his chances for detect-
ing submarines. One very important parameter in his con-
trol is the heading of the tow ship (and therefore the
heading of the towed array). Data bases for improved detec-
tion performance as a function of array heading would
be very valuable to such an individual. This need was
generally ignored until recently, when NORDA research-
ers devised a statistic and presentation format to address
this problem in terms that were meaningful to the sonar
operator. Presently, a data base is being generated at
NORDA to address this need. A description of the statistic
and data base presentation format is given below.
Neither of the plots in Figure 2a or Figure 2b will easi-
ly permit the sonar operator to determine the best towed
array heading to maximize the chances for detecting a
submarine, although the same measured beam noise data
are used to generate the AACDF plot and the noise rose
that must be used to determine the best array heading
for detection. This is done by determining the signal-to-
noise ratio (S/N) for all possible array headings and then
choosing the heading that will maximize the S/IN within
the operational constraints imposed on the allowable
headings. To make the problem tractable, the sector for
detection is specified in advance. The problem can be
simplified further by assuming that the signal received by
the array is independent of relative bearing (the angle
relative to the array axis). In addition, the S/N performance
is compared to broadside S/N performance, such that the
answer is the gain above broadside performance that can
be expected for a given array heading. Furthermore, since
the performance is relative to broadside performance and
is not in absolute values, a single result applies to all towed
line arrays at that location. not just the particular array
for which the calculations were performed. The rationale
behind normalizing to broadside performance is that the
broadside beam is the narrowest of all the beams, and in
a cylindrically isotropic noise field. it would give the best
performance. This normally will not be the case. since
realistic noise fields are usually quite directional in nature.
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A plot that gives the S/N gain improvement over broad-
side performance can be generated from the noise rose,
since the array beam noise for any array heading and beam
steering angle can be estimated from the noise rose. Beam
noise estimates are obtained by convolving the beam pat-
terns of the array with the noise rose. The mean beam
noise levels of the beams with steering angles within the
detection sector are averaged, and the resultant is sub-
tracted from the average noise level of a broadside beam
in that sector. The result is plotted along the azimuth of
the array heading and represents the S/N gain improve-
ment over broadside performance for detecting targets in
the detection sector for the array heading along that par-
ticular azimuth. When this calculation is carried out for
all possible array headings and is plotted in polar form,
array heading plots (such as Figs. 2c-2f) are obtained. Each
of these plots is for a different detection quadrant. The
specific quadrant for each 1s denoted by the cross-hatched
area. Sectors with other orientations and widths could have
been chosen: however. these sectors (the four principal
quadrants) are sufficient to illustrate the value of the ar-
ray heading roses.

The array heading roses in Figure 2 correspond to the
same noise field as do the AACDF plot and the noise rose
in Figures 2a and 2b and were derived from the very same
beam noise data. The points on the curves outside the
large circles of the array heading roses correspond to ar-
ray headings for which there is a S/N gain improvement
over broadside performance for detection of targets in the
detection sector (cross-hatched sector), while the assoctated
value indicates how many decibels of improvement to ex-
pect. The points on the curves inside the large circles cor-
respond to array headings for which the S/N gain perform-
ance is degraded relative to broadside performance, while
the associated value gives the expected degradation in
decibels. The plots aid in selecting the best array headings
for detection. The headings in the black areas (azimuths
where the curves are outside the large circles) should be
chosen and the headings in the gray areas (azimuths where
the curves are inside the large circles) should be avoided
if possible.

Given array heading plots similar to those in Figure
2, it is an easy task for the sonar tactician and sonar
operator to select the best array heading to maximize detec-
tions in a particular sector, within the constraints imposed
by their current operations (i.e.. compatible with sea state
or transiting requirements). For example, if the array
heading rose in Figure 2e is considered, the sonar operator
has a wide latitude in selecting array headings that will
provide better detection performance than would be ex-

pected with the broadside beam. Array headings within
the 125° wide sectors centered at 022° and 212° should
give performance improvements of up to 6 dB. On the
other hand, array headings outside these two sectors would
give performance about 1 dB worse than broadside beam
performance. However, when the detection sector (cross-
hatched sector) is to the northwest and northeast (see Figs.
2c and 2d), none of the headings will give better than
broadside performance, and the possible degradation is as
much as —6 dB for some headings. In addition. the
headings that give the best S/N gain performance are
localized to small sectors, while the headings correspond-
ing to S/N gain degradation are spread aver broad sec-
tors. This is not the case for the detection sector to the
southeast (Fig. 2f). The azimuth ranges of favorable
headings are about 100° wide centered around 175° and
355°. The extent to which an unfavorable array heading
can degrade the S/N gain improvement in this case is
limited to about 1.5 dB, several decibels better than the
two previous cases.

The three types of plots in Figure 2 illustrate methods
of processing and formatting array beam noise data to
create data bases for different applications. The AACDF
plot presents a parameterized beam noise data base for
a technically oriented individual. The array heading rose
presents S/N gain improvement as a function of array
heading to the sonar tacticians and operators. Finally. the
noise rose is useful to the researcher studying the am-
bient noise and the noise source distributions. Each of these
three data formats in Figure 2 conveys a different type
of information to a different user but all were derived from
a common source—the beam noise data.

The need for data bases to support the design and utiliza-
tion of ASW sonar systems is not limited to measured
sonar performance data. Data bases are also required to
support modeling sonar system performance in areas and
for situations when measured results do not apply. For
example, in a time of war the shipping traffic in an ocean
basin is likely to be reduced and the traffic patterns altered
to minimize exposing the ships to hostile submarines. Beam
noise data previously collected in the basin during
peacetime would not be representative of the wartime situa-
tion. Such data. however, if documented with the ap-
propriate acoustic, oceanographic. and noise source data
bases, would be useful in assessing the validity of a model
to extrapolate the sonar performance to the wartime
situation.

Historical shipping is one of the ambient noise source
data bases often used in the sonar performance extrapola-
tion process. Several statistics and formats have been used
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to construct shipping data bases, none of which seems to
be ideal. This is probably due to the complex nature of
shipping.

The difficulty in devising meaningful shipping data base
statistics and presentation formats is illustrated by the two
ship position plots in Figures 3a and 3b. These data result
from two of ten observations of ship positions conducted
on different days in the southern Baltic Sea during
February. Comparison of these two plots illustrates the
highly variable nature of the ship’s positions in time and
in space. Even for a smaller time scale, such as a few hours
difference, the two corresponding ship positions plots would
be significantly different from each other because the ship
mcvement forms tracks. and the positions are simply points
on the tracks corresponding to a particular time. As the
time increment over which the shipping is considered

a)
~ 57°N

-4 55°

(b) (

~157°N

-155°

(c)

d)

increases. the tracks become longer and the concept of
an average position makes less sense. For this reason the
shipping density statistic has been adapted by the Navy
for use in sonar performance modeling.

Shipping density focuses attention on standard
geographical areas and provides an average occupation
statistic. Figure 3c illustrates a shipping density plot cor-
responding to the 10 observations of ship positions
previously mentioned. Two observations from the set of
10 are those plotted in Figures 3a and 3b. The standard
geographical area in this case is 0.5° latitude by 1.0°
longitude. The number in each standard area corresponds
to the average number of ships observed in that area for
the 10 observations. Additional examples of historical ship-
ping data bases are given by Ross et al. (1974) and Dyer
(1973).
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Figure 3. Example of shipping data plots of the southern Baltic Sea. (a.b) *'Fly speck’" ship position plots for two different
times. (c) shipping density plot (average number of ships observed in each area; (d) piot of probability of an area being occupred
by ships (above line) and median number of ships, given area is occupied by a ship (below line).
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The advantages of shipping density are that it provides
a statistic that permits a shipping data base to be developed
and a format for that statistic to be presented and util-
ized. Furthermore, it is readily apparent at a glance where
major shipping activity occurs and some indication of
where there is not, i.e., 10.0 ships within 56°N-56.5°N
by 16°E-17°E and 0.1 ships within 57°N-57.5°N by
21°E-22°E. A disadvantage of shipping density is that it
fosters a notion that shipping is a continuum, rather than
a distribution of discrete quantities, and this encourages
it to be modeled as a continuum, This spatial smearing
of the ship’s positions to conform to the density continuum
is a severe problem that is not fully appreciated by model-
ers, or the Navy as a whole, and can be responsible for er-
roneous results. For example, the spatial smearing of the
ship’s positions has a similar azimuthal smearing affect
on the beam noise data as the azimuthal smearing caused
by decreasing the array length, illustrated by the two beam
noise curves in Figure 1b. Furthermore, there is no physical
significance of a fractional ship (i.e., a component of den-
sity less than 1), and it is not clear how it would be cor-
rectly modeled. This problem can be illustrated by a simple
example in which one ship crossing an ocean basin on
a seldom-traveled route is observed on four observation
days out of ten to be the only ship in each of four stand-
ard areas. The corresponding densities for these four areas
would each be (.1 ships/standard area. This situation would
be modeled with 0.1 ships in each of the four areas. Not
only does 0.1 ships not make physical sense, but one-tenth
of the original ship would appear in four different stand-
ard areas at the same time, which makes even less sense.
Furthermore, one-tenth of the noise from that ship would
appear at four different azimuths in the beam noise model-
ing for sonar performance prediction.

Researchers at NORDA believe that the advantages of
shipping density can be maintained, while eliminating some
of the disadvantages by using different statistics, instead
of density, that will permit and encourage the shipping
to be modeled as discrete, whole ships. Such statistics could
be obtained by processing the original shipping surveillance
data in a slightly different manner. Two statistics could
be calculated to replace the single density statistic. The
first statistic calculated for each standard area is the prob-
ability of the area being occupied by at least one ship.
For example. if ships are observed in a standard area dur-
ing cight of ten observations, the corresponding probability
of occupation would be 0.8. The second and accompany-
ing statistic calculated for each standard area is the me-
dian (not average) number of ships observed in the area,
given the area is occupied. These two statistics, then,
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replace the single shipping density statistic, and the stand-
ard geographical area format is retained. An example of
these new historical shipping statistics s given in Figure
3d for the data set previously discussed. The probability
of occupation is above the horizontal line, and the me-
dian value is below the line in each standard area.

Now consider the results in Figure 3d, which contains
the probability of occupation statistics and the median
number of ships given area occupation, and compare them
with the shipping density results in Figure 3c. The areas
that are infrequently populated by ships are obvious from
the low probabilities of occupation, i.e., less than 0.5, while
this is not necessarily true in the case of shipping density.
For example, the standard area bounded by 18°-19°E and
56.0°-56.5° has a density of 1.0, but the probability of
occupation was only 0.25. Such a low probability suggests
that the chances are slim that the area would be found
occupied at some random time in the future. As a result,
this area would probably be considered free of shipping
for sonar performance modeling purposes. Based on ship-
ping density, however, the modeling would be done with
one ship in the area. The former approach would be more
representative of what is likely to occur.

The median number of ships in a standard area will
always be an integer. This number emphasizes the discrete
nature of shipping and encourages modeling individual
ships at discrete locations. This entity is more realistic
than density data and should give results in better agree-
ment with data. However, if density information is ab-
solutely necessary, an approximation can be obtained by
multiplying the probability statistic by the median statistic.
In the previous example, both the density and the approx-
imation to the density (0.25 times 4 ships) gives 1.0. Hence,
the cost due to doubling the data base to provide two
statistics instead of one (density) is more than offset by
the usefulness of the data base. Future NORDA shipping
data bases will be provided in these new statistics, as well
as in the density statistic, to permit the user to select the
one that makes the most sense for the particular
application.

Summary

The task of satisfying the Navy’s requirements for data
to support sonar design, utilization, and performance
prediction is monumental, considering the temporal and
spatial variability of all parameters involved and considering
the limited budget and resources with which this must
be done. Therefore, it is mandatory that the R&D com-
munity be innovative and clever in processing and
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reporting relevant data to maximize its utility to the various
users. This requirement is facilitated when the researcher
understands and is motivated by the following.

® The statistic presently provided in the data base should
be changed if it is not the best one to describe the
characteristic of the data that is the most important to
the user.

® The data base format should be changed if it is not
the best one to facilitate the user’s understanding and cor-
rect utilization of the data base.

® Statistics should be devised and data base formats
should be chosen to answer particular user’s specific
questions.

® Data base formats should be chosen that extend the
application of the data base to as many different situa-
tions, systems, and users as possible without being un-
necessarily complicated.

The researcher must provide the user with a data base
that the user needs and can apply for the data base to
be fully utilized.

As a primary supplier of environmental/acoustic data
bases for the Navy, NORDA has taken the lead in

understanding the needs of the individual data base user
and devising statistics and data base formats that facilitate
the user understanding and correctly using the data bases,
and NORDA will continue to do so in the future.
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James H. Elkins
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Ocean technologists at NORDA are performing engi-
neering research and development based upon a wide spec-
trum of new, emerging, state-of-the-art technologies and
capabilities directed toward the support of existing or pro-
jected Navy operational requirements and in-house projects
for solving measurement problems. Some recent successes
are listed.

® The Airborne Data Acquisition and Processing Sys-
tem, which has been completed and transitioned to the
user. Similar systems have been requested from other
activities.

® The Deep Towed Array Geophysical System was suc-
cessfully completed with engineering test at a tow depth
of 5100 m.

® Several deployments of the Versatile Experimental
Data Acquisition Buoy system were successful (Fig. 1).

® Development and multiple deployments of the Cavita-
tion Ocean Profiling System were completed.

® A Vertical Line Array for the follow-on mine pro-
gram was tested.

® Two studies were completed (submarine counter-
detectability and magnetic capability and safety study
resulted in development effort) and several new projects
initiated (Ice Buster, ice thickness measurement, and in-
verted echosounder).

NORDA'’s ocean technologists plan to attract more pro-
grams from external sponsors, build credibility in basic
research, and maintain support of the Navy community.
Emphasis will be on innovative thinking in the exploratory
development area and generating new concepts to solve
old, current, new, or projected problems in response to
Navy operational requirements.

Figure 1. Versatile Experimental Data Acquisition Buoy system deployment locations (indicated by circles).
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Abstract b
The development of a deep-towed seismic profiling system has been completed
after four years of design, fabrication, and testing. This system provides the capabili- .
y ty to determine the detailed acoustic character of the sea floor and upper 500-1000 f‘;:
. m of subbottom structure. The system is designed for tow depths of 6000 m :
while operating at an altitude of 100 m above the sea floor. The major com- <4
ponents of the system include a sound source located in the deep-towed vehicle, -
which operates over a frequency range from 260 Hz to 650 Hz at a peak source
level of 201 dB re 1 micropascal at 1 m; a 24 channel, 1000 m long array attached >4
as a tail to the deep-towed vehicle; a duplex digital telemetry link to communicate .::
A with the deep-towed system over a coaxial tow cable; a digital data record system; -‘*_. '
* a real time engineering data display system; a short baseline navigation system; :\::
handling hardware to deploy and retrieve the system; and two instrumentation Y
vans to support system operations. This paper discusses the unique hardware ®
developed for the deep-towed seismic system and focuses on the acoustic sub- e
. systems. Also reviewed is a performance prediction analysis initially performed 3‘:
to define geoacoustic parameter measurement improvements achievable with a :,c:
. deep-towed configuration. Field measurement engineering results acquired dur- A
X ing the system’s final performance evaluation are presented. Data was acquired p
at tow depths of 4500 m during the September 1984 evaluation. o
. e
< - K
. Introduction able of operating at an altitude of 100-500 m in ocean ’3
2 The Naval Ocean Research and Development Activity depths of 6000 m. This configuration is depicted in Figure e
! {NORDA) carries out broadly based research and develop- 1. A development program entitled ‘‘Deep-Towed Array k.
ment in ocean science and technology to understand the Geophysical System™ (DTAGS) was initiated in 1981 to
. effects of the ocean environment on Navy systems and provide a hardware suite to meet this high-resolution data hS
. operations. Specifically, one area of responsibility is develop- requirement. ::;
; ing definitive models of the ocean floor and subbottom as a System performance prediction studies! %45 showed :.»:‘
. transmission medium that refracts, diffracts and dissipates, substantial improvement in measuring geoacoustic param- N
as well as reflects, acoustic energy. These models are used cters with the DTAGS configuration. A comparison be- Dy
to predict, and thus improve, the performance of naval sys- tween the deep-towed configuration and a surface-towed
tems that acoustically interact with the bottom. Critical for configuration for measuring a critical geoacoustic parame- e )
. developing these models is high-resolution data to describe ter. interval velocity, as a tunction of layer thickness is "“
{ the geological, geophysical, and geoacoustical character of given. b
. the deep-ocean sea floor and upper subbottom structure. The initial hardware development focused on a Ot
5 These high-resolution data can be obtained using a low- Helmboltz resonator sound source system. This unit was Ly
frequency sound source and multichannel array system cap- successfully tested to a depth of 2000 m in December 1981, D
’ A
e
: %
v o
: A
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Figure 1. Deep-towed system configuration.

Subsequent effort concentrated on developing the
multichannel hydrophone array (672 m long) and high
data rate telemetry system. These systems were integrated
with the sound source system and sea tested to a depth
of 4500 m during the summer of 1983. The hardware
development concluded with extending the array to a total
length of 1000 m, fabricating a digital data record system,
and incorporating into the system a short baseline naviga-
tion system. The total hardware suite was tested to a depth
of 4500 m in September 1984.

Discussion
Performance prediction analysis

The basic objective of the deep-towed system is to pro-
vide measurements for extracting the geoacoustic parame-
ters of the near subbottom. Such parameters include sound
speed as a function of depth and vertical thickness between
acoustic reflectors. The geoacoustic parameter addressed
here is termed interval velocity, where interval velocity
is defined as the RMS sound speed in the layer (interval)
of interest. For a layer of constant sound speed, the inter-
val velocity reduces to simply the sound speed in the layer.
Analysis by Gibson et al.® and Gholson and Fagot." more
advanced than that presented here. addresses the problems
associated with estimating sound speed gradients.

Estimating the interval velocity of a layer bounded above
and below by acoustic reflectors can be accomplished by
exercising the Dix” equation shown below:

1
Vi = [VAZZ T, - Vi’ Tl]/2
T, - T,
Errors in measuring normal incidence travel time (7,
T,) were modeled as zero mean independent errors

uniformly distributed with bounds + Tpick where Tpick
is the precision of measuring (picking) reflected energy
arrival times. Errors in the measured array velocities
Vai Va, are much more difficult to model. The ap-
proach was to assume that the fitted 72 (X</ curve never
departs from the true 72 (X?) by more than that
associated with the picking error Tpick. Further, it is
assumed that the just-mentioned is reliably true over a
horizontal span, X, equal to one-half the physical array
length. The last assumption is equivalent to assuming the
array is one-half its actual length and a moveout curve
is successfully fitted ( + Tpick) through returns from every
hydrophone group. Stoffa® and simulations using realistic
signal-to-noise ratios indicate the one-half array length
assumption to be reasonable for an array with 24 equally
spaced groups. This error analysis allowed for system
optimization. as well as general system performance
prediction.

This type of error analysis was used in comparing a
surface-towed system with a deep-towed system. A
geoacoustic model, along with a surface versus decp-towed
system comparison, is shown in Figure 2. The surface-
towed system differs from the deep-towed system both
in array length and altitude above the layer of interest.
The increasing error for small Z is due to the water col-
umn sound speed dominating the measured array velocity.
This effect is much worse for the surface-towed system,
since the water column is much thicker.

Hardware description

A block diagram of DTAGS hardware configuration
is given in Figure 3. The sound source transducer and
power amplifier system. telemetry system. and associated
clectronics are located within a deep-towed vehicle (fish)
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’ Figure 2. Geoacoustic model and performance comparison between a surface-towed and deep-towed system. i
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towed at the head of a multichannel array. The deep-towed navigation. A tow cable heave accumulator and an array <

systemn is tethered to the tow ship with a 9150-m long coax-
ial steel tow cable. A duplex telemetry system communi-
cates via the tow cable with the deep-towed system. Data
from the fish system is then digitally recorded at the tow

handler winch constitute the system handling hardware.
The operation systems are located in a portable van with a
maintenance facility and spares storage located in a second
van. The component designs of these major subsystems are

ship. Monitoring of system performance is through a real- optimized to meet the basic geophysical data requirement r:
time display system. The position of the fish relative to the while still maintaining a hardware suite that can be easily g 4
tow ship is provided by a short baseline navigation system. deployed, operated, and maintained. A detailed descrip- : .
Global position is obtained through satellite and Loran-C tion of the total hardware suite is described by Fagot.”
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Ocean Technology

Sound Source System—The sound source system hard
ware consists of a piezoelectric Helmholtz resonator
transducer and a power amplifier. The amplitier was
designed and packaged for operation at full depth. The
transducer and power amplifier are mounted together in
the deep-towed vehicle (fish) as shown in Figure 4. Also
identified are other major subsystems located on the tish.

The sound source system is capable of tull performance
from near surface to full ocean depth. The system is capable
of a nominal peak source level of 201 dB//1 uPa @ | m.
This level can be achieved over a frequency range from
260 Hz to 650 Hz. Directivity over this range of frequen-
cies is omnidirectional. Output pulse length is program-
mable from 5-ms minimum to a maximum of 250 ms in
duration. The system is capable of a full power 250-ms
output pulse once every 12 seconds.

The transducer consists of a Helmholtz cavity and orifice
driven by five piezoelectric-segmented ceramic ring drivers.
As built, the transducer is approximately 0.7 m in out-
side diameter, is 1.1 m long, and weighs 800 kg. The
design, development. and fabrication of this transducer
was performed by the Naval Research Laboratory, Under-
water Sound Reference Detachment and is described by
Young.1V
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Figure 4. Deep-towed vebicle (fish) with major

TOW GABLE

A Class S cwitchmg amphiier was chosen as the driver
tor the Helmholts resonator transducer due o its small
relative size compared 1o g linear amplitier, such as a Class
B. The Class S power amphtier system weighs approx-
imately 232 kg ancluding pressure vessel) and 1s housed
in 4 0.0 m dameter sphenical pressure vessel. Due to the
inethiciency of a deep water broadband sound source. the
power amplitier ts required o deliver 16 kVA of reactive
power. Other requirements of the system called tor con-
trol of output waveshape and frequency. Also due to
inaccessibility and remote location of clectronics during
an at-sea operation, reliability of the power amplifier was
of prime concern. The design, development, and fabrica-
tion of the power amplifier was performed by NORDA.

The power amplifier system located at the tow vehicle
consists of 4 waveform generator, power amplifier modules,
energy storage bank. and a load matching network. Four
drive waveforms are stored in an erasable, programmable,
read only memory (EPROM) that is programmed prior
to deployment. Selection of the source drive waveform,
along with the source firing key signal, is accomplished
via the downlink telemetry system. Energy for the
highpower output pulse is stored in a 0.132 farad capacitor
bank. This bank is trickle charged between pulses at an
average rate of 300 watts via the tow cable. The power
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Ocean Technology

amplifier module controls the power drive level and
waveshape supplied to the Helmbholtz resonator transducer.
Power transfer to the source is optimized through the load
matching network, which consists of a power factor cor-
rection network and an impedance matching transformer.
The matching network is housed in a separate pressure
vessel.

Array System—The array design selected for the deep-
towed geophysical system is a multichannel hydrophone
array similar to the type used by the marine exploration
community. The standard oil-filled design, hose, spacers,
and oil-immersed electromechanical coupling presently
used are compatible with high operating pressures. The
array is 1000 m long and consists of 12 active sections
that contain a total of 48 hydrophone groups. Only 24
groups will be used for a specific configuration to reduce
the telemetry data rate requirement. A 2-m interconnect
section is located at the head of each 82-m active section.
Each 82-m active section has an outside diameter of 4.61
cm; the 2-m interconnects are either 7.62 cm or 10.16
c¢m, depending on the sensor suite, and a 50-m stretch
section at the head of the array has a diameter of 6.6 cm.
The entire array is designed to have a tensile strength
greater than 1200 kg and for a maximum tow speed of
1.5 m/sec (3 knots). A drogue parachute is attached to
the array tail for tow stability. The interconnect sections
contain heading sensors, depth sensors, and hydrophone
preamplifiers. Each active section contains four hydrophone
groups. Figure 5 shows the array on the handler winch.

The array acoustic design is tailored to the deep-tow
geophysical system operational performance requirements.
Forty-eight hydrophone groups are spaced uniformly along
the array with a 21-m separation between adjacent groups.
Each hydrophone group consists of six elements with a
total length of less than 60 ¢cm. The individual hydrophones
are a piezoelectric cylinder type that are tolerant to high
operating pressures. Outputs of the hydrophones are con-
nected to the preamplifiers located in the 2-m intercon-
nect section at the head of the associated active section
via a twisted pair shielded cable. Because of the large
separation between the hydrophone group and preamplifier
(approximately 74 m for the last group of each active sec-
tion) and the low group capacitance, a balanced input
charge amplifier is used for the preamplifier to accom-
modate these conditions. The combined sensitivity of an
acoustic channe! (hydrophone group plus preamplifier) is
a nominal — 150 dB//1 V/uPa with a frequency response
from 150 to 1000 Hz. The bandwidth is limited by filters
in the preamplifier and can be opened to a band ranging
from 10 to 2000 Hz by appropriate component changes
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in the preamplifier. The self-noise of each acoustic chan-
nel is less than 35 dB (// 1 uPa/</Hz) over the operating
frequency band, which is less than deep-ocean Sea State
0 ambient noise. Each channel preamplifier has a built-in
calibration oscillator with a unique frequency that pro-
vides easy channel identification and an in situ functional
check of the entire acoustic channel, including the
hydrophone group. Gain of the preamplifiers can also be
lowered 20 dB by an external control signal.

The array is equipped with a suite of engineering sen-
sors to measure array tow dynamics, such as array shape,
tension, and tow attitude. Each interconnect section con-
tains a depth sensor and four heading sensors are spaced
uniformly over the array length. A load cell at the head
of the array is used to monitor in-line array tension in
real time.

Ancillary systems—A number of other subsystems are
required to support the deep-towed operations. An over-
view of these subsystems is presented.

Telemetry System. The telemetry system for the deep-
towed geophysical system provides full duplex communica-
tion between the tow ship and the tow vehicle via a 9150-m
coaxial tow cable. System requirements call for a data
transfer rate of 1.5 M bit/sec. The telemetry system is
capable of handling tow fish power (300 W) down the cable,
as well as the 1.5 M bit/sec pulse code modulation (PCM)
uplink data and low data rate FSK downlink control signals.
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The acoustic signals from the towed array are digitized
by a 12-bit A/D with a 4-bit gain exponent floating point
amplifier at a 3125-Hz sample rate. The FSK downlink
control system operates at a 10 bit/sec rate. The telemetry
equipment contained in the tow vehicle includes the PCM
encoder and FSK decoder electronics. Cable equalization
circuits are located on the tow ship.

The PCM uplink system provides 30 multiplexed chan-
nels for data transmission from the deep-towed vehicle
to the tow ship. Twenty-seven of these channels are utilized
for transmitting acoustic channel data that has been digit-
ized by a common floating point amplifier (FPA). The FPA
low pass filters the data at 800 Hz. The digital outputs
of the floating point amplifier are time division multiplexed
with two 16-bit frame synchronization words and a sub-
multiplexed engineering sensor channel to form a frame
containing thirty 16-bit words. This data stream is Man-
chester encoded and transmitted to the surface via the
tow cable.

The submultiplexed engineering sensor channel is
capable of handling 256 sensor channels. Data such as
the array depth sensors, array heading, and other engineer-
ing sensors are transmitted via these subchannels. The
subchannels are also used to transmit subsystem opera-
tional status for real-time monitoring by the system
operator.

Data Record System. The data record system provides
the capability to record the high data rate and large volume
of data generated by the deep-towed system. The data is
tape formatted in the Society of Exploration Geophysicist's
SEG-D (Demultiplexed 2Y2-byte binary exponent word)
as defined by the Society of Exploration Geophysicists. !
The format provides the flexibility through header blocks
to record both the global and short baseline navigation
parameters simultaneously with the geophysical reflection
data. Thus, each data tape will contain all the informa-
tion required for geophysical processing.

The ability to play back prerecorded data is also incor-
porated into the system. The engineering sensor data for
the deep-towed system is extracted from the recorded data
tape in a format directly compatible with the engineering
real-time display system. Also, up to 8 channels of acoustic
array data can be input directly into the real-time D/A
converter for display.

Real-time display system. The capability to monitor
the performance of the deep-towed system is provided by
a real-time display system. This system, located in the
operations van, includes monitoring, displaying, and record-
ing engineering sensor data from the array and fish located
sensors; displaying acoustic array data; monitoring and

recording tow ship located subsystem sensor data: and
closed circuit television monitoring of the deployment/
retrieval handling systems.

Navigation system. The navigation suite consists of two
subsystems: a short baseline system to position the fish
relative to the tow ship and a global system, Satnav and
Loran C, to geographically position the tow ship. The out-
put of both systems is fed to the data record system.

Deep-towed vebicle (fish). The fish is an aluminum
open-framed structure (Fig. 4). Since the fish drag is small
at low tow speeds (0.5-1.5 knots) in comparison to the
tow cable, an unstreamlined structure is employed. The
fish envelope size is 1.83 mL x 0.80 mW x 1.35 mH.
The fish consists of two substructures of approximately
equal size, with a total weight of 1360 kg in air and 1090
kg in water. One substructure houses the Helmholtz
transducer, which is shock-mounted to provide vibration
isolation. The other substructure houses the sound source
power amplifier spherical pressure vessel, two oil-filled junc-
tion boxes, motion sensors, a current meter, an array ten-
siometer, and an acoustic transponder. Three cylindrical
pressure vessels containing system electronics are located
vertically between the two substructures.

Vebicle heave accumulator system. The ship surge
motion effects on the towed system are minimized with
a tow cable tension accumulator system. The unit is
primarily effective when the fish system is near the sea
surface. Incorporated into the system is a cable tension-
monitoring sensor. The lead sheave, separate from the
accumulator system and located at the tow point, is
instrumented with a cable-out sensor.

Array bandler winch. The array handler, a large
motorized drum (Fig. 5), is used for deployment and
retrieval, as well as storage of the array. The winch is
mounted near the fish deployment area to facilitate array
launch and retrieval.

Tow cable. The tow cable is a coaxial-type construc-
tion with two contrahelically wound layers of galvanized,
high-strength steel wires wrapped around a coaxial cable
core. The core has electrical characteristics similar to
RG-8U. The steel wire geometry provides a very low cable
torsional characteristic. which eliminates the need for an
clectrical-mechanical swivel within the tow cable system.

Portable vans. The flexibility to meet a ship-of-
opportunity operation scenario is provided by selfcontained
vans. An operations van and maintenance van are part
of the deep-towed hardware suite. The vans are sized to
allow air shipment if necessary.

Host ship support. The host ship provides the deep-
sea winch, cable traction unit, and the tow point stern
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**A"" or "*U"" frame. This set of hardware is generally
available for ships engaged in deep-sea geophysical research.
The deep-sea winch/traction unit must be capable of
smooth and precise control of tow cable movement. Slow,
creep, cable infout speeds are required when lifting the
fish off or placing the fish on the deck, and then speeds
up to 45 m/min are required for deep deployment and
retrieval. The ancillary units are highlighted in Figure 3
by heavy. broader outlines. The slip ring assembly incor-
porated into the deep-sea winch for termination of the
coaxial tow cable is a part of the deep-towed system hard-
ware suite. The ship must be capable of making 0.5 knots
(relative the water) on any course in a fully developed Sea
State 6, with the ship heading within 45° of the course.

Engineering field test

The tinal engineering evaluation test was performed in
September 1984 while on a transit from Miami, Florida,
to St. George, Bermuda. This test concluded the hard-
ware development with extending the array to a total
length of 1000 m, fabricating the digital record system,
and incorporating a short baseline navigation system.

The sound source system again performed reliably dur-
ing the test. An excess of 20,000 shot-receive sequences
were initiated. The predominant source waveform used
was a 260 Hz to 650 Hz linear FM slide with 10% leading
and trailing amplitude shading on a 125-ms pulse. Some
data was acquired with a 400 Hz, 5-ms pulse. A 20-second
pulse repetition rate was typical.

The array also performed well during the test. The array
shape typically experienced throughout the test is pictured
in Figure 6. The real time display system generates this
type figure for tow performance monitoring. Depth data is
annotated as D1 through D9 on the figure. Fish depth is
annotated as DF with the actual depth value given (4343 m
in this case). Also, at the top of the figure are critical tow
parameters. They include; tow speed (1.22 knots); array tilt
(6% delta depth between DF and D9 (127 m): depth rate of
change (0 m/min); and array tension (245 pounds). The
dip at DG was caused by array low fill oil. For the condi-
tions typified by Figure 6 the tow noise was a nominal
65 dB (//1 pPa/</Hz) over the operating frequency band.

Figure 7 is an unprocessed reflection field trace for a
single array group offset 297 m from the source. This
type trace is monitored in the field for quality control.
The FM slide source waveform was used for this data sec-
tion. The apparent bottom slope results from a slight
change in system tow depth during the two and one-half
hours required for the 5.7 km long profile. Static correc-
tions are necessary to correct for this type change.
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The seismic data acquired during this engineering
evaluation test is being used to complete the geophysical
processing software. A short data section has been proc-
essed using DISCO, a standard processing package used
principally by the oil exploration community.

A processed data section using this package is presented
in Figure 8. This is a short section from the same loca-
tion as the field trace (Fig. 7). An 11-fold CDP stacked
section was generated. A match filter routine was used
to collapse the FM slide source signature. No static cor-
rections were made for this section. Although this proc-
essed section is only preliminary, it does show the potential
of the deep-towed system. In particular, the discontinuity
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Figure 0, Arr;y shape pictorial generated during field test
by real-time display system.
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Figure 7. Single channel reflection field trace obtained at a
4400-m system tow depth.
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of beds at 0.3 seconds would be difficult to detect with
a conventional surface-towed system.

The present effort focuses on optimizing this standard
processing software for the deep-tow data set. Areas of
concentration include: static corrections using array depth
sensors and moveouts measured for the source to sea-
surface to array reflection path; deconvolution techniques
to optimize source signature collapse; and interval velocity
measurement routines for the high-resolution data set.

Summary

A new capability for deep-ocean acoustic measurements
is available with the Deep-Towed Array Geophysical
System. The unique hardware suite provides the ability
to extract high-resolution geoacoustic parameters. The
deep-towed sound source and array and the ancillary sup-
port systems have been developed and tested over the past
four years. The final field engineering evaluation test suc-
cessfully operated the total system to a tow depth of 4500
m. The geophysical data acquired during the test is being
used to optimize processing software for the deep-towed
application.
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