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ON REDUCTION OF DIMENSIONALITY
UNDER MULTIVARIATE REGRESSION
AND CANONICAL CORRELATION
MODELS

PR. Krishnaiah
Center for Multivariate Analysis
University of Pittsburgh

ABSTRACT
In this paper, the author gives a review of the literature on various techniques for
determination of the ranks of regression matrix and canonical correlation matrix. Also,
methods of selection of important original variables under multivariate regression and
canonical correlation models are reviewed. The methods reviewed involve not only tests of

hypotheses but aiso mode! selection methods based upon information theoretic criteria.

Key words and phrases: Contingency tables, correlated multivariate regression equations
model, discriminant analysis, econometrics, likelihood ratio test, linear and structural relations,
pattern recognition, random effects mode: rank of canonical correlation matrix, rank of

regression matrix, selection of variables, and structure of interaction.
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1. INTRODUCTION

L4
The techniques of multivariate regression analysis and canonical correiation analysis

play a very important role in the analysis of multivariate data in many disciplines. The
object of this paper is to give a review of some of the work done in the literature on
P reduction of dimensionality in the above areas. The main emphasis of this review is on
‘_ techniques for determination of the ranks of the regression matrix and canonical correlation
.::: matrix. We also review methods for selection of important original variables in the areas
'.'-:'.-f: of multivariate regression analysis and canonical correlation analysis. This review is by no

means exhaustive.

The sample regression matrix is widely used to estimate the population regression
matrix under classical multivariate regression model. But, the above estimate is not the
xﬁ maximum likelihood estimate even when the underlying distribution is multivariate normal if
the population regression matrix is not of full rank. So, it is useful to make a preliminary

test to determine the rank of the regression matrix and use this information in

EhEN determination of the final estimate of the regression matrix. The problem of determination
of the rank of the regression matrix is also useful to determine the number of linear
relations between the elements of the regression matrix. Also, the problem of
:Z‘:E: determination of the number of important discriminant functions is a special case of the

O problem of determination of the rank of the regression matrix. The problem of
:.:'_j.: determination of the rank of the canonical correlation matrix is useful in studying the
."' relationship between two sets of variables. The number of significant- canonical correlations
: is equivalent to the number of pairs of canonical variables which are adequate for studying
'_‘ the relationship between the two sets of variables. When the underlying distribution is
multivariate normal, the rank of the canonical correlation matrix is equal to the rank of the

regression matrix under a conditional model.

We will now mention very briefly about the importance of selection of original
variables In the area of muiltivariate regression analysis, it is of interest to select a small
number of original variables which are adequate for prediction. Similarly, in canonical
n correlation analysis, it is of interest to select important original variables which are adequate

to explain the relationship between two sets of variables. A brief outline of the contents

. of the paper is given below.
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In Section 2, we give socme preliminaries which are needed in the sequel. In Section
3. we first discuss the problem of determination of the number of important discriminant
functions starting with the work of Fisher (1939). Then, we discuss the test procedures
for the rank of the regression matrix under classical multivariate regression model In
particular, we review the work of Anderson (1951), Fujikoshi (1974), Krishnaiah, Lin and
Wang (1985), Rao (1973) and Tintner (1945). In Section 4, we review the recent work of
Bai, Krishnaiah and Zhao (1986a) for estimation of the rank of the regression matrix using
model selection methods. These estimates are strongly consistent. In these methods.
information theoretic criteria are used to select one of the various models where each
model is associated with a particular rank. In Section 5, we discuss the problem of
determination of the rank of the interaction matrix in two-way classification with one
observation per cell. The problem of determination of the rank of the covariance matrix
of the random effects in one—way multivariate random effects model is discussed in

P - Section 6 when sample sizes of various groups are equal. The modified likelihood ratio

test (LRT) procedure derived by Rao (1983) and the LRT procedure derived by Anderson

(1984) and Schott and Saw (1984) for the above problem are reviewed. The model

selection methods proposed by Zhao, Krishnaiah and Bai {1985ab) recently for the above \
problem are also reviewed, these methods give strongly consistent estimates of the rank
of the covariance matrix of the random effects for the cases when the error covariance
matrix is known or unknown. A brief review of some of the methods of selection of the

original variables under multivariate regression model is given in Section 7. In particular, we

discuss Roy's largest root test, 7 test, tests for additional information (Rao {1948)), and !
max

finite intersection tests (Krishnaiah (1965)). A critical review of the widely used stepwise

techniques for selection of original variables in discriminant analysis is given in Section 8

«
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We give the reasons why we should not use the above stepwise methods.

In Section 9, we review the work of Bartlett (1948), Hsu (1948a,b), Fujikoshi {1974),
Lawley (1956)., Krishnaiah, Lin and Wang (1985) and others on tests for the rank of the
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canonical correlation matrix. The recent work of Bai, Krishnaiah and Zhao (1988a) for the

above problem using model selection methods is reviewed in Section 10; these methods

yteld strongly consistent estimates of the rank of the canonical correlation matrix. In
. Section 11, we review some methods of selection of original variables in canonical

o correlation analysis.  Finally, in Section 12, we discuss the problems of reduction of
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dimensionality in connection with studying the structure of dependence in two-way
contingency tables. The work of Lancaster (1969), O'Neil ((1978a),(1978b),(1980)), Bhaskar
Rao, Krishnaiah and Subramanyam (1985) is reviewed in the above section. The recent

work of Bai, Krishnaiah and Zhao (1986b) using model selection approach is also reviewed.

2. PRELIMINARIES

The following notation is used throughout this paper. The transpose of a matrix is
-1
denoted by A’ whereas the inverse of a square matrix is denoted by B . The transpose

of conjugate of a complex matrix C is denoted by c”

We now define elliptically symmetric distribution, complex multivariate normal and
complex elliptically symmetric distribution. A random vector x : px1 is said to have

elliptically symmetric distribution if its density is of the form

T -1/2 o1

o fix = |Z| hix-W'Z (x= (z.1)
Eﬁ-‘,f For some details on the elliptically symmetric distribution, the reader is referred to Kelker
S

o8 (1970).  Multivariate normal, multivariate t and multivariate Cauchy distribution are special
o cases of the eliiptically symmetric distribution. A px1 random vector z = x_ + ix_ is said

~ ~

to be distributed as complex multivariate normal if X = (x’1,x’2) is distributed as multivariate

- normal with mean vector (1(1,112) and covariance matrix EO where

1 Ll -
BN  BRAXEERTRTRLIN
Y e R ‘.'.
. N
-
N

z =
- 0 \-z =
:.;:._ 2 1
e
e
N,
f_ and I is of order pxp The complex multivariate normal distribution was considered by
.' Wooding (1959), Goodman (1963) and others. The density function of the complex
-\.:_:::, multivariate normal distribution is of the form
_;.: :.
.
e

P flzl = 1 °|%| expl ks -y wI iz )] (2.2)




where I = 2(21-122), B

distributions, the reader is referred to Krishnaiah (1976). We now define complex

= u1+iu2. For a review of the literature on some multivariate

elliptically symmetric distribution introduced by Krishnaiah and Lin (1986). A px1 random

vector z = x, * ix2 is said to be distributed as complex elliptically symmetric distribution if

x = (x’1,x'2) is distributed as elliptically symmetric distribution with density

fx = 2] “hix-p s e (2.3)
where U = (U W),
I, =(21 z,
I

and I is of order pxp. The density of z is of the form
[} -~

o = |Z] 'h z-p M2 -y ) (2.4)

where I = 2(21 - iZZ) and BT oWt iuz. Complex multivariate normal and complex

multivariate t distributions are special cases of complex elliptically symmetric distribution

3. TESTS FOR THE RANK OF THE REGRESSION MATRIX

In this section we first discuss procedures for testing the hypothesis on the number
of significant discriminant functions since this is a special case of the problem of testing

for the rank of regression matrix.

Let X X be distributed independently as multivariate normal with mean vectors
YUY and a common covariance matrix I. Also, let x (j=1,2,..n) denote j—th independent
~ ~} |
observation on x. Then, the between group sums of squares and cross products (SP)
-~

matrix is given by

St
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S, = an(gl “x )X =) (3.1
1=1 ’ T

whereas the within group SP matrix is given by

n,

K i _ ~
S, = L I e =xiox =x) (3.2)
=1 =1
where
n
- " - k 1
n»i(i.= zfij’ n,’_(‘= z Xi(ij
J=1 i=1 J='|

-1
and n=n +.+n Now, let 21 2 .. 2 & denote the eigenvalues of SbS . Also, let
P w

k
Q= [np-yp - (3.3)
i=1
where Dl_l = (n1u‘+...+nkw). The rank of Q is equivalent to the number of significant |
discriminant functions. Fisher (1939) proposed to use T1 = (R +1+...+IL ) as a test statistic
r S

for testing the hypothesis that the rank of Q is equal to r where s = minjpk=1. In

general, we can use suitable functions ¥(2 oy L) of ,QrH,...,,Q to test for the rank of
r s S

-1
QL = For exampie, ¥(R e 2) may be 9.”1. But the distributions of these statistics
r S

involve A1 ..... A as nuisance parameters where )\1 > . 2 X are the eigenvalues of
r p

92—1/n,

. o o -
We now discuss the asymptotic joint distribution of the eigenvalues of SbS derived

w
by Bai, Krishnaiah and Liang (1984) since it is useful in implementation of some test

procedures for determination of the rank of  under certain conditions. For each i, let

x ..x be distributed independently and identically as elliptically symmetric distribution with

~t 1 ~in

density

-
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fx) = 12| Phie-wr T ox-un (3.4)

‘ -1 "
Also let 2.1 > .2 SZ,D denote the eigenvalues of SbS . In addition, let 61 >
w

> 0
p
denote the eigenvalues of 92-1 whose multiplicities are given below:
e‘ = .= ep*=r161
1
prer T O TN
(3.5)
4] = = @ =n§
re 41 p* t
t-1
e » = =9 =0
p+1 P

where pT =P, + .+ pj(j=1,2,...,t+1), r=pLp-= p1 + .+ pH‘1 and ps = 0. In addition,
let

- .2 -1/2
u =v/n2§ + 4§) (£ =6 )
| h h i h
h h
(3.6)
u = nk
r+ r+)
where h = 1,2, .t )= p:_1+‘l ..... p* and | = 1,2,..,s—r where r denotes the number of non-
zero eigenvalues of 0L Now, letn =

= nqg for i = 1,2,..k. Then, Bai, Krishnaiah and Liang
!
(1984) derived the following expression for the limiting distribution of u

t+ 1

f(u},...,us)= HnJ(u. o up“). (3.7)

- * - - > sy . w Yo
Py W A " S LN AN TV RYTHI O AT BT LT R .SV TS I, PO Te oW

- L T T
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Here nJ(.), (j=1.2...t+1), denotes the joint distribution of the eigenvalues of the random
matrix A! For j=12,..t the elements of AJ are distributed independently as normal with
zero means, and variances of the diagonal elements are equal to 1 whereas the variances
of the off- diagonal elements are equal to 1/2. In other words, the random matrices
A1,A.A,At are known to be distributed as centrai Gaussian matrices. Also, AM1 D {s—rixis-r) is
distributed as central Wishart matrix with (k—1-r) degrees of freedom  Computational
aspects of the percentage points of the individual eigenvalues of the central Gaussian
matrix and central Wishart matrix are discussed in Krishnaiah (1980). When the underlying
distribution is multivariate normal, the expression (3.7) was derived by Hsu (1841). WwW.Q
Liang (personal communication) found an error in the proof of Hsu However, Bai (1984)
pointed out that the final result of Hsu is correct Bai, Krishnaiah and Liang (1984) showed
that the above result is true even when the observations are distributed independently as
elliptically symmetric. From the result of Bai, Krishnaiah and Liang (1984) it is obvious that
when r s the rank of Q, n(2r+1+...+25) iIs asymptotically distributed as X2 with (s—rik—=1-r)
degrees of freedom even when the underlying distribution of the observation is elliptically

symmetric.

Bai, Krishnaiah and Liang (1984) proposed the following sequential procedure for the
rank of § when s nk tend to infinity such that (n1/n) ..... (nk/n) tend to (say) q,--9

respectively. The hypothesis = 0 is accepted or rejected according as

3
. 2.5 ¢, (3.8)
=
}'* where
®
2
SN
t;- P[21 < ¢, |@ = 0] = (t-a ) (3.9)
N 1
.
N.
o
E. If @ = 0 we dont proceed further If ©& = 0 is rejected, we accept or reject H1
- according as
[
P.:_- <
’. R2 N cm2 (3.10)
-
&
;:jj.» where
-
h:\-
} @
r.
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) [22 <. CQQIH1, L Cyd = 11 a,) (3.11)
ﬁ:':.‘_: and Ht denotes the hypothesis that the rank of Q is t When H is true, the distribution of

9,2 is independent of 21. If H1 is accepted, we don't proceed fl:rther. Otherwise, we

accept or reject H2 according as

o < 3.12
, g,5c, (3.12)
Y

. where

P < c _|H: &> = (1 - a) 3.13

» [23 < cz3| , &, cOLZ] ( o) ( )
.

;'-'.f:. We continue this method until a decision is made about the rank of Q.

- We now discuss the problem of testing for the rank of the regression matrix.

1

Consider the model

: Y = XB + E (3.14)
' where the rows of E : nxp are distributed as a multivariate normal with mean vector O and
'_:":::j‘ covariance matrix I. Also, let X : nxq denote the design matrix and B : gxp the regression
-:-i:'_-. matrix. We assume that q >_ p. Tintner (1945) derived the LRT statistic for the rank of B
.i when I is known. Anderson (1951) derived the following expression for the LRT statistic
.'-::.-j to test the hypothesis H which states that the rank of B is

s r

° b 12
o L= T O+ (3.15)
‘.” 1=r+1 !
o -
where & > . > { denote the eigenvalues of S S | and

P 1 p 1

on

20l

4
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s = VXXX XY (3.16)
S = YI-XXX~ XY, (3.17)

Fujikoshi (1877) derived expressions for the asymptotic distributions of the test statistics

mT . mT and m_T_ where
11 2 2 33

o]
T = 7 log(1+2)
YyEr+d !
p
2 ]
j=r+1
p
T = i ,
.= I e/
j=r+

Here m1,m2 and m3 are certain correction factors. We may choose m to be equal to n
|

in deriving the asymptotic distributions, it was assumed that lim (Q/n) = O(1) where Q =
Ny

-1
B(X'X)BEY . The first terms in the asymptotic distributions of nT1,nT2,nT3, when the null
hypothesis is true, are distributed as chi-square distribution with (p-rlig-r) degrees of
freedom. Fujikoshi also derived nonnull distributions of the above test statistics in terms

of normal density and its derivatives when the eigenvalues of Q have multiplicities.

Recently, Krishnaiah, Lin and Wang (1985a) derived the LRT statistics for testing
hypothesis on the rank of B when the underlying distribution is elliptically symmetric; these
authors have also investigated the asymptotic distributions of the above statsitics. A review

of their work is given below.

Let E be distributed as elliptically symmetric distribution with density

- -1 3.19
f(E) = Wh(trz E'E) ( )




Lo et Sad ted Sulh tna ball Ant tad walh e Sl i b Pa RS Asen B e b ae Mt b i et AR £ St e il in Ate Site dun A -aie S-S ke Sha Sla S ie AR REe BREL UL RUL RAL REL SUR S UL SR 4

i ' 12

=

[

where hix) is strictly decreasing and differentiable function of x. Also, let

.

A = CB (3.20)

where C. uxk is known and of rank u. Let H1 denote the hypothesis that the rank of A is
r

r whereas H2 denotes the hypothesis that the rows of A lie in a r—dimensional plane in p-
r

?'iv u'

dimensional space. Now, let II (a) denote the set of nxp matrices of the form L =
r o~

S~
T
.4 .. '. r .’ ]
L PRI AR
P LI M AR A
. PRI RN

(GF+ab)D where |GG| #0, FF = |, D : pxp is any positive definite matrix and b is any
-~ -~ T -

px1 vector. Then H“ denotes the hypothesis that A & I (O and H2 denotes the
r~ r

9

E}‘;_l hypothesis that A ¢ Ilr(1) where T = (1,.,1). Now, let

e

{:__\

K. M= Cxx) ¢

o B = (XX XY

o

. S ® = CBM (B

‘ B = (CB) (3.21)
"7.

n::j" s APTUCE IR DR TP DA T
S /B =M -M arM T IM eB

S = Y(-XX'X)" 'X)Y.

Let T4 and'T5 denote the LRT statistics for testing the hypothesis H1’ against H1 , for some
r r

r > r when I is known and unknown respectively. Then

-1
hio _, 1+...+4ss+tr2 S)

Ty = (3.22)
hitrE'S)
s -n/2
T, = I (+d) (3.23)
)=r+1 )

PR - -t . e Tt o . R -t L .
L R P P T ORI TV O . Oy
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LA A -1

0N where s = miniu.p), ¢>1 > L2 ¢>S are the non-zero eigenvalues of Sh(B)Z and d1 2

s . Al

. > d are the non-zero eigenvalues of Sh(B)S . Next, let T6 and T7 denote the LRT
S

statistics for testing the hypothesis H2r against Hz' for some r > r when I is known and
r

unknown respectively. Then

= Tr v v
’

- .
P Vo t,
. LA PEAIEN .

o STt .

Y
~

-1
) h(¢r+ 1+...+\1;§.+tr2: S)

- Ts (3.24)
hitrz”'S)

"

k T7 = {(1+szr“)...(1+£;)}_"’2 (3.25)
E-‘.‘ where s = minu=1plY. 2 . 2 Y are the non-zero eigenvalues of Sf(é)E-1 and 2 2
E > 2; are the non-zero eigenvalues of Sf(é)S_y Krishnaiah, Lin and Wang (1985a) also

derived the LRT statistics analogous to T4,T5,T6 and T7 when the underlying distribution is

complex elipptically symmetric. The above authors also derived asymptotic joint distributions

.....

and -2IogT7 are distributed asymptotically as chi-square. When the underlying distribution

i1s multivariate normal, Rao (1973) derived TS.

In a number of situations, it may not be realistic to assume that the joint distribution
of the observations Y is elliptically symmetric. 1t is more realistic to assume that the rows
of E are distributed independently and identically as elliptically symmetric.  The two

situations described above become identical when the underlying distribution is multivariate

normal. Krishnaiah, Lin and Wang (1985a) have derived asvmptotic joint distributions

,,,,,

symmetric with mean vector 0 and the same dispersion matrix.

4 INFERENCE ON THE RANK OF REGRESSION
MATRIX USING MODEL SELECTION METHODS

In the model (3.1), we assume that the rows of E are distributed independently and

" e - -
. R IR L R . LU T

. Lt P N . N CE S S Lo . . St .

D T L LIPS W TV WL WP W W P WS WY 0. UPU. PG W TN, T W PO S . { PP TS PE NIRRT NG PR T S8 W T VU S h T BT Y W hy 9




identically with mean vector O and covariance matrix I. Also, let A = CB be as defined in

the preceding section. In the preceding section, we discussed the problem of testing the

hypothesis that the rank of A is r where r is specified But. situations arise often when

the experimenter does not know as to which of the hypotheses H10’H11 ..... H1 to test In
u

denotes the model that the rank of A is | We now give a review of the recent work of

Bai, Krishnaiah and Zhao (1986a) for the determination of the rank of A using model

selection methods. Let

'8
Ly = (1/20 7§ b+ rCn (4.1)

j=r+1

where - %(¢ +1+.A.+¢ ) is the logarithm of the LRT statistic for testing the hypothesis that
r S

the rank of A is r when I is known and the underlying distribution is multivariate normal.

The statistics are as defined in the preceding section. Also, Cn satisfies the following

conditions:

i) lim {Cn/log n} = e

Ny

(i lim {cn/x.} =0 (4,2)

Nay®

(i) tim {X /log n} = @

Ny

where )\“ denotes the smallest eigenvalue of X'X. Then, according to the procedure of Bai,

Krishnaiah and Zhao (1986a). the rank of A when I is known is estimated with q where

A
Lig = min{L(O).L(1),..L(s)}. (4.3)

A
The above authors also showed that q defined above is a consistent estimate of the rank

of A.




AN AR

.......

When I is unknown, let

* n S
L =5 [ log1+d) + rC_

J=r+1

A -1
where cl1 > L2 ds are the first s largest eigenvalues of Sh(B)S defined in the

preceding section and C satisfies the following conditions:
n

(i) lim (Cn/Iog n = o

Na.

(i) im (C) < (n/3) log 2
n

Ny

i) lim (C /1) =0
n =

Ny

We also make the following assumptions on A* (largest eigenvalue of X'X) and A,

i) lim (A /log n) = ®
Ny *

in A" = O(nlogn/ioglogni

A
Then, Ba. Krishnaiah and Zhao (1986a) proposed using q as an estimate of the rank of B

where

A
They also proved that q 1s a consistent estimate of the rank of B.

.......

(4.4)

(4.5)

(4.6)
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We may consider alternative model selection criteria similar to those
considered by Akaike (1972), Rissanen (1978) and Schwartz (1978) in some
other problems.

Next consider the case when X 1s also stochastic and the rows of
(Y X) are distributed independently as multivariate normal with mean vector
0 and unknown covariance matrix. When B is not of full rank, Izenman

(1974) considered the problem of estimation of B and asymptotic distribution

of the estimate of B, We can propose model selection procedures, similar

to those discussed in the present section, to determine the rank of B.
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5. REDUCTION OF DIMENSIONALITY UNDER FANOVA MODEL

- ' Consider the following two-way classification model with one observation per cell:
::_ X =T u+a + B + N t+ € (5. 1)
AR 1} ! ] 1 1
for i = 1.2..r. j = 1.2,..s, where
r S r s
Ja = B =In = In =0 (5.2)
e ) I i) 1)
=1 =1 =1 =1

Z'"-:lf:—: Here u,a',BJ and n|J respectively denote the general mean, effect due to i-th row, effect
due to j-th column and interaction in i-th row and j—th column respectively. Without loss
“j of generality, we assume that r < s. The problem of finding the rank of the interaction
'--'_"»': matrix n = ('n”) is of interest and received attention in the literature. The usual F test
: statistics to test the hypotheses of no row effect and no column effect were proposed in
- the literature under the assumption of no interactions. If there is interaction, then the F
. statistics are no longer distributed as central F distributions even when the null hypotheses
are true and so the usual tests are no longer valid So, it is of interest to test the
hypothesis that the rank of 1 is zero; this problem is known in the literature as testing for

() additivity  Fisher and MacKenzie (1923), Tukey (1949) and Williams (1852) are the early

workers on the problem of testing for additivity when n has special structures. When n #

A 0. knowledge of the rank of 1 will help to estimate the parameters more efficiently. So,

~_;.'_ it 1s of interest to test for the rank of . We will now discuss this problem

or

:Z‘-j{j Suppose 1 i1s of rank ¢ Then it is known, by singular value decomposition of the

j-L:‘-.- matrix, that

,.,

R N=0 UV +.+0uy (5.3)

1395 c~c~c

e

2 2

where 91 2. > 6  are the eigenvalues of nn’. u and v are the eigenvectors of nmn

s ¢ =) ~

o : 2 :

el and n'n corresponding to 6. Now, let 21 > .> R ) denote the non-zero eigenvalues
. | ‘-

of DD where D = d)andd =x - x - x +
1 1

g

Goliob (1968} considered the problem
1) 1, )
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of testing the hypotheses 8§ = O and his tests are based upon the assumption that £ ‘s are
- J
distributed independently as chi—square variables. But the above assumption is not correct.

Mande! (19689) proposed heuristically to examine the magnitude of & /y 02 to test for 9 =
1 )

~2 . .

O where Y = E(Q) and 0 = (R + L+ L Wy + ..+ y . But the distributions
J ] c+ r-1 c+1 r=1

of the above test statistics are not only complicated but also imvolve nuisance parame

Corsten and van Eijnsbergen (1972) derived the following likelihood ratio test Accept or

reject H : e1 = . =6 = 0 according as
[
L1 N (5.4
where
< =(1- 5.5
PIL < ¢ | H =01—a) (5.5)
and L1 = (,Q1 + .+ lz,c)/(SZ,1 + ..+ 8 1). When ¢ = 1, the likelihood ratic test statistic
-
was derived independently by Johnson and Graybiil (1972). Yochmowitz and Cornell (1978)
discussed the likelihood ratio test statistic for testing the hypothesis § = O against the
i
alternative eJ #0 and eJ+1 =.=06 =0 When H is true, it is known (e.g. see Johnson
c

and Graybill (1973)) that 21 ..... ,Qr_1 are jointly distributed as the joint distribution of the
eigenvalues of the central (r~1)x(r—1) Wishart matrix W with (s—1) degrees of freedom and
EW) = (s—1)lr_1. Schuurmann, Krishnaiah and Chattopadhyay (1973) derived the exact
distribution of 52,1/(}?,1 + .+ Q,r_1) and gr_1/(21 + .+ ,Q,r_1) when H is true and computed
some of the percentage points of the above statistic. Krishnaiah and

Schuurmann (1974) derived the exact distributions of 21/(21 + L+ RC_1) for | =
2.3...c-1 when H is true. Schuurmann, Krishnaiah and Chattopadhyay (1973} proposed the

following simultaneous test procedure in the spirit of the simultaneous test procedures of

Krishnatah and Waikar (1971la,b) in the area of principal component analysis,

Accept or reject ei = 0 according as

y3 (5.6)

where

PRI

. B . - « - - - A . .-t .o . s . .
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(5.7)

For details of other simultaneous test procedures, the reader is referred to Krishnaiah and

Yochmowitz (1980).

We will now review the recent work of Rao (1985) on a more general problem
of reduction of dimensionality,

Let Y : nxp be a random matrix which is distributed as multivariate normal

with E(Y) = M and the covariance matrix of y is Cyl where y is the vector obtained
by writing the rows of Y vertically one below the other starting from the first

and C is a known positive definite matrix. Also, let S : pxp be distributed

independent of Y as central Wishart matrix with s degrees of freedom and E(S) = sI.

Under the above model, Rao (1985) derived the likelihood ratio tests for testing

the hypothesis H where

H:M=3Xy + oW' + T (5.8)
where I has general structure and has the structure of the form
= o2V V! 4 ... + GPVV! (5.9)
1'17°1 v f £ f )

where 01,...,02 are unknown and Vi : ngi (i 1,2,004,f) 1is known matrix of

rank 2 such that p = g1+...+gf.
In (5.8), X : nxb is a known matrix of rank b, W : pxc is a given matrix

of rank ¢, ¥ and % are matrices of unknown parameters, and T is a matrix of

specified rank r <min(k-b,p-¢). If X is a nxl vector of unities and W is null

matrix, the above problem reduces to the problem of specifying the dimensionality

of row mean vectors in M considered by Fisher (1939), Fujikoshi (1974), Krishnaiah,

A P R - . IR o w T e S e PO . .
e e e a L e a tama vat e u e a e et A taiatiat A nialaliatalalala atal
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Lin and Wang (1985a) and others. If X is a nxl vector of unities and W is a
pxl vector of unities, then H is the hypothesis specifying the rank of inter-
action in two-way classification with one observation per cell and this problem

was considered when I = 021 and C = I,

6. RANK OF COVARIANCE MATRIX OF RANDOM EFFECTS
IN ONE-WAY COMPONENTS OF COVARIANCE MODEL

Consider the one—way components of covariance model

X..=ll"‘g+€ (6.1)

fori = 12.k j= 1,2,...,mi where M is the general mean vector, g':px1 is the vector of
random effects, and -E-:ij is vector of errors, and 5” denotes j—th observation in i—-th group.
Also, < and 5”_ are distributed independent of each other as muitivariate normal with E(c-az') =
E(f:ij) = 9 and covariance matrices given by ¢ = E(91|<_1|) and E(s,e’j) = 21. We also assume

~1 ]~

that Elad) = O for i #j and E(e € ) = 0 for i £ and/or j # . The covariance matrix of
i

-t~ ~iji

x is given by 22 where

-lj

Ez =V + I (6.2)

We assume that { is not of full rank and we are interested in finding out the rank of .
If the rank of { is r, then there exists a full rank matrix B:p-rixp such that By = O If the
rank of ¢ is zero, then we conclude that there is no difference between the effects of

the groups. Knowledge about the rank of ¢ will help to estimate | more efficiently.

When m1 = m2 = .= mk, the between groups sums of squares and cross products

(SP) matrix and within group SP matrix are given by Sb and SW respectively where




‘. 21

o K
T S, =m Lix=x)x-x)
at 1:] . -~ -~
(
% kK m
'i:: - sW = 7 2(5”-5‘ )(5”—5(')' (6.3)
Rt i=1 =1
\
: _ m B k m
iy mx = Jx,kmx = ¥ Jx
e | _ . -

Then, S and S are distributed independently as central Wishart matrices with (k—1) and
kim-1) degrees of freedom respectively, E(Sb/(k—ﬂ) = 22, and E(Sw/k(m—n) = 21 and 22 =
!"] 21 + my. When the sample sizes are unequal, Sb is not distributed as Wishart matrix.
e When m's are equal, Anderson ((1984),(1885)) has derived the likelihood ratio test statistic
2= for testing the hypothesis that the rank of { is not greater than r. Schott and Saw (1984)

derived the likelinood ratio test for rank (y < r against the alternative rank(y) = r+1.

;- -.ﬁ We now discuss a more general problem considered by Rao (1983} and Zhao,

Krishnaiah and Bai (1985b). Let S1 and S2 be distributed independently as central Wishart

matrices with n and n, degrees of freedom respectively and let E(S/n) = £ for i = 1,2
| ! |
i Aiso, let 22 =T + 21 where T is a nonnegative definite matrix. Then, we are interested
2 in finding the rank of T. Rao (1983) proposed a modified LRT statistic for testing the
hypothesis that the rank of T is a specified valuee. We will now discuss the model
,Q selection method proposed by Zhao, Krishnaiah and Bai (1985b) for estimating the rank of
. -1
I Let <S1 >_ .. 2 § denote the eigenvalues of 8152 n2/n1. Also, let
5 :
o p -nf /2
e -n/2 n
L = I {a +B §) 78 } (6.4)
t - qQ n n 1 1
e : 1= 1+min(qTi)
[ S ) )
where T denotes the number of §'s which are greater than one, o = n1/n, B = nz/n and
| n n

n= n‘ + n2 In addition, let




t+min(tT) -nf /2

L = I {a-p & °° } (6.5)
qt n no i
1= 1+min(ql)

Zhao Krishnaiah and Bai (1985b) showed that L is the likelhood ratio test statistic for
G
testing H aganst the alternative that ZZ1 and 22 are arbitrary and L is the likelihood ratio
q at

test statistic for testing H against Ht(q<t) where H denotes the hypothesis that the rank of
Q }

I ts equal to ;, Now let.

EDC@a.C) = - logL + vwiapiC (6.6)
n a n

where viap) = (1/$(Zp—a+1) and C satisfies the following conditions
n

i lim (C/n) =20

Ny

(6.7)
(il lim (C /iogiogn = =
Ny n
A
Zhao, Krishnaiah and Bai (1985b) estimated the unknown rank of T with q where
EDC(q,Cn) = mn{EDCI0.C )...EDC(p-1.C 1} (6.8)
n n

A
They have also proved that g I1s strongly consistent The above procedure can be used to
draw inference on the rank of the covariance matrix of the vector of random effects in

one way components of covariance model.
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7. SELECTION OF ORIGINAL VARIABLES UNDER
MULTIVARIATE REGRESSION MODEL

In the area of univariate regression analysis, it is of interest to select variables which
are important for prediction. Reviews of the literature on some methods of selection of
variables are given in Krishnaiah (1982) and Thompson ((1878a),(1578b)). In this section. we
review procedures for selection of independent variables which are important for

prediction of a set of dependent variables under classical multivariate regression model

Consider the muitivariate regression model (3.14) where X = [x1 ,,,,, xq] and x ' nx!is
< ~
vector of n independent observations on the i—-th independent variable x. Also, let Y =
~i
[y...y ] where y : nx1 denotes the vector of n independent observations on i-th
-~ p |

dependent variable. Then, it is of interest to find out as to which of the variables X X

q
‘ 2 4 . .
area important. We can use Roy's largest root test, T test or Krishnaiah's finite
max
intersection tests for the selection of important variables. Now, let B' = (B1 ,,,,, B) where B
-~ ~q -~
is of order px1. Also, let H B = 0 and
' ~1 ~
0\' _1:
(n-q)R!S 5y
T = o = (7.1)
1 e
ii
-~ -~ -~ - _1 |
where B = (21,...,3q)' = (X'Y) ](X'Y), S = (sij) = Y'(I-X(X'X) X")Y and e,  ” is the f
covariance matrix of 51. According to Rov's largest root test, we accept or reject
Hi according as
2
< 2
Tse (7.2)
where ¢ 1s chosen such that
2
-']
Pln-aiC(s s™) = ac Ml = (1w (7.3)
where H = 81Hand CL(A) denotes the largest eigenvalue of A and S1 = YXIX'X) XY =

. - 5
5T (X'Y)B. Percentage points of ¢ are given in Krishnaiah (1980). Tf we usc rr;n\
. B ax

test (e.y., see Krishnaiah (1969) and Siotani (1959)), we accept or reject H],

according as
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{ TS
p >l
" f,:. where
L 2
P[T°< ¢ o= 1.2,..q|H] = (1-a)
o e
. Approximate values of S,y can be obtained from the results of Sictani
{(1959),(1960),(1961)) for some cases. We conclude that thz independent variable x is
P - |
important or unimportant for prediction of (y1 ..... yp) according as H is rejected or accepted.
Al |

R We now discuss Krishnaiah's finite intersection tests (Krishnaiah (1965)) for the selection of

; 1 variables. For an illustration of the application of the finite intersection test, the reader is
i
i referred to Schmidhammer (1982).
: 2
Let I denote the top kxk left-hand corner of £ = (g ) and ¢ = |z |/|Z |
k ij k+1 K+ 1 k
for k = 0.1,..p—1 with |20| = 1. Also, let YJ = [y1 ..... v), X = [x1 ..... x], and B =
. ~1s J ~1 o~ ]
[B1 ,,,,, B] for j = 1,2,..p. In addition, let
.. ~ ~}
O c
._:’ : 1,j+1
< -1 .
. = . . ,7.
EJ i (7.6)
S o
o1 3,3+l
o for j = 1.2,..p-1, CO = 0. We know, that the conditional distribution of vy .y gven Y, is
- h: = J
L X
s distributed as multivariate normal with covariance matrix 02+1 | and the mean vector
- | n
R
ox Ely )=X +Yg = [XY]
.- CYJ*’ DJ*1 151 I\ SJ (7.7)
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where 7 =B - B C, with the understanding that n, = 81‘ Now, let H ¢ = 0
=~ |

~j+ 1 ~j+1 J ~i~

where ¢ = (c1 ..... c q) for i = 1,2...q with
~l 1 |

Then, the hypothesis H can be expressed as H = (\H  So, the problem of testing the
i [ |
=1

Now, let

A2
(g’lpj) (n=j-g+1)
= (7.8)

2
ds.
1]

F,.
1]

2. . LA A .
where d ¢ is the variance of cn. M is the least square estimate of n under the model
ol ~1~j o~y ~)

(7.7), and s° = |S
J+1

accept or reject H according as
Y

,+1|/|SJ| where SJ is the top jxj left-hand corner of S. Then, we

F <F (7.9

where

= QIP[F < Fa;iz 1.2...q|H] (7.10)

When H is true. the joint distribution of Flj"“'ﬁ]j iIs a multivariate F distribution with (1.n—g-

J+ 1) degrees of freedom.  Evaluation of the probability integrals of the multivariate F

distribution was discussed In Krishnaiah and Armitage (1970). The hypothesis H is accepted

f H1 ,,,,, H are accepted and it is rejected otherwise. If H is rejected, then we conclude
1 p !
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variables One may use the step—down procedure proposed by J. Roy (1958} also but the
lengths of the confidence intervals associated with the finite intersection tests are shorter
than the lengths of the corresponding confidence intervals associated with the step—down
procedure. Fujikoshi {1985) proposed a procedure, based on an information theoretic

criterion, to select a subset of variables which are important for discrimination. Rao (1948)
proposed a procedure to find out as to whether the addition of some independent

variables makes a significant contribution in prediction of dependent variables.

8. COMMENTS ON STEPWISE PROCEDURES FOR SELECTION OF VARIABLES IN
DISCRIMINANT ANALYSIS

In this section, we discuss the stepwise procedures for the selection of variables in
the area of discriminant analysis for several groups. These procedures are used widely

since computer programs for the implementation of these procedures are available in the

. e an ol o

P i I
. o O
e PR
s ot
. LR

BMD and SPSS packages. Stepwise procedures for the selection of variables in
discriminant analysis were proposed in the literature in a similar way as the corresponding

procedures in the regression analysis (Krishnaiahn{1982). We will discuss a stepwise

procedure below.

Consider the following model:

E(Z,) = A_eJ (8.1)
where
/4)
A = : (8.2)
\AJ

in the matrix A, ‘nxk the elements in 1—th column are equal to one and other elements in
[ t

the matrix are zero. Aiso, § = (u ) by = Ax . X X, x ) and x denotes
~) ~1) ~k] =~ 171 1n k)1 kn 1t

observation on j—th variable, t~th individual and i-th group. Let H : C8 = 0 where
) -
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C = f e e e e ¢ (k=1)xk (8.3)

Let F denote the usual F statistic used for testing the hypothesis H. Then
! J

b“(n-k)
F,. =——— (8.4)

J W k-1
}

where W = (w ) and B = (b ) are the within group SP matrix and between group SP matrix
1} 1)

respectively The likelihood ratio statistic for testing H s given by Alx) where
J i

w
1
AMx,) = — (8.5)
1
1
andt =b +w Obviously,
1 Y 1
(1= Alx Mn—k)
F, = (8.6)
. k=1)
-
,'.:j If max(F1 ..... F) < F ., we declare that none of the variables are mpo-tant for
a o] ‘o
F.: discrimination and we dont proceed further Otherwise, we select the variable
rO-s corresponding to the maximum of F1 ,,,,, F as the most important For exampie, let this
RN P
t variable be x =~ At the second stage we test to find out as to whether any of the
t'j:‘.-jzi remaining variables x2,><3 ,,,,, x give additional information for discrimination between the
SURRH o]
po - populations A measure of the degree of additional information is provided by
e Alx .x)
RN 1y
s = (8.7)

jolb

::__‘:,: Alx 3 )
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where

e jw w

0 11 T

. w w

N 0ot

e ;\(xl,xj) = — (8.8)
% t t

\') 1" 1)

t.t

- 31 N

In (87), A(xT,x) is the likelihcod ratio test statistic for testing the hypothesis that the mean
' }

vectors of (x1,x) are the same in ail popuiations. It can be viewed as a measure of the
. !

discriminating ability of X, and x whereas A(x1) iIs a measure of the degree of
o )
- discrimination of the variable X, As the value of A(x1,x) decreases, the discriminating
- J

‘~ ability of x, and x increase. We can write A . as

s I

R w

-7 ;-1

A, = — (8.9)
j+1 t

J-1

S -1 -
- where w =w - w w w andt =t - t t . Now let,
} 1) oy I 1 s
O b 1(n—k-—1)

e N

..:.' F. = — (8.10)
LW k-n
IR

®! .

., where b : =t , W 1s the adjusted between group sum of sgquares We can write
» J' J . J .
o (8 10) as
. n-k-1 _A‘*

v Fooy=——— —— (8.11)
e ! k=10 A

R

S

‘-. The above statistic (sce Rao (1973)) is nothine but the statistic used to test the
-’ﬁ hunothesis

"::.' H ot uw, - B uwu . = =u -B u. (R, I
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where B =00, If max(F2 o F )< F we declare that none of the variables
I -

1 1 T 2d
xz,xa,.“,xp are nmJ[.)ortant; here an is th: upper a% point of the central F distribution with
(k- 1,n~k=1) degrees of freedom. If max (F2-1 ..... Fp'1) > de the variable corresponding to
the maximum of F2.1""'Fp.1 is declared to be important. For simplicity of notation, let us
assume that this variable is. say, X After having selected xz, we will test whether the
variable (in this case xx) selected at the first stage is good for discrimination in presence

of the variable X this 1s the third step This can be tested by using the following test

statistic
b _(n—k-1)
P 2 (8.13)
1-2 ’
w_(k=1)
1.2
- -1
where t =t -t t t W = w - W W_ W and b =t - w . We
1.2 11 12 22 2 1.2 11 12 22 21 1,2 1-2 12

denide to retain or exclude X from the seiected subset according as

F1.21F2rx‘ (8.14)
Here we note that
1_
(n—k-'l)( A1.2) (8.15)
F = -
1-2
-1
(k=1} A1.2
where
w
A "2 (8.16)
1-2 °
t
1.2
-1 -1
vy = w - W w__w_ ,andt =t -t t t 1f A» = /A . then,
12 " 12 22 20 1.2 1 12 22 21 1.2 1.2
 n-k-1) -
Froo © —— Ay, (8.17)

k-1

‘_*-\‘ -
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In the fourth step. we either select one of the variables x3 ..... xp or decide not to select
any more on the basis of the discriminating ability of these variables individually in presence
of x and X If we discard X at the third step. then we consider the discriminating
ability of the variables x3 ..... xD in presence of x2 only. This procedure ts continued until a
decision is made not to select any more variables or all the variables are selected
Suppose, after a few stages, we selected x3,x4 ..... x and xJ is the latest addition to the

J
selected subset Then, we test whether x3,x4,...,x , are individually important in presence
|- -
of the remaining variables. For example, we test whether X, IS important in presence of
the variables Xy XX X The statistic used to test whether x(i = 3,4,..,j—1) is important
] 1

is given by

b| «3.4....) (n—k=-j+3)

F, ™ (8.18)
1‘(3,4,0.0,3) -—
k=1
1443,4,....))
with the understanding that the suffix i does not occur in the set (3,4,..j). Let
Alx_.x % ,..x)
\ 34 v (8.19)
i'(3’4s~"’j) Alx .x X X X )
3' 4" Ed +17 J
-:;::1 where A(xa,xd,...,x ..... x ) is the ratio of the determinant of the within group SP matrix based
v
A upon the variables X g X g X e X and the determinant of the total SP matrix based upon the
. ‘-. - '
%.‘ same variables. Similarly A(x3'xa'“"x.-1'x.+1 ..... xJ) can be defined. So,
L
G
o L (8.20)
?:.'-. 1- (3,4,-.-,])
.-' -(3.4.....))
-
A
lg' . Hence
‘& : (1-
;.‘ (n—k—-j+3) AI'(3,4 ..... ;)) (8.21)
[ fiooueend T Ty ;
o (3.4....)
LQ!




is greater than or less than

The variable x 1s retained or excluded according as F
I

1(3,4....0)
upper 100a% point of the central F distribution with (k-l,ri—k-j+3) degrees of freedom
At any stage. we can test whether all the variables selected together will discriminate
between the groups by using many standard procedures. For example, suppose x1,x2,..,,xq
are selected Then, we compute B11 and W11 which are respectively between group SP

matrix and within group SP matrix based on X X They are given by
qQ

b b w w w
112 1q° 1 12 19
By = by by, bzq e WS Wy, Wy, e Woq (8.22)
- , , [ ] 1
b b w w
ql "q2 aq ql  “"q2 qq

We can test whether the wvariables X X together will discrimminate between the
qQ

. ‘ -1
populations by computing various functions of the eigenvalues of B‘ 1W11 Some of these

- -1 -1 -
functions are C B, W ) trB W) trB (B +W_ ) ) and [B_ B +W_) '|. One
LM " 1" 1 1M 11 Ll 1111 11

can also use finite intersection tests.

We now have a critical look at the stepwise procedure for the selection of

variables. At the first stage of the procedure, we choose the critical value Fu such that
PIF<F [H] = (-, (8.23)
i a
Here, the hypotheses H1,...,H are tested individually. Since the decision not to select or
o}

select any variable at the first stage s based upon whether or not all the hypotheses are

accepted simuitaneously, it would be a natural thing to test them simultaneously and choose

the critical value F1 such that
L

lalaaalaaaldiafiainla e latala J
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p
P[Fjg_Fm: j=12.p| (\H,] = (1-a) (8.24)
=1

The joint distribution of F1 ,,,,, Fp is not only complicated but also involves nuisance
parameters. But, we can use Bonferroni's inequality to compute an upper bound on Fmi
At the first stage, we select one variable only as the most important and no decision is
made about other variables. But, this "most important variable” may be discarded at a later
stage. So, there is some inconsistency in this method and we will discuss this point later.

At the second stage, the critical value Fmis chosen such that

P(F <F_IH = (1-ol.
[F s FuIH, = 0-a (8.25)
We go to the second stage if and only if max(F1 ..... Fp) > F q° So, at the second stage,
we have to compute the following conditional probabilities instead of (8.23) even if we are

testing the hypotheses H : individually:
I

P[Fmg lemax(F1 ..... Fp) >_ Fw;I. (8.26)
It is quite complicated to compute the above probabilities. Apart from it, we have to test
..... Hp"1 simultaneously instead of testing them individually. At the second stage, we
select the variable (say Xz) corresponding 1o max(Fz.1 ..... qu). The statistic FM' for any
given | is useful for testing whether the variable xJ gives additional information for
discrimination between the groups in presence of the important variable X, But, the
variable X which is declared to be the most important at the first stage may be discarded
as being unimportant at a later stage and so the procedure may not be meaningful. Apart
from it, the choice of the critical values is very arbitrary and we cannot say what the Type
| error of this procedure is. In view of the points raised above, we do not recommend
the use of the above stepwise procedures. Krishnaiah (1982) discussed the disadvantages
of using forward selection and backward selection procedures for selection of variables
under univariate regression models. Similar criticism applies for forward selection and

backward selection procedures for selection of variabies in discriminant analysis.
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9. TESTS FOR THE RANK OF THE CANONICAL CORRELATION MATRIX

It is known that multiple correlation coefficient is the maximum correlation between
a variable and linear combinations of a set of variables. Hotelling ((1935).(1936)) generalized
the above concept to two sets of variables 5‘1:1xp1 and >~<’2:1xp2 and introduced canonical
correlation analysis. Canonical correlation analysis is useful in studying the relationship

between the two sets of variables. Let the covariance matrix of x = (x’1,x’2) be I where

z z
M 12
I —_(z (9.1)

z
\ 721 22

and I pxp 1S the covariance matrix of x. Then Z 21222222 i1s known to be the
" ( | -~

2

P, 2

canonicai correlation matrix. Without loss of generality, we assume that P, £ p2 1

v

2
p° denote the eigenvalues of I _ 2 T Z Here, p ...p are known as canonical
P, 11712722721 1 P
: " 2
correlations where p s the positive square root of p. Now let o and R denote the
I ~1{

-~

eigenvectors of 2 Z T Z and I_ Z 2 2 respectively corresponding to p? Then

12722721 2272
dx ..o x and Bx ,,,,, B x_ are known as canonical variables. One of the important

~1~"" Ip ~1 ~1~2 ~p1~2

problems min the area of canonical correlation analysis is to find out the number of
canonical correlations which are significantly different from zero. In this section, we
discuss some procedures for testing the hypothesis on the rank of the canonical

correlation matrix when the underlying distribution is muiltivariate normatl.

Let X.nxp be a random matrix such that E(X}) = 0 and E(X'X) = nZ. Also let
/S s
g = X'X = ! M 12! (9.2)
\'s S }
21 22

. ) 2 2
"fl where S s of order pxp In addition, let r > > denote the eigenvalues of
* 1 | J p
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-1 -1 . ,
511512522821 Then ro.r are known as the sample canonical correlations where r is
p |

pa . . 2 2

the positive square root of r.  Various functions of rer were proposed In the
| P
1

iterature as test statistics for determination of the rank of the canonical correlation matrix.

We will review these procedures in this section.

We first assume that the rows of X are distributed independently as multivariate

normal. In this case, Bartlett (1947) proposed a procedure for testing the hypothesis Ht

2 2 . . . .
where Ht denotes Pios = .. = pp = 0; he also derived asymptotic distribution of the
1
above statistic.  Fujikoshi (1974) showed that the above test statistic is the LRT statistic
Hsu (1941) derived asymptotic joint distribution of the sample canonical correlations when
H[ iIs true. When the population canonical correlations P P have multiplicities and none
P
1
of them is equal to zero, Fujikoshi (1978) derived the nonnull distribution of a single
function of the sample canonical correlations whereas Krishnziah and Lee (1979) derived
asymptotic joint distribution of functions of the sample canonical correlations. The
expressions derived by Krishnaiah and Lee involve multivariate normal density and
multivariate Hermite polynomials. When the underlying distribution is not multivariate normal,

Fang and Krishnaiah (1982) obtained results analogous to those obtained in the above paper

of Krishnaiah and Lee.

Now, let the joint distribution of the elements of X be elliptically symmetric with

density given by
0 = 2] 2hitrz” XX (9.3)

Then. Krishnaiah, Lin and Wang (1985) showed that the LRT statistic for testing the

hypothesis Py % pp = 0 is given by
i 2 n/2
Lk) = T (1-r""° (9.4)
1=t+ 1 !

N T T T T T Y TRt T T W T W WA YR T W T T w e et L,
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So, the LRT statistic is the same as when the underlying distribution is multivariate normal

They also noted that the distribution of any function of rf ..... r2 is independent of the form
o]
1

of the underlying distribution as long as the underlying distribution belongs to the family of

elliptical distributions.

We will now review some of the work reported in the literature on canonical
correlation analysis when it is assumed that the observations are distributed independently

and identically as elliptically symmetric with the following common density

f = 2|7 Phixs” 0 (9.5)
Now, let
ﬁ(rz-pz)
c=__' ' (9.6)
2 2
2pl (1—1:'I )

Then, Murihead and Waternaux (1980} showed that C o cp are asymptotically distributed
1

. . 2 2 . .
independently as normal with mean 0 and variance (k+1) when p P are distinct.  This is
P

el 20 S0 e g
;e AR \ . 0 N
- ‘s @& ¢ . . . . .

1
a special case of a result of Fang and Krishnaiah (1982). Krishnaiah, Lin and Wang (1985b)
derived asymptotic joint distribution of the sample canonical correlations when the
" population canonical correlations have multiplicities and the last few population canonical
F’. correlations are zero. In particular, they showed that the joint asymptotic distribution of
- 2 2 2 2 A L
r {tnr M/vu-l),l..,(nr /x+1)) when H p by T TP = 0, 1s the same as the joint distribution
- s p s s p
- 1 1
2
:;-:: of the eigenvalues of the central Wishart matrix W with (pz—s) degrees of freedom
. p_-s
& 1
"". and EW ) = (p2—5)| This result is useful in implementation of certain test
8 p,"s o,
- . 2
f procedures for H when the sample size is large For example. we can use r , ©or
o S s+
[ - 2 2
o vty ) as a test statistic for HS
PR ' 1
g
:.—_“_i'. We now discuss the problem of testing for the rank of the canonical correlation
.-
5
} @
9
"
.
2
[ 3
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matrix under correlated multivariate regression equations (CMRE) model considered by

Kariya. Fujikoshi and Krishnaiah {1984) Consider the CMRE model

Y = Xle| + EI (9.7)

¢

for i = 1.2, In the above model the rows cf (E1,E2) are distributed independently as

multivariate normal with mean vector 0 and covariance matrix I where
z
L= Vi ‘2) (9.8)

and £ is of order p x p. Also. X ' nxr is the design matrix and § : rxp is the matrix
1) 1 ) i tl 1 !

{

of unknown parameters for 1 = 1,2 Without loss of generality, we assume that P, < P,
Now, let
(51 1 s12 \
S = .
I (0.9
T2 22 )
_1 - -
where S = YQQY and Q =1 - X(XX) X. Also, let R = S 's s7's Kariya,
1 g I n I i 11712 22 2

Fujikoshi and Krishnaiah (1984) investigated the problem of testing the hypothesis that pt2 =

2 ‘ . . L
=p = 0. They also derived the asymptotic distributions of three statistics in the null
P
. 2 2
case and under local alternatives. We can test the hypothesis that p= - =P = O by
P
1
. : 2 2 2 2 2 2 2
considering suitable functions of rt ,,,,, rlike rlt rI + +r _etc.wherer > . > r are
o P ‘ P
i 1 1

-1 -1
the eigenvalues of the sampie canonical correlation matrix S1 1512522521

For an application of the canonical correlation analvsis in econometrics,

the reader is referrod to Hannan (1967) and Chow and Rav-Chowdhuri (1967),

10 MODEL SELECTION METHODS FOR DETERMINATION OF
THE RANK OF THE CANONICAL CORRELATION MATRIX

Let X'= [xq,.‘,x] pxn be a random matrix whose columns are distributed
-1 -~r
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independently and identically as multivariate normal with common mean vector 0O and

covariance matrix L Let x and I be partitioned as x = (x ,xzb and

-~} ~

I,
T o=/ 11 12 (10, 1)
221 222) |
v 2 2
F where I is of order pxp and x s of order p x1. Let P, > .. > p denote the first
L ! by -1 J s
R ‘ , -1 -1
- largest s eigenvalues of the population canonical correlation matrix 211212222221 where s
L
- 2 .
r' = m|n(p1,p2) Also, let r1 > .2 r2 denote the first largest s eigenvalues of ‘
3 S
b
b —’ "
5 S S _S__S_ where l
- 11712722 2 i
-
LR " /511 512 ‘,
& S= Ixx =l S (10.2)
L =Tt 22
b‘_‘.
.
b
:- and S 1s of order pxp. Let Mk(k = 0.1,2,..s) denote the model for which rank(sz) = k.
¥ vy
:A;jj" that i1s, the number of nonzero canonical correlations is equal to k. Also, let Hk denote the
'-I-j hypothesis that rank (212) = k. Let Lik) denote the likelihood ratio test statistic for Hk
p
o Then
@
S s .
S log Lkl = n/2) T logi1-rf (10.3)
A =k + 1 '
<
.‘ ? Now. let
Clk) = - log Lk} + kC (10, 4)
n
.O :
' where C satisfies the following conditions
X M m {C/n} =0
“ N, "

2

i m  {C /loglogn} > p p
n 1

Ny
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Let q denote the true rank of 21222;221211. Then, Bai, Krishnaiah and Zhao (1986a)

A kN
proposed to use q as an estimate of g where q is given by

Glg = min{GlO}...Gls)} (10.6)

a
The above authors also showed that q is a strongly consistent estimate of g  Now.

assume that the assumption of normality is violated but X X are Li.d. vectors with E(x1) =
-~ ~N -~

0, E(x1x") = I and E(x'1x1)2 < o When the assumption of normality is violated, L(k) need

not be the LRT statistic for Hk but we can still use it in (10.4). Then Bai, Krishnaiah and

A
Zhao (1986) showed that q in (10.6) is still a strongly consistent estimate of q under
certain conditions.

11. SELECTION OF ORIGINAL VARIABLES IN
CANONICAL CORRELATION ANALYSIS

Let us consider the set (x’1,x'2) of P, * P, variabies. We wish to select a set of r

important variables from the X, set on the basis of the degree of dependence with X, set.

P

There are( )sets Let these sets be denoted by X, and let the sample canonical
r \ -~
2

1
\ -
\ {

- - -1 -1
correlation matrix between X, set and X, set be denoted by SHS”S”Sf We use the

1‘
! 1 [ |

largest root of the canonical correlation matrix as a criterion to select the variables. We

declare that none of these sets are important if

-1 -1
max c(S. S S S 1< ¢
LTI Tttt
1 1 11 [

where cL(A) denotes the largest eigenvalue of A If

-1 -1
max c(S S S S }>c.
{ U1t 6t 60 "
1 [ |
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_ -1 -1 .
then the set corresponding to max cL(S1 1S1f Sf ; Sf 1) is declared to be the most important
| | [} |

The critical value <, is chosen such that

)< ¢ H] = (-a

Plmax c(S_'S S 's
. L 11 1fF ff £

1 [ i

and H 212 = 0. In other words, the critical value c, is chosen such that the probabiiity
P2

of declaring that none of the sets are important when in fact none of the variables In
r
2

. L -1 -1 .
the x2 set are correlated with x1 set. But the distribution of max cL(SHS”SMSf 1) is
-~ -~ i

| [} i

very complicated to derive. So. we use the following bound to get an approximate value

of ¢
A
-1 -1
Plc(S . S .S_.S_ )< c |H]
L1112 22 21 ol
-1 -1
< P < H] = (1~
< [nlwax CL(SHS”S”S, )< c IHl = -al
t [ 1
We will now discuss an alternative procedure for the selection of the best subset
o]
. 2
of q variables from the X, set and let X, i = 1,2,...,(q ) denote a subset of q variables

- - ‘

from the P, variables X, As before, let ZHZHZHZH denote the canonical correlation
I [ '

matrix connected with X, set and X, set Let | denote a suitable function of the

¢

A
eigenvaiues of the above matrix Also. let y denote the corresponding function of the

-1 - .
eigenvalues of S1 1S”Sf .S' : in addition, let ¢1,.,,xbpo be ordered as w[‘] > d’[z] > >

A

/o )

2 L)

where Py = /_Then, the subset associated with the maximum of 11;1 ,,,,, v s
Q. P

w[DOJ

L) ~
declared to be the best subset Suppose y is the largest of ys In this case the
I i
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A A
probability of correct decision is given by the probability of ¢ being greater than ¢ (| =
[ J

parameters. One may use bounds which are free from nuisance parameters.

We now discuss the problem of studying the effect of additional- variables on the
canonical correlations. Consider two sets of variables X, P,x 1 and y, 9, % 1.
Without loss of generality, we assume that p1 < g, Suppose the sets of variables X
and y, are augmented to X px1 and y gx1 by adding extra sets of vaimables X, p2x1
and Y, q2x1 respectively. Also, we assume that (>_<',Y') is distributed as multivariate normal

with mean vector U and covariance matrix I where

z pX
T = XX xy
pX z
R 28 Yy
and Z 1s the covariance matrix of x Let P, 2 .2 p denote the canonical
X X p1
correlations between the sets X and Y, and let 51 > . > p denote the canonical
-~ - p

correlations between x and y.  Also, let Ga = Ba - P, for @ = 1,2,...,p1. Then 50 >0

-~

Next, let

denote the sample covariance matrix based on (n+1) observations on (x,y) and the sample
canonical correlations F1 < . < r are the positive square roots of the eigenvalues of
p

s7's §°5 . Similarly, let r
XX XY yy yx 1

v

. > r denote the sample canonical correlations based
p

on (n+1) observations on (x,y}.

b P

1

= § where d = (d1,...,dp yand § = (51 ..... Gp ). Then, Fujikoshi, Krishnaiah and Schmidhammer
1 1

X v %

v

(1985) showed that »/r;{f(d1,...,dn ) - f((S1 ,,,,, 6p )} is distributed asymptotically as normal with
) 1

n TR T
. P R

: ~ I
. -’ S T e .

v
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mean zero and certain variance ¢ When f(d1 ,,,,, d |} = dT, and pW = porg =g the
p
1

above result was derived by Wijsman (1986} The result of Fujkoshi Krishnaiah and
Schmidhammer (1985) can be used to find out whether the addition of new variables to
one or both of the sets X and Y, will have effect on functions of the canonical
correlations. For example, we can draw inference as to whether the addition of variables
will increase the values of the largest canonical correlation, sum of the canonical
correlations, etc. If there 1s no significant increase, we will conclude that the new variables
are not important in explaining the association between the two sets of variables Fupkoshi

{1985) proposed a procedure based on an information theoretic criterion to select best

variables in canonical correlation analysis

12. REDUCTION OF DIMENSIONALITY AND THE STRUCTURE OF
DEPENDENCE IN TWO-WAY CONTINGENCY TABLE

Consider two-way contingency table and let p 1t = 1.2,.r+1; | = 1.2 .s+1) denote
3!
the probability of an observatin faling in i-th row and )—th column We will consider the
model

le = pl.p°JCIJ (12_1)

where p = p + . +p

number of situations, we are interested in studying the structure of dependence between

P =P, ot tp and g 1s an unknown constant. In a
s+ 1 . 14 r+1, 1

rows and columns if p £p p.. If we know the structure of dependence. we can estimate
i) [

the unknown parameters more efficiently Now, let F = (f ) where f =p /Vpp From
1) V) 1) [ |

the singular value decomposition of the matrix, it is known (e.g. see Lancaster (1969) that

where 60 > > & are the eigenvaiues of F, £ is the eigenvector of FF' corresponding
r ~u
2 A , 2
to §° and n* is the eigenvector of FF corresponding to § Here 60 = 1, g*ot =
Y] U u -~




‘.’Sf .’E_:- and "o «/S: v/[:—;-;-.—" We will now review the work of ONeill
+1978a  1978b) 19801 and Bhaskara Rao Krishnaiah and Subramanyam (1985ifor testing for
the rank of the matrix 7  We also review the work of Bai. Zhao and Krishnaiah (1986) for
getermination of the rank of 7 by using model selection methods Without loss of

generality we assume that r < s in the sequel

Let n denote the frequency in 1—-th row and j—th column. n = n. + .. +n , and
' ' | Ls+
N2 42
n =n_ -+ - n Also, let B = (b ) where b =n //nn . Now, let o‘o > > 8
b .y 1] 1 1) Lo !

o
2 .
denote the eigenvalues of BB where 60 = 1. We assume that n is fixed and the joint

distribution of the cell frequencies is given by

1 Mg
1 —_—
n.'TI. T pij (12.3)
1,] 1ij
The classical test statistic for testing the hypothesis piJ = pI p‘J of independence is given by
2 r+1 s+1 2
= n —hn/n)/ . ¢
Xq Tl ’ (n \ ) nr, (12.4)

=1 =1

When the null hypothesis is true, Xo is distributed asymptotically as chi—square with rs

degrees of freedom. The above hypothesis is equivalent to testing the hypothesis that pf

2 . . 2 A2 . . .
= . =p =0 and 1t can be used by using ’51 + .. + D as a test statistic. This test is
r

r

. . . . 2 .2
equivalent to the chi-square test for independence since Xg = n(p1 + .4 ’6% Now, let Ht
r

denote the hypothesis that pf = 0. This hypothesis is equivalent to the hypothesis that the

rank of ¢ is t ONeil ((1978a).(1978b)) showed that the joint asymptotic distribution of

n61,.‘.,n62, when H s true, is the same as the joint distribution of the eigenvalues of the
r i

central Wishart matrix W with s degrees of freedom and EW) = s ]  Tables for
r

percentage points of the largest eigenvalue of the central Wishart matrix are given in

Krishnaiah (1980)




We will now review the work of Bhaskara Rao. Krishnaiah and Subramanyam (1985)

‘ 2
for determination of the rank of 7. They suggested functions of 61,...,62 as test statistics
r

2 L2 2 L
for testing H1 For exampie, one may use 61, ’;S1 + 0+ f) as test statistics The above
r
authors alsc suggested the following simultaneous test procedure We accept or reject H

according as

2
N~
CENAS (12.5)
where
A2
F’[p1 < ca|H1] = (1-a) (12.6)

If H s accepted and Ht_1 is rejected, then the rank of 7 i1s t Bhaskara Rao. Krishnaiah
A . . L . A2 .2

and Subramanyam (1985) derived asymptotic joint distributton of functions of PP when
r

2 o . . A2 ~ .
p? ..... p  have multiplicities. O'Neil (1978a) suggested using n(pt + .+ p% as a test statistic
r r

of p is t But, unfortunately, the distributions of the above test statistics invalve nuisance
parameters even asymptotically As an ad hoc procedure, one can replace the nuisance

parameters with their consistent estimates.

Bai, Krishnaiah and Zhao (1986b) proposed the foliowing procedure for determination

of the rank of P = (p )} Let
1

Gki=n I p +kC (12.7)

where C satisfies the following conditions:
n
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i) lim (C/m) =20
Ny n

(12.8)

1
8

i) lim (Cn/IogIogn)

Ny

Then, the unknown rank q of P is estimated with § where G is given by

G = min{G(1)....Gir}.

Bai, Krishnaiah and Zhao {1986b) shcwed that ‘G is a consistent estimate of q

e T .
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