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SECTION 1
INTRODUCTION

The program, DIFF, is designed to except x-ray diffraction data
from a variety of sources and analyze that data. Besides corrections to
the intensities, that data may need to be plotted, or the scientist may
want any of the information contained in a diffraction scan: degree of
cryatallinity, crystallite sizes, unit cell and unit cell dimensions,

crystal strain, etc.

This report is divided into two major areas: program theory and
program operation. Anyone Jjust interested in knowing how to use the
program, only has to read the Operation section. If one is interested
in the basic theory and equations used then the Theory section will
describe the various parts of the piogram and give references for
further reading.

Program DIFF is a Fortran 77 program adapted to run on the PRIME
850 computer (FTN77 compiler) of the Air Force Materials Laboratory.
This program is designed to run interactively or as a batch job (albeit
with fewer of the options available). The program currently resides in
the ADAMS>DAVE user file sub-directory used by the AFWAL/MLBP Morphology
Group and other morphologists.

This program contains several analysis options for x-ray data
including parts of Desper's x-ray data reduction programs [l] with the
addition of curve fitting [2] and [3], line broadening analysis [4], and
degree of crystallinity subroutines (5] and [6]. Data from several
sources can be analyzed once that data is in a computer data-file [7]
and [8].




SECTION 2
PROGRAM THEORY

2.1 INTENSITY CORRECTIONS

The observed diffracted x-ray intensity (Iobs) is related to the

"ideal" intensity or the structure factor, |F| by the following equation
[9]: '

2

Ips =P L3 A |F * Ipeg * Line (1)
where P = the polarization factor,
L = the Lorentz correction,

j = the multiplicity factor,

A = the absorption correction,

|F| = the structure factor,

Ibkg = background or air scattering intensity, and
Iinc = incoherent or Compton's scattering intensity.

Each of these factors will be discussed in the sections below. Not
all of these factors need be accounted for in the final analysis

depending on what information is needed and what experiments have been
performed.

The angular position (20) of the diffracted intensity is dependent

on the spacing of the crystal lattice planes according to Bragg's law
[10]:

n\ = 2d sin 6. (2)
The d-spacing represents the lattice spacing where constructive

interference occurs with the diffracted beams as in Figure 1. The

reciprocal of the d-spacing is the reciprocal lattice vector: s = 1/d.
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2.1.1 Polarization Factor

The polarization factor takes into account the loss of intensity
resulting from the fact that the x-rays are polarized when they are
diffracted. This polarization factor is dependent on the diffraction
angle according to Equation 3.

2
P = 1 + cos™ 26 (3)

2

When x-rays are diffracted through a crystal monochromator to
obtain a narrow wavelength beam, then the polarization due to that
crystal must be accounted for as well as the sample polarization.
Equation 4 describes the angular dependence of the polarization factor
when the crystal monochromator diffraction plane is perpendicular to the
sample diffraction plane. This is the case with the Picker FACS-1
diffractometer which is why this equation is used by the program. The
equation takes other forms when the sample and monochromator diffraction
planes are oriented differently.

2 . 2
p = cos” 20" + cos” 20 (4)

1+ cos2 28"

The polarization numbers given in the Predata section which follow
"POLM" are the cos2 20' values for the particular monochromator and
wavelength used from which P values are calculated.

2.1.2 Lorentz Correction

Diffracted x-rays are visible only on the "sphere of reflection"
and the Lorentz correction accounts for the intensity not visible in the
observed intensity. This correction is both angularily dependent and
wavelength dependent. While the Lorentz and Polarization factors are
often combined in tables for a particular method these factors are

separated in this program because of the variety of forms the Lorentz

“as



correction takes depending on the type of crystals and their orientation
in the sample. For random powders of small crysals or unoriented bulk
polymer crystals this correction is proportional to the square of the
reciprocal space vector, or the so called Ruland correction [5). This
correction gets very large at high angles and is not always applied when
plotting intensities:

L = sinze cosf . ‘ (5)

2.1.3 Multiplicity Factor

The multiplicity factor, j, is equal to the number of reflection
planes contributing to the intensity at a particular Bragg angle. A
knowledge of the number of planes with the same or nearly same spacing
which contribute to a diffraction peak help determine the type of
crystals doing the diffraction.

2.1.4 Absorption Correction

The interaction of x-rays with matter produce more than diffraction
or scattering, matter can also' absorb the x-rays. The amount of
absorption is dependent on the number and types of atoms the x-ray beam
encounters in the sample which is dependent on sample composition,
density, and thickness. The actual thickness of sample through which
the x-rays pass is dependent on the diffraction collection geometry.
The absorption in fibers is dependent on many factors and the program
uses a look-up table from the International Tables for X-Ray
Crystallography [lla] to determine the absorption factor. The fiber
elemental composition and pR value (R is the fiber radius) are needed

for this determination.

The absorption in films is relatively easy to calculate depending
on the collection geometry. The most commonly used geometry for polymer

film sample is the Symmetrical Transmission Geometry shown in Figure 2.

To calculate the absorption correction one must assume an incident beam
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Figure 2. Symmetric transmission geometry.




cross-sectional area, a, striking a volume element at depth, x, of: a
secH dx. The linear absorption coefficient, U (calculated from tables
from the International Tables for X-Ray Crystallography [11b}), reduces
the intensity according to the exponential equation:

I = Io exp[-ut] (6)

For the above volume element both ll and l2 are added to give an
intensity at 26 of dI:

dr

IO a secH exp[—ll(ll + 12)] dx

I, a secO exp[-ut sech] dx (7)

The total intensity at 20 is then:

[

(o}

—
]

t
I0 a sec 0 f exp[-ut secB] dx
o}

I at sec 0 exp[-pt sec] (8)

The angular dependence of the absorption is simply the ratio of
intensities at @ degrees to 260:

Igo ) I0 a t expl-ut]
I2e Io,a t secH exp[-ut sec8]
- _exp[-pt (1 - secH)] (9)
secH

A more general equation for deviations from the symmetric
transmission geometry is in the program, as well as a similar equation
for normal transmission. The type of data collection defines which
equation shodld be used, which the program chooses from the predata

information.




Equation 6 is also used to measure film specimen's pt values by
allowing that specimen to absorb x-rays directly in front of the
detector and getting relative intensity values.

2.1.5 Structure Factor

The structure factor for a particular hkl reflection is the "ideal"
intensity of that reflection. It is a complex sum of all the atoms'

spherical scattering factors (fn) and position terms:

N
F(hkl) = I

. fn exp{ 27 i (h X, + k Y, * 1 z )} (19)

1

where h,k,1 are the reflection's Miller's indices and
X.r Yr 2, are the unit cell fractional coordinates for the
n-th atom of a total of N.

F is the Fourier transform function of f and vice-versa.

2.1.6 Background Intensity

The background is simply the intensity which reaches the detector
as a result of the main beam being scattered by air; also called the air
scattering. Within the program the background scan is normalized to
account for the absorption of the main beam by the sample.

2.1.7 Incoherent Scattering Intensity

Incoherent scattering is sometimes called Modified scattering or
Compton's scattering. It is called Modified scattering because these
are x-rays which have interacted with electrons in atoms such that
energy is lost from the x-rays (the wavelength of Incoherent scattering
is lower than Coherent scattering). Because of the finite size of
atoms, the phase difference between scattered waves increases with

increased Bragg angle. This results in a decrease in Coherent



scattering and an increase in Incoherent scattering as 20 increases.
The most efficient means of elimnating incoherent scattering is to use a
diffracted beam monochromator, but not all machines are equiped to do
this.

In the program, the incoherent scattering can be read in (CCOM
option 1) or calculated from the intensity at the highest angle. It is
assumed that the intensity at this highest angle is the sum of
incoherent and coherent scattering of individual atoms (no crystalline
diffraction). The program will then calculate the sum of the coherent
and incoherent intensities for the sample's composition from literature
values [llc, 11d, & 12], which are present as internal look-up
tables. The scattering factors are tabulated, as in the original
references, as values at equally spaced sinO/A. The value at the angle
of interest is calculated internally by an interpolation loop.

Both coherent and incoherent scattering factors are calculated to
get the incoherent scattering intensity as a fraction of the total
intensity at the highest angle by assuming that there is no diffraction
intensity at that angle:

- 2 '
Lot = Line * Iflcoh' (11)
where Itot is the total scattering intensity,
Iini is the sum of the incoherent intensities, and

|f|coh is the mean-square coherent atomic-scattering factor.

The coherent and incoherent intensities are calculated from the sample
composition and the individual atom's tabulated values using Equations
12 to 14,

2

|f|coh

1 1

where fi is atomic-scattering factor for the i-th type atom, and

Ni is the number of i-th atoms in the stoichiometric formula.




Iinc =R {i: Ni Iinci/R} /Zi Ni (13)

where R is the recoil factor for the scattering angle and wavelength,
Iinc /R is the tabulated incoherent intensities divided by the
recoil factor for the i-th atom.

R = (1+

Zhd  oin? -3 (14)
mc

where h is Planck's constant,
m is the rest mass of an electron, and

c 1is the velocity of light in vacuum.

The ratio of the calculated total scattering intensity at the
maximum angle to the calculated incoherent intensity is then used to
scale the calculated incoherent intensity at all the other angles. The
incoherent intensity can be entered in the data file using CCOM rather
than being calculated at the maximum angle but the rest of the procedure
is the same. The calculated and scaled incoherent intensity is then
subtracted from the total intensity at all angles.

The energy of the incoherent scattering is slightly less than the
energy of the coherent scattering because it is due to inelastic
interaction. This is why the recoil energy term is required for the

incoherent intensity, which is dependent on both the incident energy and
the scattering angle.

19




2.2 DEGREE OF CRYSTALLINITY

The degree of crystallinity of a sample is of particular interest
in semicrystalline polymer systems. In theory the measurement of the
crystallinity is simply the ratio of the crystalline contribution to the
total of any material property. For x-rays this property is the
diffracted intensity:

X = Icr
Ccr
I

tot

(15)

In practice the determination of the crystalline contribution is quite
difficult if precise absolute values are needed. Ruland describes [5] a
method for separating the non-crystalline contributions to the total
intensity and calculating a measure of crystalline disorder (see section
2.2.1). The extensive calculations and amount of experimental
measurements make this method difficult to use. A simplified version of
Ruland's method, easily applied with a computer, was published by Vonk
[6] (see section 2.2.2). This program allows the user to choose either
or both of these methods in the degree of crystallinity option (see
section 3.2.4)

2.2.1 Ruland's Method

In high polymers the x-ray diffraction peaks are generally broader
and more diffuse than other crystalline systems. The few crystalline
peaks present also tend to overlap each other as well as non-crystalline
scattering regions. Ruland's theory [5] accounts for the crystalline
diffraction and the loss of intensity due to disorder in the crystals,

such as thermal disorder and paracrystallinity [13].

11




Ruland defines the weight fraction crystallinity as:

(o] oo

2 2 2
_/; s Icrds /; s |f| ds

= . (16)

Yor f°°2 f°°2 2
Jo S I ds o s ;f| D ds

where ICr is the crystalline coherent intensity
I is the total coherent intensity,
|f| is the mean square scattering factor,
D is Ruland's disorder parameter,
szds is defined as the volume element of integration in s-space

but can also be understood as the Lorentz correction.

The disorder parameter, D, is assumed to have the form exp(—ksz) which
includes thermal fluctuations and assumes the other lattice

imperfections are generally isotropic.

A further assumption is that finite integration limits (so and sp)
exist such that:

S .

P2 ® o 2
[ sfiemas= [ g as (17)
sO SO .

is independent of the sample crystallinity and:

S ) S

Pe2: ds = X P2 1512 b as (18)
f s I (s - “cr s” |£]
S S

(o] (o]

Using the assumptions in Equations 17 and 18, Equation 16 may be
rewritten as:

12



S

P
‘/g 52 I ds

Ccr
- O
°p
2
JC s I ds
(6]

where Xcr is a constant and

S
p
2 2
Jg s” |£|” ds

K = —2 (29)

s
p
2 2
./; s” |£]|” D ds

o)

or -K(s_ss_/D,|£]) , (19)

p

The integration limits, So and sp are determined experimentally,
preferably with a common Sy One then solves the equation by
determining the series of K's that yield a constant xCr'

An important intensity correction for this analysis is the
subtraction of incoherent (or Compton's) scattering (see section 2.1.7).
This correction requires a detailed knowledge of the chemical
composition of the sample.

2.2.2 Vonk's Variation

Vonk [6] took the basic equations of Ruland's theory and defined
the ratio, R(s;):

5
R(s) ~ /X, (21)

where

13




2
R =
(Sp) (22)
fsp 2 ’
s, s ICr ds

and K is defined by Equation 20. The symbol, ., indicates that the left
hand function oscillates about the right hand function.

When D has the form:
_ 2
D = exp(-ks®) (23)

then K can be approximated by the first two terms of the exponential
series:

K=1+b g2 (24)

where b is a constant equal to k/2. Combining Equations 24 and 21, a

plot of R(s;) versus SS should oscillate about a straight line defined
by:

Y = X, + (/2 X,) s (25)

In the program the user inputs the integration 1limits and the
crystallinity»is calculated from such a plot. The plot can be viewed to
determine if those integration limits do in fact give an approximate
straight line.

A diffraction scan of the amorphous phase of the material is needed
to use this option since precise separation of the crystalline and
amorphous contribution is necessary.

14




2.3 CURVE FITTING

Curve fitting of diffraction data is used to separate the
crystalline and amorphous contributions or separate overlapping peaks
whose shape or breadth is of interest. This part of the program is very

useful for examining diffraction patterns of new or unusual systems.

2.3.1 Available Options

There are a series of questions in the Fitting Option section
(3.2.5) which define which of several fitting options the user wishes to
use. This section will explain those options and rationales for

choosing between them.

The first set of options are the same as the plotting options. The
most useful fitting option is the I versus s; the curves can then be
displayed or converted to either of the other options. The I x 52
versus s fitting corresponds to the intensity plots in Ruland's degree
of crystallinity determination or Vonk's variation of that technique but
the program will convert the curves to this type from fits of either of
the other options. I versus two-theta is a commonly displayed plot and
again the program can convert the curves if another fitting option is

used.

The options for the functional form of the fitted curves actually

consist of the following three related distributions [14].

Pearson Type VII  y(x) =y [l+(x—§32/(ma2)]-m ' , (26)
Gaussian y(x) =y, exp[—(x—i)z/azl (27)
Cauchy y(x) =y, (L+(x-x) 2/ (28)

where Y, is the peak intensity maximum,
X is center of the distribution,

m is the Pearson Type VII exponent,

15




a is related to the peak width according to the following
relations:

Pearson Type VII B = 2a [m(2V/™ -1);1/2 (29)
Gaussian B = 2a [1n(2)]]'/2 (39)
Cauchy B = 2a (31)

where g is the full width at half the maximum intensity.

When the exponent, m, is 1 then the Pearson Type VII distribution
reduces to the Cauchy, while as m approaches infinity the Pearson
distribution approaches the Gaussian form. The shape of the
distribution curves are very similar near the center but the Cauchy
distribution has much higher y-values in the tail regions than a
Gaussian distribution, which also increase the total area of the
profile for any given Yor and full width at half maximum. This can be
seen in a plot of Cauchy and Gaussian curves, see Figure 3.

The program allows the user to fit curves to any one of these
distributions. Since pure Gaussian or Cauchy forms are rarely seen
except in special cases, those options are not used very much.
Typically a mixture of Gaussian and Cauchy or the Pearson Type VII
function is used. The choice between these two is dependent on the user
preference. Mixed Gaussian and Cauchy curves can be used to obtain a
fraction of each form since theoretically the Gaussian nature results
from thermal fluctuations and the Cauchy nature from the incident beam
spread. For most system such separation is not so clear cut and the
decision on the option reduces to the one which by trial and error gives

the least deviation from the experimental curve.

The weighting function is a means of giving certain intensity
values different emphasis during the fitting. The exact place this
occurs is explained in section 2.3.2. The weight functions available
are the normallized square root of the intensity, this value being the
standard deviation in intensity under constant counting time conditions;

the reciprocal of the intensity, allowing better fits of the tail

16
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sections of the curves; and unity or no differences in weighting, used

when constant counting statistics are used in the data collection.

The operator has the option of fitting one or two experimental
scans if they exists. If you have an amorphous scan it should be used to
eliminate errors arising from trying to fit that region of the
diffraction pattern to a particular mathematical function. Diffraction
from a second phase (such as fibers in a composite) can also be fit. A
second phase can also be stripped out of the sample pattern by using the
second phase stripping option (see sections 2.5 and 3.2.7).

The fitting parameters for the second scan(s) consist of the
intensity mean value, its standard deviation, and the intensity at the
mean position (the approximate maximum intensity is the only parameter
the operator need enter). The program then calculates the partial
derivatives based on the scan's data in terms of the position relative
to the mean, in units of standard deviation, and scaled according to the

intensity at the mean position.

Sometimes when fitting data with large scatter or peaks with
shoulders, the program will not fit weak regions but instead set the
corresponding input peaks to much different positions or sizes than they
obviously should be. In these cases it is better to fit the large,
strong peaks first and then fit the weak regions with the strong peaks'
parameters fixed to the "best" fit from the initial fitting.

2.3.2 Gauss-Newton Method of Non-linear Least Squares

This method consists of defining an error function, SE, which is

the sum of the squares between the experimental points and the fitted
curve:

SE = . ‘v 2
f Wl (Fi Yi) (32)
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where W.1 is the weight given to the i-th point,
Fi is the fitted intensity at i, and

Y. is the experimental intensity at i.

The form of the fitted intensity, Fi, is taken from the functional
form from the fitting options which define the several parameters to be
varied by the program. This form is then expanded in a Taylor series
with respect to all of those parameters (as many as 56) about the last
approximate fitted intensity, Fi' for each point:

oF . (33)
1 =
Fi=F, +3 1

i op. .
J pj ﬁj

where pj are the estimated parameters defining the peaks being fitted
and

pj are the "“corrected" parameters:

-

.= p. + Ap. 34
P] PJ PJ (34)
1f we then define Tij:
oF.
T4 = : (35)
3Pj Esj
then SE may be rewritten as:
SE= 5 W. (F. +3% T..ps - ¥.)? (36)
RS S | N | i

1 J

Taking all the derivatives of SE with respect to corrected fitting
parameters and setting them equal to zero will yield a series of
equations which when solved will give the minimum value of SE, or the
- least error. This is only true if the initial parameters are close to
the correct ones since a drift towards a maximum is possible if one

starts too far away from the correct values.
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dSE
=@ =L W (F, -Y, + I T,.Ap.) T, (37)

apk i i i i i ij j ik

or

LApy T Wy Ty Ty =L W Ty (Fy - Yy) (38)
j i i

Since both of these equations are repeated for all the parameters, Py s
they can be represented more conveniently in matrix form:

[Blx(AP) = (G) (39)
where Bjk = Wi Tij Tik

i
Hop He ™M

S

W, To (B, - Y.).
Solution of Equation 34 by diagonalizing the matrix, [B], gives values
of Apj which can be added to the estimated pj's to give corrected pj‘s.
In principle this procedure need be performed only once but in practice
many iterations are required to give the best fit.

The program asks for the initial fitting parameters and at the end
of each iteration generates a new set of fitting parameters which should
be better than the set used at the beginning of that iteration. The
next iteration uses those new parameters as the approximate values and
starts the entire process over again. The program will continue until
the error values for each iteration converge on a single value or 30
iterations have been completed.
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2.4 LINE BREADTH

2.4.1 Integral Line Breadth

The integral breadth option simply calculates the total integrated
intensity in an angular range chosen and divides this value by the
maximum intensity. The integral breadths calculated with this option

can be used to calculate the size of crystallites by using the Scherrer
equation [15]:

B = fIIde (49)
o
[ = K\ (41)
2 B8 cosh

Within this option there are three background correction
alternatives. The first is no background subtraction at all, the second
is a constant value for the background, and finally a straight line

background connecting the intensities at the angular range limits.

The last method is preferred unless one or both sides of the peak
profile are not separated from other peaks. This would necessitate one
of the first two alternatives as well as careful selection of the range
limits.