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EXECUTIVE SUMMARY

This effort investigated the applicability of the Teradata DBC/1012
database computer to support Command, Control, Communications and

Intelligence (C3) functions.

The DBC/1012 is an excellent choice for new C3I systems, It has far more
capability than current mainframe DBMSs for most C3I applications, The
DBC/1012 can provide continuous 24-hour, 365-day year operation using two
or more host processors. It has excellent integrity support and good
concurrency control and deadlock detection/resolution. The DBC/1012 is a
very complex black box with security in hardware, which makes security
assessment difficult. Security tools are good but probably not sufficient
for multi-compartment operation. Fifteen significant digit floating point
calculations can be performed inside the database machine, The Teradata
DBC/1012 has an excellent foreign file capability, good facilities to

browse data, and good tools for structured queries to support looking for

patterns or trends in data.

The DBC/1012 would be very difficult to embed in an existing tightly
coupled information system, and most current C31 systems are tightly
coupled. However, when additional functions must be added to current

systems, implementing them on a Teradata 1012 might be desirable.

The Teradata DBC/1012 1s a unique architecture of multiple processors,
direct access st -age devices and software forming a parallel Multiple
Instruction Multiple Datastream (MIMD) computer. The modular design can
accommodate up to 1024 processors and suppert a theoretical data storage
capacity of one trillion bytes. The largest configuration currently built

consists of 60 processors and 60 disks.
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The DBC/1012 operates as a dedicated back end attached to one or more host
computers, At present, only IBM and IBM plug-compatible computers are
supported. However, plans to attach to other manufacturers' machines are
in progress. Interfaces to the IBM PC are also 1in the planning stages.
The same DBC/1012 is intended to be capable of interfacing machines of
different manufactures at the same time, thus providing an intriguing
capability to access the same database wusing computers with truly

different capabilities.

The DBC/1012 employs a relational data model with records evenly
distributed across disk wunits to provide parallel asynchronous processing.
Access 1s supported by the TEradata QUEry Language (TEQUEL) - a high-level
non-procedural dialect of SQL. Plans have been announced to be fully
compatible with SQL when the standard is approved. Modes of operation
range from interactive database query in TEQUEL to invocation by
applications programs executing on the host. COBOL and PL/1 preprocessors
are available at present. The DBC/1012 should be accessible by any

language resident on the host.

The system is constructed of off-the-shelf extremely reliable hardware,
and 1is assessed to be highly reliable and maintainable. It is redundant
in both hardware and software with non-stop operation and non-stop repair
under most failure events. Attempts to devise a problem to saturate the
only non-multiply redundant component of the DBC/1012, the Y-net, were
finally successful in a 128 processor, U498 terminal system simulation
whe~e each terminal was updating the entire screen from the database,
pixel by pixel. No problem at all likely in practice achieved 10% usage
of the Y-net.

The DBC/1012 capacity statistics are up to 32,000 databases, 32,000 tatbles
per datatase, 256 columns per table, 30,000 records (rows) per table, and
30,000 bytes per field. At present, each disk can hold 300 megabytes plus

overhead, Efforts are under way to reduce this overhead. Analysis
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indicates virtually no loss 1in parallelism for primary key activities as
the system grows and the next database software release plans the same

capability for secondary key activities,

Human factors are excellent, with particularly desirable suppport to data
administration. It is easy to specify input validation criteria,
restructure and expand machine configuration. 'Create data base’
privileges can be granted and controlled. Extensive reports are available
covering network processor and storage utilization, user activities and

privileges, and database and table ownership hierarchies.

The only identified limitations of any significance are lack of a roll
forward capability, which is announced for 1late 1985 1in software and
announced without date in hardware, and lack of a capability to name group

indexes, which is an annoyance but should not limit usage.

The analysis consisted of a study of the DBC/1012 characteristies in terms
of functionality, throughput, data access, response time, fault tolerance
expandability, error recovery, bundled software and existing interfaces.
The study included 1literature analysis including patents, rperformance
modeling, extensive discussion with Teradata corporate perscnnel, and

limited hands on experience.

The most significant aspect of the DBC/1012 architecture is the method of
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integrating the system components under the Y-net interconnection bus.

The components are off-the-shelf devices, currently Intel 8086 processors,

T T Y
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which can be upgraded when newer components become desireable. The

inter-connection scheme allows the configuration components to run 1
asynchronously, passing and receiving messages when necessary to other j
system components. Messages are passed within the system under a protccol -
which uses codes embedded in each message to determine message pricritiec. Q
Thus, no controlling processor is needed to goverr the parallel processing -
A
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The DBC/1012 currently has a small customer base, Eight customers were
contacted, three of which were willing to provide detailed information on
their specific DPBC/1012 configurations and assessment of the product, In
general, the customers were pleased with the system itself, and with the
hardware and software support provided by Teradata Field and Systems
Engineers. Specific negative comments were directed toward small errors
in software which either were repaired in subsequent releases or are being
addressed. The general consensus 18 that the hardware and software are

robust and mature to a degree unusual in first offerings.

The hands-on session appeared user-friendly and demonstrated the ease with
which database requests would be generated by a wuser with a general

working knowledge of SQL.

A microprocessor-based analytic queueing model was built to predict
performance characteristics. The results of this model closely matched
those obtained during Teradata benchmark tests. Parameters of the model
enable specification of configuration in terms of number of and mix of
devices; devices in terms of processor rates and system buffer size, load
in terms of requests per user per minute and number of users, data base

characteristics and application parameters.,

Scenarios were developed to examine the effects on the system of specific
types of requests to investigate typical photo interpretation and
indications and warnings activities, and to duplicate the Dbenchmarks to

validate the model and extrapolate to larger confizurations.

For primary key retrievals, a linear performance curve was obtained, with
absolute processing rates theoretically reacrhing alwost 5000 transactions
per second for an optimally specified configuration of 1024 processors.
For secondary retrievals, the performance curve leveled off at 12
transactions per second. Modeling the announced new software release

yieldea secondary key operations in line with primary key retrieval.

Vi




1

THRLERT LSS
FRTAEE ] SRR
PRR A B

gt
. M
'
a1

.

LA Ak
e . ..

"
.

[

XYY,

TYTYY

T A

e
[y

2

A
R N

Clin T ahdad "5‘9‘7731

N
. ’ . PR .
, .. e

R T

IS B R T

o

Update operations were also linear. The maximum configuration supported
720 transactions per second, Joins peak at approximately 100 transactions
per second, and performance levels off at 256 processors, due to excessive

internal communications.,

The PI scenario yielded 1100 transactions per second for an optimally
configured 1024 processor system. Performance improvement was linear
under expansion of configuration and workload., The I&W scenario exibited
leveling off due to Join operations. Maximum performance under optimal

configuration reached 475 transactions per second.
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SECTION 1
GENERAL

1.1 Introduction

This is the Final Technical Report under the C3I Teradata Study effort,
Contract Number F30602-85-~C~-0029. It contains a summary of those analysis
activities described in two previously delivered documents: Teradata

Operations. A detailed description of the DBC/1012 performance analysis

activities and tradeoffs and technical considerations is also presented to

develop an overall assessment of the support potential the DBC/1012 holds

for the C3I operations environment.

1.2 Project References

The following documents, in addition to those reports specified above, are

directly applicable to the completion of the project:

a. Statement of Work (SOW), C3I Teradata Study, RADC PR No.
I-5-4338, July 5, 1984,

b. C31 Teradata Study Technical Proposal, Mc2, October 11, 1984,

A reference list of material consulted during the performance of this

project is provided in Appendix A of this report.
1.3 b i ons

Terms and acronyms used in this document and subject to interpretation by

the reader are listed in Appendix B,
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1.4 Report Organization

OG- 00

The remaining sections of this repcr*t are as follows:

.
.

SECTION TUELC

2 Project fliow, tasr descriptions, and technical

apprecaches ergpioyed.

3 General description of the DBC/1012's capacities,
configuration, the TEQUEL DBMS language, and host

system requirements.

L Engineering assessment of the DBC/1012: analysis of
Teradata U.S. Patent information, benchmark
testing, hands-on experience, customer surveys,

and reliability analysis,

5 Performance modeling: the Mc? performance model,
model parameters, test descriptions, results, and

performance assessment.

6 Summary of DBC/1012 applicability to C3I operations
in the areas of functionality, integrity, data base

administration, and insertion into existing systems.

T Overall assessment summary of the DBC/1012 and
recommendations.
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SECTICN 2
PROJECT SUMMARY AND TECHNICAL APPROACH

Section 2 defines the objective ot the C3I Teradata Study effort, details
its associated tasks, and describes the technical approach followed in

conducting the effort.
2.1 biective

The objective of this effort was to investigate the applicability ot the
Teradata DBC/1012  data base machine to Command, Control, and
Communications (C3I) operations. The context of this investigation
included the study of the DBC/1012's architecture and functionality and
the assessment of how these features mapped to the C3I data management

domain,

The DBC/1012 1is a distributed, flexible system configuration which offers

parallel processing support to DBMS operations, Berore the advent of the
DBC/1012, commercially available data base machines were basically
sequential, "back-end" processors connected to a host computer via a data
channel, Although some of these machines have incorporated special
purpose function architecture (SPFA) for the optimization ot data access
operations, they have not exploited the advantages of parallelism.
Parallel~architecture data base machines have been the subject of
concerted research and development efforts, but they exist as
one-of=a<kind or ‘'"paper" systems only. Thus the DBC/1012 occupies a
unique position 1in the data base processing enviromment: it is both a
parallel multiple-instruction/multiple-datastream (MIMD) architecture, and
it has been employed in the applications environment by various commercial

organizations since early 1984.

Automated C31 systems have grown from the simple weapon and target
inventories of the 1950s, ccntaining a few thousand records, to the

on-line, nedr real time, multi-user systems of today, containing hundreds
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of thousands of records, and performing many of the functions previously

performed by humans, or not performed at all. Advancing technology has

I ianhe an odi
P

made it possible to address requirements which have existed all along, but

»

-

.W- ;

have previously been impossible to satisfy. This increase in capabilities
has involved advances in both computer systems technology (particularly in

storage technology and information sciences), and military science

- =
']

e

(particularly in force management and targeting concepts). The advances
in estimative intelligence methodology, which attempts to discern the
peaning or significance of reported events, attempts to infer additional
facts, and attempts to predict future events; and the phenomenal growth in
sensor technology have also contributed to the growth of c31 systems. In
addition, improvements in communications have made it possible to manage

forces in ever smaller increments.

Corresponding to the growth of c31 systems and capabilities has been the
increase in the magritude and complexity of the requirements levied upon
then. As thce tnreat has increased, it has been incumbent upon c31 systems
to ao nmore things, using larger data bases, and to do it all faster. In
addition, the consequences of not doing it right have become more severe,

Figure 2-1 lists these increasing demands on c31 systems.

In summary, the objective of ths effort implies several questions:

0 Does inserticn of a DBC/1012 into a C3I system enhance
- operations in the areas of functionality, integrity, data base
b
ti ~dministration, and performance?
%
<
fi o Are there classes of C3I systems (based on data base size,
L
;- operatiocnal performance requirements, specific functionality,
E} etc,) which would particularly benefit from insertion of a
b .
b rBCc/101e27?
.
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(o} Are there situations which cause significant degradation of
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parallelism in the DBC/1012, and if sc, are they manifested
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in any phases of c31 processing?

l

2.2 Iask Descriptions and Technical Approach

The C3I Teradata Study consisted of four tasks:

X

e o] Task 1: Determine and document the characteristics of the =
if}? DBC/1012 with respect to functionality, throughput,

if;i upgradability, data access, response time, fault tolerance,

(; extensibility, error recovery, bundled software, and existing ?
e interfaces. \
i
e (o} Task 2: Determine and document the applicability of the

ai: DBC/1012 to C3I operations in terms of current capabilities,

iif: identified needs, and future trends. -
E X 0 Task 3: Identify how the introduction of a DBC/1012 can enhance -
: the data administration functions of the overall data handling f

systen. :

;i ; 0 Task 4: Analyze and document tradeoffs and technical

Py considerations resulting from performance of the above three

?ﬂ} analysis tasks to provide a firm foundation regarding R

|:ﬂ£ integration of the DBC/1012 in a C3I environment. 2

-

'i!é The technical approach employed in performing these tasks consisted of

:té; three main activities which spanned all tasks of the effort. :
D ]
i R
. "
-
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The first activity was a data collection and analysis of Teradata system f
manuals, dati base technology literature, and a review of C3I systems e
e

documentation, The goals of this activity were to become familiar with -j
all aspects of the DBC/1012 hardware, software, and data base management, é
ﬂ

i

and to establish a foundation of general €3I requirements against which
the perceived capabilities and/or shortcomings of the DBC/1012 could be

evaluated.

The second activity was an engineering analysis of the DBC/1012. An

analysis of the architecture of the machine was peformed through the study

LN A
LW

of the United States Patents issued for the eventual DBC/1012 parallel

& configuration and interconnection network, Data collection activities
wer~ conducted at the Teradata corporate headquarters and manufacturing
facility to ascertain DBC/1012 future product directions, and to resolve
issues raised by the Project Team in the initial phases of DBC/1012 study.

‘fﬁ Survey forms were developed and sent to Teradata customers in attempt to

assess reaction to the DBC/71012 by its user community. Benchmark

cerformance data was collected and analyzed to determine achievable
processing rates and factors which affect processing performance, Limited
hands-on experience was conducted to determine the user-friendliress of

the system and witness first-hand response rates for differing functions.

Q%;% A reliability analysis was also conducted. Conponent failure <data was
ﬂjfj collected and a Failure lode Effect Analysis (FMEA) was developed to
._ indicate potential points of failure 1in the configuration and their

effects on total system operatior.

1
v

R

i i W

b Since the contract did not include access to a DBC/1012 site, and since .E
?l‘ riost of Teradati's performance benchmark materials 1involved sensitive -
:%:i. customer or corporate confidential data, a performance model was j
constructed or an Mc2 facility microcomputer., The model wes tuilt in nuch d
:3:il the same way as the performance predictive model created by Teradats 'i
’,5 personnel; data base requests were subdivided into machine TCBC/1C12
A .
SO processor conponent operations, and ultimately divided into cycles whote h
._:-_ " 1
AR times were btased on the hardware characteristics of each component. The -
s, - 1
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performance model facilitated the analysis of various data base requests
under changing parameters, such as number of users, variations in the

configuration of the DBC/1012, and differing data base element sizes
(e.g.; row, column, etc.). The performance model was also used to predict
response times for varying C3I workloads which were postulated based on
requirements specified in the project references and known from past
corporate C3I studies. Model validation procedures where followed to the
extent that performance characteristics derived from model runs were
similar to those collected from benchmark testing. For example, where the
Teradata Benchmarks showed linearity of performance, the model also
produced these results. The model was not meant to precisely predict a
processing rate under given conditions; rather it was developed to be an
aid in analyzing DBC/1012 performance behavior for currently non-existant
high-end systems. In many cases, model outputs were very close to actual

performance figures,

Figure 2~2 illustrates the general task flow of the erfort, highlights the
technical approach employed, and summarizes the effort's resultant

products,
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SECTION 3
DBC/1012 DESCRIPTION

. e
o -L-LA;&LJ e

IR 1
P

The DBC/1012 is essentially a standalone data base management system which
includes host-resident software supplied by Teradata. The fully redundant
hardware, firmware, software, and an optional "fallback copy"™ of user
data, resides within the DBC/1012 system which attaches to one or more
host CPUs.

The DBC/1012 employs the relational model of data as opposed to a
hierarchical or network structure. Records are evenly distributed across

a number of processors and disk storage units allowing for asynchronous

2
i
]
;:a«;
™
j'

processing of data. The modular design ot the DBC/1012 Data Base Computer
can accommodate up to 1,024 processors, theoretically allowing for up to a
terabyte (1,000,000,000,000) of data.

Access of the data takes place through a high-level nonprocedural language
called the Tiradata QUEry Language (TEQUEL). TEQUEL statements are used

for data definition, data manipulation, query, report writing, and

A

control,

-1
A Data Dictionary/Directory c¢ontains intormation which may be accessed by ::
the wuser. Information on tables, views, macros, data bases, users, Cj
ownrerships, space allocation, accounting, and access rights, Information fj
in the Data UDlicticnary/Directory is updated automatically during the 1
processing of TEQUEL data detinition statements, and used by the TEQUEL Tf
Parsr to obtain information required to procecs all TEQUEL statements, :]

]

Additional software supplied by Teradata includesr general purpose
utilities for dumping and restoring data bases for bulxk lcading of data

from the hLcst computer, Syst maintenance faciiities pruvide a trouble

icg, automatic testing of pro .sors at startup, and icolatiorn, diagnosis,

ard repailr of offline processors during online operditicof,
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This section desecribes the TBC/1012 configuration, the TEQUEL DBMS
language, configuration and data base capacities, and the host system

requirements for integrating a DBC/1012 into an existing ADP environment.

3.1 C onfigu ion
The following paragraphs present the hardware and software components
found in a DBC/1012 configuration, Figure 3-1 illustrates the DBC/1012's

primary components,

The major components of the DBC/1012 are:

0 Host-Resident Software
e o Interface Processors (IFPs)
[?: o} Ynet Interconnection Network (Ynet A and Ynet B)
Ei. o] Access Module Processors (AMPs)
& o Disk Storage Units (DSUs)
rl o] System Console and Printer
Eﬁ
- 2.1.1 Host-Resident Software

The function of the Host-Resident Software is to allow users to conduct
sessions with the DBC/1012 from the Host CPU in interactive, batch, or
on-line environments. CLI service routines, PL/1 and COBOL preprocessors,

Interactive TEQUEL, and Batch TEQUEL are the DBC/1012 interface vehicles.

Host-Resident Software supplied by Teradata comprises of the following:

o Teracata Director Program (TCP)

o

Call=lLevel Interface routines (CLI)

TEACI
e
PRI

o] COECL Preprocecsor
o) FL/1 Prejrocensor B
.~ o
interaotive TREGUEL CITHLS
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The Teradata Director Program (TDP) manages communication between an
on-line transaction program, a batcn program, or ar 1TEQ/BTEQ session and

the DBC/1012., The TDP runs 1in a dedicated address space in the host CPU,

"‘
."‘
_"1

Kl

-"q

CLI service routines generate supervisor calls (SVCs) from TEQUEL requests.
The TDP wuses the SVCs to <c¢reate request messages which are then

communicated over a block multiplexer channel for processing by an IFP,

Once the request has been processed, the response is transmitted back to
the TDP via the multiplexer channel from the IFP and returned to the

proper program or session via a CLI service routine.

Call-Level Interface (CLI) service routines, providea in a library by
Teradata, may be used by an application program written in a high level
language that has a CALL statement. CLI service routines hanale the
actual program interface with the DBC/1012 Data Base Computer. CLI
routines also maintain a context for each session and each request thereby
providing session control. A list of all the CLI routines is provided in
the DBC/1012 Data Base Computer Host Interface Manual.

Tne CuBuL and PL/1 Preprocessors convert TEQUEL statements embedded in
CuBuL and PL/1 programs into calls to CLI routines and Preprocessor
support routines. The Preprocessors permit the full usage of TEQUEL data
manipulation capabilities by allowing TEQUEL statements within COBOL and

PL/1 source programs.

Interactive TEQUEL (ITEQ) enables a user at the terminal to interact
directly with the DBC/1012 without the need to develop application
software [DBC-1:3-19]. ITEQ includes functions for controiling the

operation of the terminal, entering, editing, and executing TEQUEL

statements, formatting output, writing reports, and executing macros.
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The Mateh TEQUEL facility (BTEQ) allows a user to execute, in batch, a

seript  that consists of a number of TEQUEL statements, It also provides
functions for reading and writing to host files, using more than one

cession for a job, formatting output, and writing reports.

(V)
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IFPs manage the dialog between a user session in a host computer and the
DBC/1012, IFPs parse, translate and analyze a data base request from the
host CPU, and decode the request message 1into a series of request steps
which are then transmitted over the Ynet to the AMPs. IFPs also coordinate

responses as they are returned back over the Ynet from the AMPs.

The IFPs hardware configuration is composed of a CPU/Controller, memory,
and two Yret Interfaces. Tne CPU/Controller is based on the Intel 8086
and 8087 processors (soon to be upgraded to 80286/80287 processors), and
an 8089 input/output processor for managing the interface to the host
multiplexor channel. The IrP memory consists of two megabytes of error
checking, single bit correction RAM, and 64K bytes of EPROM. The two Ynet
interfaces each contain 32K bytes of high speed RAM used to buffer message
blocks. The CPU/Controller, memory, and the two Ynet Interfaces are

implemented on four separate circuit boards.

Residing in the IFP 1is the DBC/1012 software consisting ot the Teradata
Operating System (TOS), the TEQUEL System, and parts of the Data Base
Systenm.

An IFP nas five basic components:

Session Control

Q

C Host Interface
¢} Tequel Parser
< Ulspatcher

5 “net Interface
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Session Control processes logen and logeff requests from the host and

establishes sessions, R

The Host Interface controls thie exchange oI messages between the TDP and
the DBC/1012.

The TEQUEL Parser interprets a request message from the TDP, checks it for

syntax and evaluates it semanticaltly. Next, it decodes the request into a

series of data manipulation steps necessary for routing the request to the

appropriate AMP(s), and passes the steps on to the Dispatcher.

I'P o,

1

The Dispatcher controls the sequence in which the data manipulation steps
are executed, These steps are then passed to one of the two available

Ynet interfaces based on a Least~Recently-Used algorithm,

a l‘-

SRS ¥ e e

The Ynet interfaces control the transmission of the messages (data

manipulation request steps from the IPF to the AMPs, and results/status/

~_.1
K
A
_:.4
fj

error responses from the AMPs to the IFP). Responses (results or error
messages) are subsequently returned to the host-resident TDP from the IFP

over the host DBC/1012 block multiplexer channei,

3.1.3 JXYnet

The Ynet functions as the interconnection network between the IFPs and the
AMPs using an array of logic containing sort and merge functions, The

DBC/1012 1is equipped with two Ynet networks; tnet-A and Ynet-B. Both

SR
RO Iy L)

e -

.<
L

networks operate concurrently sharing the communication of request steps

from the IFPs to the AMPs and returning data from the AMPs back to the _i
';; IFPs. Each Ynet serves as a backup of the other. Tney are independent of :J
.. . 'J
k?- each other in physical partitioning, electricai power, internal clocks, "4
b . .
b and interface logic. ‘1
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The Ynet node board contains logic for up to eight processor modules. A

node expansion board contains logic to connect up to four node boards or

four node expansion boards in order to extend the Ynet.

The 1Ynet interconnection network is a tree structure which employs clocks
to strobe data/status messages from one level to another in the tree
hierarchy, At the bottom of the hierarchy are DBC/1012 processors; the
IFPs and AMPs., Message output from these processors must compete with
each other at each tree node on their journey to the tree apex according

to the following message priority scheme (listed here in descending

order):
o First arrival at a network node
o Lowest command code
o] Lowest key field
o) Shortest key field
o} Lowest data fieid
o Shortest data field,

When a message gains control of a node, it may then compete for control of
the next higher node. Losers are terminated; their originating processors

receive a "collision" indication. The processors must then wait until the

winning message has been transmitted betore they can resubmit their

messages to the network (a winning message is a message which has arrived

at the apex node).

Since fault detection is vital to the successful operation of the DBC/1012

parallel configuration, error messages are given the lowest value command

[ codes, Tnus error notification messages, such as processor faults, always

preempt normal data request and response message traffic.
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Once a message reaches the apex node of the network, it no longer is

subject to contention and is broadcast to all processors on the network,

The number or node levels or tiers 1n a network of processors can be

determined by the following formula:
N:Int(log2p)

where
N
P

Int is the Integer function

number of node levels

number or IrPs and AMPs

Thus, for a maximum configuration (see Section 3.3) of 1024 processors,

there are ten tiers in the interconnection tree.

3.1.4 Access Module Processor

Tne AMPs control access to the Disk Storage Units (DSUs). They receive
the requests forwarded by the IFPs, perform the required data
manipulation, and send the appropriate response back to the IFPs over the
Ynet. AMPs also may communicate with each other; for example, during the
execution of JOIN operations, and in deadlock detection/resolution

processes,

Each AMP can currently control access for up to two DSUs, Future

enhancements may expand AMP control to four DSUs,

AMPs can be "clustered" by the system administrator to provide additional
data availability. Clustering increases the probability that all system
data is available even if two or more AMPs fail simultaneously, as long as

the AMPs are not within the same cluster.
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szi The hardware for the AMP is similar to that ot the IFP,  The AMP contains
t}:: two Ynet Interface Modules, Memory, and a CPU/Controller. The Controller
t%i' in the AMP differs in that it contains a Signetics 8X300 microprocessor
b
E{{ for managing the industry standard SMD interface to the Disk Storage Unit,
. rather than the Intel 8089 processor for I/0 control.
[
"
f;}' Residing within each AMP are the Teradata Operating System and the Data
A Base System. The Data Base Manager, DBM, is a subsystem of the Data Base
N
) System.
fj; The primary functions of the DBM subsystem are:
o Receiving steps from the IFP
N o Processing the steps against the data base
2?;' o Logging
L ol Sending update messages to fallback AMPs
i“ o) Data base reorganization
' 0 Returning responses back to the Dispatcher in the IFP
Tne AMPs aitso provide for the transition betwen 1logical organization ot
data and the physical organization of data on the DSUs.
au 3.1.5 Disk Storage Unit
DSUs are currently Fujitsu M2351 Winchester-type disk drives. Each has a
;5L 474 megabyte capacity. They are fixed, sealed modules with an average :2
~3f1 seek time of 18 milliseconds and a transfer rate of 1.9 megabytes per :f
Zii; second., After formatting by Teradata into: (;
o 7
o 842 cylinders per disk if
o 20 tracks per cylinder 53
Q;”L c L6 sectors per track fa
" o 512 bytes per sector
o

3-8
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approximately 300 megabytes are avallable for wuser tables. More DSU
capacity is planned., Newer DBC/1012 configurations will be furnished with
CDC 515 megabyte D3Us.

If two DSUs are used per AMP, available storage is increased by a factor
of 2.2, since the DSU pair is considered as one logical disk. Portions of

the DSU system area are not replicated on the second disk.

Each DSU has a System Area and a Table Area. The System Area contains
system programs and system tables. The Table Area is made up ol a Prime
Copy Area where user data base(s) reside. Upon request, a Failback Copy
Area and additional Spool File Areas may also be atlocated within the

Table Area.

When first installed in an organization, the DBC/1012's DSUs contaln a
single data base named "DBC", It is from this space that the system

administrator assigns space to all other organizations.

Residing on each cylinder of a DSU 1s a Cylinder Index to facilitate the
retrieval of rows and to locate the physical storage or data on the disks.
The Cylinder 1Index contzins a Data Block Descriptor List (DBList). An
entry in the DBList specifies a table identifier of the rows stored in a
block, the row identifier of the first row in the block, and the disk
aadress of the block. The DBList 1is sorted in ascending order ot table
identifier and row identifier of the first row in each block ss that a
binary searcn can efficiently locate the block where a specific row is
stored [DBC-2:5-9],

3.1.6 System Copsole and Printer

The System Console, an IBM PC, allows the user to communicate with the
DBC/1012 in order to display reports on system status, current
configuration, and performance, as well as to control system and
diagnostic operations. A hard copy of the reports may be obtained on the

optionai System Printer.

3-9




Through any connected processor, an operator can communicate with all the
other processors in the system via the Ynet. Certain system functions,
svch as the rebuild and the reconfiguration may aiso be invoked from the
console, Offline utility and diagnostic programs are also available on
diskette and can be loaded and executed on a processor under the control

of the console,

3.2 System Flow

Tne System Flow between Host CPU and DBC/1012 can be described in general

terms as follows:

A user application generates a TEQUEL request. The request is transmitted
by the Teradata Director Program (TDP) over the host Dblock multiplexer
channel to an Interface Processor (IFP) of the DBC/1012. The IFP decodes
the request into a series of steps and routes them over the Ynet to the
appropriate AMP(s) and waits for a response request to be returned from
the AMP(s). The IFP then returns the response request to the appropriate

user application. A more detailed explanation follows.

Tarough a COBOL, PL/1, ITEQ, or BTEQ TEQUEL statement, or a high~leve.
language's CALL statement to a CLI service routine, a TEQU&L Request 1is
generated, The TEQUEL Request 1is announced to the Teradata Director
Program via the Teradata supplied supervisor call (svey, or by
cross-memory services, depending on the version of host-resident software

being used., From the TEQUEL Request, the TDP creates a Request Message.

A message is made up of a message header, a request number, and message
data. Tne message header contains a session number, Message requests
S arso specify whether response data is to be returned in record or field
,:,5 : mode, Parceis are the logical subdivisions of a message. Physical
subdivisions ot the message, Packets, are transmitted across the host

multiplexer cnannel to the IFP.

(W)
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The 1IFP's Host Interface receives the message from the TDP across the
block multiplexer. The Session Control within the IFP establishes a

session and request number as well as establisning a host ID number.

The TEQUEL Parser, within the IFP, interprets the message, applies syntax
checks, evaluates it semantically, refers to the Data Dictionary/
Directory, to resolve symbolic data names and to make integrity checks,
and finally decodes the request message into a series of low=~-level data

manipulation steps necessary for routing and resolving the request.

Request steps are then passed to the Dispatcher which contains execution
and response control. Once the sequence in which the steps are to be
executed 1is determined, the steps are passed to the Ynet interface.
Depending on whether or not the request is a prime-key request or a
multiple row request, the IFP transmits the step over the Ynet to a
specific AMP or all to AMPs.

The request steps are accepted by the AMP's Ynet Interface and acted upon
by the Data Base Manager Subsystem to perform the indicated functions,
The AMP prepares a response request and transmits it back over the Ynet to
the IFP Dispatcher,

The IFP Dispatcher's response control is responsible for sending the

response message back to the user application input buffer.

3.3 1Ihe TEQUEL Language

TEQUEL is a non-procedural data base language that provides facilities for

data definition, query/update, and administration. TEQUEL 1is, in many

respects, similar to IBM's SQL dialect of SEQUEL. Teradata states that

the TEQUEL Data Manipulation (DML) 1is approximately 80% compatible with
SQL DML. Ongoing TEQUEL DML enhancements are closing the gap.
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The following paragraphs discuss the three general classes of TEQUEL

statements and overview similarities and differences between TEQUEL and

3 2, Y,
P

SQL. Detailed statement descriptions are contained in Appendix C of this

report.

3.3.1 a efi ua

The data definition conventions supported by TEQUEL conform to the
relational model of data, that 1is, data is defined as consisting of tables
of intormation (relations) in a flat structure (i.e., no repeating groups,
ne "owners"), The terminology maps into relational and classical

terminologies as follows:

IEQUEL RELATIONAL CLASSICAL
DATA BASE DATA BASE DATA BASE
TABLE RELATION FILE
COLUMN DOMAIN FIELD
COLUMN NAME ATTRIBUTE FIELD NAME
ROW N-TUPLE RECORD
FIELD, VALUE ATOM, TUPLE DATA ELEMENT

3.3.2 Data Manipulation [.anguage (DML)

TEQUEL performs the relational operations of PROJECT, SELECT, and JOIN.
These operations are not explicitly invoked by name, but are implicit in
TEQUEL statements and clauses such as RETRIEVE FOR EACH and CREATE VIEW.

3.3.3 ata Administration Language

DAL commands are used by the Data Base Administrator to tune the syctem,

control access to data, allocate rescurces to users, and monitor use,

=1
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i}? Some DAL commands have data definition and data manipulation
e characteristics (such as CREATE DATABASE), but are included in this
o category because they are not normally invoked by end users or

et programmers.

3.4 Capacities

\
[ 3.4.1 Configurations
,ﬁfi The minimum configuration as stated by Teradata is two IFPs, four AMPs,

b one double Ynet, and four DSUs, This configuration requires two hardware

cabinets,

Teradata states that the maximum DBC/1012 configuration is 1024
processors. These processors include both IFPs and AMPs. Currently, two
DSUs can be attached to an AMP. The Teradata briefing handout given at
. the 1985 Syracuse University Minnowbrook Workshop on Data Base Machines
iy showed four DSUs attached to a new 80286-based AMP. A four DSU/AMP
capability has not yet been established. Teradata states that this
capability will be influenced by currently ongoing performance studies

using the upgraded Intel processor.

The number of IFPs in a configuration must be at least two and can never

AN be greater than the number of AMPs. The number of IFPs installed in a
:::- configuration depends on the forecasted transaction workload. More
ST
o concurrent users or user-generated sessions require more IFPs to convert
oo
'i;i data base requests into process steps. The AMPs perform the actual data

e base processing in a configuration. Thus, size of the data base and

fﬁf} complexity of data base operations are used in determining the optimum

flf; number of AMPs for a given configuration,
®,

3 ‘."‘.\ -
p ]
by '
o -

oy 3-13
- {
g

i T o e e watn s ‘.1'.‘;..- e g o n 2.4




Al are A am Aed ari aeh B A Sk Saa s el o ath SR el abh. ahl i el ekl i Ab-aStani S Etic utiie

e 2ata Dase Japagitlies

Turing tne Uir ot prnafe of  tne effort, a model was constructed to calculate
maxiCun SLordpe capacity  of  the DBC/1012 based on 16 AMPs per IFP and two

{50 per AMP ucirg four sets of assumptions concerning configuration and

application., BResults were as follows:
A SSUMPTLON SET DBC/1012 CAPACITY
The Theoretical Maximum .636 Terabytes(TB)
A "representative" C3I record structure Lul41 TB
A "representative" Cartographic record 545 TB
structure

Systems Manual [DBC-3:6-7 to 6-10] example L174 TB

If the FALLBACK option is exercised, these capacities are divided by two,
Differences 1in capacities can be attributed to the overhead involved in
describing row fields and indexes. More fields in a row result in more

header information being maintained.

The above capacities were based on the U7UMB DSU and a row format which
will shortly be replaced. Total storage capacity on the DBC/1012 will be
expanded based on:

o 515MB DSUs on newer configurations;

o} Four DSUs available per AMP; and

o] A new row format specification which is estimated by Teradata to
decrease storage overhead by u40%. -;tl
S
A
Sy
.
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! Other capacity statistics specified by Teradata are as follows:
.

o) Maximum Number of Data BasSe€sS ..eeesseeseeseess 32,000

i BT

o] Maximum Number of Tables per Data Base ....... 32,000

o Maximum Number of Columns per Table ..eeveeee. 256

o Maximum Record (Row) SiZ€ cvveveverevssesesees 30,000

Maximum Field SiZ€ .veeeesvsscocsesesesesecsess 30,000
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3.5 S e equiremen
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Host system requirements for DBC/1012 installation are as follows:

o Host CPUs supported:

| Sl
LA

- IBM 370 Models 148, 155 with DAT, 158, 168, 3031, 3033,

P
t:F' 308x, 309x, 43xx on any UP, AP, or MP configuration;
-
..
ti - Plug Compatible Machines such as:
- NASCO
- Amdahl

-- Magnuson
- IPL
- ete.

o} Host Operating Systems Supported:

- 0S/VS2-MVS Release 3,8 and above or MVS/SP Release 1 or 3

- SP 1.3 Required for CICS support s

- VM/CM3
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Peripheral Requirements

- Block Multiplexer Channel
- 3270 type terminals

Multiple host processors can share a DBC/1012. For each host processor,
Teradata recommends that a minimum of two IFPs should be used to provide

adequate redundarncy in controlling user sessions,

Discussions with Teradata personnel indicate that many potential customers
expressed a requirement for DBC/1012 compatibility with DEC VAX systems.
Plans for such an interface are very preliminary at this time, During
discussions at the Syracuse University Minnowbrook Workshop on Data Base
Machines, it was revealed that a PC/SQL interface was being planned for
the DBRC/1012, which implies that direct IBM PC - DBC/1012 interfacing will
be possible. Information on when this capability will be available is

currently unavailable,

Teradata's initial strategy in marketing the DBC/1012 was to bring a
full-function, high performance product to the IBM commercial data base
processing environment. Product enhancements, such as DBC/1012 processor
upgrades and DBMS performance improvements have been made on a continuing
basis since the machine's inception, These enhancements are, no doubt,
based on experiences gained from customer installations and continual
experiments conducted in its Benchmark Laboratory. Teradata now intends
to expand its customer base by offering DBC/1012 compatibility to other
nost ccnoputers, More detailed announcements can be expected 1in the

future.
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2 Fesolunlion O reocurde SOLLELLIoN CY JO0mpbeling processes; and
tolricution of rasks/inrormation to contiguration componernts

z1l processors in the configuration,

SelTion Lo rovided 4 gdetalled explanation of the active logic
o intarconnection networlk, implemented as the Yret. The following
:_ subpeotions desceripe what we consider as key features of the patent design
" and now Lhvoe reatures satisfy the above-stated reguirements,

VF,

ey Features Found 1in the Patents
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Tre tirst feature ot the 1interconnection retwork 1is its binary tree

vy

b nature, As dl ir Zecticn 3, the rumber of network tiers (levels)
t' 1]

{ e only 1increases oy ohe  each time the number of processors (AMPs, IFPs) is
. icuzled. Tous,  the time for mezsages to traverse the network {upward and

».4

w—
.

dowrward) increazes Ly only ftwo ciock pulses (1.2 microseconds), due to

networs  delay time. Because of the synchronous clocking used to push the

networe, pipelining of the message bytes results.
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-nce the networ« delay interval has been overcome, message bytes arrive at

v

e trneir derstination at the same rates regardless of how many components are
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The zecond fezture is the bidirectional nature of the network paths. As a

mescage travels up  the network tiers, it must contend with other messages. .j
Tane recult of this corntention, taken globally, is that the highest 'E
privrity message 1n the set of all messages launched simultaneously in the ;
networs Will capture the apex node. Messages traveling down the network, :
from the apex node encounter noe contention or collision from upwardly :;

~%
sound mesuagez. “ is then possible for the message to be broadcast to :
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The third feature i1s the structure of network nodes, Each node has three
bidirectional ports. Two ports receive data messages from (or broadcast
data to) connected nodes on a lower tier of the network (or processors in
the lowest tier), One port sends data to (or receives data from) its node
connection on the next higher tier. Each node contains active logic which
supports "test and send™ functions. A node 1is therefore capable of
determining which of two contending messages should be forwarded to the
next higher tier. This decision process takes place independently of the
configuration processors, If this were not so, a tremendous processing
overhead burden would be placed on the AMPs and IFPs. Additionally, since
the decision process is supported by dedicated, active logic wusing data
received from high speed RAM circular buffers, performance is much faster

than performing the decision operations in the processors.

The fourth feature of this design is the prlority scheme implemented for
the message traffic. When two messages simultaneously arrive at a network
node (in the upward direction), the higher priority message 1s allowed to
capture the node; i.e., pass through to the npext tier. A "collision"
signal is sent to the losing message's sender, The sender may attempt to
re-transmit the message (compete again for network resources) once the
winning message has completed 1ts arrival at the apex node, This
collision mechanism enforces protocel without use of an external control

processor as discussed above,

This scheme is listed below in descending priority:

o] First Arrival at the Network

o} Lowest Command Code

o) Lowest Key Field

o) Shortest Key Field

o Lowest Data Field (Including Destination Status Field)
o) Shortest Data Field

Thiec priority scheme supports the message priority protocol listed in
Table U4-1. These measages consict of two main groups: primary messages,

originating from a reqguesting procecscr; and response messages, Primary
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RESPONSES

COMMAND COMMAND

CODE DESCRIPTION

00 NA

01 NAK/LOCKED

02 NAK/TN ERROR

03 NAK/OVERRUN

0k NA

0% SACK/UNASSIGNED
06 SACK/ASSIGNED
07 SACK/BUSY

08 SACK/WAITING

09 SACK/SEND READY
0A SACK/RECEIVE READY
0B SACK/DONE

0C SACK/NON-PARTICIPANT
0D SACK/INITIAL

0E ACK

OF NAP

13 STOP MERGE

11 DATA MESSAGE

12 DATA MESSAGE

13 DATA MESSAGE

14 { DATA MESSAGE

15 j DATA MESSAGE

16 | DATA MESSAGE

17 5 DATA MESSAGE

18 ; DATA MESSAGE

19 | DATA MESSAGE

1A 1 | DATA MESSAGE

1B i DATA MESSACE

1C 1 ( STATUS REQUEST
1D | ! RELINQUISH TN
1E s | ASSIGN TN

1F | | START MERGE
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messages are ‘tagged with an originetine processor T (GPID), while

response messages are tagged with a giovbal transaction number.

Taking into consideration the low=value-high-priority scheme, 1t 1s
apparent that response: have a higher priority than reguests., In the
response category, 1t 1s also evident that HNAK/--- messages, which
indicate negative message acknowledgement, have the highest pricrity in
the system. SACKs (Status ACKncwledgements) are next, followed by ACK
(ACKnowledgement) and NAP (Non-Applicable Processcr) respectively. In a
parallel processing scheme, it is essential to ascertain the status of
processing components before employing them in calculations, since
malfuncticning units can corrupt the final results. Under the scheme
presented in the patents, the fault status of one processor will receive
rriority over normal response messages of all other processors 1nvolved in

the coperation,

The priority scheme also allows the network to be effectively a global
sort/merge device in which data arrives at a destination processor in an

ordered sequence.

The network/processor interface design 1is another key feature, This
interface contains high speed RAM which is divided into buffers (output
message space and circular input and output buffers), a directory of data
message pointers and responses, and selection maps containing hash, class
selection, and Destination Processor ID (DPID) maps. As a message arrives
at the Yret interface buffer, its key fields can be compared against the
selection maps to determine whether the message 1is applicable to the
processor, If so, it is sent to the processor. If not, a Non- Applicable
Processor message code 1s 1launched into the network by the interface.
This scheme allows messages to be sent to all, one, or a group of
processors with no 1intercession from a control processor. Only the
content of the message i3 needed to determine the destination. Also this
design allows the "transparent™ sending of messages between specific
processors.  This  type of  activity is performed during global deadlock
detection, where o lead AMP requests other AMPs to search for blocked

trarsactions and receives recults.
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4.1.2 Patent Study Summary :

-4

There are other significant features ir the patents which have not been e

included in this section for the sake of brevity. What can be said 1in
general after studying the patents is that the design backbone of the
DBC/1012 advances the state-cf-the-art in muitiprocessor integration. The
components themselves (processors, communications devices, etc.) are

off-the-shelf in the present DBC/1012, wnich minimizes technical ricsk, and

SRR B |

additionally allows the incorporation of highly reliable hardware devices. S
The design is actually hardware independent, except for the elementary
logic components. The philosophy underlying the design can be considered
application Jindependent, since 1t can be the basis 1or wmulti-systems
designs for many different applications requiring high speed computation,
high throughput rates, and fault isclation/recovery. The requirement for
a dedicated controlling processor and its associated heavy overnead is
avoided by the architecture of the network and its inherent priority
scheme, Applications requiring such an arrangement of subsystems, such as

SDI-related programs may benefit from this design philosophy.

4.2 Benchmark Performance Tests

I
P

Mc2 did not conduct benchmark performance testing during the course of

this effort, since the contract dicd not specify access to a DBC/1012

‘ot b L

configuration. However, results from previous performance testing

+
activities were collected. These forned the basis for performance R
assessment 1in this section. Other performance results, collected from j

Teradata customers, will be discussed in the next section of this report.

LI O

Teradata had two objectives in mind in pertforning tenchmark testing. The

:

first was to demonstrate the jerformarce of the TRC/1017  as compared  to
typical host/DBMS systems. The  second, and verhaps more  important
objective, was to demonstrate ‘that lincar jerforoance lmprovements could
U=
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be realized by increasing the size of a DBC/1012 configuration. Linear
-3 performance improvement can be defined as follcws:

[ 4 |
LY

Processing performance improvements are directly proportional to

the number of processors participating in the specified operation.

In other words, if the number of processors is doubled, applications would

T T e -
L S e, ‘-

be expected to run twice as fast. This means that there is no degradation
of parallelism due to context switching or other sources of overhead
involved in introducing additional processors to the configuration. What
this also 1implies is that the distribution of data across processors
remains uniform; i.e., a redistribution of data must occur when the system

is reconfigured.

Reconfiguration of data does indeed occur when additional processors are
added to (or deleted from) the system, The Data Dictionary/Directory on
the DBC/1012 is copied to all processors. When processors are added to
the system, the DBC/1012 operator runs a Reconfiguration program which
redistributes the hash buckets for each AMP and then performs the data
redistribution across all AMPS according to the new configuration

specifications., This is performed entirely under utility software

control. More detail on reconfiguration is found in Section 6.3 of this -

report.

The Liberty Mutual Benchmark consisted of a series of operations on five t;:&
large insurance tables comprising the test data base. This was a Tfé
comparative test which involved three different configurations; a f;
12-1FP/24-AMP DBC/1012 hosted by an IBM 4341, IBM's Database2 (DB2) DBMS _{:
hosted on a large IBM 3083, and IBM's Structured Query Language/Data }:;1
System (5QL/DS) hosted on a smaller 3083. (IBM 3083 systems are —
considered small to medium mainframe systems, while the 4347 is a :E:%
supermini class system). ;i;b
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The 3083s used in the test (according to the Teradata benchmark briefing) ‘N

were 5,5 and 3.1 MIP rated machines. The DBC/1012 benchmark configuration

was rated at 14,4 MIFs by Teradata, This figure was calculated by

B T
; : P
Y 2.

multiplying the thirty-six DBC/1012 processing components by 0.4 MIPs, the

processor rating for the Intel 8086 microprocessor employed in the AMPs ]?

and IFPs. :i
T
g]

Tests performed were as follows:

A. Table Creation - Each of the five tables

TR I
PR A
s ta'at e’

r

B. Table Loading

C. Secondary Index Creation on Table 0

D. Table Loading (included comparison with FOCUS DBMS)

E. Process 1095 Inquiries (Using Table 0 and JOIN Function)

F. Process Three Reports (Using JOIN and Various Tables) :;

-

"

Results are tabulated in Table 4-2, Overall, the DBC/1012 outperformed :1

the other DBMS/host configurations. There was an instance where the ?%

DBC/1012 was slightly slower than the DB2/3083 contender. This was in the 9

creation of Report Number 2 in Test F, However, for the other two ;3

reports, DB2 ran much slower than both the SQL/DS and the DBC/1012 :E

L;i= contenders, The discrepancy may be attributable to an opportune format T;

ii;' specification for Report Number 2 with respect to DB2's DML and report .E

ﬁ%" formatting capabilities, o

b ;E

igf Another area which this benchmark addresses is the relative cost per MIP —

?;% of the contending cenfiguraticons. The 3043 B16 on which DB2 ran is quoted ‘ﬁ

Eijﬁzg; in the benchmark material as costing $34,366/MIP, and the 2083 E16 has a ":fl
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TEST

BMS /RESPONSE

DBC/1012

DB2

SOL/DS

FOCUS

A. (5 Tables)

B. (5 Tables)

C. (Table 0)

E. (Table 0)

F. (Various Tables)

2 min.

3.2 hr.

2.7 min,

D, (5 Tables) 3.2 hr.

0.16 min,

1.5 min.

15 min.

6.6 hr.

15.5 min,

0.92 min.

19.9 min,

40 min,

12.8 hr,

25.5 min.

1.00 min.
5.1 min,

4.4 hrs,
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Table 4-2 Liberty Mutual Benchmark Performance Times
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cost  of  $451,613/MIP. The I'BC,/107.  cortfigar:ti 1. L= IFD A= AMPY wan
quoted at $100,262/MIP (this cost Jid not inclule troe <l host; on the
cther hand, it did not reflect tne new  LoWer prioes carrently  in effect

from Teradata).

r Maren 4, 1985, Teradata concluded a demonstr-ation of a 20-IFF/4C-AMP
THC, 102, the largest configuration yet assembled. This 1.7 million
Jollar  system was rated by Teradata at 24 MIPs and had 19 gigaoytes of
unformatted Jdisk  capacity (one DSU per AMP). The purpose of this
demongtration  was to prove that Teradata's proprietary processing
tecnrolcgy could provide a iinear growth of processing capacity. (Another
purpcse, nmore  lmplied than stated, was to demonstrate that a very large
runter ¢f  processors could work effectively as an  integrated unit on a

i Sz oy v
processing protlem).

Jemoinstration  benchmarks were run against several DBC/1012 configurations
ranging from &€ to 60 processors. As more were added, 1linear increases in

chroughout and performance were achieved,

Tne data bases which were used were furnished by Teradata clients. The
largest data base contained over 21 million rows of data, approximately 4
£igabytez in total size. Other tables were 1 million rows, 5.5 million

rcws, and ¢.% million rows,

T™wo hundred thousand prime key transactions (65% retrievals and 35%
updates) were performed against the 1 million row table on one test
ceries. Transacticns per second were plotted against number of processors
in o  LiC/10i¢ configuration, resulting in a linear graph. Processing
rutes rauged from 15 transactions per second (6 processors) to 139 for the

ro-procercor contfiguration.
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;1 In a row qualification test requiring full file scan (no indexes), which .
b. . .
= also showed linear performance improvement as the configuration was ;ﬂ
_-.’,- A ‘.1
b increased, the 60-~processor sys“em processed 8333 rows per second on a 5.5 O
b million row table.

»

-.

N In some cases, performance was not observed to be 1linear due to

s

discrepancies 1in the even distribution of table rows to DSUs as the
configuration changes. Teradata points out that queries that show
relatively r'ew rows will not show exact linearity for the single user.
However, nultiuser operations do experience performance linearity as the

system grows, Part of this benchmark demonstrates this effect:

# PROCESSORS JOBS PROCESSING TIME
20 1 128 minutes
40 1 60 minutes
20 3 285 minutes
40 3 142 minutes

4.2.3 Analysis

The benchmark tests for which results were provided clearly show the
performance capabilities of the DBC/1012 and its robust architecture.

They also demonstrate that there is virtually no loss of paralelism as the

(1

»',j system grows to accommodate increases in data base processing o
b, - . s ‘-
b requirements, They are, however, publicly releasable and must be regarded -
- .
. . as adverticements for the system {and well they should be). Conditions -
. s
V.} for performing the benchmark tests were controlled to a limited extent. 31
i{:, For example, queries in the prime key test were constructed under BTEQ, 71
b e
:}; which takes advantage of the request caching feature, thereby speeding up K
o .
:{Jj data base command parsing by it least a factor of 3:1. Additionelly, the :ﬁ
R _ : s « -
o prccessing of  tables connisting of miliions of rows lends  to  the -
Eﬁ’ probatiility of a more ever ruw distribution across the DSUs.  On the other =
"
hard, that 12 exactly the intent of the machine: to efficiently and Qﬂ
- \ . . . . . . . A
N quickly process operations  irvelving large dats bace! Another tactor Lo -
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in sizing the configuration used in the benchmark tests. In none of the
benchmark tests was there a reference to an optimal system configuration.
Also, testing cof any configuration approaching the maximum 1024 processor
system limit has not Dbeen possible (there may not be 1024 processors in
existence, let alone housed in one facility). The modeling activities
reported on 1in Section 5 are currently the most feasible means of

examining maximum system behavior.

It should be noted that what these tests proved was that the DBC/1012
integration scheme does not impose increasing control overhead penalties
as the system grows. In this sense, 1its performance 1is linear. The
transaction types selected for the test were such that the data access
algorithms were themselves linear. In Section 5, we discuss at length,
the effects of other transaction types which, because of the implemented
data access algorithms, do not exhibit linear performance improvements
with increases in configuration size. The first of these is retrieval on
secondary Keys. In the current implementation such a request is broadcast
to all AMPs, thus increasing the number of AMPs does not reduce the
searching load of any single AMP. Teradata plans for the next release
include a change 1in the algorithm which will send secondary key requests
only to those AMPs which can satisfy them. This will be much the same as
a primary Key operation, and will be linear., Certain JOIN operations, it
appears, become less efficient as the number of AMPs increases, due to
AMP-to-AMP communication for rows not 1locally JOINed at the AMP. This
gives a negative component to the performance curve, but is so small that

its effect is minimal.

4.3 Customer Survey

The DBC/1012 has yet to gain wide acceptance in the data base processing
marketplace, since it is a new product in the recently developed product
area of data base machines. Customer reaction to the DBC/1012,
accordingly, has not been as public as for the popular DBMSs. Few trade

magazines encountered during this study have addressed the DBC/101Z, much
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less customer reactions. Therefore, direct contact with DBC/1012
customers was considered essential in assessing the machine's behavior in

operational envircrments.

Teradata provided the project team with a list of DBC/1012 installations
and points of contact. An additional customer was contacted during the
course of this task. Attempts were made to reach all customers by phone,
Eight of the eleven customer contacts were reached, and of these eight,
three were willing to complete a customer survey form, A fourth customer
provided considerable technical information in a series of phone

conversations. Currently, two completed forms have been returned.

Overall, customer response to the DBC/1012 has been extremely favorable
across all areas including machine performance, ease of installation,

reliability, and quality of Teradata engineering support.

The next paragraphs detail specific responses received from those
customers prcviding Substantial information. These customers are

identified as Customer A, Customer B, and Customer C,

4.3.1 omer

Customer A installed a 2-IFP/8-AMP configuration which is intended to

support securities market surveillance applications.

The DBC/1012 supports an IBM 370/3033 system under O0S/MVS, COBOL/ISPF
will be used for interactive programs with TEQUEL supporting data loading
and manipulation operations. Installation of the DBC/1012 was "very
smooth," Since the application data base was not relational, it is being

rebuilt to the DBC/1012's specifications.
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No performance data was obtainable on the installed system, since the data

bases are currently being built., However, the Teradata Benchmark Facility

system (4-IFP/2C~-AMP) was used to collect performaence samples on a 2.8 :'i

million record customer file (table;. The xkeys for this table were as .v,a

follows: p:
o Keys: Trade-Date, Class-Uymbel, ACCode, Urigin-Code, Series .
o Primary Key: All of the above fielus except Series :
0 Secondary Keys: Eacn of the above filelds except Origin-Code

s

Several queries were performed on the table using conbinations of primary
and/or single/multiple secondary keys. Primary key retricval response
times varied from four to twenty~five seconds. Additional search

constraints spea up the response time by reducing the number of rows
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found, Secondary keys took from ten seconds (for very selective indices)
to over twenty minutes (for a non-unigue key resulting in over 100,000
hits). The benchmark results indicated that unigueness (or

near-uniqueness) of keys had a positive effect on performance.

Customer A is in Year One ot a three-year DBC/1012 assessment project. To

date, they are pleased with most aspects of the machine, including its
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performance, the relational data base architecture, its fault tolerance,
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and its ease of installation. Minor quirks in the software have been
noted and have been fixed by Teradata customer support personnel, TEQUEL

is regarded as a "mediocre™ fourth generation language.

4.,3.2 QCustomer B

Customer B installea an 8~IFP/16~AMP configuration which is intended for

1.

‘

banring marxet analysis.

l‘l‘l
o A

,‘x.{ T .
e . RSN

A%}
. .
il

T

—

Fraee

[V

L . B L
W' e

| S

X . . . ) . vt .".h‘,—'.‘.." - - ST . . . N - R .o
WV PPN P PRI PRI TP I Sy S o PP PO AP S A T W T T L, W T VR, U oI OO SO S, S O U ST i Wy & Iy




v,

o

.

TVNvY vy

O i o

This configuration supperts two TBM 3081K MVS/X4 machines which also
employ CICS/VS. Pevelcrment Languages 1include COBCL, PL/1, and BAL.
Presently, CCBOL and PL/1 Preprocessor-developed software will account for
approximately half o the DbU,/ 1012 user workload. It 1is also estimated
that 800 CICS users will interfzce to the system, with 300 users operating

concurrently.

Installation of the DB(,/10'2 hardware took six man-hours and host software
installation required four man-hours of effort. Initial data base loading

times were uravailable,

Performance times were also unavallaole since the implementaticn is in its
early stages of Zevelopment, However the following performance figures
are estimated, based on a prototype data base consisting of 12 million

rows at S80 bytes each:

¢] Prime Hey COperations:
- Jueries: 6Gl/sec.
- Updates: L8&/sec.
o] Secondary Key Operations:
- Queries: 32/sec.
- Updates: 2i4/sec.

The DBC/1012 has been highly fault tolerant: twc failures (attributed to
faulty IFP processor chips) were detected during a two month period.

Successful restart zrd recovery operations were initiated automatically.

Security measurec will oe iigraded by this customer in  1G86 EOFD RES ER A
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Hardware and software wsupport 4dre regarded as excellent, Gne  host
software bug was encountered but fixes were received on a normal periodic
sor'tware raintenance tape, Customer B 1is ravorably impressed by botn the
Field and System Ergineer support ataff,

Training courses were judged to be well organized and reference materials
were rated as excellent, except for the CICS Interface Manual (which is

being redeveloped).

In all, the DBC/1012 was assessed relative to other DBMSs as follows:

3 Superior:
- Sharavility (multiple CPUSs)
- Throughput
- Flexibility of Data Structure
- Ferformance (relative to other relaticnal DBMSs)
- Restart Characteristics
- Security
- Ease of DBA Support
c Competitive:
- Query Language Friendliness
o] Inferior:

- Traditionul Rollforward/Rollback Recovery Capabilities

4.2.2 Customer O

Zustomer T, loecated in the Tata  3ystems Division of a large defense
“tractor, 1o performinsg 2 long  term, extensive assecoment  of the

L0t D e potential Implencrntaticn in operational systems  develcopment
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Their 8-IFP/12-AMP configuration has supported up to three mainframe IBM
systems concurrently. Applications are oriented to COBOL programs running

under the CICS environment,

Because this configuration does not support a specific application,
emphasis has been placed on the study of DBC/1012 data base operations,
instead of the normal data base reorganization/applications building
activities performed by other customers. This approach, in essence, has

furnished Teradata with a Beta-site type relationship with the customer,

Customer C has provided the Project Team with detailed information on

various aspects of DBC/1012 operations which are discussed below.

4.3.3.1 CICS Operations

The DBC/ 1012 fully supports the closed-ended transaction and
conversational methods of CICS operation, C(Closed-ended transactions allow
the user to obtain single answers and then return control to the CICS
control progranm. Conversational transactions allow menu-in, menu-out
processing to continue under the control of a single applications program,
with no exit to the CICS executive., Conversational transactions, however,
consume a great deal of machine resources, such as main memory and
protracted file locks. A pseudo-conversational transaction method is
sometimes used 1in place of conversational mode to free resources between
transactions, Under this mode, results from a prior program can be used
as inputs to a subsequent program, since control blocks can be saved.
Excessive computer resources are not held between program executions as
they would be under conversational mode, The DBC/1012 does not not fully
support pseudo-conversational mode. The Task Termination Exit, provided
by Teradata will save control blocks and allow the specification of the
subsequent program. However, for each program series (i.e., string of
programs which are to process a data stream), separate sessions must be

invoked by the CICS wuser., Multiple program =series executions under one
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session will not work, since the DBC/1012 will terminate the session and
free all resources once a program sSeries has been completed. Customer C

has related these findings to Teradata,

u°303|2 M

During retrieval operations, an AMP spools all multi-row results. All
rows from the AMP's DSU(s) which satisfy the request must be retrieved and
the spool file must be closed before the AMP car return its results. This
gives the impression that DBC/1012 processing may be slower than some
DBMSs since, in comparative benchmark tests, resuits from another DBMS
will start to appear on the user display screen sooner than DBC/1012
results, Teradata is addressing this problem on two fronts, The first is
that, in future releases, 1if data retrieved at an AMP is 1less than 32K
words, no spool file will be created: data will be sent up the Ynet as it
is tound. The second, and more far-term solution may lie in a parallei

spool file input/output processing arrangement.

4.3.3.3 PRerformance

Customer C hnas been favorably impressed with the performance of the
DBC/1012. In some cases, 1t has been outperformed by DB2 running on a
3090 Sierra at the facility. Several reasons account for these results.
First, the 8/12 DBC machine 1is rated at only 5 MIPs while the Sierra is
rated at 30 Mips. Secondly, the DB2 can precompile requests while the
DBC/1012 must parse requests at the IFPs. If TEQUEL macros are used in
the tests, parsing is minimized and data can be passed to cacned requests,
thus reducing the performance gap. During large retrievals, however, the
DBC/1012 actually outperformed the DB2/Sierra., Third, the IBM can access
data from 1its disks over a 3 MB/second data channer while the IFPs

currently support 5060 KB transfers.
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Data base loading performance was also satisfactory. Data bases on the
DBC/1012 could be loaded as quickly as loading an IBM 3380 disk subsysten
under DB2.

4.3.3.4 Qverall Comments
Customer C is very pleased with the DBC/1012 for the following reasons:

0 It arrived in working condition with fully operational hardware

and software,

o) Price/performance: Comparable (the 8-IFP/12-AMP configuration)

or superior performance to DBMS/host configurations costing far

more.,

o The responsiveness of Teradata in pgoviding updates, discussing
fixes and potential approaches, and their general attitude in

striving to improve all aspects of the DBC/1012.
4.4 ds- Experience

During the 8 - 12 April data collection trip to the Teradata Corporate
Headquarters, a brief on-line session was arranged on the DBC/1012 to
acquaint Mc2 yith first-hand operation experience. The brevity of the
session (approximately one to two hours) was not due to system operating
schedules, but rather to the extensive periods of time spent on discussing
machine architecture, DBMS operation, data base structure, and fault
tolerance issues, On the average, eight to ten hours per day were spent

with Teradata personnel discussing all aspects of the system,

4-17
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Several types of data base requests were exercised on the system, ranging

from simple (prime key) retrieval/updates to complex joins on a
demonstration marketing data base consisting of two tables: CLIENTS and
SITES. Operations were not precisely timed, since no knowledge of host
processor activities or other users was available, However, times were in
line with those listed in the customer survey forms for similar

operations.

A highlight of the on-line session was the EXPLAIN facility. The EXPLAIN
facility outputs text to the terminal which describes what the TEQUEL
optimizer will do in the performance of a data base request. EXPLAIN
lists the steps which compose the operation and predicts the number of
records which will be targeted by the request. EXPLAIN allows the user to
know in advance the effects of a request and can aid in preparing
efficient data base requests., Under an ITEQ session, EXPLAIN has the

following format:

EXPLAIN {TEQUEL request}

EXPLAIN is especially useful in assessing the effects of a JOIN operation.
During the on-line session, EXPLAIN provided information on the left and
right JOIN table components, stated the join step form employed (JOIN
forms are: Product, Exclusion Product, Merge, and Exclusion Merge), and
predicted the number of hits on which the JOIN would be made. EXPLAIN is
also used by the DBC/1012 DBMS developers to examine enhancements to DBMS
operations. No documentation was found describing EXPLAIN in the manuals

acquired by Mc2,

In summary, the brief ITEQ session was user friendly and demonstrated the
eace with which data base requests could be generated, especially by a

user with a general working knowledge of TEQUEL.
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4.5 Rellability

This section details reliability statistics for the DBC/1012. An informal
Fallure Mode and Effect Analysis (FMEA) was also performed to indicate
possible modes of failure of each DBC/1012 component and its effects on

overall system operation.

4.5.1 Reliabilitv Statistics

Two internal memos generated by Teradata and made available to the Mc<?

Project Team provided the following reliability statistics.

4,5.1.1 Memo #1

A six month study of a sample configuration which included 24 disks and

118 boards yielded the following results:

INSTALLED
OPERATING IMPLIED
FAILURES HOURS MIBF
DISKS 3 100,000 30,000
BOARDS 6 500,000 80,000

4,5.1.2 Memo #2

The following table indicates hardware (HDW) and software (SFT) errors

recorded at five customer installations:

SEVERITY 1 FAILURES

CUSTOMER _HDW __SFT CONFIGURATION
A 4 1 2x4
B 2 2 4x8
C 5 2 8x16
D 2 0 2xh
E 2 0 Lx8
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&f: Tor purpcses of this analysis Severlty One hardware failures are those for
i;;: wiich a Customer Enginecr (CE) was needed to effect a repair. None of the
nardwdare  failures listead above were systep-wide in nature, All of the
failures were local to a particular processor. Given that the "Fallback"
crtion is clected, a customer would experience outage totaling the amount

of time fcr a systenw restart, (8 minutes). Severity One software failures

are those that rencered the system unusable by the customer pending a fix

cr  work-arouna. To date Only one Severity One disk failure has been

vy
.
s

e g
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experierced 1in the field. Here again, this 1is still a processor local

failure and in this 1instance the system was up while repairs were effected

Colk o il g

on the down disk unit., Current hardware MTBF for a processor module is

23,300 hours, A processor module consists of the following:

3
f
= 0 Merory Printed Wiring Assembly Board (PWBA)
P.' .
{." o Processor PWBA (AMP or IFP)
v!” o Two Ynet PWBAs
i'A.-
- 4.58.2 ailure Mode and Effe a is

'

The aralysis is presented on a component-by~component basis with emphasis

placed on the IFP, AMP, DSU, and Ynet components of the DCB/1012

g

PSR AIPY V.

configuraticn.,

"Criticality of Failure", is a topic included in this analysis. For the ,l
1 purpose of this report, it 1is assigned stated values according to the ZE
Sk following rules: Sﬁ
o 2,
k; A
r’? o} Minor: Users of DBC/1012 area (selected tables or data bases) =ﬁ
E§f; experience slight degradation in system performance, Lj
R g
j:i o Significant: All DBC/1012 users experience slight degradation Te
Y ,{ ir system performance,
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. o Major: Users of a DBC/1012 area cannot continue processing;

o Areas are unaccessible to their applications.
i.. o Critical: All DBC/1012 users encounter unaccessible areas.

Normal activity on a system-wide basis is impossible.

'1" 3.5.2.1 w

4

-2 4.5.2.1.1 eseript i e e

.::x

- Hardware failures or Parser failures.

4.5.2.1.2 Anticipated Cause of Fallure

; Hardware failure in IFP fprocessor Dboard components (e.g., memory errors,
;‘f interface failure, etc.).

4.5.2.1.3 Possible Effects of Failure
t" All requests to and responses from the data base attempting to use the
. failed IFP are blocked. If the IFP goes down, the system will restart.
L Sessions on the down IFP will be reassigned to active IFPs. In progress
work will be lost.

g b.5.2.1.4 Criticality of Fajilure
.{l Significant if IFP fails, Degraded mode of operation due to increased
‘}; load on remaining IFPs. Critical if all IFPs fail. All data Dbase
ff{ operations on the DBC/1012 configuration are halted.

®
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4.,5.2.1.5 Possible Corrective Action or Preventive Maintenance

Revair or replace the IFP, Reconfiguration is handled automatically.

4.5.2.2 AMP FMEA

Soft errors and hard errors.,

4,5,2.2.2 Anticipated Cause of Failure

Failures in the processor board components of the AMP module.

4.5,2.2.3 Possible Effects of Fajlure

Inaccessibility of rows in non-fallback data bases tables., If an AMP fails
and ‘tne Commit Point has not been reached, the existing data is protected.
Whern the AMP restarts, it refreshes the Transient Journal in memory and

backs out all aborted transactions.

L,r.2.2.4 Qritj it ure

Minor to major, depending upon the following circumstances:

o If no fallback had been specified for the table, its elements
residing on the down AMP are inaccessible. Once the AMP is
brought back on line, the data can be recovered (Minor/Major
failure depending on whether data was committed from Transient

Journal to the data base).
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o] If fallback had been specified, data base information is
recoverable from the fallback AMP. A minor failure. The degree
of degradation is dependent upon the number of remaining AMPs

which carry the fallback data. Degradation can be computed as:
D= 1/n
where n is the number of AMPS in the cluster,

o If two or more AMPs assigned to the same cluster fail, table
data is inaccessible to operational users (same effect as a

single no-fallback AMP failure).

o) The failure of two or more AMPs assigned to separate clusters
is considered as a series of minor errors, resulting in

degradation of performance for users on each affected cluster,
4.,5.2.2.5 Possible rrective ti reyentive Mainte

Repair the AMP module, or wuse the reconfiguration program to assign
replacement AMPs, Use the fallback option during 1ata definition
operations to ensure that data is not 1lost during a single AMP failure.
Use the clustering facility during configuration to decrease the

probability of primary and fallback AMP failure,

4.5.2.3 DSU FMEA

Since a DSU and an AMP are considered a single logical wunit under a
DBC/1012 configuration, FMEA is virtually the same as it is for the AMP.
Differences exist only in the descriptions and causes of failure. The
main difference 1is that DSU failure will compromise data where an AMP
failure won't, Data must be recreated. A major failure occeurs on

non-fallback information, while failure on fallback data is considered

mirnor.
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4.5.2.4 Xnet FMEA

The Ynet is the most vulnerable point in the configuration, since the
number of Ynet circuits in a DBC/1012 is fixed at two.

4.,5.2.4.1 € i e e

Hardware failure,

4.5.2.4.2 Antlcipated Cause of Failure

Clock, circuit level, etc.

4,5.,2.4,3 Possible Effects of Fajlure

AMP-to-AMP and AMP-to-IFP communication is impossible on failed nodes of

the Ynet circuit, Broadcasting and merging operations will be performed

on the remaining Ynet., A Ynet will not operate if it is partially down.

b,5.2.4.4 Criticality of Failure

Two redundant Ynet circuits are provided in a DBC/1012 configuration., If

one Ynet circuit fails, the other will automatically handle the load under

a degraded mode of operation, Thus the failure is regarded as significant.

k
fi:}.

If both Ynet circuits fail, system-wide activities are halted. A critical

failure situation exists.
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Replacement of Yrnet circuiltry.

t
s e

T )
P aNs)

. s ‘,\.7
RIS
LI -

)

FAV Py

Lt

S, . - - o T e T

- - . L . . E. B - . . . . . T - R - L e T e

: : S . Lol - I BT Sl Co e,

o R e : B O R AU . , e e
e . . L .

- . . - D I S R S S S Ce T N NI )
D P R L N AN LTV AN SR ST ARG TIPS E5 W VL v V|




bl 2 A0 RanrteAate s ass Ratt Balt aa Bat et bt Ael' S si-a At 0 i e vt -are San o T T W o e T T Y W e T T iy —y

Ll

K

{

Xl
§
"
. ’*
e
4

4.5.3 Power Qutages

To prevent possible single points of failure, recommendations are given in
the Iastallation Manual on connecting DBC/1012 components to power

sources.

4.5.4 Reliability Assessment Summary

We consider the DBC/1012 tc be a highly reliable system based on customer
survey responses and our Failure Modes Effect Analysis. The redundancy of
both hardware and software components throughout a configuration minimizes
the effects of failure and permits non-stop running under most failure

events,

We also consider the DBC/1012 a highly maintainable system, since it 1is
fabricated with otf-the-shelf, universally-available components, such as
the Intel processor and FUJITSU/CDC disk drives. Customers have indicated

that field engineeri: * support has been both timely and effective.
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SECTION 5
PERFORMANCE MODELING

This section describes an analytic model for analyzing DBCs 1012
performance under various workload conditions using a range (minimum to
naxinun) of possible configurations. The layout, assumptions,
calculations, parameters and a discussion of the results of the automated
DBC/1012 analytic model are presented. The model was implemented on the
Columbia 1600 PC desktop <computer, using the LOTUS 123 spreadsheet

package. It can be run on the Columbia portable PC and the IBM PC.

5.1 Me2 Analytic Performance Model Description

The model, summarized in Figure 5-1 and 1illustrated in Figure 5-2, is

composed of three general sections:

o The Utilization section, made up of the & component boxes

in the upper half of the page;

o The Response section, made up of the § component boxes in

the lower half of the page, and;

o) The Parameter section, made up of the 19 labeled parameters
at the bottom and in the lower right quadrant of the Utilization
section, plus four labeled parameters in the upper left

quadrant.

£.1.17 Lavout of Component Boxes

The component boxes are constructed roughly in a HIPO format - input,

process, output, and are arranged in a hierarchical sequence to facilitate

S A Al A Ak e Susd andh aadt A Ao A Anl fn ks
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progressive decomposition on the functions., There are at least three

columns to each tox, most have four (reference Figure 5-2):

5

o Column 1 - LAMBPA. Arrival Rate. In the Utilization section, 1?

this column is the number of requests per second arriving at the _ﬁ%
cevice, In the Response section, it is the number of units of A:

werk thet the particular device must perform to satisfy one

user request.

o Column 2 - Ts. The time to service one unit of work,
Fi 0 Column 3 - RHO or RESPONSE. In the Utilization secticn, the
L!l calculated utilization of the compcnert baced on the arrival
= i . . .
I rate and the service ticme. In the Response section, the
o
:: calculated response time for the device to perform the work
;- associated with one user request.
4
-
:Q« e Column 4 - In the Utilizetion section, this is the "Expansion"

colunnh -~ the ratic of derived requests to enterirg requests

xﬂ_ﬁTr
G

that are sent to the next conporent. Ir the Response section,

“his cclumn holds the cunmulative respchnse time as a reguest

moves through the system,

Tre Exparsion cclumn  1s the vehicle for performing decompocsiticn of the

rrrf
B N

requests, For exanple, the value "2.00" in the Expansion colunn of the

t’ "AMPDSUM"  bex means that for every request received by the AMP, two are
Ff gererated for the [SU. & more detailed discussion of  tlherse columng and
y
R the source of their values iu presented in Section 5.2.6.
[ @
t.
- There are five rews in each  conporent box, The first four rcwo reprecernt
-
b - tour  types of reguests, In the current implementaticn, the rowe
P~
t?“ reyrecent:  OEARCH N PRIMARY  KEY, SEARCH ON SECONDARY KEY(s), UrDATE X
,. FROMARY O FEY, and JCTN 0N PRIMARY KEY AFTEKR  SELECTICH O CECCNDARY HiY(sj.
4
X 1
. {
[" . 1
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=
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[
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The fifth row contains either a summation of the utilization for the job
mix, in the Utilization section, or an average response time, in the

Response section,

5.1,2 Utilization Section

The comporent boxes of the Utilization section are arranged in a top-down
3equence to facilitate the decomposition of requests. There is a fork in
this arrangement at the AMP (as indicated 1in Figure 5-1). Two AMP boxes
have been created in order to support the separate assignment of resulting
DSU request and AMP-to-AMP communication expansion values. Also, the Ynet
bcx appears at the end of the list to facilitate the aggregation of

"requests" to the Ynet imposed by both IFP-to-AMP and AMP-to-AMP activity.

LT Y W

The Parameter section shares the upper half of the form with the
Utilization section, It will be discussed below., Three other labeled
values appear in the Utilization section - "# INDEX RECORDS PER BLOCK".
"# READS FOR SECONDARY SEARCH", and "Ynet Levels". These values are

derived from other parameters and are placed where they are to comply with

the calculation order constraints imposed by ™"123".

5.1.3 Response Secticn

The component boxes of the Response section are arranged in a bottom=-up

sequence to facilitate the accumulation of response times. An additional
Ynet ©box (reference Figures 5-1 and 5-2) has been introduced to simulate

the order of processirg in which AMPs comnunicate horizontally with each

‘“61 other {YrethHORI), before communicating vertically with the IFPs
?,“ (YnetVERT). Responce times for each type of request are calculated at
;fj each component box and are accumulated in the fourth column.
®
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aramneter Section

The Paraneter section, for user entry of parameters, is located in the

lower part of the vuvpper half of the form. An additional set of user

supplied parameters appearc 1in the top left portion of the form. The

individual parameters are discussed below. Appearing in brackets after

each parameter name is an abbreviation which will be used later in formula

descriptions. Parameters are summarized in Figure 5-3.

5.1.4.1 ser Parameters

The model employs the PROTECT feature of ™123" to prohibit user entry (°©

values into the model itself. Selected cells in the Parameter section
have teen UNPROTECTed to allow entry of wuser supplied parameters. Those

cells appear on the screen as highlighted values, brighter than the

1
FRCTECTEL cells. Each parameter is described below:

c.1.4,2 Load Parameters

These parameters are used to define the load in terms of the requests

r- entering the system fron users or from software,
-

USER RPM [RPM] - The four cells at the top left of the form are available

g\fr for entry of the arrival rates of the four types of requests. These
‘i parameters define the mix of activity. Each should be expressed in terms
' of requestz per nminute per user, The request types are, from top to

= bottom:

o ¢  RETRIEVE G PRIMARY KEY
o ANPed RETRIEVE ON SECONDARY KEY(s)
;f- o} UPDATE RECCRD BASED ON PRIMARY KEY QUALIFICATION
e 0 JOIN ON PRIMARY KEY AFTER SELLECTION ON SECONDARY KEY
b =
e # UBERS [UZERCZ] - The number of user:s submitting requests. ];
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5.1.4.3 Configuraticn Parameters )
These fparameters are used to define the configuration of the DBC/1012
being wodeled. -

# IFPs [IFPS] - The total number ot IFPs in configuration.

# AMPs [AMPS] - The total number of AMPs in configuration.

# DSUs/AMP [DSUS] - The number of DUSs attached to each AMP,

won

.1.4.4 Data Base Parameters

These parameters are used to specify certain characteristics of the data

base which are of importance to the model.

# ROWS IN TABLE [ROWS] - The number of rows in the table which is assumed

to be the one upon which secondary searches are performed.

# KEYS IN ROW [KIR] - The number of indexed fields in the row upon which

secondary searches are performed.

5.1.4.5 Application Parameters

These parameters reflect the general format of requests and their rcsults,

They are defined to be typical of the application being modelecd.

#  FITS RETURNED TO USER [HITS] - The average number of qualifying rowe

retu-ned to a user ats the recult of a ve.urdary key retrieval.

# HITS M1et PACL [H15T] - The average nunber of  hits  per seccondary Kkey

cefore intersection ¢f Lit licste. B
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# KEi:S SEARCHED [KEYS] - The number of secondary keys specified in  an

average user request,

# EYTES RETURNED PER HIT [BRPH] - The average number of bytes returned per

hit as the result of a user query request.

# BYTES PER COMMAND [BPC] - The length of the average user requect.

wn

.1.4.6 Implementation Parameters

Theze pearameters represent certain assumptions concerning DBC/1C12 sycsten

imglementation.

# READS FOR PRIMARY SEARCH [RPS] - The nunber of reads of tane DSU required

to retrieve a row on a primary key.

# BYTES 1IN IFP-iMP-AMP COMM. [BFC] - The number of bytes in the average

comnunication packet sent between IFPs and AMPs and between AlMPs.

# BYTES PER BLOCK [BPB] - The number of bytes in a data or index tlock crn
the DSU. This parameter 1is used to calculate the volume of data
transferred from the DSU to the AMP for each read during a search, and the

number of reads of the index subfiles performned during a search.

PRCCESSCR RATE [PRATE] - The MIP rate of the il'Fs and IFPs.

Ynet BYTE RATE [YRATE] - The time required for a byte to travel Ltetween

two nodes 1n the Ynet.

LSU CHANNEL RATE (DRATE] - The time required for & byte to travel between

two nodesz in the Yret,

Tele
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DSU CHANNEL RATE [DRATE] - The time required for a byte to travel across
the AMP to DSU channel.

HOST CHANNEL RATE [HRATE] - The time required for a byte to travel across
the host to IFP channel.

£,1.4,7 Derived Parameters

Tnese parameters are not normally changed by the user of the model. They
are entered as formulas rather than as values, and represent our
understanding of the storage and search algorithms employed by the

LBC/1Cc12,

# INDEX RECORDS PER BLCCK [IRPB] - This value 1is used to calculate the
rate at which the index sub-file 1is sub-divided during a B-Tree search.

It is the number of index records in one data block. The formula is:

EPB/(BPK + overhead)

Cverhead is 16 bytes: 12 bytes for the row header,
4 bytes for the field header.

# READS FOR SECONDARY SEARCH [RSS] - This value represents the number of
reads issued tc the DSU when performing a B-Tree search on a secondary

key. The basic formula is:

LOGm N where:
ri = IRPB
Y = RCWS/(AMPS#DSUS)

Since there is rnc LOGx function in "123", the following equivalent

formula, using natural lecgarithms, was implemented in the model:

Ln N/Ln m, rounded up to the nearest integer.
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Yrnet LEVELS [YNL] - The number of levels in the Ynet tree required to

upport the cenfiguration., The basic formula is:

LOGZ m where:

n = IFPS + AMPS

It 1s implemented in the model using natural logs as described above,

# READS TO GET LONG HIT LIST [RLHL] - The number of reads to read in all
secondary index sub-file records which meet the criteria during the first

pess of a ceceondary search or JCIN.

(H1ST/IRPB)-1

[

.2 Functional Decornpositvion and Loadl alculations

This section presents the formulas, assumptions and procedures followed in

tne construction of the central model.

5.2.1 Values

The arrival rates (LAMBDA Values) appear down the lefthand side of each
conponent box and are analogous to the "Input" of a HIPO chart. With a
few exceptions, the LAMBDA of a component box in the Utilization section
is the product of the LAMBDA and the "Expansion®" factor of the preceding
component box. The LAMBDAs 1in the Response section are individually
calculated to represent the number of work units of a particular device

required to sztisfy one user request. The exceptions are as follows:

o TDP LAMBDA [TDPL] is the result of converting from single

urer requests per minute to total reguests arriving per second.

The formula is:

fPM times USERS divided by 60
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5.
[ o] AMPAMP LAMBDA [AMPL] is implemented only for JOIN functions (row
if;: 4 of the AMPAMP corponent box). Rows 1 through 3 are 0. This
:f:' is based on the acsumption for model purposes that the only
I significant AMF-to-:MF copmunication is that invelved in JOIlNs,
i- There is no logiocal antecedent coupeonent box for AMPAMP. The
- expansior cof reguesty rfor AMP to AMP communication is determined -
R*‘N
:}: in the AMF. ther v.ieo, therefore, its calculation has been )
L included 11 the AUFAMD LANBDA formula. The expansion component B
gy of Row 4 is the roaler of roguests sent by an AMP to other AMPs, ?
:}t times the rrnier of AMFo. This value is calculated as follows: E
. - The number c¢f hitce at a local AMP:
L # E1ST divided by AMPS, mirus
5
{ﬂ' - The number of hits satisfied by the local AMP:
e # H1ST at local AMP divided by AMPS
¢
-_ - The above difference times number of AMPs,
o This is simplified to:
o E1ST - (H1ST/AMPs)
>y and multiplied by TDPL.
';if o} Ynet LAMBDA [VNLAlI'] is made up of all IFP-AMP and AMP~AMP
;;5 traffic. The basic fornula for ccélceulating the traffic in bytes
;; across the Yrnet for each "mecsage" is:
?f; YNL times 2, plus # bytes in mezsage, plus fixed
‘}ﬁ; overhead of 16 bLytes (2 byte command word, a key field
"t (opticrai with data mescsage), and a 2 byte destination

select word [MEC-L: Cieet t]).
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y ] If the established procedure for this model were to be followea, the Ynet -
b'\ LAMBDA would represent the number of messages arriving at the Ynet per

L' -,

;: second and the above rormula would appear in the Ts calculations to give

;E?- the time to process one message., There are, however, three types of

messages arriving at the Ynet at differing rates, each of a different
length:

n' n,4 .

IFP to AMP communication packets, represented by: BFC
AMP to AMP communication packets, represented by: BFC plus BPK
Row data being retwned to the IFP, represented by: BRPH

For this reason, it was necessary to perform the calculation earlier, in
effect expressing LAMBDA in terms ot bytes, rather than messages. The

formulas for each row, and their derivations, are as follows:

Row 1:
IFP-AMP communication:
TDPL (YNL*2 + BFC + 16), plus
AMP to IFP transmission of row data:

TDPL (YNL#2 + BKrH + 16)

Simplifiea:

TDPL( YNL#44+BFC+BRPH+32)

Row 2:
IFP-AMP communication:
TUPL (YNL®*2 + BFC + 16), plus
AMP to IFP transmission of row data:

TUPL#HITS (YNL®*2 + BHPH + 16 + [see note on page 5-12]
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Simplified:
TDPL(YNL*#2+BFC+16+( HITS(YNL#2+BRPH+16+[see note on next pagel))

Row 3:
IFP-AMP communication:

TDPL (YNL*2+BFC+1€)

Row 4:
IFP-AMP communication:
TDPL (YNL#*2+BFC+16), plus
AMP-AMP communication:
AMPLAM (YNL#2+BFC+BPK+16), plus
AMP=-IFP transmission of row data:

TDPL#*HITS (YNL*¥2+BRPH+16+[see note on next fage]

Simplified:
(TDPL+AMPLAM) (YNL#2+4EFC+16 ) +1DPL*HITS( YNL*2+BRPH+16+[cee rote

on next pagel

o YnetHORI LAMBDA [YNHL] represents only the iI'F-iMP traffic
portion of Ynet activity required to satisfy one request., The

formula is, for Row 4:

AMPLAM(YNL #*2+BFC+BPK+16 )

o] YrietVERT LAMBDA represents only the IFP-AMP treffic portion of
Yret activity required to satisfy one request. In esserce,
these fcecrnmulas are the sane as theoe for Ynet LAMBDA, with the

AMPAMP corrunication and the TDP LAMBDA ractcr remcved., The

fornulas are:

4
.
c -

E

<
c 9
T
.8

YL.L*. +0LFC+ERPH+16+[se» note]

[P
PO |
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- Row 2: Dl
- YNL¥2+BFC+16+HITS( YNL*2+BRPH+16+[see note] Sy
Row 2: <

‘ " - C ]
YNL *2+BFC+16 ]

Row 4: ftﬁi

Same as Row 2. 50}1

[tiote: Acd BPK if ORDERED option is beirg modeled]. S

211 cther Response section LAMBDAs are "1", except the first three rows of

:
Vo i
a w35 v
AR : :
¥ 1 1 .
> d o

YretHCRI and AMPAMF, which are "O", and DSU and the DSU channel, which are

egual to the AMPDSU expansion value.

AV

Ts Values

o
-

~re service times (Ts values) are expressed as the time in seconds to
perforn one request. In some cases, this includes both the time to

irccess conmwmands and the time to move data block responses. In some

cazes, they are assigned as values; in others, they are calculated.

o

f'i}
LTy
4
o .4.‘
R,
4‘.-'..'\

- Utilizatior cecticn:

~ G TDP Ts - currently assigned a value of .001

. 3
g ¢ TDP-IFP CHANNEL Ts )
1 =)

¥
f
dedade

Fow 1:

{ ERPH+BPC) HRATE
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CRPER¥ELU +LPCOERATE B
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b
Y
rcw 2 j
(BFC¥Z)ERATE 9
Y
4
"
(Note: The multiplication by two means that the update information d

erbedded in the command will double tke length of the command. ]

Row 4:

Same as Row ¢

o] IFP Ts

Same as those above, except that PRATE is used in place of HRATE

and a parsing rate is added to each.

Parsing rates must be changed in the formula depending on the
type of activity being modeled - batch or interactive. They are

as follows:

BATCH INTERACTIVE
Fow 1 o1 .333
667
L4000
667

)

Row

n
.
—_

Row

(W]
.
" ‘1._ ;;o

=
-
—_

Kow

Ao

o
Z
5
IS
€
b
—
{

i

coing the wylinder block, pius the data

ClLote, Taus oo cornmand dtoelf,
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CRPDORVC®K YN+ RLHL+KPS®HITS/ AMPS) +BFC)PRATE

IR,
e
4
[(Note: The secondary search calculation (RSS, includes only the ‘:é
number of reads to get the row identifier., After that, a primary 4

search nust te perfornoed, ]

Row 3:
(BPB( RPS+4*(RSS+2 ) *KIR)+BFC)PRATE

This formula is distilled from the following scenario based on
the assumpticn that one row, specified by a unique primary key,
is being modified, and that, as part of tI modification, all

of the secondary keys are being modified:

- Primary search to find and read the row to bte modified

# READS FOR PRIMARY SEARCH

- rite the modified row, One write.

- Find the secondary index entries to te nodified

# READS FOR SECONDARY SEARCH ¥ # KEYS IN ROW

- At each node of the E-Tree, insert new pointer

# READS FCOR SECONDARY SEARCH * # KEYS IN ROW

[Hcete: bWrite is equivalent to Kead]

- At each node of B-Tree, delete old pointer

# READS FOR SECCHNDARY SEARCH * # KEYS IN ROW

- Re-write the cylircer index. One write,

O i e N
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Row 4:

(BPR( RSS+RLHL+2(RPS) (HIST/AMPS) ) +EFC)PRATE f
This formula is distilled from the following scenario: Q
- PERFORM a secondary search looking for local hits y

# READS FOR SECONDARY SEARCH

- Reacd the local hits
# READS FOR PRIMARY SEARCH times the number of hits at the
local AMP, which is H1ST/AMPs

- Extract primary keys and lash
- Eead lccal hits
# READS FOR PRIMARY SCARCH times the number of hits at

the local AMP on the second table, which is H1ST/AMPS/AMPS

- Transmit prime:'y key misses (for AMPAMP formula, later)

H1ST/AMPS - H1ST/AMPS/AMPS

- Receive primary key misses from other AMPs (for AMFAMP )
"4

formula, later) 4

e

(AMPS-1) (F15T/AMPS-H15T/AMPS/AMPS) lj

R

- Hash on received misses from other AMPs 1
1

1

- Retrieve local hits =
{FPS(H1ET-H1ST/AMPS) AMPS ﬁ

e

j

o AMP-DSU CilANLEL Ts ]
EPB*LRATE N

7

4

4

<

"4
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F‘— 0 DSU Ts

??1 Access time - ,018 R
- 4
9 plus, o

i.-. . _...1
& Delay for trunzfer: -
F" LFB/(# bytes per track (23L442) * §0) ;
: [Note: This assumes that the .018 given as accesc time in the :jj

literature includes head movement and latency.]

o AMPAME Ts

zero for Rews 1 thrcugh 3

AOW
EFC#PRATE
G Ynet <&

Since the Ynet initiates no traftic c¢f its cwrn, and since the

traffic ras, by this stzge in the nodel, all been tranclated

‘5
s

into byte traffic, the Ynet Tt i: equal tc the Yrnet byte

processirng rate - YRATE.

1 A
RRRTE

Recpornse section Ts values are equal to their Utilization

e
o e 8 42

section counterparts times the local LAMBDAs.

N

All RHO walues are calculated azccording to the ollowing fermule:

The  REG in Row 5 1o the teotel FC for the conponent, It is & =sirjlc ourL

e
PPN SRR

2€ the RBow 1, ¢, 2 and 4 HHCs.
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.2.4 Response Values

w

A1l response values are calculated according to the following formula:

Ts/( 1-RiC)

The REC wvalue used in the calculation for a given component box is the
total RHO (Row &) for the¢e correspoending component box in the Utilization

section, with the followirg exemptions:

0 The RHO used in both the AMPDSU and AMPAMP response calculations
is the total RHO for the AMP, that is, the sum of the total RHOs
(Row 5) for AMPDSU and AMPALP.

e} The RHO used in both the Ynet HORI and YnetVERT response

calculations ccres from the Ynet component box.

5.2.5 FExpansion Values

The expansion values in the Utilization section indicate the number of
requests a component box sends to the next component box 1in sequence.
They are analogous to the output of a EIPO chart, with the difference that
the expansion represents the number of requests being sent to only one of
the succeeding devices, vrather than the total number of requests being
issued, Thus, the expansion from the channel between the TDP and the IFP
ccmponent boxes is 1 divided by the number of IFPs; the Row 1 expansion
frcr the AMP to the DSU represents the rnumber of read requests generated
in response tc¢ a search on primary key divided by the number of DSUs per

Al4P., Following are descriptions of all of the expansion values.

o) TDP to CHANNEL expansion

For all Rows, the erpansion is 1. The TDP is merely passing

or. requests, one for one.

AN I AR ALY A e A A PR A
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CHANNEL TC IFP exparnsion

For all Rows, the expancion is 1 divided by the number of IFPs.

When the TDP passes the requests to the Channel, it addresses

each to a particular IFP.

o IFP to AMPDSU expansion

The expansion is the ratic cf IFPs to AMPs. It is assumed that
an IFP, when performing an operation involving a primary Kkey,
sends the request to the AMP which is responsible for the
particular key value appearing in the request, and will
therefore send the request tc orly cne of the AMPs. This would
normally be expressed as 1 divided by the number of AMPs (in
other words, a primary key operation goes to only one AMP), but
since the general procedure for deriving LAMBDA is to multiply
the expansion value by the sending device LAMBDA, and the LAMBDA
for the IFP is the result of dividing 1 by the number of IFPs,

that factor must be restored.

c AMPDSU to CHANNEL expansion

These expansion values represent the number of Read/Write

requests generated by the AMP for the DSU(s). Each Row is

different.

Row 2:
RSS*KEYS+RLHL+RPS*HITS/AMPS
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For Row 3, the expansion is based on the scenario described i

under "AMPDSU Ts", Row 3. The formula is: :j

RPS+U4#RSS#KIR+2 é

Y

For Row U4, the expansion includes all of the activity generated ;

by an AMP to perform its own secondary search and the primary E

d

searches associated with attempting joins locally, plus all of

.
ok

the primary searches levied on it by the other AMPs looking for
JOINs to their hits. The formula is based on the scenario

described under "AMPDSU Ts", Row 4:

T Rt
addeede ¥ me o m

‘'

RSS+RLHL+2#RPS*(HIST/AMPS)

Ly

0 CHANNEL to DSU expansion

" J;M[ ta

For all Rows, the expancion is 1 divided by the number of LSUs

cer :MP.

.
3

0 AMPAMP to Ynet expansion

AMP to AMP comnmunication is assumed to be sigrificant only for
JNINs. The expansion values for ROWS 1, 2, and 3, than are 0.

The expansion value for Row 4 is 1",

.Efl o There is no expansiorn tcr the Ynet.
L o The DSU has no expansio: tecause it is at the end of the line,
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5.3 Performance Testing Activities

Three different basic types of runs were made:

o General DBMS Operations
o C3I Tests

0 Teradata Benchmark Tests

For each of these three basic types of runs there were multiple subtypes,
and for each subtype there were multiple runs where the number of
processors were varied, For all but one subtype of run (Teradata
Benchmark), the number of processors was varied from 4 to 1024 by a factor
of 2.

In addition, the model was altered to reflect a new software release and
the model was re-run where the new release was expected to produce

significant changes.,

Two different types of ratios of AMPs to IFPs were used: 2:1 and
balanced, Since the total number of processors was always a power of 2
(4, 8, 16, ...), it was not always possible to achieve the desired 2:1
ratio. The ratio actually ranged from 1:1 for four processors, 1.67:1 for
eight processors to 1.99:1 for 1024 processors. The balanced ratio was :;;E
obtained by adjusting the ratio of AMPs to IFPs to obtain optimum results :;:j

for each model run.

Two mnodes of submitting requests were modeled: 1Interactive and Batch.

The difference 1in these modes was in the parsing times at the IFPs,
Interactive requests wused .333 seconds for Primary FRetrievals, .667 Tf?%
seconds for Secondary Retrievals, .4 seconds for Updates, and .667 seconds - )
for Joins. Batch Retrievals used .1 seconds for all requests. These 'ﬁ;ﬂ

1

numbers were provided in reference manuals [DBC-3].
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Four different subtypes of generic operations were modeled:

o) Primary Key Retrieval
o] Secondary Key Retrieval
0 Update

0o Join

Values output from model runs and components identified as potential

bottlenecks are included in Appendix D of this report.

5.3.1.1 Pprimary Key Retrieval

A Primary Key Retrieval is a search against a unique primary key where
only one AMP is involved 1in the search. Four varieties of Primary Key

Retrievals were modeled:

o] Interactive Retrieval, where the ratio of AMPs to IFPs was
2:1.

o] Interactive Retrieval, where the ratio of AMPs to IFPs was
balanced.

o) Batch Retrieval, where the ratio of AMPs to IFPs was 2:1.

o] Batch Retrieval, where the ratio of AMPs to IFPs was balanced.

When modeling the Primary Key Retrievals, the number of Primary Retrieval
Requests per user per minute was set to one and the other three types of
requests were set to zero. The number of wusers was adjusted for the

maximum number of transactions per second that would produce a Primary

Request Response time of five seconds while the IFP, DSU, and AMP RHOs f?
stayed below .9999 (full utilization). R
L
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r‘i The number of transactions per second when modeling Interactive Requests
varied from 5.58 with 4 processors, to 955.33 with 1024 processors, at the
2:1 ratio; and from 5.58 to 1431,48 transactions, respectively for a
balanced ratio. The throughput was somewhat better when modeling batch

requests; transactions varied from 19.47 per second with 4 processors

(2:1), to 3330 per second with 1024 processors (2:1), and from 19.47 per
second with 4 processors (balanced), to 4985,1 per second with 1024

processors (balanced).

The increase in throughput was linear, as predicted., In all cases the
IFPs were the bottleneck, and consequently, all balanced ratios of AMPs to
IFPs were 1:1. See the upper half of Figure 5-4 for a graph portraying

the results of modeled primary retrievals.

5.3.1.2 Secondary Key Retrieval

Two keys were used as the average number for Secondary Key Retrieval in
the model., Under the current release of the Teradata software, all AMPs
that contain data for the table being searched participated in the
request. In the model, all tables were spread over all of the AMPs, so
all AMPs were involved in the search., Under the next Teradata software
release, secondary keys will be hashed in a manner similar to primary keys
so that only those AMPs which contain the data will be involved in the
search. This will enhance performance for operations involving simple

(equality) searches on unique secondary keys and may enhance non-unique

secondary key options. However, non-equality or range sSearch operations .
are presumed to be unaffected by this new release, since all AMPS must be B
=

involved in the search. ]
M
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Four varieties of Secondary Retrievals for both the current and next

release were modeled:

o] Interactive Retrieval, where the ratio of AMPs to IFPs was 2:1.
o] Interactive Retrieval, where the ratio of AMPs to IFPs was
balanced.

o] Batch Retrieval, where the ratio of AMPs to IFPs was 2:1,

o) Batch Retrieval, where the ratio of AMPs to IFPs was balanced.

When modeling Secondary Key Retrievals, the number of secondary retrievals
per user per minute was set to one, and the other three types of requests
were set to zero. The number of users was adjusted for the maximum number
of transactions per second that would produce a secondary request response
time of 10 seconds while the IFP, DSU and AMP RHOs stayed below .9999
(full wutilization), Under the current release, the four varieties of
requests produced near identical results ranging from 2.77 transactions
per second with 4 processors to 12.03 transactions per second with 1024

processors.

The DSUs proved to be the bottleneck in all cases except for Interactive ]

Requests when using from 4 to 16 processors. In this case, the IFPs were
the Dbottleneck. When modeling a balanced system, the ratio of AMPs to
IFPs rapidly rose to 15:1 since the DSUs were the bottleneck. In all
cases, the throughput rises rapidly, and then levels off at 64 processors
where it takes a sharp rise to 128 processors where it remains virtually

flat. See the upper half of Figure 5-5 for a graph portraying the results

of modeled secondary retrievals {(current release). ﬂf
The number of reads per DSU decreases as nore AMPs are added to the "]
system. Cne [JU pe. AMP was modeled in the runs being made., The average —

number of reads rapidly decceases from 5.% to Jjust above 3, which
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represents the number of index reads. As the table gets spread out over

nore DSUs, the number of rows per DSU gets small enough that only two
levels of the B-tree index are required, and therefore, the number of
reads drops from just above three to just above two (average) where it

remains throughout the expanded configuration range..

The point at which this sharp rise occurs is governed by four factors:

o Thne size of the key plus overhead
o The size of the index blocks
o The number of rows in the table

o] Tne number of DSUs per AMP

Since none of these values were changed in the model runs that were made,
the numter of AMPs at which this change occurs remained constant at
slightly over 61 AMPs. Reference Table 5-1 which shows reads per DSU for
both 2:1 and balanced ratios as the number of processors increase, This
table shows that the drop from about 3 to about 2 reads occurs in both
cases Detween 64 and 128 processors. This is between 42 and 85 AMPs for
the 2:1 ratio, and 60 and 120 AMPs for the balanced ratic. The critical
point is at 61+ processors since at 128 «eys per block, 16384 Rows per DSU
iz the maximum size at which only two levels of index are needed. 128
£ey records per block is arrived at when 3584 bytes per block is divided

by 12 bytes xey size plus 16 bytes of overhead.

Wnen modeling the next Teradata software release, the Secondary Retrieval
tnroughput was much 1like the Primary Retrieval with a maximum of 4955.67
transactions per second and linear increase in throughput with increasing

number of processors, as indicated in the lower half of Figure 5-%5,
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5.3.1.3 Update

An Update of a Row was modeled wusing a primary key retrieval and

modification to all secondary keys in the Row. Two varieties of updates

were modeled:

o) Interactive Update, where the ratio of AMPs to IFPs was 2:1.
o} Interactive Update, where the ratio of AMPs to IFPs was
balanced,

When modeling the wupdates, the number of update requests per user per
minute was set to one, and the other three types of requests were set to
Zero. The number of requests was adjusted for the maximum number of
transactions per second that would produce an update response time of 30
seconds, while the IFP, DSU, and AMP RHOs stayed below .9999 (full

utilization).

The number of transactions per second varied from 1.43 with 4 processors
to 717.70 with 1024 processors when using a 2:1 ratio and a slightly
better throughput was obtained when using a balanced ratio. The graph in

the lower half of Figure 5-4 portrays the results of modeling updates.

The updates also produced a near linear curve similar to the interactive
primary retrievals, but with a slightly lower throughput due to the extra

work of rewriting the records.

5.3.1.4 JOINs

Tie JOIN as modeled is a search on a secondary key in one table and a JOIN

F:l w.th a Row Identifier in a second table. Two varieties of JOIN were

modeled usirng both the current release and the next relcase:

Interactive JCIN, where the ratic of AMPs to IFPs was 2:1.

[
Y

Interactive JCIN, where the rati. of AMPs to [¥Ps was balancea, ~
-7
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5.3.1.3 lUpdate

An Update of a Row was modeled using a primary key retrieval and

modification to all secondary keys in the Row. Two varieties of updates

were modeled:

o] Interactive Update, where the ratio of AMPs to IFPs was 2:1.

o) Interactive Update, where the ratio of AMPs to IFPs was

balanced.

When modeling the wupdates, the number of update requests per user per
minute was set to one, and the other three types of requests were set to
zZero, The number of requests was adjusted for the maximum number of
transactions per second that would produce an update response time of 30
seconds, while the IFP, DSU, and AMP RHOs stayed below .9999 (full

utilization).

The number of transactions per second varied from 1.43 with 4 processors
to 7T17.70 with 1024 processors when using a 2:1 ratio and a slightly
better throughput was obtained when using a balanced ratio., The graph in

the lower half of Figure 5-4 portrays the results of modeling updates.

The wupdates also produced a near linear curve similar to the interactive
primary retrievals, but with a slightly lower throughput due to the extra

work of rewriting the records.

5.3.1.4 JQINs 'Z
™

9

The JOIN as modeled is a search on a secondary key in one table and a JOIN jq
with a Row Identifier in a second table, Two varieties of JOIN were 'ﬂ
9

modeled using both the current release and the next release: -
?

~1

o Interactive JOIN, where the ratio of AMPs to IFPs was 2:1, p

o} Interactive JOIN, where the ratio of AMPs to IFPs was balanced. :}

7

-1
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When modeling the JOIN, the number of JOIN requests per user per minute
was set to one and the other three types of requests were set to zero.
The number of users was adjusted for the maximum number of transactions
per second that would produce a Join response time of 45 seconds while the

IFP, DSU and AMP RHOs stayed below .9999.

When modeling the current Teradata software release, the throughput
achieved for a 1024 processor configuration was rather low: 18.8
transactions per second when using a 2:1 ratio, and 20.12 transactions per
second when using a balanced ratio. The curve flattened out due to the

use of the Secondary Retrieval.

When modeling the next Teradata software release, the throughput climbed
rapidly until between 128 and 256 processors where it suddenly leveled off
at just over 100 transactions per second when using both 2:1 and balanced
ratios., This leveling off was caused by excessive AMP-AMP communication,
This is demonstrated by the AMPs replacing the IFPs as the bottleneck at
128 processors, See Figure 65-6 for graphs of both current release and

next release of the modeled performance for Interactive JOIN.

5.3.2 C3I Tests

Two different types of C3] tests were modeled:

o Photo Interpretation (PI) Mix

o Indications and Warning (I&W) Mix

5.3.2.1 PRI Mix

The PI Mix consists of a mix of three of the four generic DBMS requests
representing the type of requests a PI Analyst would typically make. This
was modeled by .65 Primary, .325 Secondary, .325 Update, and Zero JOIN

Requests per user pe- minute for a total of 1.3 requests per minute based

5~26
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on predicted 1990 SAC workloads cited in the June 1982, IDHS~80 Evaluation s
Final Report prepared by Mc2, The number of users was adjusted for the o
maximum number of transactions per second that would produce a primary
request response time of five seconds while the IFP, DSU and AMP RHOs
stayed below .9999,

The number of transactions rose to just above 40 per second at 128
processors for both 2:1 and balanced ratios, The transactions remained
virtually flat, climbing only to 47+ at 1024 processors., This was due to
the Secondary Retrieval Component of the PI Mix,

When modeling the next release throughput made a linear increase to 734
transactions per second for the 2:1 ratio at 1024 processors and 1097
transactions per second for the balanced ratio. See Figure 5-7 for both
current release and next release of the modeled performance for the PI
Mix.,

5.3.2.2 1&W Mix

The I&W Mix consists of a mix of all four generic DBMS requests
. representing the type of requests an I&W analyst would typically make,
Eﬁ: This was modeled by .5 Primary, .2 Secondary, .1 Update, and .2 JOIN

requests per user per minute for a total of one request per user per

minute, The number of users was adjusted to produce an average response

time of 30 seconds while the IFP, DSU, and AMP RHOs stayed below .9999.

The throughput for the current release I&W model runs was much like that

of the PI Mix except that the number of transactions only reached 19 per

second at 1024 processors, This was due to the Secondary Retrieval

;: component of the I&W Mix.
.
] There was a large improvement in the I&W throughput when modeling the next
release, Both 2:1 and balanced ratios climbed in a near linear fashion, ™
L
with the balanced Dbeing sumewhat higher until 512 processors were reached, 9
.- Y
5 at which point both started to level off reaching approximately U475 -;ﬂ
. N
T 5-27
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transactions per second at 1024 processors. This leveling off is caused
by the JOIN component of the I&W Mix, which causes excessive AMP-AMP
comnunication at large numbers of processors. This is shown by the AMP
becoming the bottleneck at 1024 processors for the 2:1 ratio and at 512

and 1024 processors for the balanced ratio.

See Figure 5-8 for both current and next Teradata software release of the

modeled performance for the I&W Mix.

5.3.3 Ieradata Benchmark Tests

Qi et
gy

RN 4 U o a1

Teradata Corporation ran Benchmark tests using 6, 32, and 60 processors.,
An attempt to model these Benchmarks was made. Some modeling parameters
from the Teradata runs were unknown so they were left at the value used in
other runs, The table size was known to be 1,000,000 rows and the
processer mix of AMPs to IFPs for the 60 processors was known to be 40:20
or 2:1. The number of keys in a row was one instead of two as on other

model runs. Four varieties of the Benchmark tests were run:

o] Teradata Benchmark
o] Teradata Benchmark, Extended

o Teradata Benchmark, Modified

e L o8 At
e .

v
PR A ']

batndiui
:
.

The Benchmark tests consisted of 65% Primary Requests and 35% updates.
For the model runs, the number of Primary Requests, Secondary Requests,
Updates, and JOINsS per user per minute were set to .65, 0, .35, and O,
respectively. The number of users was adjusted for the maximum number of
transactions per second that would produce a Primary Key Retrieval
Response time of five seconds, while the IFP, DSU, and AMP RHOs stayed
below .9999.
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5.3.3.1 Ieradata Benchmark

This model run was made to duplicate the actual Benchmark tests using 6,
32, and 60 processors with the 2:1 ratio believed to be used in the actual
Benchmark tests, Balanced ratio runs were also made., Comparison between

the model outputs and Teradata Benchmark results are as follows:

NQ, PROCESSORS
Transactions/Second 6 32 60
Teradata Benchmark 15 83 139
2:1 Model Run 19.5 107 195

A linear performance curve was achieved as in the Teradata benchmark (see

top graph in Figure 5-9), Discrepancies in the transaction rates output Qtd
by the model <c¢an be attributable to the operational response time :i
requirement parameter set in this run to five seconds, A smaller response :i
time parameter value would lower the transaction rate, yet achieve the _;!

same linearity. Response time control 1s not exercised in Dbenchmark
testing, since all responses are accumulated over the benchmark execution

period.

5.3.3.2 Teradata Benchmark, Extended

This set of model runs was an extension of the previous runs using the

{A'L'L'A'n'l A'ALL";; N

standard numbers of processors (4, 8, 16, 32, ... 1024) instead of 6, 32,

60 processors. This test showed that the number of transactions per .;:

-

second would increase in a linear fashion as the number of processors was ;f

increased to 1024, See Figure 5-9 for graphs of the Teradata Benchmark as fq

modified and of the Benchmark extension as modified. ?{
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5.3.3.3 TJTeradata Benchmark, Modified

The Teradata Benchmark, Modified model runs were the same as the Teradata
Benchmark, Extended except the number of keys per row was set to the usual
value of 5. This lowered the throughput from a maximum of 3332 to 1970
transactions per second for 1024 processors with a 2:1 ratio. It also
lowered throughput for 1024 balanced processors from 4987 to 2255
transactions per second. See Figure 5-10 for a graph of the Teradata

Benchmark as modified.

5.4 Conclusions

The Teradata model would seem to indicate that the DBC/1012 will process
very large amounts of data, and for some tyres of requests such as Primary
Request and Update, the response 1is linear, as more processors are added,
a corresponding increase in transactions per second 1s achieved, but for
other types such as Secondary Retrieval and JOIN, a point is reached where
additional processors will produce 1little, if any, improvement in
throughput. The next release of the software appears to make the
secondary request performance curve also linear, but the JOIN still has an

upper limit to the throughput.

There was not enough time to exercise the model to its full extent. Some
parameters such as key size, number of records in table and index block
size were not varied. By changing these parameters, the point at which
the throughput flattens out could be moved and possibly produce a near

linear response over a wider range of number of processors.

This model was implemented for equality Primary Retrievals. It is our
opinion that range searches on primary keys would behave much like the

secondary searches behave on the current release.
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SECTION 6
C3I APPLICABILITY ASSESSMENT

e g e e
ek tmantaianiler ot g

This section presents an assessment of the DBC/1012's applicability to the
€3I data management environment in terms of its functionality, integrity,

and data base administration support. Approaches for inserting the

DBC/1012 into existing €31 environments are also discussed. (For a more
detailed discussion of this topic, refer to the second Interim Report

produced under this effort [MCC-2]).

6.1 unctiona

The extent of support that the DBC/1012 can provide to €31 data nrocessing
r ..
S functions is assessed by analyzing 1its methods of operation and

determining how its features apply to a set of typical C31 operations.

6.1.1 Methods of Operation

The DBC/1012 supports three general methods of operation:

o] Interactive ad hoc query/update under ITEQ, and the capability
to build and execute streams of interactive data base requests

under BTEQ;

b
P o] Interactive menu-based transaction processing, via CICS
b
:.'. interface; and
p
2 .:
Fl:; 0] Applications code driven functions which use CLI or Preprocessor “
o~ s
aa interfaces. o
L -
r“;' No shortcomings are ceen 1n accessing a session environment suited to the .
1
N . . . .
- data tase processing application. !
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6.1.2 Applicability to C3I Functions

A flow of generalized C3I functions was developed to form a basis for the

functionat applicability analysis, In the following subsections, the

functions in this flow and associated suppert provided by the DBC/1012 are

discussed.
6.1.2.1 ept and Vali e from Operati ource
Data from operatiocnal sources includes message data arriving

electronically over communications systems such as Autodin and IDHSC-II,.
These messages normally are 1in a standard report format, such as GENSER,
DSSCS, or IDHSC-II. Other data arriving at a C3] center includes extracts
and/or updates of national data bases, such as the Automated Installations
File (AIF), and orders of battle (OBs). This information may arrive over
electronic media, but is usually on magnetic media, such as magnetic tape

volunes,

The DBC/1012 features a "foreign file™ capability which reads data files
from the host and updates, deletes, or inserts records in the data base,
This capability is implemented under the Bulk Data Load (BDL) wutility.
The 1input data may be a data set or data records output from a

host-resident preprocessor program.

Special data types, such as the GEO COORD definition (found, for instance,
in the SARP DBMS) are not provided. This data type would be particularly
useful for (31 applications. We see no major development difficulties in
formulating C3I oriented data types for the DBC/1012. In addition, should
a more 1integrated and supportable capability be desired, we feel that
Teradata would consider adding these specialized data types in the

interest ot expanding the market potential of their product.

S N . e W
L. el . e




e A W T o W T > Calih R aride At Sag AN S R

Data manipulation statements in the BDL session can be used to update or

aad to specified records in the data base. For instance;

UPDATE Installations:Airfields (RnwayLgh=8NRnwayLgh)
WHERE AfID = @NAfID AND

Rnwaynm = @NRnwayNm;

o In the above example, NAfID, NRnwayLgh, and NRnwaynm are fieids defined in
[ the input record. They are mapped to the data base fieids Atid, RnwayLgh,

and RnwayNm, respectively,

BDL also performs input validation based on the field data types specified
during the DEFINE operation. Records not matching the field definitions

are rejected and flagged. The following statistics are collected during

E the BDL operation:
: o] Total number of bytes processed;
- o] Total number of rows inserted, updated, or deleted;
: o] Total number of rows rejected;
N o] Total CPU time taken by the bulk operation; and
2. o] Total wall clock time,
'iﬁ 6.1.2.2 Browse Data Base in Area of Responsjibility

Browsing is an important function for C3I analysts. For example, an
Indications and Warning (I&W) analyst must peruse large amounts of
day-to-day data, such as Foreign Broadcast Information Service (FBIS)

- reports for events which could reveal a change in a country's foreign or

domestic policy and eventually affect U.S. regional interests.
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The ad hoc query capability provided by ITEQ and BTEQ is well suited to
this function, Analysts can query data base tables on primary or
secondary keys {indexes), or non-indexed fields. The M"HELP" utility can
be invoked to identify the columns and indexes of a table or view.
Inaexes may be created to expedite the retrieval of records based on one
or more (up to 16) search fields commonly used by the analyst. The
relationayr join operation, implemented as a RETRIEVE (expression) WHERE
(condition) or nested RETRIEVE request, allows the analyst to develop

commonalities from several data base tables; for example:

RETRIEVE Personalities:rorMinisters.ALL
WHERE OnTravel,VIP

1]

ForMinister.Name AND

Onlraver.l.oc = "Saudi Arabia"

would list all foreign ministers currently on travel to Saudi Arabia,
Note that the above query extracts information from separate data bases
(the current data base, say "Activities™, and "rersonalities"), and from

tables within each data base.

6.1.2.3 Directed Data Base Searches
Directed data base searches are distinguished from ad hoc queries in that ;Ei
they are conducted to arrive at a finding, or to establish some pattern or o

trend. These activities may take the form of simple or complex requests ]
wnich are applied to the data base each reporting period to monitor a :ﬁt

uniform perspective of related data base information., Examples might be: ff;

"The Months WHERE

Tne Number of RORSAT Launches Was Greater Than 5
AND

The Number ot Bear Recce Intercepts Over Bermuda Was Greater Than 3.7

« et
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2
:;ﬁi As snown in the previous subsection, the join operation can be used to :ﬁ
Eg;i provide this inrormation on an ad hoc basis. If the above type of request 53
S were a normal access mode of operation for the analyst, the DBC/1012 macro =
;‘ construction facility could be used to build standard request structures. %

};f? Tne analyst would invoke the macro using specified parameters. This ]
:f feature could provide an analyst "toolbox" consisting of macro packages
.
Ej avallable for facilitating analysis.
Q¢C The TEQUEL "COMMENT ON" statement may be used to provide short
AP
RS descriptions of the macros, thus facilitating operational documentation

and training activities; for example:

.ii; CUMMENT ON MACRO HiSurvAct 'Looks for unusually high surveillance
*;;; activity -- Takes RORSAT mission count

‘i?i and Bear Recce Intercept Count as

arguments';
Comments can also be entered for Data bases, Tables, Columns, Fields,
Views, and Users. They are stored in the Data Dictionary/Directory and ii

thus are available from session to session.

o The CICS interface also provides tools for performing uniform structured

queries to the data base. Screen displays which prompt the analyst for

‘ inputs can be deveiopea under the host CICS enviromment. The analyst then
:ft? queries the DBC/1012 using the screen display specified for the task to be
performed, Results from the query are transmitted from the DBC/1012 to

the host wunder the CICS interface, and are subsequently output to the

o analyst's display terminal.
o 6.1.2.4 Employ Data in Calculations
o
RA Tnis function encompasses the utilization of data base inrormation in
. f mathematical calculations such as those performed in terrain analysis,
ﬁ?? orbit analysis, correlation, and mission planning. DBC/1012 support to

-ibl mathematical calculations is discussed under the foilowing three areas.




6.1.2.4.1 Applications Code Interface

TEQUEL statements can be embedded in applications programs as discussed
earlier 1in this section. The degree of difficulty encountered in
embedding TEQUEL statements in applications code depends to a large extent
on the existence of a TEQUEL Preprocessor for the applications program
source language. It is relatively simple to set up DBC/1012 -
applications code variable linkages and insert TEQUtL statements in the
applications program in a Preprocessor supported applications language.
If source code 1is not supported by a Preprocessor, the TEQUEL statements
must be stored, either in arrays or files, then read, buffered, and sent

to the DBC/1012 under explicit operations.

Several IDHS 1installations use PL/1 and can therefore employ the Teradata
PL/1 Preprocessor to support mathematical processes. COBOL is not used
for caiculation-intensive applications, but in some installations it still
may be used for report generation, In future DBC/1012 software releases,
Preprocessors may be developed for other languages; this would depend upon
the demand encountered from the DBC/1012 users and potential customer

base.

6.1.2.4.2 TEQUEL Operators

TEQULL statements can invoke both arithmetic and 1logical operators. Tne

arithmetic operators (in order of precedence) are:

o) Unary Plus and Negation
o} Multiplication, Division, and Modulo
0 Addition and Subtraction

o] Aggregate Operators (MAX, MIN, SUM, COUNT, AVERAGE)

TEQUEL does not «contain exponential, logarithmic, or trigonometric

operators.

6-0
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Logical operators included in TEQUEL are:

o Equal to (or Net Equal To)
o Greater Than (or Equal To)
o Less Than (or Equal To)
o AND/OR
o} NOT
6.1.2.4.3 ecisi f Numerj ata Values

Several C31 applications require high precision calculations, An example
of such an application is that of determining the geographic locations cf
objects located by radar surveillance. Redar coordinates must be
converted to earth scale coordinates for the object and, in turn, these
values are converted to the map scale coordinate reference system used by
the C31 organization. High precision sensor/strike systems are only as

effective as the guidance data they employ in seeking out their targets.

INTEGER data types are represented on the DBC/1012 as 32-bit binary words
ranging from 231 to 231.1, DECIMAL data types represent packed decimal
nunbers (m.n) where n is the number of digits (up to 15) and m is the

scale