RAD-R167 803 REOUIREHENTS FOR THE NEXT GENERARTION PACKET SII'I’CII(I.I) 1
S ﬁR INC CLEMI VA 22 APR 86 URN-6-DCA-03
..-84-0-.
UNCLASSIFIED F/G 12/2




EEEE
S EEE

 EEFFPT
=

Mlu

mm

L4

0

CHART

MICROCOM™



Dt e e g\ amcan

AD-A167 803

et e

kequlrements F-r
The Next Ceneration
Packet 3Switch




Requirements Por
The lext Generation
Packet Switch

Prepared By

SPARTA, Inc.
7926 Jones Branch Drive
Suite 1070
McLean, VA 22102

RN

April 22, 1986

Prepared PFor

Defense Communications Engineering Center
18660 Wiehle Avenue
Reston, VA 22090

DTIC
ELECTE

D




.....

Ay
2
z
»
|

REPORT DOCUMENTATION PAGE prirart oy SR
Exp Date: Jun 30 1986

~ 1a. REPORT SECURITY CLASSIFICATION 16. RESTRICTIVE MARKINGS
g UNICLASSIFIED HONE
20. SECURITY CLASSIFICATION AUTHORITY 3. OISTRIBUTION / AVAILABILITY OF REPORT
! 7 OECUASSIICATION/ DOWNGRADING SCHEODULE UALLITED
&. PERFORMING ORGANIZATION REPORT NUMBER(S) S MOMITORING ORGANIZATION REPORT NUMBER(S)
N UllL-5-DCA-053
s
6a. NAME OF PERFORMING ORGANIZATION 6b. OFFICE SYMBOL | 76. NAME OF MONITORING ORGANIZATION
. SPARTA, INC oF spohicable) K
. * b DEFENSE COISRMICATION ENGINEERING CENTET -..-
s & ADORESS (Gty, State, and 2% Code) 75, ADORESS (City, State, and Z# Cooe) '-'
7926 Jones Branch Drive, Suite 1070 1860 Uiehle Ave.
‘ Hclean, YA 22102 Reston, VA 22090
8. NAME OF FUNDING 7 SPONSORING 8b OFFICE SYMBOL 9. PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER
ORGANIZATION - (f applicable)
I DCEC R640 - DCA100-84-C-0085
8c. ADDRESS (City, Slatc..and 21 Code) 10. SOURCE Of FUNDING NUMBERS
e 1860 Wiehle Ave. ELEMENT NO. ;?M‘ tu‘o“ n%::s%“o:'uo
E Reston, VA 22090
' (11, NTLE Gndude Security Casuification)
N Requirements for the Next Generation Packet Switch
12. PERSOMNAL AUTHOR(S) SPART A, INC.
i 130, TYPe OF RePORT 136 THRE COVERED 14 DATE OF REPORT (Year, Monch, Day) |'S. PAGE COUNT
Final FROM 101/22/R4 7O 4/22/56 860422 < 88>
16. SUPPLEMENTARY NOTATION
7
12 COSATI CODES v 18 SUBJECT TERMS (Contnue on reverse if necessery and wdentify By block number)
- LD GROUP SULGROUr | 7 Computer Networks llachine Architecture; Packet Switches,
R | S
- T9. ABSTRACT (Contnue on reverse 1f necemsary ond idencly by Slock o }
" - —>This report discusses the requirements for the next generation packet suwitch,
t0 be used in the Defense Data Network. These requirements are based upon
examination of the current and anticipated trends in the Defense Data lletwork
and upon packet switch hardware and software technology trends. Specific
requirements are then developed for the next generation packet switch o
performance, reliability, maintainability and configuration. Finally,
';' procurement strategies and schedules are discussed. . 7 NG
- { .
E 7 ‘.";i
A 70 ORTRIBUTION/ AVARASRITY OF ABSTRACT 21, ABSTRACY SECURITY CLASSIFICATION o
@ uncLassesonmmmnteo O same as o1, O omic usens e
22 [[17a NAME OF RESPONSISLE WOIVIOUAL 770, TELEPHONE Gnchate Ares Code) [ 22¢. OFFICE SYMBOL -
tir. Ed Cain {703) 437-278 *Ret R
OO0 FORM 1473, 84 man 3 APR 00rts0n may be wsad unti eshowsted. SECURITY CLASS#ICATION OF ThIs PAGE N
r ANl 0ther edrtions are Obeolete o

UNCLASSIFIED e




L. oM A pud i ML AN iy o Vel Sy ke by bs, Kl Mt i gt S o, o AN K I ANRN, Ny L Lo g fd Nam K g o e rew TR D .y

i iy

el

(38

NEXT GENBRATION PACKET SWITCH

g TABLE OF CONTENTS R,

. ) :‘}i\

. 1.0 INTRODUCTION 1 e

R 1.1 Purpose of the Report 1 -4

3 1.2 Alteznative DDN Bnvironments 3 £

1.3 Report Organization 4 N

R 1y

6 2.0 VHERE DDN 18 AND NEAR TERM PUTURE 5 ¢

‘ 2.1 ARPANET-DDN Bvolution S &

- 2.2 The ARPANBT Technology 5 e
;';‘ 2.2.1 The Packet Switches 6 o
2.2.2 The Communication Links 7 y

2.2.3 The PSN Protocols 8 I

. 2.2.4 Security 8 o

- 2.2.8 Summary 8 o

2.3 DDN Now and Mear Term 9 3

2.3.1 The Packet Switches 9 k]

gf 2.3.2 Trunks and Access Lines 10
2.3.3 The PSN Protocols 10 A

- 2.3.4 Security 10 RN
j - 2.4 Prospective Changes to the DDN 11 -L
2.5 Summary and Conclusion 12 N

i 3.0 WVHERE DDN NEEDS TO GO 13 =

3.1 Future DDN Requirements 13

3.2 New Technologies in DoD 15 e

s 3.3 New Application Level Requirements 16 AN

- 3.4 Security Considerations 17 il
-+ 3.5 Other PFeatures 190 R

3.5.1 Precedence 18 -

- 3.5.2 Pairness 18

3.5.3 Type of Service 18

3.6 The NGPS Network 19 o

3.7 The Date at Which the NGPS is Required 20 R

] ":‘. . >

- 4.0 WHERE TECHNOLOGY IS GOIMG 22 B
. 4.1 Transmission Technology 22

- 4.1.1 Satellite Transmission 23 R

B 4.1.2 High Speed Terrestrial S
‘ Transmission 23 \-
" 4.2 Computing Technology 24 4 "
% 4.2.1 Architecture and Engineering 24 =

4.2.2 Logic and Memory 25 0 e~

ry: 4.2.3 Computer Security 25 a RN
o 4.3 Commercial Communication Technology 26 . .ommaed i

- 4.3.1 Integrated Service Digital - o

' Network (I8DN) 26 o]

c 4.3.2 Hybrid Switches 27 N

4.4 Summary and Conclusions 28  ———encanad DAL

. ) y Codes :.-‘::.

Ky b Avan a.dfor \':

- Special Mo

s

; i e

e -




THE NOPS ENVIRONMENT
Introduction
Global 8trategy
Switch Pamilies

REQUIRBMENTS DISCUSSION
Switch S8Specifications

Quantity

Capacity

Interface
Implementation

Hardware

Softwvare
Reliability/Maintainability

Survivability
Security
Unattended Operation
Network Control and Accounting
Transitioning

EXAMPLES OF COMMERCIAL PACKET SWITCH

CAPABILITIES

Current Commercial Switches
Amnet
ATT
M/A-COM CP9000 Series 11
Northern Telecomm
BBn

Puture Commexrclal Packet Switching
Developments

Summary and Conclusions

~N e W N O SNANEWWINNNMREHNO WO

e & e o
N W=

STRATEGIES FOR ACQUIRING THE NGPS
Design, Develop, and Procure a DDN
Specific NGPS
Buy Modified Commercial Packet
Switches

S
S
5
S
6
6
6
6
6
6
6
6
6
6
6
6
6
6
7
7
7
1
?
7
7
7
7
8
8
8

SCHEDULB
Date NGPS8 is Needed
Development
Testing
Other Requirements
Transition

WVOVOVOwYw

MWW= O

[
o
L]

o

RECOMMENDATIONS
REFERENCES

(& Bat

Flatierhe gy o
tﬁ:ﬁ
i)
"

»

U A
a o A% Y O TN
X '1' !a:'

YAAAR |-
"'"";. M ..‘4‘. F

. "'c: ‘_é ‘:".f~l
R, 3R

’




t
[}
'c
b
x
».
>
’
3
[
]
u
-
-
13
Y

Y
A 3
Y
2 355
% oy
)4 -“ ;
APPENDIX A: DIBCUBBION OF PACKET BWITCH ARCHITECTURE z N
’ AND PERFORMANCE g |
. et
* A.0 INTRODUCTION 61 M
a A.l Processor Architecture and Packet
- Switch Performance 61 8
¥ A.l.1 Architectural Features 61
A.1.2 Packet Switch Performance 62 _3
N A.1.3 Multiprocessing/Parallel S
) Arxchitecture 66 D
i A.1.4 Summary of the Model 66 )
- A.2 Metwork Throughput and Packet
Switch Throughput 68 T
- A.2.1 Top Level Model 68 E.
A.2.2 Estimation Techniques 69 2
-~ A.2.3 Itexative Techniques for Network )
v Load Leveling 70 e
y A3 An Example Architecture for the NGPS 73 NS
JR5 A.3.1 Throughput 73 e
[ A.3.2 Reliability 74 e
A.3.3 Flexibility 74 "3
. A.3.4 Security 75 e
A.3.5 Summing Up 75 N
-, S
APPENDIX B -~ ALTERNATIVE NETWORK ENVIRONMENTS ’-.E:
. B.0 INTRODUCTION 76 .
B.1 Alternative Strategies for the DDN 77 R
g B.1.1 DDN as an Internet 17 N
% B.1.2 DDN as a Hierarchical Network 80 o
o B.1.3 DDN as a Multi-Vendor Network 82 =
- B.1.4 DDN as a Maximal Backbone 84 —
B.1.5 DDN as a Hybrid Network 8é NS
B.2 The Bffect of the Alternatives on 3
NGPS Requirements 88 R




e
R
DY

5, o™ Sy Mg

R

T B

-

2 AR

e

e

hort e s

SPARTA, INC. 22 Apzil 1986

1.0 INTRODUCTION

1.1 Purpose of the Report

This report has been produced in response to two paragraphs
in the: Statement of Work (for Contract #DCA100-84-C-0085,

"Analysis and Resolution of Packet Switching Issues") which
read as follows:

2.3 Next Generatlion Packet Switch

As higher bandwidth 1long-haul (satellites, optical
fiber) and short-haul (broad-band cable, microwave)
transmission media become cost-effective for DDN
trunking, and as high bandwidth host applications
become more widespread, a radically different packet
switch will be needed for the DDN functions performed
by hardware or firmware. A genuine need for a new
switch must be forecast far enough in advance to permit
development and testing.

4.3 Identify the Requirements for the Next Generation
DDN Packet Switch

The contractor shall perform the research and necessary
analyses, and prepare a report recommending require-
ments for the next generation DDN packet switch,
including functional, reliablility, survivablility,
throughput, maintainablility, and security requirements.
The report shall predict dates by which the C/30 will
begin to £fall seriously short of the DDN reguirements,
estimate when the new packet switch should be wmade
avallable, and estimate the length of time required for
systema development and testing. The zrequirements
developed shall be based on: the potential use of
alternative trunking facilities in the DDN, such as
satellite circuits and 1local wideband distribution
systems; the Iincreasing use of high bandwidth host-to-
host applications; and the role of the DDN in an
internetworking system.

The intended audience and users of this report is the De-
fense Data Network (DDN) and those involved in the develop-
ment of packet switched networks £for the Department of
Defense (DoD). The reader is assumed to have some knowledge
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of networking, of packet technology, of the DoD internetwork

structure and familiarity with computer/communications
hardware and with real-time software for communications.

This report 1s expected to be used by:
the Government to include with a procurement

specification for the design of the next generation
packet switch

the Government to include with a procurement speci-
fication for the development of the next generation
packet switch

the contractors who bid on these procurements in order
to correctly size the scope of the work

the contractors who perform on these procurements as
guidance for their more detailed design and development

As noted above, this report assumes a general understanding
of the concepts of packet switching. This understanding can
be obtained from a collection of papers such as the DARPA
compendium (DAR 81] or the November 1978 issue of the IEEE
Proceedings [(IEE 78]. The fundamental concepts of packet
switching data communications can be summarized as:

messages are broken wup into packets (originally

typically about 1000 bits) which individually have a
high probability of traversing a link without errors

the nodes of the network are computers; they can
perform "intelligent” functions and they can provide
storage for messages/packets until their receipt is
acknowledged

overall reliability 1is achieved by making use of error
detection and requesting retransmission

As the DDN evolves and grows during a time of rapidly chang-
ing needs and technology, careful planning and development
will produce the Next Generation Packet Switch (NGPS).
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1.2 Alternative DDN Environments

In preparing this report attention was pald to the evolving
technologies and to commezcial developments in data and
voice communication. The purpose of this was to determine
how, and to what extent, these considerations would affect
the Next generation Packet Switch (NGPS) and/or its environ-
ment. The conclusion, discussed in Section 5, was that the
NGPS environment would be an upward evolution of the present
environment and not a radical departure. Altezrnative DDN
environments were considered briefly, however; these are
described in Appendix B since we feel that some of the
alternatives may have a rxole to play in a following
generation of the evolving DDN.
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1.3 Report oOrganization

This report is organized into eleven sections and two appen-
dices; the Introduction is Section 1. Section 2 summarizes
the current, near-term future status, and limits to growth
of the DDN. Section 3 discusses the expected growth and
changing requirements for the DDN. Section 4 examines tech-
nologies which impinge on the future DDN. Section 5 postu-
lates the environment for the NGPS. Section 6 is a discus-
sion of the requirements £for the NGPS. Section 7 reviews
some commercial packet switch developments and assesses
their potential £for meeting the NGPS requirements. Section
8 presents some strategies for acquiring the NGPS. A
suggested schedule for the NGPS is given in Section 9. Fi-
nally a set of recommendations for the NGPS8 is provided in
Section 10. References for the report are in Section 11.
Appendix A provides a more detailed discussion of how the
requirements for the NGPS were developed, Iincluding some
discussion of multiprocessor architectures as they £it into
the NGPS application. Appendix B, as noted in Section 1.2
above, provides a brief discussion of some alternative net-
work environments to the environment chosen in Section 5.
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2.0 WHERE DDN IS AND NEAR TERM FUTURE
2.1 ARPANET-DDN Evolution

We shall examine the current DDN and its past and future
evolution as we forecast the major changes that will arise
over the next decade. These changes are of two types: those
due to speclific DoD growth in needs and usage; and those
driven by growth in data communication which are largely a
result of the changes 1in computing and communication
technology. The current and near term projected DDN is a
direct evolution of the ARPANET (described in [DAR 8l1]). It
incorporates part of the original ARPANET as MILNET and
additions built out of the ARPANET technology. DDN plans
through FY 86 are described in the DDN Program Plan (DDN 82)
and in a paper by Heiden and Duffield [(HEI 82]. Major
changes face DDN as it moves away from the original class of
research applications 1into changing network technology and

rapidly growing operational applications for the Department
of Defense.

2.2 The ARPANET Technology

A brief discussion of the - historical evolution of the
ARPANET 1is useful in understanding how the current DDN was
arrived at. The ARPANET was 1initlally a research project
intended to develop the advantages of a distributed packet
switched network for reliability and efficiency of
operation. Baran [(BAR 64) proposed that rellability and
survivability could be achieved by having multiple source-
destination routes through a distributed, highly-connected
network of nodes (switches) and trunks., Data communication
efficiency was to be obtained by using packets to provide a

IR PR T Y
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speclalized time-division multiplexing for "bursty" traffic
on high speed data links.
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2.2.1 The Packet Switches )
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The first generation packet switches were produced by Bolt "~
Beranek and Newman (BBN) as specially programmed versions of O
the Honeywell 516 minicomputer; they are described by Heart
(HEA 70] and were called Interface Message Processors

AN

(IMPs). The network was provided by connecting hosts to ;
IMPs with access lines and IMPs to IMPs over trunks making f
up the distributed network. Individual terminals were :
originally connected through their 1local hosts. Later < ?
terminals were connected directly through Terminal Access - E

Controllers (TACs) ; which used the Honeywell 316
minicomputer and served as a combination of a local host and
an IMP (ORN 72). The IMPs were programmed to carry out the
functions of communication with hosts and each other using a !
set of electrical interfaces and communications protocols fﬁ
- which have continued to evolve over time. Both the IMP and ?33?
- the TAC were uniprocessors. T

‘-
mv" PR

. In the 1late 1970s a new multiprocessor packet switch, the )
N PLURIBUS-IMP, commonly called PLURIBUS [(KAT 78] was R

N designed and constructed by BBN in relatively 1limited T
numbers; the individual processors were Lockheed SUE a,E

minicomputers. As a multiprocessor, the PLURIBUS had higher
overall throughput; it was also designed to have fault-
tolerxance and to Dbe capable of fail-soft operation.
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PLURIBUS switches have been used on specific, primarily
o satellite, high data rate 1links [LIN 791]. Study of the "l
" special requirements of satellite 1links led to a proposed N g
upgrade of the PLURIBUS using a reengineered and faster e @
i
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version of the SUE (NEL 8l1]. This packet switch was never
implemented.

More recently BBN has built an IMP-upward-compatiple packet
switch called the C/30 (HAV 82). This uniprocessor |is
microcoded to implement the basic Honeywell x16 instructions
and some common sequences of those instructions. The C/30
also accommodates a larger address space, more communication
ports, and utilizes a much higher 1level of integration in
both logic and memorlies. For high relliablility of network
service a host may be connected to two different switches;
this connection is referred to as "dual homing”.

2.2.2 The Communication Links

The original ARPANET internode trunks are nominal 50 kilobit
per second (kbps) terrestrial 1lines leased from commercial
communication carriers as are many of the current DDN com-
munication trunks . Other lines are generally at 9.6 kbps.
These lines have an error rate of about 1 in 10,000,000,
thus most packets of lengths on the order of 1000 bits will
transit a concatenation of 1links and be error free. The
time for a packet to completely traverse such a terrestrial
link is almost totally made up of the time required by the
duration of the packet at the link speed. For example, on a
link 1000 miles long the time required for an individual bit
to traverse the link is about 1 msec while the transit time
of a 1000 bit packet at 50 kbps is 20 msec. Thus transit
times dominate propagation delays for terrestrial links of
1000 or 2000 miles.
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2.2.3 The PSN Protocols

ARPANET packet switches provided logical host access
protocol on three different electrical interfaces. These
were the Local Host (LH), Distant Host (DH), and Very
Distant HOST (VDH) interfaces. A fourth interface, HDLC
Distant Host (HDH) was recently added which allows use of a
standard line protocol. ARPANEBT's original Host Access
protocol was known as 1822; it is now known as the ARPANET
Host Interface Protocol (AHIP). The DDN now also supports
an alternate host protocol, X.25. The links between PSNs
originally used the Binary Synchronous Communication
protocol (BSC). This has been upgraded to a bit-synchronous
protocol, HDLC.

2.2.4 Security

ARPANET originally had no provision for security. At a
later time experimental and 1limited operational communica-
tion security was applied to selected data transmission over
the ARPANET using the Private Line Interface (PLI). The PLI
consisted of two minicomputers and a cryptographic device.
The two minicomputers were used to provide separate
processing for the "Red” or clear text information and the
"Black"™ or encrypted information. A minimum of destination
indicative information is passed between the two
minicomputers and the remainder of the information must pass
through the cryptographic device (WAL 82]).

2.2.5 Summary

ARPANET used a combination of programmable computers with
communication ports and high quality leased lines to build a
packet switching networxk. The suite of communication
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protocols and the functionality of the packet switches ¥

! evolved with experience and need. As the network grew, both >
. 2% 4
) in size and traffic demand, switches were upgraded and ﬁ},

o communication links were added. The basic switch archi- o0y
> tecture was enhanced and the software has grown in an upward ﬁég
,; compatible way. In the next section we examine DDN and its o
- near term growth potential. R
A

. e
..;. 2.3 DDN Now and Near Term el
3 The 1986 DDN 1s described in the (Draft) White Paper on DON N
- Capacity (PRI 85] from which some of the following material ﬁ;-
N is drawn. At this time, the plans are for two separate gj
[ networks, MILNRT, which is unclassified and DISNET, which “'»‘1
- will be classified. The 1986 MILNET will have 174 Packet 2'3
- Switching Nodes (PSNs) and 300 trunks. o
. 2.3.1 The Packet Switches o
. ] ~)‘:
S The C/30 PSNs are being upgraded to the C/30B which can E}f

PR

logically support 44 connectlions. A host represents one
» connection and a trunk represents two connections; software
limits the number of trunks to 14. There are some current
logical limitations which can be overcome. These deal with
addressing of nodes and the number of ports per node.
Originally the number of packet switch nodes (PSNs) wvas

t‘ restricted to 253. The new IMP Bnd-to-end Protocol (see
N 2.2.3 below) will raise that to 1024. In order to
;}I accommodate individual terminals TACs have been used; each

can accommodate 63 terminals. A new device, the Network
~ Access Controller (NAC) (ELD 83], will go into service this
~ year; one of the operational modes of the NAC is as a "mini-

TAC" which can act as a concentrator for 16 terminals.
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2.3.2 Trunks and Access Lines

7B AL
30

There have been no major changes in the trunks and access
lines as ARPAMET has evolved into DDN. The majority of the
tzrunks are high speed (50 or 56 kbps); the remainder are at
9.6 kbps. Access lines provide speeds from 1.2 kbps to 56

s B AN
g

kbps. f-‘}

3
2.3.3 The PSN Protocols C:- f-,

B
The communication protocols within the DDN have had a - :::::'
continuing evolution since the DDN was initiated. The - ‘-
latest version (Release 7.0) will contain a major change to j::'.‘,
the PSN software, the nev End-to-Bnd (BR) protocol for the o ?-’.:
current packet switches [MAL 84a, MAL 84b, MAL 86]). This i
protocol establishes duplex connections between endpoint I'»';I{
PSNs (the PSNs connected to the hosts which are communi- ‘
cating). This change will improve PSN and network #
throughput by reducing the number of purely "administrative” t\*
messages that support reliable operation. Other enhance- ;: »j.‘:‘
ments in Release 7.0 include support for satellite links by i s

providing adjustable windows, support for precedence and
preemption, and interoperable AHIP-DDN X.25 serxvice.

<, A

)

- r ,

£

‘.. v-\h;

In release 8.0 the EER protocol will provide even more ;'x ‘}'3-.]
sexrvice; they will include fragmentation and reassembly of

datagrams. This will be done with less overhead, but VY

without total reliability which, if needed, would have to be NS

RY%

provided by a higher level protocol. ; e

-,

2.3.4 S8ecurity .

¢ {

The current security axchitecture for the DDN is documented N ;;\\

for the subscriber in the DDN Subscriber 8Security Guide i q
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(SHI 83) and its current new draft (S8HI 66). It is also de-
scribed in the new draft of DDN's future security azchi-
tecture (DDN 85). Briefly, the DDN 1is divided into two
segments, one classified and the other unclassified. Both
segments use the C/3x PS8Ns and trunk security will be
provided by 1link encryption with KG-84As for both segments;
the 1link keying material on DISNERT will be protected as
SECRET. Switches at DISNET sites will be physically
protected at the SECRET level. DISNET access lines will
also be protected by KG-84As and MILNET access lines will be
protected by |Low-Cost-Bncryption Authentication Devices
(LEADs) . Subscribers will be able to have additional end-
to-end encryption (B3) protection by using BLACKER PFront
BEnds (BPEs) which can provide €£lexible and dynamic B3
protection.

2.4 Prospective Changes to the DDM

There are a number of prospective changes to the DDN which
bear on the capacity and throughput of the network and the
PSNs. One such change deals with implementing a congestion
control mechanism (EI8 8S]. Such a mechanisa will improve
throughput when the network is heavily loaded. In the past,
especially on ARPANET which wvas always lightly loaded, there
were no major congestion problems. With congestion control
procedures in place, one can feel more certain about
throughput calculations.

Another prospective change deals with Type-of-Sexvice (TOS)
routing (GAR 65]. TOS8 routing takes advantage of the fact
that it is appropriate to route different sorts of transmis-
sions over different paths. PFor example, file transfers are
suitable for transmission over satellite trunks with high
bandwidth and (relatively) 1long delay. Single packet

[

»
s

‘J.‘;

'.‘
[#
%

}p
{27,

G0

g

-
)

"

v, f T
-, 4”"'”-‘ﬁ
L% -y

"
Y




SPARTA, INC. 22 April 1986

transmissions, on the other hand, benefit from low delay

paths. T08 routing, of course, Iinteracts with other
protocol features and changes.

Still another prospective change which can affect DDN
capacity is the expected availability of the BBN C/300
packet switch at the end of 1986. This PSN will have twice
the memory of the C/30B, the ability to support 64 (vice 44)
attached devices, and increased throughput. It can operate
in a network with C/30s and C/30Bs. The White Paper on DDN
Capacity (PRI 85] makes a number of its calculations under
the assumption that the C€/300 will be placed into service
for DDN. Since the situation regarding the C/300 1is un-
Clear, we shall develop the date by which the NGPS is
required under both conditions: with and without the C/300.

2.5 Summary and Conclusion

The DDN and its PSNs represent an upward evolution of the
ARPANET technology. Architecturally, the PSNs (except for
the PLURIBUS and successor satellite nodes) are still uni-
processors. Reliability of PSNs is achieved by the inherent
reliability of the computers themselves, by the redundancy
provided in the topology of the DDN, and by dual homing of
critical hosts. The network protocols have undergone and
will continue to undergo change. DDN is growing at about
20% per year. Some growth projections and a discussion of
the limits to continuing growth of the present DDN are
presented in 8ection 3.
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3.0 WHERE DDN NEEDS TO GO

In this Section we discuss the forthcoming growth of DDN in
terms of the needs of the user community and the limits to a
DDN using currently planned trunking and PSNs. The material
in this Section draws heavily upon Bolt Beranek and Newman's
Puture Network Technology Study (PNTS) for DCA (the Interim
Report is (HER 84), the Pinal Report is (HER 85al, and
portions of the report are summarized in (HER 85b)) and the
Draft DCA White Paper On DDN Capacity (wP) (PRI 8S5].

3.1 Puture DDN Requizements

Both the PNTS and the WP note problems in forecasting the
growth of DDM. Hard information to support such a forecast
is not available. The PNTS produced conclusions that
indicated that the maximum number of hosts per backbone
network could rise to 25,000 in 1988; other numbers in their
reports are very general. Two approaches were used to
obtain estimates: top-down - based on planned computer
installations, and bottom-up - based on the User
Requirements Data Base (URDB). The first method potentially
overestimates connections to DDN; the second method
potentially underxestimates connections to DDN. In eithex
case there are unknown factors which affect the actual

number of computing systems which are candidates for
connection to DDN.

The WP used an approach which examined the limiting factors
to the growth of DDN under {its cucrent plans (those sum-
marized in Section 2.4). One factor is the maximum through-
put which can be provided by the trunking. This is based on
assumptions that the topology and average hop length will

A
A

.
b

e |

'v‘:v
v

ﬂ »
4

[ I b g
LA SN
AT (Y
LRARICRAL i} - = X Y,

“.,
% |
" ’

v
(A

SRR
: f—'-'«
- t 4

Bty
2" “-1 M

v
WYY

wa s
o)
'€~Hq'~

B
e &
(AN
DA/

¥ e T e
P4

; SN .
NN

Kot
A

{-
Y
s/ £S ""I o

oY
DS
T
.‘_~.‘_‘q
LR
S %
A -.1
e
e
ST
.




e SR RN iyl ~afl

124
|

SPARTA, INC. 22 April 1986 e’
‘ o7
AN
remain about the same. Another factor is the throughput of P
the switches. Both of these estimates result in 3 maximum ?;‘:
: network capacity of 6 to 7 Mbps. Trunking is the limiting i:
, factor and 1limits the number of hosts to about 2100 under N
2 the assumption that the hosts are connected by 9.6 kbps W
l access lines which are 30% utilized. :g.vﬁ
There are two user community factors wvhich will have a major -
impact that cannot be quantified at this time. The first is o
I the extent to which Local Area Networks (LANs) will keep
local traffic off of the backbone network and concentrate
distant traffic through a single gatewvay connection. The
second is the changes which will occur in the types of e
tzaffic; this reflects the difference as traffic makeup goes 3 "
from heavily 1interactive to general operational use. T_j?f
Intelligent terminals and PCs will greatly reduce the number 51;5?
of single small-packet messages. =
LR 3

There are also current 1logical limitations to addressing
which can, 1in principle, 1limit growth. These limitations
can be overcome. The limitations arise in AHIP and in the ool
DDN Internet Protocol (IP) which both 1limit the number of . -
nodes to 256 (for technical reasons this is actually 253), :
and the number of hosts per node to 64 (AHIP) or 256 (IP).
These limitations could be greatly eased 1f the DDN X.25
addressing is adopted allowing 999 PSNs with 99 hosts per
PSN. MAdoption of the 180 Internet Protocol would remove all
IP addressing limits.

Lae st A CLISLIACMNS

Over and above the gquestion of addressing, PSN capacity -'!Eﬂ
limits are discussed in both the PNTS and the WP. These < fiﬁ
limits deal with memory 1limits for tables, overhead for "Z;ﬁ:
routing updates and routing computation overhead, and packet .fESE
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handling. It is necessary to discriminate between three AN
g types of traffic: g
A that originating or terminating at a PSN and going to E.t‘
i\ or from a trunk '.\.%
that going to or from another host connected to the 2 ';
E same P3SN -._.
* that passing from one trunk to another through a PSN i_,
(tandem traffic e
. Both reports conclude that a uniform network of 253 C/300
N PSNs could support approximately 7000 hosts which are con- ::-I;j:l
; nected to the PS8Ns, on the average, by 30N utilized, 9.6 "_"t
- kbps access lines. G
.
- 3.2 New Technologies in DoD ’\:I
i The advances and spread of computing technology has a poten- :l:’};:
i tial impact on DDM. There are now many users of personal ;~
) computers (PCs) who have the potential desize or need to .\:'
C}-ﬁ access resources across a data communication network. These "Sﬁ:
- PCs arxe no longer the "dumb" terminals which are '-::.k
! accommodated by TACs. They could perform the functions of
. hosts; however, DDN can not be expected to provide host ::::.:::
- status to each individual-PC. PC's can be expected to exist Z';;i'.:
- on Local Area Networks (LANs) within appropriately grouped -;
physical complexes. Bach LAN would have a gateway ¢to
connect it to DDN; the gateway appears as a host to the
' NGPS. Any transaction between a PC and another PC or a host ';j.lj-;i'
_ on the DDN would be accomplished by passing traffic through i;,:\,;L:_
the gatewvay and across the network to the appropriate host '.__‘.
':‘: or gateway on the LAMN for the other PC. 2
i- RN
o
o
| 15 |
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3.3 New Application Level Requirements

The spread of computing resources will encourage the imple-
mentation of distributed applications for users who are
administratively related, although not physically
collocated. These users will perform £file transfers of
relatively large volumes of data representing one of the
contributing factors to the growth of user requirements for
DDN.

At the present time, a major source of short messages is
traffic from dumb terminals to hosts; in much of this the
actual data per single packet message is a single byte
(character). This traffic occurs wvhen a terminal s
carrying out an interactive application on a remote host.
It represents a major ({inefficliency in network usage. As
more intelligent terminals (i.e. PCs) come into use an
effort needs to be made to deal with these transactions at
the level of screen lines. Purther, we can expect that some
of the applications may be accomplished on/at the
intelligent terminal.

As users gain access to the net from their "own® computers,
new applications which generate relatively large volumes of
traffic such as mall will spread rapidly; however, the exact
effects of application changes are unknown at this time.
Computer interaction, 1like computer utilization, seems ¢to
obey a Parkinson's law of expanding to utilize all of the
avalilable resources. We have chosen to use the prediction
that average host traffic will multiply by 4 for purposes of
sizing the NGPS network environment as used in 8ection 3.6
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3.4 8ecurity Considerations

Current DDN policy (DDN 85, SHI 86, LAN 85) calls for sepa-
rate subnetworks for each security level with the subnet-
works themselves, including the PS8Ns, being operated at
system high for that security level. This situation will be

ameliorated when BLACKER provides E3 for multi-level
security between end users.

There is also a requirement that network control messages be
authenticated. This can best be accomplished by using a
cryptographically based checksum. The messages should also
be protected by link encryption while on the trunks.

The general requirements for network security are still in
the process of evolution. The MNational Computer Security
Center has a draft "Department of Defense Trusted Network
Evaluation Critexia” (DoDTNEC) (CSC 85) at the present time;
the date of completion of DODTNREC is uncertain. This
document is intended to be analogous to the “"Department of
Defense Trusted Computer Bvaluation Criteria” (DoDTCEC)
(C8C 83), the so-called "orange book". DoDTCEC provides
standards for assessing uniprocessors and their operating
systems. Current DDN plans call for the computers within
P8Ns to meet the C2 criterxia, or better, of DoDTCEC. This
requirement is modeérately stringent. Further, application

softwvare for PSNs should be written with computer security
validation as a goal.

17
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3.5 oOther Peatures

3.5.1 Precedence

The DDN requires that there be a precedence and preemption
capability within DDN to allow for efficlent response to
critical users vwhile the network is under various levels of
stress conditions (p 129 of the DDN Program Plan (DDN 82)}).
Precedence information must be acted upon by the PSN soft-
wvare to provide the required service.

3.5.2 Palirness

Faizness implies that all users of equal status in terms of
precedence and preemption desexrve an equal chance at network
resources. Implementation of congestion control can, 1if
done in a simplistic wvay, deny service to users in an unfair
manner. There are proposals within the data communication

community and within the plan £for congestion control
experiments to provide falr serxvice to users, all other
factors being equal. This is a desirable feature for DDN.

3.5.3 Type of Service

Type of service routing can improve the performance of a
network with heterogeneous trunking; the situation we
postulate for the NGPS environment in Section 5. High band-
width trunks with moderate delay are very appropriate for
file transfers and for mail. Lov delay trunks can be used
preferentially forx short messages and interactive
applications.
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3.6 The NGPS Network A
" =
The limit of 7000 to 8000 hosts discussed in Section 3.1 is _\_:
2 unrealistic insofar as it assumes an even distribution of :}f:,_
~ hosts to PSNs and even average usage by the hosts at a given Srad
- PSN. Thus, it is an upper bound to the number of hosts that ' “,
X can be supported by the straightforward evolution/expansion '_:,,;:‘.:
of the current technology. C_?
If we use the projectiorn of hosts in the FNT8, we can !

' envision for 1990 a network which has from 2000 to 30,000

hosts. At the low end, this load could be accommodated by a
- subset of their projection of the 7000 host network of 253
B C/300s. Ve can presume this to be an unevenly populated .

network with P8ks being either a mix of C/300s and C/30Es or -'3‘:1'-)-;

all C/30s. At the high end, the requirements clearly exceed
. the projected capacity. In any event, we can expect that e
. there will be a time, as discussed in the next section, in E
' which the C/3x based network with 64 kbps trunks will become
inadequate.

- We can postulate an idealized network which supports 20,000
hosts as follows:

Assume a 20,000 host network with 400 nodes and, an
average of 50 hosts per node, and an average hop length .
of 4. In keeping with the discussion of Section 3.3 B,
above, we shall assume that the average host generates
4 times the traffic of current hosts, 30% loading on a el
9.6 kbps line with 750 bit packets, or almost 4 packets Ry
per second. Based on this number we £ind that the e
average traffic entering and leaving a node is 0.6 Mbps N
(16 packets times 50 hosts or 800 750-bit packets per e
second). If wa nowv assume that 208N of this traffic is "

intranode (the current value) then 80V of the traffic S
will be going to the trunks. With our average hop NS
length of 4, another 320% of the 0.6 Mbps must be Tty
accommodated as tandem traffic. Thus, the net trunk La'a™
t capacity of the NGPS8 must be 2.0 Mbps. This increase _.
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) KR
" in capacity of a PSN calls for the total throughput for 5y
the three types of traffic through the switch to be as nE
- follows: oo
: Type of Traffic Throughput (packets/sec) R
y Host - Trunk 640 ﬂfff,
. Trunk - Trunk 2,560 RS
o Host - Host 160 Qig%
: The result of this example calls for the NGPS to have an jz*;
; aggregate throughput of 3360 packets per second; this s :;:ﬁ%
" about 6 times the capacity of the C/300 (p 44 of the WP) ;'ifE
The significance of this requirement 1is discussed in L
Appendix A. The NGPS requires about 2 Mbps of trunk ' i
capacity. Some of these trunks may have significantly higher 3

rates than 64 kbps. Por an average transit length of 4 hops
an evenly distributed network should have ] trunk
connections per node. In order to allow for uneven
distributions of connectivity and traffic, we propose that
the maximal switch have provision for more than three times
this number, i.e. 20 trunk connections.
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‘ Section 6 presents requirements for the NGPS based upon the
s above material (Sections 3.1 through 3.6).

3.7 The Date at Which the NGPS is Required

Ve will make two estimates: one is the date by which a
netwvork employing C/30Bs and C/300s as PSNs will no longer
suffice; the second is the date by which a network of C/30Bs
will no 1longer suffice. The first estimate, based on dis-
cussion earlier in Section 3, will be the date at which the
number of hosts being served exceeds about 7000. If we take
the middle ground of the five scenarios of the PNTS Interim

.
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. Report (p 46 (HER 84]1), this date will be about the middle ‘3
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For making the second estimate we will assume a network of
.._ C/30Bs with some doubling up at high throughput nodes. This
." suggests that a 4000 host network will begin to exceed the
L capacity of the C/30E based network. Again, taking the
middle ground from the PFPNTS Interim report we £ind a date

~ for 4000 hosts to be about the middle of 1987.

Using the £first estimate we propose that a date of January
1991 for flelding the first NGPS8s would be satisfactory.
S8uch a date would allow sufficient time for a £full
development cycle for an all new NGPS if that {s selected as
the means of acquisition (see Section 8). Using the second
. estimate we propose that a date of January 1988 for flelding
B the first NGP8 would be satisfactory. This would not give
| time for a full development cycle; it could accommodate the

atrategy of modifying a commercial switch to be the NGPS
. (see Section 8). 8chedules for both cases are presented in

[ | Section 9.
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4.0 WHERE TECHNOLOGY I8 GOING

S8ection 3 showed that the DDN will need to handle both a
greater number of hosts and a much latger volume of traffic.
This growth is one of the major drivers for the Next Genera-
tion Packet 8witch (NGPS). In addition, technological
developments are occurring wvhich will have an impact on the
NGPS . Discussions of these developments will be found in
(HER 84, HER 85a, ANA 84, FRA 76, and PRA 79]. 1Increased
use of computing resources will be the result of widespread
access to computers. Other technological developments will
support both expansion and growth; they will also lead to
changes in the network and the switches. Changes in trunk
and access line transmission technologies, in computing
technology, and in commercial communication systems
architecture, together with special DDN and DoD requirements
will all contribute to the requirements for the NGPS. These
are discussed belowv.

4.1 Transmission Technology

Packet switched networks will have a wider range of tech-
nologies for the communication 1links with both higher
bandwidths and a mix of delays available. Telecommunica-
tions transmission technology 1is in a period of rapid
change. For high bandwidth transaission, microwave and
coaxial cable transmission systems have been overtaken to a
considerable extent by satellite and more recently £fiber
optics development. For lower data rates, improvements in
modems make rates up to 19.2 kbps readily achievadble over
classical voice grade lines. At the same time, voice
transmission techniques are becoming all digital as
discussed in Section 4.3 below. All of these developments
will have an impact on the future DDN and the NOPS.
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4.1.1 8atellite Transmission

Satellite transaission affects a packet switched network in
two wvays. The delay over a single hop, assuming a geosynch-
rtonous satellite is significant, it is on the order of half
a second. This delay has an immediate effect on the window
size, the number of messages which are allowed to be in
£flight without an acknowledgement being received. The old
network protocols provided for a maximum window size of §;
the new BER protocol changes that to 128. 1In addition much
higher bandwidth/increased data rates are available. This
higher bandwidth can be exploited in either of two ways; it
can be utilized as a number of multiplexed low-speed chan-
nels oxr as one, or a few, high-speed channels. Satellite
channels normally incorporate some "built-in® error correc-
tion and thus are more reliable than the original channels
used on ARPANETY. As a result, packet sizes can be larger
than those used for ARPANEBT and a packet size of 8000 bits
would improve use of satellite bandwidth (NEL 81]. Larxger
packets are also wmore effective wvhen transactions are
insensitive to satellite delays.

4.1.2 High Speed Terrestrial Transmission

High speed terrestrial transaission is growving and becoming
less expensive as a result of the growth of fiber optics
systems and the related growth of T1 carrier services.
Bandwidth and error rate will be similar to that discussed
above for satellites. Commercially in North America fiber
optics transmission systewms will be divided into T1 carriers
their multiples, and submultiples. (For example, 384 kbps
will be a common subset of both T1 and the Buropean 2.048
Mbps lines). Again, because of the lower error rate longer
packets are practical if the data transmission needs can
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support them. ' The lower delay time represents an improve- E

?; ment over satellite channels for interactive applications. “-f$

: Another role of fiber optics is 1its forthcoming use in E'-E ‘;
' undersea cable systems. This usage eliminates most of the ‘[
~ delay occurring in satellite systems referred above; a §:Cf
: trans-Atlantic delay would be less than 10 msec. T ¥

Bl
ey 4.2 Computing Technology ‘;?5

Computing technology is both the driving force in the expan- A )
- sion of computer use and the support for packet switches. = :
- This technology continues to progress rapidly; it improves i
by a factor of 2 in cost per unit of computation every two

g years. Important areas for the NGPS, architecture and

engineering, devices, and computer security, are discussed
L. below. i

2 4.2.1 Architecture and Bngineering

ry.v
o

Development of computing systems with very high computatio-

nal throughput at minimal cost is a current major trend. As
% speed boundaries are approached (e.g. 1 nanosecond for a
electrical impulse to traverse about 7" of wire), it is no fii-
longer economical to force higher throughput by sheer serial !
: speed up. As a result, especially vhere problems can be ;
partitioned into tasks which can run concurrently with sl

Y |
» .o

R ol
N
s

little or no inter-task communication required, parallel or .- ,\

concurrent processing becomes very attractive. - E
,i. Many new computer architectures are providing multiple pro- .-
1 cessors for parallel processing. VWith the advent of LSI and o
s VLSI, assemblies of identical processors becoms economically E Ef
N attractive as well. These multiprocessors have the S
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potential to provide redundant, fail-soft configurations.
Although not all problems can be partitioned into parallel
tasks, packet switch requirements are well suited to such
partitioning. On the other hand, operating systems for
multiprocessors are not yet at a mature stage.

Hardvare and Software Engineering, particularly with compu-
ter aids, are making steady advances. Thus, it is possible
to build systems of chip level devices in a relatively
stralightforvard manner. Similarly, softwvare applications
can be bulilt in an orderly, wmodular, and self-documenting
wvay vhich 1is easy to understand, make operational, and
modify.

4.2.2 Logic and Memory

L8I and VL8] technology continue to make advances by factors
of about two every 2 years. These advances can be in any of
three dimensions: higher complexity/size; higher speed; or
lowex cost. As a result, devices such as microprocessors,
memories, and specialized microcontrollexs which can be
produced on a single chip attain great advantage. MNemory
size, especlally, is no 1longer a cost problem and error-
correcting memory systems produce more reliable memories
than ever before. Por packet switches, specialized micro-
controllers include communication controllers and hardware
implementations of cryptographically based or other checksum
algorithas.

4.2.3 Computer Security
Computexr security is another area which is receiving signif-

fcant attention at this time. The National Computer
Security Center has developed criteria for trusted computer
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‘ -

{ systems (CS8C 83) and 1is developing criteria for trusted n g
networks [(CS8C 85]. These activities are beginning to influ- e

L ence the commercial computer environment although much
zemains to be done.

B

4.3 Commercial Communication Technology

. '|1
e
o

Analog telecommunications are becoming obsolete. The "tele- s
phone industzy® is rapidly moving toward providing a digital i:&ﬁ’
technology based service. As a result, new digital connec- o
tions to subscribers are becoming available and there is a ;f'yi
strong impetus to provide both voice and packet switched .
data sexvice using as much common plant as possible. Some
of this is exemplified by the developments in the Integrated .
Services Digital MNetwork (ISDN) and in the development of Lo
svitches that provide for both cizcuit and packet switching. 2
These two topics are discussed below. NN

4.3.1 1Integrated Service Digital Metwork (1I8DN)

The ISDN 1is an architecture and a philosophy that is cur-
rently being developed at the standards level by the CCIT?. b
The official description of ISDN is in the I-Series of CCITT o~
recommendations (CCI 85); MITRE has prepared a set of papers )
for DCA discussing ISDN and its potential impact on DCA SN
(SAK 83a, SAK 83b, SVE 83a, SVE 83b). IREE Communications =
Magazine has also devoted a special issue to ISDN (IBREB 86).
18SDM calls for the use of all digital techniques for switch-
ing, any requisite intermediate storage, and transaission
from one subscribex's device to that of another subscriber.
ISDN will wuse a contention-avoidance local bus for subscri-
ber premises and digital (i.s. computer or computer tech-
nology based) interfaces and switches throughout the overall
I8DM. This loop will have the "2B+D" capacity, 2 B channels
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0
S

"

at a 64 kbps rate and one D channel at a 16 kbps rate. The
B channels were normally intended to be used for digitized

2% ~ |

3 voice and the D channel was to be used for data and
;Sﬁ signalling for all channels. The B channels can, in fact,
3 also be used for data.

= A major difference between 1ISDN and much of the current
e telecommunications technology 1is the use of "common channel
l";i signaling®. That is, for circuit switched applications, the

) control information (call set-up, etc.) is transmitted on a
‘EE: separate all digital channel. BExtensive use is to be made
o of high bandwidth channels (and their major subdivisions)
'b such as North American T1 at 1.544 Mbps or the similar
- Buropean service of 2.048 Mbps. ISDN for T1 will normally
A be "23-B+D", 23 B channels and one D channel for signalling.
S The B channels can be made availble to a switch in a flex-
ible way; the D channel will be used for signalling and
__!i administration. An extension to the ISDN Standards is under
:Q . vay to specity how packets are sent over B channels, using
ZZ;j the LAP B protocol, and how the D channel will be used for
S high level control.

-

' The advent of IS8DN and its supporting transmission tech-
e nology will increase the availability and reduce the cost of
S high bandwidth cémmanication links.

) 4.3.2 Hybrid Switches
- %, Although there has been extensive experimentation with

packet voice, digital voice which is further segmented and
sent over a packet switching system, there are a number of
> drawbacks to 1its widespread use. Two-way voice communica-
tion is not tolerant of highly variable delay; this mili-
tates against error correction by reguesting retransmission.
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In fact, most digitized voice (say, at 9.6 kbps or above) is

tolerant of occasional errors and does not require error R
coxrection. Pinally, although speech is also "bursty®, it

is desirable to handle full "talkspurts” which are a second Ef;.'
or more in length. Such talkspurts represent from tens to " h
hundreds of packets, depending upon the voice coding tech- f;!g'
nigques. There are proposals to do a form of faat circuit -f}f:
svitching for talkspurts; this 1is called "burst switching” ;;1ﬁf
(HAU 83). g

4

As a result of these voice/data distinctions, within the
commercial telecommunications area there has been increasing
attention paid to the concept of "hybrid switches®. These
are computer based switches which provide both circuit
switching for d4igital voice and packet swvitching for data.
Por example, Budrikis and Netravali have proposed a design A
for a hybrid switch (BUD 84] in which circuit awvitching is i

' qv, e
M n"' s
. Cete 4o
B .

provided by repeatedly allocating memory/ transmission slots y
for a gliven call and packet switching is achieved by .
competition for the unused slots. The AT&T SESS described ;;;;

in S8ection 7.1 below represents another hybrid switch.
4.4 Summary and Conclusions

The current, rapidly changing, technology is both a driver ;f'j
for DDN growth wvhile at the same time it can provide support
for a wmuch larger network with higher traffic volumes for
users. The requirements for the NGPS developed in Section 6
are completely in accoxrd with the current and very near term
technology.
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................................
...............................
.................................................
"~

.........
.............................




e
P

[r e

A

Zm

SPARTA, INC 22 April 1986

5.0 THE NGPS BNVIRONMENT
5.1 1Introduction

In Section 1.2 we mentioned that this study has concluded
that the most likely network environment for the NGPS is an
extension of the present network topology but that greater
throughput is needed for both PSNs and for trunks. More
flexibility will also need to be provided as discussed in
Section 3. These ideas are elaborated in Section 5.2 below.
Some of the possible, but "rejected"™ environments are
discussed in Appendix B in more detail; we have concluded
that they are unlikely environments in the anticipated time
frame for the NGPS.

5.2 Global Strategy

An extension of the current topology and connectivity
appears to be desirable for two primary reasons:

the network can continue to evolve without drastic
changes,

no compelling reasons appeared to make the other
alternatives stand out as attractive.

This conclusion 1is also one that is expressed in the Draft
White Paper on DDN Capacity (PRI 85] which calls for modular
evolutionary growth without major disruptions.

We note here that one of the more interesting possibilities
presented in Appendix B is that of a hybrid switch which
shares trunking facilities with a volce circult switch.
Such an arrangement allows for maximum flexibility in using
DoD owned or leased transmission resources; it is also tech-
nologically in 1line with current volice/data integration as
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exemplified by ISDN and discussed in gection 4.3. The use

| of hybriad switches requires investigation by, and - ‘"
: coordination with, the voice planning process of DCA. -

As & result, we believe that the NGPS environment will be
that characterized 1in Figure 5-1. This {(s an illustrative -

dlagram which 1indicates the kind of connectivity expected e
between nodes. The intent is to show something similar to
the present DDN. Three major differences from the current

o SHENN N A_ L u e v,

I DDN are expected:
There will be differing types of trunks between a given
pair of nodes (for example, trunks of differing speeds
and delays),

| Trunk speeds significantly greater than 64 kbps will 3|

: need to be accommodated,
A greater number of hosts will need to be accommodated 'Z:
at some high traffic density nodes,

. We believe that these differences are 3justified by the ! B

extrapolations developed in Section 3. FPurther, the NGPS
will need to be able to have most of the new functionality
which i{s being or will be placed into service for DDN. .
. These are such features as the new end-to-end protocol, "
' congestion control, and type of service routing. It will M
also have to have the requisite security features and such S
DoD features as precedence and priority. The requirements R
! developed in Section 6 and summarized in the - =
recommendations of Section 10 are based on this environment. SN
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5.3 8witch Families

In Section 8 there is a discussion of two ways of acquiring
the NGPS: development of a new, DDN specific, switch; or use
of a switch based on commercial developments. Many of the
commercial switches described in Section 7 are available in
"families™ which provide the same sexrvice but with different
throughputs, number of ports, etc. The NGPS can also be
usefully provided as a family with a range of capacities.
Since we will have a range of load requirements for PSNs, a
family of NGPSs will provide a more cost effective £it to
those conditions.
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6.0 NGPS REQUIREMENTS DISCUSSION

This Report, and particularly this Section, develop a pro-
posed set of requirements for the NGPS. These NGPS require-
ments will have to be interpreted in the light of an overall
DDN program plan which will be aimed at meeting the service
requirements of the 1990-1995 time frame. These service
N requirements have been estimated in Section 3 and expect the
- DDN program plan to be in general accordance with the
discussion of the NGPS environment in Section 5. Some of
the requirements presented here may have to be waived or
modified (for example, Section 6.2, Implementation, below)
if a commercial offering is adopted or leased.

. ;

6.1 S8Switch Specifications

i 6.1.1 Quantity

Following the argqument of Section 3 we estimate that MILNET,
the largest component of the DDN, will require about 400
NGPSs. This suggests that a maximum of 1000 NGPSs will
suffice for DoD/DCA generally. Given the state of hardware
and softwvare engineering this gquantity is a satisfactory
size base for developing a unique architecture. As dis-
cussed in B8ection 5.2, the architecture should allow for a
family of switches; that is the NGPS needs to be modular in
its hardware design.

6.1.2 Capacity

m.'x. ‘e

[ g

The throughput performance of the maximal switch can be
specified by the requirements developed in Section 3.6.

o,
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Y
These are: nE
- Iype of Traffic Throughput (packets/sec) Sy
. Host - Trunk 640 Lo
‘E Trunk - Trunk 2,560 fii’
Host - Host 160 K

When specifying a family of switches, other members of the
family could be specified at some fraction (e.g. 3/4, 1/2,
and 1/4) of this maximum capacity.

)

6.1.3 Interfaces

Trunk interfaces should be provided at multiple data rates; »Af}
these should be standard line rates (e.g. 9.6 and 19.2 kbps, i
and perhaps 56 kbps) below 64 kbps. 64 kbps trunks should o
be accomodated. A question arises regarding trunk rates ’ij&

'
14
|'.f"

_ above 64 kbps. There are standard, inexpensive, and
& reliable ways of using a 71 as many 64 kbps channels. Using
~ a Tl or a major subdivision of a Tl as a single high speed
trunk will reqguire new transmitters and receivers at the

gt}
R
.

P AL S

electrical level. At this time we propose that the external KR,

interfaces to trunks be wmodular and accomodate 64 kbps - -;
- trunks; provisions should be made to substitute faster AR
f interfaces up to at least 384 kbps. That is, internal to . Taf
! the PSN, 384 kbps rates to and from a trunk interface can be f‘gf
? supported. The interface protocols should be DDN X.2S5. . Eé
& The access line interfaces should accommodate line speeds up ié
f to 64 Kkbps; this will allow for use of the ISDN B channels uiii
s as access lines. Access line speeds below 64 kbps should be & ke

standard multiples of 1.2 Kkbps. AHIP will no longer be Jff
; supported (except for transitioning - see 8Section 6.9 }i-
i below). DDN X.25 should be adopted for host access lines. égi
. ii..}
i -

: k] | O
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6.2 Implementation

The discussion of iwmplementation presented here 1is predi-
cated on the assumption that a new NGPS will be developed
under contract to DCA . Therefore, acquisition will proceed
through the usual phases and appropriate regulations
concerning development of computer systems will have to be
followed. As noted at the beginning of Section 6, some of
these requirements will not apply if commexcial packet
switches are acquired or employed.

6.2.1 MNHardware

The MGP8 should be both TEMPRST and HEMP protected. BExcept

-for those specifics it should be constructed to the best

commercial standards. The NGPS should be capable of grace-
ful degradation under conditions of hardware fallure (see
also Reliability/Maintainability in 8ection 6.3 below).
This implies that the NGPS is at minimum a dual processor
system (as discussed in Section 4). A preferred physical
implementation would be one in which 1link encryptors, and
any level 1 and 2 interfaces, such as modems, are housed
within the same cabinetry as the NGPS, facilitating the
TEMPEST and HEMP protection.

6.2.2 Software

Softwvare for the NOPS should be designed and implemanted
using a high level language. This should be done for all of
the reasons assocliated with good softwvare engineering
practice including simplicity of change and ease of main-
tenance. The choice of the higher level language should be
made at the time at which the formal (A-level) NGPS
specification is developed. One obvious candidate is ADA.
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At the present time there are some objections to ADA based

on the beliefs that ADA is not "mature®™ enough, does not
generate efficient object code, and is not a good basis for

secure systems. The £irst two of those beliefs may be
alleviated by time; the last 1is countered by arguments
presented by Anderson [AND 85]) in which he makes a case that
ADA is a sound basis for secure programs.

6.3 Reliablility/Maintainability

The NGPS should have provision for "fail-soft® operation.
That is, the failure of a major component such as a
processor module, a memory module, or a power supply should
not render the NGPS8 {inoperative, although it would reduce
the throughput capacity. Although some major component
failures might deny service to a particular host or the use
of a particular trunk, they cannot be permitted to bring the
whole switch down. 8Software within the NGPS should be pro-
vided to monitor the switch status on a continuing basis; to
report maintenance requirements which can be satisfied by
zeplacing major modules. It is within the state-of-the-art
for a combination of hardware and software to disconnect
faulty modules and connect spare wmodules. Such remote
maintenance should be presented as an option when asking for
bids.

Overall, it should be possible to specify that the NGPS
shall provide 99.995%\ availability for at least reduced
operation, a mean tims between (partial) fallures of 1000
hours, and & mean time to repair of 0.5 hours

" -
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6.3.1 8urvivability

DDN suzvivability for catastrophic events is ensured by the
overall redundancy of the network; there are no speclial
survivability requirements for the NGPS.

6.4 Security

The switch will be expected to meet at least the Class C2
criteria of the DoD Trusted Computer Security Bvaluation
Criteria (C8C 83). The Class C2 criteria specify that the
computer system be required and trusted to maintain
discretionary access control. As noted in Section 3.4, it
is not clear at this time how the DoD Trusted Network
Bvaluation Criteria (the draft 1is (CSC 85)) will apply to
the switch. PFurther, it is not clear exactly how either set
of criteria apply to a multiprocessor switch. In any even,
the switch should be designed and documented using a formesl
development methodology. The NGPS (and the new Network
Control Center when it s specified and developed) should
provide for authentication of control traffic on the
network. There will be a large number of link encryptors at
each switch. These 1link encryptors should be integrated
with the switch as closely as possible to ainimize cabling
and space for the switch.

The DDM 1is continuing to improve security over the whole
network. The plan is described in the dratt document
Defense Data Network Bvolution of Security Services (DDN 85)
These secucrity plans, soms of which are already in being,
will place reguirements on the network and the NGPS.
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6.5 Unattended Operation

The NGPS should be capable of unattended operation and of
performing cectain configuration changes by either 1local or
Network Control Center direction. These changes would be
those discussed under maintainability/reliability above,
those changes necessary to accommodate line falilures, and
those changes dealing with revisions in the composition
(names/addresses) of the net. Changes initiated by the
NGPS will be reported to the Network Control Center.

6.6 Network Control and Accounting

At the time that the new DDN program plan is developed it
will be necessary to develop a set of requiremsnts for a
Network Control Center. There will, of course, be multiple
Canters for reliablility/survivablility considerations. It
detalled accounting is to be used (as currently proposed)
foxr charging purposes there will also need to be a method of
collecting information to provide that accounting. Account-
ing is commonly performed at the Network Control Center in
commercial applications. It might be desirable that these
functions not be combined in DDN in order to leave the
Network Control Center with maximum capacity for handling
stress situations. More detailed discussion of these
requizements is outside the scope of this Report.

6.7 Transitioning

The NGP8 will have to be brought into service in a phased
manner. Nodes containing the NOPS will have to serve trunks
communicating with nodes containing C/3x's and sexve links
communicating with 1local hosts. As & result, when a node
becomes an NGPS node there will be a number of possible
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strategies. Three possible strategies and a brief discus-
sion of their pros and cons follow:

The NGPS can have a mode in which it emulates the C/3x.

The NGPS can be provided with software, firmware, or a
mixture to emulate the C/3x and permit its operation as
a C/3x within the existing net. At a time wvhen a
grouping of closely connected NGPSs exist, that group
will be switched over to the new programs. This
strategy implies that the transition will take place in
large steps.

The NGPS can cooperate over a trunk with a collocated
C/3x, sharing functionality during a gradual switchover
of trunks and access lines between the two switches.

A communications channel will be provided between the
NGPS and the C/3x ; “transition"™ software will be
wzitten for both the NGPS8 and the C/3x to provide for
movement of packets, control Iinformation, routing
fnformation, etc. between the two switches. As access
lines and trunks are moved from the C3/x to the NGPS or
as new access lines and new trunks are installed on the
NGPs, more and more of the 1load will shift from the
C/3x to the NOPS. This is a more gradual strategy; it
requires keeping dual switches in operation for a
transition period. A variation of this strategy would
be the provision of a duplicate network having both old
and new switches at the nodes. the duplicate networks
would be ({interconnected at many of the nodes Dby
gatewvays.

The NGPS8 can provide non-optimized C/3x functionality
as well as full NGPS8 functionality.

The NOP8 will be programmed to perform the the minimal
set of functions to permit working with users and the
C/3x's. This will be done using the protocols which are
current at the time of installation. The NGPS will
also be programmed to perform the new functions and
protocols specified for the NGPS. Performance of the
*01d® protocols need not be at maximum efficiency since
this is only needed for the transition period and the
NGPS will have greater capability than the C/3x being
replaced. As is the case with current PSN softwvare
releases, the MNetwork Control Center can instruct the
node as to which release applies for various
operations. The Metwork Control Center thus 1is |in

-------
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& contzol of the evolving use of the NGPSs. A dual mode o
operation, similar to that used by AT&T in the 1PSS "E
7 (see Section 7.1.2) would facilitate transitioning. RN
::: -~ :-:P
o All of these strategles require additional programming be- ;'.:: N
.A yond that required for a network using only the NGPS. The -
last strategy is the most straightforward and is recommended "F
as a requirement. That strategy would be facilitated if ;I'..:
future releases of C/3x software are specified and designed S
in higher level languages. __ _,
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7.0 BXAMPLES OF COMMERCIAL PACKET SWITCH CAPABILITIES

In this section we examine some of the commercial packet
switches for two reasons: they represent possible ideas
which should be considered; they represent possible bases
for packet switches to be procured. The discussion of
current offerings is not an exhaustive survey; it represents
information that was conveniently available. With regard to
future offerings only Northexrn Telecomm and AT&T Bell
Laboratories had very msuch to say.

7.1 Current Commercial Swvitches

7.1.1 Amnet

Amnet makes the Nucleus 6000, a multiprocessor packet switch
using up to 10 Intel 080286's connected together by a
proprietary bus technology. A maximum of 256 front end
processors handle up to 1024 ports. Trunk speeds of up to
64 kbps are accommodated; X.25 protocol is used. Within the
switch, duplicate paths can be provided for hardvare
redundancy and assurance of higher availability. A network
management function 1is provided on the same hardware base.
Amnet states that throughputs of up to 1000 packets (of
unstated size) per second can be accommodated on their
largest configuration.

7.1.2 ATeT

AT&T currently has their No. 1 Packet S8Switching System
(1P88) in operxation. Like their No. 5 BElectronic Switching
System (5B88) which is described in (CAR 85], the 1P88 is
based on the ATT 3B20D (BEC 83] computer, a dual processor
used for the primary control and supervisory functions. The
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dual processors of the 3B20D are not used as amultiprocessor
system; they are the control processor and a hot standby.
When installing a new software release one processor imple-

ments the o014 release and one the new release to facilitate
debugging. In the overall switch, Individual microproces-
sors handle 8 ports (access lines or trunks) each; up to 60
of these nmicroprocessors can be used providing for a total
of 480 ports. 1In Release 3 of the 1PSS all message data is
passed through the main memory of the 3B20Ds using DMA
techniques. The capacity of the switch is guoted at 1200
packets per second. This is realistically 500 or 600 true
data packets of 128 Bytes each; the other packets are used
for administration and acknowledgements. Release 4 of the
1P88 (apparently early in 1987) will provide interprocessor
communication via a 32 Mbit duplex ring. Up to 960 ports
can be accomodated and the throughput 1is to be over 4000
packets per second.

The 1P88, using additional software, can operate as a
Network Control Center System (NCCS). The switches are
intended for unattended operation and extensive centralized
diagnostics and display are provided; these can be run at
any 1P88. Up to now the AT&T packet network service has had
relatively few switches with high throughput and networks
with few hops. The 1PSS will have software for tandem
operation by the third quarter of this year. The 1P88 has a
four level congestion control strategy which is essentially
a source quench; it operates on virtual circuits, not data-
grams.

The 5888, although primarily a voice circuilt switch, can
provide packet switching seczvice. Thus, it {s an
operational hybrid switch. Vithin the 5ES8 two micro-
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processors, Intel 8086s and Motorola 68000s are used for
intermediate control and line handling respectively.

7.1.3 M/A-COM CP9000 Series 1II

The M/A-COM CP9000 Series II [MAC 85) is also a multiproces-
sor system. It is based on Intel 00286s; Intel 80186's are
used as port processors. Clusters of up to 8 processors are
interconnected on a high speed LAN within a node. Hardware
redundancy 1is provided for reliability and the X.25
protocols are adhered to. Data encryption with integral DES
devices is available; the software support includes a form
of T08. M/A-COM believe that their 80286 and specialized
operating system can receive B-1 or B-2 Computer Security
Center cerxtificstion. Metwork control is provided on a VAX
11/750.

7.1.4 Northern Telecomm

Northezn Telecomm has Jjust Iintroduced their DPN series
packet switch; this is an upward compatible version of theirx
SL-10 packet switch [(NOR 85). The switch architecture is
based on mutiprocessors connected via high speed buses. A
full redundancy configuration is avallable in which every
user has access lines connected to two independent segments
of the switch. These segments are in turn connected to two
nodes of a trunk network. The high end DPN-50 can handle up
to 2880 access lines at 9.6 kbps, or 96 access lines at 64
kbps, or a mixture of those categories. Up to 30 trunks at
192 kbps can be accommodated. The DPN-50 can handle up to
3000 packets per second (of unstated size). Other meambers
of the DPN family consist of smaller packet switches , PADs,
and a switch especially configured for trunk and gateway
switching. The DPN series has provision for high speed

....................
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intezrconnection with a colocated digital voice switching
system, thus permitting a hybrid switch configuration.

7.1.5 BBN

In addition to the C/3x series of packet switches BBN has
recently Iintroduced the Butterfly multiprocessor system
{BBN 85a, BBM 85b). This multiprocessor system contains a
number (4, 16, 64 or 256) of processor nodes which are
connected to the same number of common memory modules
through an interconnection network which allows any pro-
cessor node to be connected to any memory module. Processor
node-memory module transfers are themselves serial packet
transmissions at 32 Mbps. Bach processor node contains a
Motorola 68000 serxies processor, 1local memory of up to ¢4
Mbytes, and a custom, microprogrammed, coprocessor vwhich
acts as the internal packet transmitter and receiver.

The Butterfly processor arose out of a design for a high
capacity voice talkspurt multiplexer. It is also being
promoted as one of the parallel processing alternatives to
supercomputers. Swmall Butterfly configurations are being
developed for use as data communication gatewvays (MES 84).
Butterfly-based packet switches will replace the PLURIBUS on
DARPA’'s experimental satellite network.

7.2 Puture Commercial Packet 8witching Developments

Northern Telecomm has plans for a new DPN-100 packet switch
with twice the throughput of the DPN-50. Their reseacch
arm, Bell Northern Research (BNR), has been experimenting
with more flexible protocols aimed at satellite trunking
including larger window sizes and provision for mumlti-packet
retransmission (DRY 8S5]). They have also been experimenting
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with mixtures of satellite and terrestrial trunks between
the same node-pairs and provision of TO8 routing to optimize
service over such trunks (CHU 85]).

Noxrthern Telecomm believes that the future of digital
communications will be dominated, especially for long hauls,
by cheap bandwidth as a result of fiber optics developments.
As a result, they see hybrid packet-circuit switches sharing
intexnode trunks as principal network components.

AT&T see the requirements £for packet switch throughput
growing by an order of magnitude every five or six years.
thus they foresee requirements in the data world for packet
switches to handle 100,000 packets per second before the end
of the century. Bven so, they see voice as the major driver
in their telecommunications world. As a result, they seek
maximum commonality between systems; for example, the 1p8S
and SP88 have a 1lot in common. There is some indication
that AT&T thinks that in the future all communications will
be digital and packet in nature. Two recent papers by
Turner (TUR 085, TUR 66) exemplify this concept. The first
of these papers discusses the use of switches with 1.5 Gbps
throughput to handle both voice and data/ The second paper
adds {in broadcast and video for both television and
conferencing. In this paper a packet switch terminates 63
fiber optic links operating at 100 Mbps.

7.3 Summary and Conclusions

Commercial packet switches are approaching the capacitles
and trunk and line speeds required for the NGPS. They also
have reliability and maintainablility features. They tend
not to have some of the DoD/DCA specific requiremsnts such
as precedence. Some switches have integrated encryption.
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At least one switch is being proposed for computer security I
certification.

The technical gquestions concerning the use of a modified ,
commercial switch for the NGPS is the extent and cost of . K]
modifications. This can only be addressed in a satisfactory D

wvay by the vendors.

fa ot
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8.0 STRATEGIES FOR ACQUIRING THE NGPS

F There are only two possibilities for acquiring the NGPS from
the viewpoint of the requirements. Only the second one has
an impact on the requirements for the NGPS.

2

a newv DDN specific packet switch (family) can be
designed, developed, and produced.

B |

commercial packet swvitches can be procured with
modifications to meet NGPS requirements,

Alternative wvays of procuring ;he next generation DDN (in-
cluding the MNGPS) such as leasing versus buying do not
affect the requirements for the NGPS. The technological
‘.- pros and cons of the two acquisition methods are discussed

e briefly below.

8.1 Design, Develop, and Procure a DDN Specific NGPS

From a technological viewpoint this method will guarantee
that all of the specified requirements are met. It will
result in receiving exactly what is wanted. The principal
question will be one of cost effectiveness for a procurement
" of the oxder of 500 to 1000 NGPSs.

8.2 Buy Modified Commercial Packet Switches

As noted in 8Section 7.3, off-the-shelf commercial packet
switches will not meet all of the requirements for the NGPS.
At the physical level they are not 1likely to meet the
TEMPEST reqguirements, nor will they have the desired extent
of COMSEC equipment integration. On/the protocol level they
will not have the set of DDN protocols needed for
transition. I£ DDN 1is to make the transition to commer-
clally based, 180 standard protocols, those protocols will
almost certainly have to be modified to allow for such DDN
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requirements as precedence and preemption. If the protocol

implementations have not been made with computer security in
mind, it will be difficult, if not impossible, to validate
them at the appropriate level.

If there 1is interest in considering the acquisition of
commercially based switches, it would be valuable to publish
the NGPS requirements and ask for comments on those require-
ments. At that time, some of the difficulties in using
commercial switches could be identified and a more detailed
examination could be made of ways to cope with them.
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9.0 SCHEDULE

9.1 Date NGPS Is Needed

Based on the discussion 1in Section 3 it appears that the
initial installations .of the NGPS will be needed by either
the beginning of 19868 (no C/300s used) or the beginning of
1991 C/300s used). That is, by the latter date, some
switches will reguire greater throughput than can be
provided by the C/300. Installation of operational NGPSs
implies both a development schedule and a group of
additional requirements. Somes of the steps which will need
to be taken in making the NGPS available by the desired
date(s) are discussed belovw. Three schedules for the NGPS
are prsented in Schedules 9-1 through 9-3 at the end of this
Section.

9.2 Development or Adaptation of a Commercial Switch

The schedule presented for the 1991 date is based on the
development of a DDN specific device, the alternative
described in 8Section 8.1. The schedule presented for the
1968 date assumes that adaptation of a commercial switch,
discusses in section 8.2 is the procurement method; this is
the only one that would £it that time frame. If C/300s are
brought into the DDN and the 1991 date applies it would be
possible to use a less intensive schedule for adapting a
commercial switch.

9.3 Testing
Concurrzently with the initiation of NOGPS development,

ning for an appropriate test bed must soon begin.
likely that the present test bed at DCEC can be the
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L,
for the NGPS test bed. A schedule for the test bed program - :
is included in each of Schedules 9-1 through 9-3. g
9.4 Other Requirements ‘_F
The "Next Generation Network Control Center" has not been

examined in the present study. Both the Puture JNetwork
Technology Report (HER 851) and the Draft White Paper on DDN :
Capacity state that such a new center will be needed. The L_ .
regquirements for this center must be generated and the

necessacy centers acquired by the time that NGPS
installation takes place.

To assist in making the decision, “"develop or adapt” an < -4
early call for comments should be made. The current study -
provides a base to be used in the call for comments. o
9.5 Transition !
Transition of the MGPS8 into DDN will reguire an installation :
schedule wvhich 1is coordinated with production and with the N
finstallation of new NOCs. Candidate sites for NGPS would be r\

either new sites, those vwhich are heavily loaded with
tzaffic, or those which are candidates £for high bandwidth
trunks.
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8chedule 9-2 adaptation of a Commercial Bwitch for 1988 Z

=
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10.0 RECOMMENDATIONS

This Section summarizes the requirements for the NGPS
developed in Section 6. The requirements assume a
deployment date of January 1991. If an earlier date |is
chosen as regards schedule 9.2, then the NGPS8 might not have
to meet all the performance requirements if it can be
upgraded by 1991. Other supporting information |is
presented in Section 3.6 and Appendix A.

Date: Production models available January 1991

Quantity: From 500 to 1000

Performance: Throughput of 3360 750-bit packets per second
of which 2560 are for tandem traffic, 640 for
originating and terminating traffic, and 160

for intranode traffic.

Ports: 20 for trunks to be configured for 1line
speeds as required up to 384 kbps.

99 for hosts to be configured for line speeds
up to 64 kbps

DoD Features: Precedence, Preemption

Security: Integral 1ink encryptors, cryptographic
checksumming of control messages, switch
certified at C-2 level, preferably at B-2.
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! Compatibility: Must be able to interoperate with DDN PSNs at
f the initial release.
e User Interfaces: DODM X.25, X.75
‘?‘ Operational Features: Congestion Control, Type of Service
B Routing, Unattended Operation, Remote
- Maintenance Diagnosis, Fail-soft Architecture

- Reliability: 99.995% uptime, 1000 hours MTBPF
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APPENDIX A vE
A ?-‘:‘-'.
’ DISCUSSION OF PACKRT SWITCH ARCHITECTURE AND PERFORMANCE '::-‘;Z
o

7 A.0 INTRODUCTION AT
- R
x This Appendix is to discuss how salient features of packet ‘.,.
> switch architecture affect the performance of that packet iy
) switch, how packet switch throughput {is modeled, and L
._ presents an example of a multiprocessor architecture for the
NGPS. 3

A.1 Processor Architecture and Packet 8witch Performance
. O,
E A simple model of the required packet switch processing is ‘
developed and used to evaluate the switch architectural o

features. .

. A.1.1 Architectural Peatures _. i
Sy
2 Sallent architectural features for a packet switch processor Ty
h include the following: G
- 0 processor instruction set v

0 processor serial instruction speed

0 processing element complement (single, dual, S

multiple) LN

0 primary memory organization N
0 memory-processor interconnection

0 primary memory bandwidth o

An assumption 1is also made that individual communication T

o 1ink ports are handled directly by speclalized processing nf:
= subsystems. These subsystems contain local storage which :
.., can be block transferred to/from global memory, and speci- If-::;; ..
N alized processors for synchronization, performance of error 'f"_
checks, and for removal or addition of header information. -.',:I'::I
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From an economic standpoint it is desirable i{f the archi-
tecture utilizes standard "building blocks" such as micro-
processor, USARTS, CRC generator/checkers, and memory de-
vices. The performance of any architecture is a function of
the application which is to be run upon 1it. In order to
focus the analysis of packet switch architecture for this
Appendix the packet switch application has been modeled
simply in a form which appears to be very useful in assess-
ing the importance of specific architectural features. The
numbers proposed in the model are believed to represent
realistic nominal values. Additionally, they provide a
basis for assessing architecture/performance relationship in
a way which is not strongly affected by changes in the
nominal values used in the model.

A.1.2 Packet Switch Performance

The packet switch receives and transmits an approximately
equal number of bits over its store-and-forward channels.
These channels are both those to and from directly connected
hosts and those to and from other switches. (The packet
switch does not accumulate information that must be stored
in a secondary memory). The packet switch successfully uses
queues to smooth out varlations in packet arrival times so
that its operation can be viewed as being in a steady state.

Given that the bandwidth of the communication 1links |is
sufficiently high, the rate limiting aspect of packet switch
operation |is the rate at which decisions and wmewmory
management can be performed Dby the packet switch. Packets
are assumed to be of uniform, 1000-bit size; these may
represent message segments, control traffic, aggregate
acknowledgements, etc.
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:‘;n '::-'::
) The model for processing the 1000-bit packets 1is simply ;32
|| that: =
' a decision must be made as to how to route and e
otherwise process the packet (e.g., forward it, hold it e

“u for reassembly, etc.); ol
. ’ '..\n d
) some memory management must be performed to clear ’&}

and/or rearrange MemoOry space.

1
B’

The decision process is assumed to require an average of 500
elementary instructions and 1000 bits of memory must be ac-

:; cessed for the packet memory management. With this process-

- ing model the time required for the packet switch to handle B
E;" a single packet is the sum of: gfj
*
P . the time to handle 2 block data transfers between local T
i“n and global memoxy; Ll

E =

the time to execute 500 instructions; S

the time to perform memory management (taken to be 1 'i .

instruction per word). -
Memory bandwidth 1is prominent in these expressions for both .Si
data transfers and for the rate at which the decision in- @iﬁ
structions are fetched and performed. Eif
The second term above 1is related to both the processor oo

serial instruction rate and the instruction set. The serial )
instruction rate can be expressed in instructions per unit %}
time (e.g., millions of operations per second or Mips). The iy
cycle rate of the processor affects its speed but so does
the processor's internal architecture. FPFor example, a pro-
cessor with a large register set can concentrate on fast o
register-to-register operations. Thus more of the instruc- s
tion mix can be in these fast operations. Some processors e

(AN
have complex operations particularly suited for packet t{j
switching functions such as enqueue and dequeue instruc- }ﬁ
tions. These instruction types can significantly reduce the o
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R

average number of 1instructions required for the packet _
switching operations. 5 =
)
The maximum throughput for this model packet switch can be ﬁ: t
improved by supplying additional processors to perform N 0
decision calculations in parallel for a number of packets at . p-
one time. The rationale is as follows: Memory/ data bus : {:L'
width will have an impact on the first and thirxd terms ,1
above. There will be 1less memory access required to _, oy
transfer the 1000 bit packets if wide memories and data .
busses (e.g., 32-bit) are avallable. Assuming a 32-bit word ‘-
the first and third terms will require about 100 memory ) :::II
access instructions and the processor time €for step 2 B :}
instructions will predominate. & '
I :.::}
In the situation just examined the ratio of decision in- > :'.;_i

stzuctions to data movement instructions was 5:1. Using 5
processors would bring the decision processing time down to

.
4

jT .

-

g |
£

iy .
Ae

the data movement time representing a more balanced situa- ;:::I
o o

tion. However, each processor would require its own ,:j ':::'
instruction stream and thus global memory access and data ' }'

paths could become the new bottleneck. -
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In summary, a specific packet switch architecture can be
examined with the following steps:

identify a packet size;

postulate the number of processing steps for one
packet;

""J'.i E[‘-.‘l.’

postulate reguirements for data movement and memory
management;

Al

use the processor specifications for memory bandwidth
and instruction time to find the time required to
process one packet; invert to £ind maximum packet rate;

examine effects of Iincreased memory bandwidth and
faster instruction execution;

i examine ways to balance decision instruction time with
data movement time

;Q Two important factors which are not related to packet switch
throughput were not taken into account in this discussion.
The first factor is the ability of a multiprocessor system
to provide graceful degradation If one or more processors
fall. This ability can only be achieved wit an appropriate
operating system (note that we are not referring to a gener-
al purpose operating system but a limited purpose operating
system for the specific packet switch application). The
second factor is the problem of providing a certain level of
computer security in the packet switch. Both of these fact-
ors are addressed in the discussion of overall packet switch
requirements. They are likely to be important in the selec-
tion of specific processors for a multiprocessor system.
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A.1.3 Multiprocessing/Parallel Architectures

The discussion in the previous section has made a strong
implication that multiprocessor architectures are a desi-
rable direction for the next generation packet switch. At
the same time, it is clear that the interconnection of proc-
essors and memories is a key issue if bottlenecks are to be
avoided. In the example of the previous section the use of
S processors removed the bottleneck having to do with the
ratio of decision instructions to data movement Iinstruc-
tions. This was accomplished at the expense of a potential
bottleneck in the global memory and data paths.

There are at least two wvays in vhich this potential bottle-
neck can be avolided. A current topic of major interest in
pazallel computation is the provision of multiple, high
bandwidth, paths between processors and memories. (A recent
collection of papers on this topic will be found in an IEBER
Tutorial volume (WUC 85)). A less conventional solution can
be envisioned in a system wvhose data storage consists of
shift registers and PIFO buffers, resulting in a special
purpose processing system.

A.1.4 Summary of the Model

This simplified discussion of a model for packet switch
pexformance has highlighted the following steps:

1. 1dentify a basic model of the processing performed

by a packet switch; here a 1000 bit data segment was
used.

2. Postulate the steps required to process basic
event(s); here S00 elementary instructions were assumed
necessary for decisions.

3. Postulate requirements for data movement and memory
management.

o

‘MRt

., .
1% s
»

I N

.
’

-
»



SPARTA, INC. 22 April 1986

4. Use processor specifications for memory bandwidth
and instruction timing to assess time required to

process a segment of data; invert to obtain the maximum
data rate.

5. Examine the effect of increased memory bandwidth,
either through faster access times or wider data paths.

6. Bxamine the effect of faster instruction execution.

7. Bxamine the ratlio of decision instruction execution
time to data movement time.

8. The steps above explore the domain in which
processing is the limiting factor; also explore the
internal limiting data bandwidth as defined by memory
and data path bandwidth.
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A.2 Network Throughput and Packet Switch Throughput

A.2.1 Top Level Model

The underlying packet aswitch model views the switch as a
node in a network of servers. The switch’s cutgoing tele-
communication links are its own network servers. Incoming
telecommunications links are the paths for introducing new
service requests. This model is illustrated below.

Traffic Traffic
Incering Links Leaving

e (A 0]

The load experienced by a packet switch in a network will
depend upon the following network characteristics:

1. The set of traffic flow demands between all
possible network entry and exit points (i.e., nodes
that have hosts attached). The heavier these flows
are, the heavier the 1load experienced by the packet
switches.

2. When traffic flow demands are very unbalanced and
the allocation techniques are based upon mnminimizing
delay, some network paths may deviate significantly
fxom shortest hop count paths to avoid overloading.

3. The capacities of the communication 1links
intexconnecting the node limit the number of bits that
can flow through a packet switch.

4. The topology of the interconnections of packet
switches. A packet switch with very few links is apt
to experience a lighter load than one with many
incoming and outgoing " inks.
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A.2.2 Bstimation Techniques

Given the wealth of parameters that determine the load on a
packet switch, an accurate yet simple load-predicting model
is not obtainable. Instead, one of several estimation tech-
nigques may be used to predict packet switch locading. Compu-
ter system engineers agree upon a hierarchy of estimation
techniques for 1loads and performance of computer systems
subject to multiple job streams of variable intensity (such
as the nodes of a computer network).

The most accurate estimates come from benchmarks in which
the actual computer systems are run under actual loads while
measurements are being made. This also allows distributions
zather than single estimates to be made for node loading and
performance.

Accurate estimates of system performance are frequently made
from discrete event simulations. These are computer pro-
grams often constructed using specialized languages repre-
senting processes and series of random events treated by
those processes. Simulations model a large number of system
features in such 8 way as to represent their interactions in
real time. (Real time itself is simulated by a clock that
is advanced only under contgggﬁit the simulation program.)
Discrete event slnulatgpuﬂﬂfsq:ans can model a large number
of events to tepozt‘“%titlatics about 1loading and perform-
ance, rather than single estimate answers.

Satisfactory estimates can be made from Queuing theory
calculations based upon the arrival frequencies of Jjobs
(i.e., frequency of arrival of packets over a line) and upon
the probability distribution of job service times (l.e., the
distribution of packet lengths divided by the link's bit
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rate). In computer networks there is (usually) an inter-
action between the path allocation technique and the queuing
delays estimated at each node. The allocation technique
dynamically adapts to the delays experienced at each node,
rerouting flows awvay from congested nodes. Algorithms for
evaluating network node load and performance can take into
account the allocation technique at the expense of
computational complexity. (8ection B.3 below describes
steps in estimating detailed network loading from
topological descriptions and flow requirements. Loading and
pexformance of individual nodes can be derived).

Mequate estimates can often be made using "rules of thumb".
In the case of networks, such rules of thumb include
Judgments about the average number of hops in a network path
and the implicit assumption that every path constrains this
number of hops, and about the ratio of store-and-forward
traffic (fxrom other packet switches) to newly entering
traffic (from attached hosts). These rules of thumb are
derived from experience with benchmarks and £from more
detailed analytical or discrete event simulations. As such
they represent “"average® or “typical® values. They do falil
to represent the variance beyond "typical®™ cases and as a
result the possible consequences of this variance. (In
contrast, analytic queueing theory calculations do calculate
the consequences of variance 1in flow demands, packet
lengths, etc.)

For the purpose of 1illustrating sample packet switch per-
formance requirements we have used rule-of-thumb calcula-
tions. These are easier to follow, yet they are supported

by experience with the more detaliled calculations.

A.2.3 1Iterative Techniques for Network Load Leveling

70
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This section describes an algorithm for assigning €flows
(l.e. of data) over a network of packet switch nodes and
communication links. The procedure is briefly presented
here.

First, an initial flow assignment is attempted by seeking
the shortest path (in terms of number of hops) for each flow
demand. The technique #for balancing £lows in the initial
assignment attempt (and in subsequent refinements) is to use
per link delay estimates, based upon queueing theory, rather
than number of hops in path length calculations. The same
link may be used £for more than one £low and may be over
utilized. In such a case, an attempt must be made to
balance the flow so that no 1link is over utilized.

Next, the success of the initial assignment is evaluated
according to 1link utilization. WVhenever a flow assignment
over utilizes a link, the flows are hypothetically rescaled
to a utilization arbitrarily Jjust-ender 100% (e.g. 99%).
This has an effect upon fﬁé queueing theory calculations in
a next iteration -- very large delays are calculated for the
link in question. Consequently, minimum-delay paths will
avold the 1link in question, thus re-balancing the 1load.

Pinally, repeated attempts are made to optimally balance the
load so as to minimize a grand delay average. Solution
convergence is used to halt the iterations. However, this
does not guarantee a globally optimum flow assignment.

This technique involves iterative, compute-intensive opti-
mization and only partially represents how a distributed
routing algorithm performs its own flow assignments. (A
distributed routing algorithm performs at each node a
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shortest path calculation based upon per-link delay esti-
mates that are received at each node). It also does not
provide a wvay of evaluating dynamic aspects, such as the
time required to adapt to network configuration changes. It
does provide a hypothetical "performance envelope” of net-
work delays, against which the performance of a routing
algorithm can be 3judged. It can also be used to evaluate
the maximum traffic handling capacities of hypothetical
network configurations.
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A.3 An Bxample Architecture for the NGPS

In this Section we establish that an econoaical and elegant
architecture can be found to satisfy the requirements of the
Next Generation Packet Switch. Factors that need to be taken
into account for the architecture include: throughput,
reliability, security, flexibility.

These factors are discussed in general terms below.

A.3.1 Throughput

A multiprocessor architecture is approprliate for the NGPS as
the following discussion makes clear. A requirement wvas
developed in Section 3.6 that approximately 3360 packets per
second be handled. The majority of these are tandem traffic
and we can use the figure of 500 instructions per packet,
developed in A.1 as the go-lnant factor. Therefore, we need
to execute over 1.6 -iligpn instructions per second (MIPs).
A good goal would be 2 n!Pl. The nature of theﬁlnst:uctlons
and of the data handling operations must also be taken into
account. The way in which current computing architectures
provide increased power at lower cost is the use of parallel
processing when the computing tasks can be partitioned. The
computing tasks of a packet svi ﬁ:'azo Just such a case; an
aggregate of processors & total computing power will be
about 2 MIPs can hand!i’!ﬁf’::routhut. We might do well to
double this requirement as a safety factor and to allow for
additional features to be provided.

A.3.2 Reliablility
Although computing components continue to become individual-
ly more reliable, the NGPS requires a very high degree of

reliability. Purther, fallure of one component should not
disable the switch. That s, the system should be fault-
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tolerant or fail-soft. As in the example of the PLURIBUS oy

and the Butterfly, a multiprocessor architecture with ?%

appropriate interconnections is well suited to such a R

requirement. S:Eﬁ‘

'\-J"(

A.3.3 Flexibility =

i'd -0

The next generation packet switch will have to support a . o
dynamic communication world. The current generation of ig

switches has evolved steadily in terms of its interfaces and 2
internal operations, but always on the same basic archi-
tecture. The use of a stored program computer has permitted
such flexibility; this facility can be realized in a multi- :
processor switch. Multiprocessor operating systems are not < e
as mature as those for well established uniprocessors; :
however, orderly development methods for such operating
systems are currently well in hand.
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A.3.4 8Security

The multiprocessor system postulated here for the NGPS is a
distributed computer system or a network of computers.
Assuring computer security for distributed systems or for
networks of computers is still in a primitive stage. The
National Computer Security Center has not yet released their
final version of the DoD Trusted Network Security Criteria
(the draft 1is {CSC 85]). Nevertheless, an orderly and
formal approach if; computer security can be taken in
developing a multiprocessor based NGPS.

1
ik

A.3.5 Summing Up

This Section has shown that a multiprocessor-based solution
to the hardware architecture of the NGPS is realistic and
attractive. The critical point ggr throughput of that
solution is how the processors work with the aggregate of
memory; that 1is, the nature of the processor-memory bus
st:uctui?iand performance. This solution 1is also attract-
ive to commercial vendors as the examples in Section 7.1
have shown.
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APPENDIX B - ALTERNATIVE NETWORK ENVIRONMENTS ! 5

\kb

B.0 1Introduction #
NIY

83

In Section 5 we presented an environment for the NGPS which '
can best be described as a scaling up of the DDN as it ;; {
exists today. Topologically, the network would not be Co-
changed very much and the average hop-length would be about ;Jj
the same. Differences would be mainly in volumes of traffic “;
carried, in accommodation to new communication technologies, ,_S
and in provision of more specialization such as Type of {'}
Service. N
-

In this Appendix we discuss briefly some alternatives ¢to N

that topology and environment £for the NGPS. These possi- ?;
bilities received a very modest amount of attention during h N
the development of this report. The Introduction to Section ‘!I
5 presents the rationale £or electing continuation of the

"classical" topology. Nevertheless, for completeness, we .
describe here some alternatives which differ from that 3?:
*classical® topology. These alternatives are described in
Section B.1 below. The probable effects of the alternatives
on NGPS requirements are discussed in Section B.2. .

The Future Network Technology 8Study identified two ways of
using high-speed trunks in DDN (pp 236-37 of (HER 85a)). -
Oone of them is the hierarchical network in B.1.2 below. The :
other multiplexes Tl circuits into 64 kbps trunks and limits -
individual trunks to that speed. We have rejected the "
second option in Section 5 of this report.

AW, e s s Y a0t

We believe that the alternatives discussed below, as well as

some which have not yet been "invented™, represent possli-
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bilities which will need to be considered in the generation
which follows the NGPS.

B.1l Alternative Strategles for the DDN

In this section a number of alternative architectures/envi-
ronments/strategies for the DDN of 1990+ are briefly presen-
ted. They all allow for the substantial growth in user sup-
port requirements developed 1in 8Section 3, though they
represent substantially different ways of getting there.
Bach description of an alternative also contains a very

concise discussion of the "pros” and "cons" for such a
systenm.

B.1.1 DDN as an Internet

Section 5 developed a concept of DDN as a continuation of
the current DDN in which the net is, at least topologlically,
a uniform whole. That i{s the net can be conceptually
diagramed as shown in Figure B-1 (a duplicate of Figure 5-1,
but shown here for convenience). An alternative
architecture for the DDON would be the provision of many
independent networks provided or maintained by groupings of
users which fall together 1logically. The majority of the
traffic 1in these independent networks would be intra-
network. The networks would be interconnected by a DDN
which provided only internet service. Figure B-2 1is a
diagram of that configuration.
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B.1.2 DDN as an Hierarchical Network

This version of a DDN can be considered as a physical imple-
mentation of the concept of area routing for DDN. Such a
network is fi{llustrated conceptually in Pigure B-3. As far
as groupings of users are concerned, it is somevhat like the
diagram of Figure B-2. There are two major differences in
the hierarchical concept: the groupings are not connected to
each other through a gateway but through a somewhat
speclally configured packet switch; the nodes are all
supported by DDN.
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B.1.3 DDN as a Multi-Vendor Network ! E.
R
This alternative assumes that it will be possible to rely on o ‘a;:t
that, at most, minor adaptations of commercial packet % g
switches will be necessary to provide the functionality - -
needed by DDN. It further supposes that different vendors o j
will be chosen for successive acquisitions and further ;'-'11
assumes that standardization will continue to take place to _.
the extent that switches from different vendors will be able -
to be Iinterconnected without difficulty. (If not, networks ,. \
of different vendors can alwvays be connected through an -
internet.) Under these conditions it will be possible to :‘:Z
add new switches which represent the best value at the time i _
of acquisition and older equipment will be able to coexist i:'::
with newer. PFlgure B-4 represents such a network. g }_'Z:.
Wt

“ e
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As a practical matter, the adaptations to commercial switch-
es which will need to be made will represent a substantial
softwvare effort. Since the standards met by such switches
will be at an interface level, use of multiple vendors will
increase the software adaptations by the number of vendors.
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B.1.4 DDN as a Maximal Backbone

This alternative, dlagramed in Figure B-5, would provide a
network with relatively few nodes. Bach node would serve
many more subscribers than present nodes. This maximal
backbone is equivalent to the top tler in the hierarchy
discussed in B.1.2. It is also the same as the top tier in
the high speed backbone of the Future Network Technology
Study (Pigure 4.12, p 237 of (HEBR 85b). Such nodes would
represent a more significant target for physical denial of
sexrvice. Therefore, for reliablility and survivablility
reasons it would be necessary for subscribers to be homed to
two different nodes. The nodes themselves would be inter-
connected by high data rate communication links. From the
standpoint of the network, this configuration would be sim14
lar to an upscaling of the present DDN; the nodes would have
greatly increased throughput and many more user ports.
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B.1.5 DDN Hybrid Network .
1. as a Hybr L S
. f..-
This alternative 1is rather different from those described %i&;
above. The others (Sections Bl.l1l through Bl.4) are all data ""&‘
networks and this architecture represents a network for = —3
data, voice, and perhaps other transmissions as well. Such R Ohe

)

[4

a network, shown in Pigure B-6, would provide a flexible use
of inter-node trunks. These trunks would be allocated to D
data or to voice in a time-varying mixture.
Technologically, ¢this would be 1In accordance with the
intended development of ISDN. The packet switch would have
to take on new functionality as it reallocated trunk .
capacity. In principle, this would be a powerful and
flexible way to maximize communication trunk resources. 1In
practice we probably do not know enough at this time to make e ?ﬁ?
intelligent plans for such usage. =

r N Y N
ARy




SPARTA, INC. 22 April 1986

)\
* Ry ~
iy .,
3 4 ~S o
o / - ~ /.
/
// /
/ /
N /
N /
N\
\\ ~ /
N
\ N\ g
N /
\ N /
\
\
\
\
\
\
D Hybrid Switcher
O Packet Switches
Data
- ——- Voice

FIGURE B-6 A CONFIGURATION WITH A MIXTURE OF NYBRID SWITCHES




i e UG an A 2

SPARTA, INC. 22 April 1986

There are a number of problems with such a system for
DoD/DCA usage at this time. Although there are commercial
hybrid voice/data packet switches (for example the No. 5 ESS
described in section 7.1), these switches utilize separate
voice signaling and they 4o not necessarily have any
provision for DoD quality communication security of either
end-to-end or traffic flow security.

Burst switching, another alternative to packet or circuit
switching has been proposed recently for voice transmission
{HAU 83). Burst switching 1is a form of very fast clrcuit
switching. Bach time a talkspurt starts a new circuit
allocation is made. This lasts for the length of the
talkspurt which is typically a few seconds.

B.2 The Effects of the Alternatives on NGPS Requirements

The conversion of DDN to an internet would require less
switches. These might not need to be of higher performance
than the C/300s. They would require new software, a major
cost in any PSN procurement. The hierarchical and maximal
backbone environments would regquire a moderate number of
very high performance switches, A multi-vendor network
would mean accommodating DDN to modifications of commercial
packet-switching practice. The hybrid network could
possibly capitalize on commercial offerings which may arise
out of ISDN,.
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