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INTRODUCTION
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A common problem in any design of a speech recogni-

tion system is the large magnitude ard high rate of raw

data that is produced by any process which digitizes

natural speech. As an example, simple pulse-code modul-

ation (PCM) ir which speech is sampled at a rate of

12,500 samples per second and quanrtized to 12 bits per

sample generates 150,000 bits per second of data. PCM

represents a very simple method for speech encoding, but

it also produces data at a rate that would overlocad any

kirnd of direct recogritionr process.

It is krown that the quantity of data needed to

represent speech can be reduced substantially by more

Vocoder systems car reduce the

sophisticated processes.

data rate to less than 1000 bits per second. However,

the quality of the represertation produced by low-rate

vocoders may rot be high erough to permit automatic

speech recogrition.

A goal of this phase of the study, ertitled Auditory

Spectrum Aralysis, is to investigate the methods that

are used by arimals to reduce the dimersionality of the

speech waveform prior to passirng it to the brain. It is

reasonable to suppose that the representatior of speech
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\ that is present on the auditory nerve is fully adequate
to preserve all of the information relevant to recognizing
and urderstanding the utterance. A computer algorithm
which mimies the natural processing would also preserve
the relevant information for an artificial speech under-
standing system. As a side benefit, it may provide in-

o sight which could be exploited to produce a more

&
il efficient high-quality vocoder.

- It is our expectation that the natural processinrg
preserves the necessary information and also destroys
much of the unnecessary information. This is a result
of centuries of adaptation, in which the hearing
mechanism has become attured to the sounds in nature
that are important for survival. If the natural process
does provide such an efficient information filter, then
it is sensible to try to emulate it in an artificial

- system.

The goal of this project is to provide a model for
the natural auditory process. The investigators are Dr.
Robert A. Houde, Dr. Harvey E. Rhody anrd Dr. Soheil
Dianat of Rochester Institute of Techrology, with col-
labeoration and support by Dr. Charles Parkins of the

University of Rochester School of Medicine and

Derntistry.




The project has three specific tasks:

1. To gather a set of Post Stimulus Time histograms,
which form the basis of the analysis of the
auditory spectral processing system.

2. To analyze the PST data to develop a model for the
processing which takes place in the auditory
system.

3. To simulate the auditory spectrum analysis system

on a digital computer and compare the results with
experimental observations.

These tasks have been carried out successfully, and
will be discussed separately ir the presentation which

follows.

ANATOMY OF THE AUDITORY SYSTEM

The auditory system is very complex. Even a review
of the system is of booklength (Keidel, et. al, 1983).
Thus, this sectiorn will present only a schematic descri-

ption of the anatomy.

Sound that is picked up by the outer ear is passed
through a structure which causes a membrane over the
cochlea to vibrate. The cochela is a spiral structure

with a membrane running more or less along its axis.
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The motion pattern of the basilar membrane is such
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that a sinusoidal excitation produces a travelling wave

from the base of the cochlea toward its apex. With in-

creasirg distance from the apex the amplitude of the
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deflectior ircreases slowly to a maximum after which it

rapidly drnps to zero. The location of the maximum

charges w.'n tne frequency of the excitation, coming
cimser . ~te apex for lower frequencies and closer to

tne oot s gner frequenciecs.
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e su1.t7ry rerve is composed of approximately

210,32, fivers, Wwith fiber diameters between 3 and 10

micrers., The fibers of the auditory nerve end in the

cocnlear rucleus, with each fiber making contact with 75

tn 100 cells. Ir turr, each cell of the cochlear nuc-

leus has syraptic contact with many fibers of the audi-

tory rerve. The result is that the total number of

cells ir the cochlear nucleus is only about three times

larger thar the number of nerve fibers.

The motion of the basilar membrane is translated

into an electrical stimulus of the nrerve by a complex

activity withir the cochlea. The mecharism for this
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translation is not well understood, but it is known to
be focused on the hair cells. It is known, for example,

that damage to the hair cells by streptomycin or noise

"
1Y
9
i
-
"
’I
'l
P
r

charges the cochlear microphonics, and they are missing
completely in animals with a congenital absence of hair
cells. It appears that motion of the basilar membrane
causes a berding and torque on individual hair cells,
which, ir turn, produces an electrical stimulation of

the nerve fibers that are connected to that cell.

The terminations of the auditory nerve fibers are
distributed over the length of the basilar membrane.
Thus, motion that takes place on one part of the mem-
brane is translated into electrical activity on those
nerve fibers that are terminated in the hair cells of

that region. A schematic diagram of the cochlea and

nerve system is shown in Figure 1. s

The actior potentials on a particular nerve fiber

resemble a stochastic process ir which pulses of a .&§"§§
constant amplitude are generated. The pulse rate is '
cortrolled by a complicated biological process ir which
the bernding and twisting of the hair cells causes the
secretion of neural chemicals. The rate of secretion is
determired by both the direction and magnritude of the

bend o~ twist, but rot by the rate of the bernd or twist.
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When the neural chemical reaches a required concentra-
tion, an action potential is generated on the nerve

fiber.

A schematic representation of the relationship
between movement of a hair cell and the discharge of
ac*‘on potentials is shown in Figure 2. It is assumed
that motion of the hair cell in one direction causes an
increase in the pulse rate and that motior in the oppo-

site direction causes a decrease in the rate.

The human ear canr respond to sound waves in the
frequency range of approximately 20 Hz to 20,000 Hz.
The intensity of sound waves that lead to auditory
perception ranges from approximately 10-16 W/cm to 10-H
W/cmz. The sensitivity of the ear to sound is somewhat
dependenrt on frequency, with the greatest sensitivity

normally fallirng in the neighborhood of 4000 Hz.

The ear has excellent ability to discrimirate
pitch, with frequency discrimination on the order of .1%
being commenr., This observation makes it appealing to
model the basilar membrane as a structure which reso-

nates sharply at a place which is deperdent on the

excitatior frequency. Under this theory, the place of

excitation would charge with frequercy, so that
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Hair Cell
Deflection

Receptor
Potential

Action

potential L L ML 1 11 1 | |

{pulse modulation)

Figure 2. A schematic representation of the
relationship between the movement of a hair
cell and the discharge of action potertials.
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different auditory nerve fibers would be excited by

sounds of different frequencies. The number of nerve
fibers that are excited by any one tone would be small
so that it would be possible for small changes in tone

frequency to be detected.

Natural sounds, such as speech, are composed of a
large number of sinusoids. However, the individual
components could be resolved by the resonant structure;
in this way, differert complex sounds could be differen-

tiated by the listerer.

In addition to the ability to do very fine
frequency analysis, the auditory system is also capable
of fine temporal resolution. This is evident from an
examination of music, in which percussive sounds sepa-

rated by less than .1 secord can easily be resolved.

The resonator model cannot explain both the excel-
lent frequency resolutior and the excellent time resolu-
tion. To have the required time resolution, it would be
recessary for the resonances to be highly damped. This,
ir turr, would prohibit a "high Q" frequency response.
Perception of the quaver effect in music would require
dampirg such that the half-width of the resonance would

amount to about half a tonre.
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Although there is a conflict between the behavior
that must be assumed for good time and good frequency
resolution, there is no doubt that a relation exists
between frequency and site of excitation within the
inner ear. In fact, it is now believed that the basi-
lar membrare supports a complicated travelling wave
rather than simply resonating. The site of maximum
displacement changes with frequency, but the width of

the maximum is large compared with the frequency value.

It appears that the natural respoense of the basilar
membrane carrot explain either the excellent frequency
discriminatior or the excellent time discrimination that
is possible with the nratural auditory system. Some
frequency irformation is represented by the location of
the respornding nerve fibers. However, the response
bandwidth for each nerve fiber is so large that it is
not reasonable to expect that fine resolution should be

possible from the place information.

In order to find the mechanism for the preservation
of both time ard frequency information, we must look in
some detail at the structure of the signals that are
passed from the auditory sysEem to the brain. The total

collection of these signals must contain the required
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detail, although it may be somewhat hidden in the signal

structure.

SIGNAL GENERATION WITHIN THE AUDITORY SYSTEM

To study the signal processing that takes place
withir the inner ear, recordings of action potentials
from single fibers by means of micro-electrodes are

used. The evaluation is done by statistical methods, in

which the same sound stimulus is presented many times

" /
. . : VRSNSOI

and the responses are combined statistically. The res- .ﬁ;fﬁg
T A At A

P NN 2L

pornses are presented in the form of histograms. r&gﬁ'js
ALY p

The response of a single nerve fiber to sixteen
presentations of a sinusoidal tone burst is shown in
Figure 3. Any one response is a stochastic pulse seque-
rce, similar to that shown ir Figure 2. However, a time
histogram constructed by summing across many responses
(200 in this case) shows a definite sigral structure.
This statistically derived sequence is known as the Post

Stimulus Time (PST) histogram.

The PST histogram exhibits a number of features

that make it an attractive candidate as a "signal". The

pulses repeat at a frequency that is determined by the



S
C.
Y
b4 ‘.
IO
s R
AR
\ he R
‘ A tara)
" 3
~ AT AT
N XS
- R
. NGRS
- e
l‘;—"
: ACOUSTIC STIMULUS RETNN
§38 Hz 20 :
. msec TONE BURST "
- | Y Y g—
8th NERVE NEURON — A A—A—A A -
: RESPONSES TO EACHOF M \— R b
N STIMULUS PRESENTATIONS | H e
I8 g - 538 r——&w———*’———-ﬂ" ‘:. (.
A A e
.r_____—J\,. —A__~-
N { —-W- ‘\'-* ‘:
i P Y A N
- LA — —AN— -A_ N
1 _M/—'A" '4'— J\"—-_' .
A (Y
r——A.-—» A — —A .
3 PST HISTOGRAM FOR .__“\_M.MMU«_AJL_. — RO
S 200 PRESENTATIONS e
J "
. 0 5 10 15 20 25 30 35 40 :
' msec :
.: t&\ ‘.\ >
- . : o~y
- Figure 3. The response of a sinrgle nerve fiber to ot
. sixteen presentationrs of a sinusoidal tone %ﬂ

burst.




excitation, and thus contain frequency information. The
"waveform" has an exponential decay, which will be shown

to be important to pitch determination.

Each nerve fiber in the auditory system responds to
a range of frequencies. This is exhibited by the
sequence of excitation and response curves shown in
Figure 4. The experiment was carried out by
electrically probirg one auditory nerve fiber that
responded at the characteristic frequency of 420 Hz at a
threshold of 52 dB SPL. Tone burst excitations of 20 ms
duration and frequencies of 141 to 800 Hz at a sound
pressure level of 77.5 dB were used. The response curve

in each case is the PST histogram.

The 141 Hz excitation is observed to cause a spike
response due to the beginning and end of the burst.
This is the "click" response that is generated on all

nerve fibers by any large transient.

The 200 Hz excitation is seen to generate a PST
histogram in which response pulses are spaced by the
sinusoidal period of 5 ms. The initial spike is about 4
times as large as the steady-state level of spikes 2
through 4. A firal large spike is generated by the end

of the burst.
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Response of a single auditory rerve that has
a characteristic frequency of U420 Hz and a
threshold of 52 dB to 20 ms tone burst
excitations at a sound pressure level of T7.5
dB. The responses to a sequence of stimuli
ir which center frequencies of 141 through
800 Hz are shown.
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The responses to the 283 through 800 Hz tone bursts
follow a general pattern in which a pulse sequence at
the frequency of the excitation is gererated. The delay
of the pulse sequence is the same, about 4 ms, in all
cases, which produces a phase offset which is a linear

function of the excitation frequency. The leading pulse

FEC RTINS ST S S S, v

is somewhat smaller than the secord, after which there

Qs

o

is ar exporential decrease to a steady-state level. The

steady-state level is approximately the same for all
sequerces, The pulse sequences persist for a time equal
i to the initial delay, about U4 ms, after the excitatinnr

erds.

The experimenrt was repeated at a sound pressure
level of 92.5 dB and frequencies rarging from 283 to
1131 Hz. The results in this case, shown ir Figure 5,
follow the same pattern, except that the largest pulse
in each sequence is typically the first. The resporse
to the 1131 Hz burst exhibits a pair of pulses that
represent the click response, followed by a rardom out-

put that is little differenrt from the background level.

The frequency range that can be associated with a
sirgle nrerve fiber can be determinred by repeatirg the
experimert using sinunsoids of different frequencies.

This experimentation reveals that the frequency range

18
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associated with any single nerve fiber is rather broad,
on the order of several hundred hertz. Because of the

structure of the system, the responses of adjacent nrerve

fibers would overlap considerably.

’/

)
‘XN,
G

The response bandwidth observed on this particular
nerve fiber ranges from about 200 Hz to about 800 Hz.
This is a much larger bandwidth than would be expected
if the frequency resolution was to be produced by a
sharply resorant system. The frequency resolution
reeded to separate pairs of tones is present in the PST
process itself, and not in the response of the indivi-

dual nrerve.

It may seem that there is a difficulty inusing the

PST histogram as a signal that is presented to the

higher level processing system. The PST histogram is
derived by repeated presentations of the same excita-

tion. This is rot a realistic model of nrature, in which

ol DO
L

the ear must respond to a single presentation of a
si sound. However, something like the PST histogram may
actually be present ir the human auditory system. It is
to be recalled that every cell of the cochlear nucleus
makes contact with mary nrerve fibers. Each of the
fibers would be excited in the same way, so that each

would carry a stochastic pulse sequerce. The stochastic
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pulse sequences would be presented simultaneously to the
brair, which could form a histogram by summing over the

ensemble of fibers. Thus, the PST "signal" could be

W PN e sl )M

A

derived at the brain.

;l

The development which follows is based on the assu-

B o~

mptiorn that the informatior needed to decode the speech
sigral is contained in the PS3ST histogram. For all
. interts and purposes, the PST histogram is treated as a

time waveform.

The frequency content of the excitation is con-
tained in the basic pulse rate of the PST histogram. A
mecharism by which a signal processor can extract the
detailed frequency information is based or short-time
spectral analysis. This will be presented later ir this
report. For now, it is sufficient to observe that the

detailed frequerncy information is irdeed preserved.

Time informationr is preserved in the responses of
all of the nerve fibers. The PST nistogram is a time
furction, and therefore contairs time information
directly. Thaose rerve fibers which correspond to the
excitatior frequency respornd with a pulse sequence that
is delayed in time by a characteristic offset and in

which the pulse rate corresponds to the stimulation

22
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frequency. Those fibers which are not in the excitation
band respond with their characteristic click response.
The c¢lick response for a given nerve has a
characteristic pulse train in which the initial pulse is
delayed from the time of stimulation by a time that is
the same for all click stimuli and in which the pulse
rate is at a characteristic frequency for that nerve
fiber. The characteristic frequency is typically the
frequency at which that nerve is most sensitive to
stimulation. The pulse train decays with a
characteristic exporential shape, with a time constant

on the order of 4 ms.

All nerve fibers respond to a rapid change in
sigral level, be it a step or a pulse. Thus, the system
naturally posesses the information for time resolution;
it would appear that the time resolution should be at

least 1 ms ard perhaps less.

This excellent temporal resolution is related to
the properties of the stochastic signals that are genre-
rated by the hair cells, rather than by the properties

of the basilar membrane.
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AUDITORY SYSTEM MODEL

SRR T

The PST histogram, viewed as a signal, could be

generated by a system with the block diagram shown in

G »
R RN A IR

Figure 6. The incoming sound is first presented to a

parallel set of bandpass filters. These filters have a

AN

rather broad response, corresponding to the frequency
range to which an individual auditory nerve fiber would
respord. The filter passbands are distributed in fre-
: quency with overlapping responses. At frequencies below
;' about 3 kHz the filters all have the same bandwidth, and
above 3 kHz the bandwidths irncrease exponentially. This
distribution of bandwidths corresponds to experimental

& observation.

The second block in each channel is a half-wave
p rectifier. This corresponds to the unipolar behavior of

the PST histogram, in which each peak corresponds to a

peak in the stimulus. A low-pass filter with a cutoff
- frequency of about 1 kHz is included in the rectifier
block. The function of the filter is to remove the
high-frequency detail (sharp edges) which would be pro-~

- duced by ideal rectification.

v pn

2, 8
PRy

N The third block in each channel is a time-window

s '
.

rreyeres
s, 8
g

. furction. The time window provides an exponential

LS
P
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Figure 6.

BPF
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WNDW

STOCHASTIC
PULSE
GENERATORS

Block diagram of the signal processing model

for the auditory system.
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weightirg of the rectified signal, with the most recent
portion given the greatest emphasis. Ar appropriate
time constant for the exponential window 1is

approximately 4 ms.

The firal block in each processing channel is an
automatic gain control. The function of this block is
to providefor the adaptation that is observed in the
auditory system to the genreral level of the incoming
signal. Parkins, et. al. (1983) have shown that the
dynamic ranrge of the AGC should be on the order of 30

dB.

The output of each AGC is presented to a set of
stochastic pulse generators. Each pulse generator pro-
duces a sequence of pulses of uriform amplitude but with
firing time determined by the irstantaneous level of the
AGC output; the probability of a pulse gererator firing
at agiver instant increases as the amplitude of the AGC
output increases. Once a pulse generator has fired, it
must wait for at a mirimum dead time before it can again
fire. The minimum dead time depends upon the character-
istic frequency of the transmitter, but prohibits firing

more thar once per cycle.

The role of the parallel stochastic channels is to
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transmit the information contained in the AGC output te
the brain. The parallel channel burdle constitutes a
transmission system within which the sigrals are pulse
trains. This transmission channel can do no more than
preserve the information which is ir the AGC output
waveform. This transmission system is not necessary in
a system which is to duplicate the signal processing

operations of the ear.

PERFORMANCE OF THE MODEL

The output of each of the processing stages of the
model for a 538 Hz tone burst of 20 ms duration is shown
in Figure 7. The simulated irnput is shown on the first
line, with the onset of the burst corresponding to the

left margin of the figure.

The output of a bandpass filter that was shaped to
the neuron's tuning curve is shown on the second line.
The filter phase characteristic may be adjusted to
account for the latency of the neuron's response and the
propagation delay alorg the basilar membrane. Here the

delay has been adjusted to 4 ms. The bandlimitinrg

effect of the filter produces a somewhat gradual rise
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.
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[\/\M $38 Hz 20 MS TONE BURST

INPUT TO COCHLEA

BAND PASS FILTER OUTFU
(538 Hz) T

RECTIFIER - 1 kH2
FILTER OUTPUT LOW PASS

ADAPTER QUTPUT (PROBABILITY
OF NEURAL RESPONSE) ’

538 Hz CF NEURON
PST RESPONSE

Figure 7. A comparison of sigrals generated by
auditory system model and an observed
histogram (after Parkins).




and fall time on the tone burst. The filter bandwidth
is on the order of 400 Hz, giving rise to a response

time or the order of 2.5 ms.

The rectified and lowpass filtered output is shown
on the third lire. The positive polarity cycles produce
output pulses, with the negative pulses being clipped at
the zero baseline. The sharp corners that would result
from clippirg have been removed by the 1 kHz lowpass

filter which is combined with the half-wave rectifier.

The result of the window and gain control operation
is shown on the fourth line. Note that the short lead-
ing pulse has been enhanced by nearly a factor of two
relative to the others, and that the third pulse is
slightly reduced in size. Since the first and third
pulses are spaced by about 4 ms, this would correspond
to an exporential weighting with about a 4 ms time
constant if the ratio of the first and third pulse

chanrges was about e, which is approximately correct.

The fifth line of the figure is an experimental PST
histogram obtained by aural stimulus with a 20 ms dura-
tion tore burst at 538 Hz. The strong correspondence
between the experimental curve and the output of the

auditory model is evident. Both the model and the

29




experimert produce pulse sequences that are at the same

frequency as the excitatior. Both sequences exhibit a
large initial value, which decays exponentially to a low
steady-state value and vanishes after a delay equal to

the latency time after the excitation ends.

SPEECH SIGNAL ANALYSIS

Speech signral aralysis may be carried out in many
ways. A goal is to extract a set of parameters from the
sigral in such a way that the higher level processes in
a speech recogritior system can recognize the utterance.
There is nro requiremert that the processing follow any
"natural” process; however, it is likely to be the case
that a substantial amount of guidance can be derived by

observing the natural operations.

Ar important set of speech parameters can be de-
rived from the speech spectrogram. It has long been
recogrized that the speech spectrogram provides one of
the best parameter sets for recognition of speech
socunds. Although other parameter families are possible,
those which can be derived from the speech spectrogram
have been chosen for this study. This does not mearn

that other sets should be igrored; only, that a reason-
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able set had to be chosen as a starting point. It is
not yet known whether a sufficient parameter set can be
obtained from the speech spectrogram. However, the
speech spectrogram seems to be the most successful basis
for human speech readinrg. Later developments may lead
to the need to at least augment the spectrogram

analysis.

A modern version of the speech spectrogram can be
produced by repeated short-time spectral analysis of the
speech sound. Many versiors of this process have been

implemented.

The irrovatior that is presented in this report is
the use of an exponential window prior to the spectral
analysis. This approach mimics the processing that is
dore ir the auditory system model. Windowirg is intend-
ed to produce the same weighting that is represented
by the click response of the auditory system. The click
response is equivalert to the system impulse response,
and represents the filtering that is dore by the audit-
ory system. The spectral analysis is then used to
observe the frequenrcy contert from the windowed time

furctinr.
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The effect of the exporential window is to provide
a spectrogram in which both time and frequency irforma-

tion are preserved and made evident.

A block diagram of the signal processing system is
shown in Figure 8. The speech is sampled at a rate of
12,500 samples per second using a 12 bit A/D converter.
The samples are then multiplied by an exponertial win-
dow. Approximately 10 ms (128 samples) of the windowed
output are then processed using a 128 point FFT. The
magnitudes c¢f the frequency samples are computed and

saved.

The spectrum magritude samples may be processed to
reduce the sigral dimensionality by grouping magnitude
components into frequency bins. The nrumber and size of
the frequency bins is a variable that must be manipu-
lated to optimize system performance. A set of equal
width bins up to 2 or 3 kHz and then of exponentially
inrcreasing width up to about 6 kHz will probably be
fourd to be useful. The number of bins required will

probably be ir the rarge of 16 to 32.

The masking effect of the ear may be simulated by

reducing the spectral amplitude of bins adjacert to a

bin with a very large spectral value.
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An option that could reduce the number of bits
needed to represent a spectral frame would be to log
compress the spectral amplitudes. This mimics the
saturation effect of the ear, and may not substantially
reduce the usefulness of the spectra for the purpose of

speech recognition.

At this point, the 10 ms section of speech has been
fully processed, and may be stored or passed on to a

higher level process.

The spectral processing is repeated by stepping the
the window by 13 samples (about 1 ms). The time samples
in the new window overlap those in the old one by about
9 ms. However, this fine-grained stepping is important
for the preservation of the time information through the

spectral processing.

The effect of processing a segment of speech by
exponentially windowing and then transforming the data
is shown in Figure 9. The utterance was a portion of
the phrase "fleecy clouds in an azure sky." The bottom
scale is a file index corresponding to the spectrum
number, where the spectra are spaced by approximately 1
ms. The vertical axis corresponds to frequency on a

linear scale, with the bottom being O Hz and the top




about 6 kHz.

The line above the spectrogram is a phonetic tran-
scription of the utterance. This was put into the
system by an operator reading the display and locating
phonetic symbols at appropriate time points, (The
alphabet has been modified somewhat to match the

capabilities of the workstation.)

The top trace in the figure is the sum of the
spectral values for each magnitude spectrum. That is,
for each spectrogram that is computed, the sum of the
magnitudes of the frequency components is computed.
This sum will fluctuate as the instantaneous signal
level fluctuates. It will be shown presently that the
spectral sum fluctuates at the pitch frequency. The top
trace exhibits a high frequency fluctuation, which is at
the pitch frequency, superimposed on a much lower rate
fluctuation. The low rate fluctuation is more or less
at the phoneme rate. Unvoiced sections show exhibit a
more noiselike variation. The spectral sum drops to a
very low value during silent periods. Thus, it appears
that the spectral sum will be useful in deriving
prosodic information as well as a pitch measure. These

measures would be useful in any kind of parameterization
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Figure 9. Short-time spectrum and spectral sum functions
generated by the signal processing system of Figure 8§
for a portior of the phrase "fleecy clouds in an azure
sky".
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of the speech, whether for recognition or for vocoder

applications.

:- The speech spectrogram of Figure 9 is very similar

to spectrograms that are routinely generated in speech
X analysis. The heavy areas are the formants, showing the
expected variations across the utterance. It is not
difficult to pick out stops, fricatives, voiced and
unvoiced sounds. The major difference between this
spectrogram and others that are commonly used is the
N graininess. Of course, that could be reduced by

appropriate smoothing.

A section of the same spectrogram is expanded and

. shown in Figure 10. The portion that is shown is the
first part of the word "clouds". Note that the time

index covers the region between 380 and 610 on the

i spectrogram of Figure 9.

{ A nrotable feature of Figure 10 is the vertical

barding at approximately every 8 ms. The heavy vertical
bands occur once each pitch period, anrd coircide with
the maximum points of the spectral sum functionr shown
f above the spectrum. It appears that there is a strong
A representation of the pitch in the spectrogram, and

that, with proper processing, it should be possible to
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extract a satisfactory representation.

The spectral sum furction can be further enhanced
by signal processing to provide a signal that is
convenient for pitch extraction. This technique has
been used by Seneff (1985) with excellent results, and
can be expected to have similar performance in this

system.

A further notable feature of the voiced part of the
spectrogram is the periodically charging widths of the
formants. Each formant is widest at the time the
spectral sum is the greatest. In the example shown in
Figure10, the formants merge at the points of maximum
width. The formants become narrower at what appears to
be an exponential rate until, just before the nrext pitch
pulse, they reach their minimum widths. The minimum
width appears to be only about 20% of the maximum width.
The fact that the formants are most obvious between
pitch pulses is consistert with the results reported by

Kates (1983).

The points of minimum formant width provide maximum
definition of the formant frequencies. This resolution
is substantially better than that which is ordinarily

obtained by spectrogram aralysis. The reason for the
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improvement is to be found in the windowing that is
applied before the short-time spectra are computed. To
see how this comes about, it is necessary to examine the

windowed functions in the time domain.

A 20 ms portion of the time waveform that begins
with STS index 464 is shown in Figure 11. This waveform
corresponds to the same utterance that was used to
create Figures 9 and 10. It represents approximately
three pitch periods of the voiced portion of the word
"clouds". The large time devisions fall every 2 ms,

Wwith the firest divisions representing 0.2 ms.

The time function that would be produced by multip-
lying the speech waveform by an exponential window
depends upon the time constant and location of the
window, For this speech sample, the signal level decays
exponentially with a time constant that is in the range
of 4 ms, which matches the time constant that was used
for the analysis window. 1Is it a surprise that the time
constant that is found in the auditory system is matched
to the speech signal? The auditory experimentation was
done on cats, while the speech sample was obviously from
a person. However, cats and pecople communicate in the

same frequency band.
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Figure 11. A 20 ms portion of the voice waveform used to
generate the functions shown in Figures 9 and 10.

The time function that would be genrerated for
different window positions is sketched in Figure 12.
The function in Figure 12a resembles a single pulse
because the window position is such that the leading
edge of the window just overlays the first cycle of the
speech waveform. The tail of the window matches the
tail of the previous speech waveform section, and

therefore the product in that portion is very small. As

40
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Figure 12. The effect of the exponential window on the '.:_‘..-;.::.:'
voice waveform and short-time spectrum. Note ?{H}ﬁ{

the change in frequency domain resolution fﬁ}ﬁj

with window position. rapar
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the window is stepped to the right inr 1 ms intervals it
includes more of the large excursions at the beginning
of the speech waveform. The product waveform therefore
exhibits more cycles, although they decrease in size
Wwith each step of the window. 1In seven 1 ms steps, the
window location will have moved through a full pitch
period and will select the first pulse of the next pitch

period. The is the waveform shown in Figure 12c.

The sequence of short-time spectra that correspond
to the sequence of windowed time functions is shown in
Figure 13. The spectrum labeled with the index U464
corresponds to a window location such as that shown in
Figure 12a in which the first pulse of the pitch period
is emphasized. The spectrum is displayed in 32
frequency birs, rangirg from O Hz to about 6 kHz. It is
rotable that the spectrum has two broad humps with a

rather smooth trarsitior between themnm.

The spectra labeled 465, U466,... in Figure 13
represent the amplitude spectrum that would correspond
to time waveforms such as Figure 12b, 12c,... The

window is stepped by 1 ms for each frame.

The spectra in the sequerce are seen to gradually

charge ir such a way that the individual maxima become
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Figure 13. The sequence of short-time spectra that
corresponds to the windowed time functions.

For each analysis the window is advanced by 1
ms.




sharper, rarrower, and more distinct, The spectral

peaks are narrowest for indices 468 and 469, and then

become rather broad agair with spectrum 470. This

spectrum corresponds to the time functiorn at which the
window has reached the beginning of the next pitch

period.

The spectral peaks correspond to the formant
frequencies of the utteranrce. The cyclic narrowing and
widering of the formants is evident in this sequence.
It can also be seen that the amplitudes of the spectra
at the formant frequencies do not change much throughout
the sequence. This observation, in particular, may be
somewhat surprising since there is a radical change in

the waveforms of the sequence.

The fact that the first spectrum is rather broad
car be explained by noting that the corresponding time
function is quite short. This short time function would
contain a broad band of energy, much as would be
expected of a pulse. Some evidence of the vocal
resonances is present, as seen in the broad formants,

but the resolution of the resonances is very weak.

Later time functions in the sequence contain more

pulses. Because the exporential decay of the window
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matches the time constant of the time waveform envelope,
the pulses are of roughly the same amplitude. The later
time sequences have longer signal sections in which
there is a significant amount of energy, and therefore
have the ability to provide more resolution in the
frequency domain. This greater resolution is evident
in the spectral sequence. Because there is greater

definition in the frequency domain, relatively more

energy must be contained in the formants. At the point
of maximum resolution, most of the energy must be in the
formants. However, the total energy will be about the
same because the pulses in the signal become shorter as
the number of pulses in the window increase. This
balarcing effect leads to spectral components

at the formant fregquencies which tend to have the same

amplitude throughout the sequence.

CONCLUSIONS

A model for the auditory system was constructed on

the basis of interpretation of experimental data. The
model resembles the traditional filter bank in the sense
that ary given filter corresponds to location along the
basilar membrare. The output of the processing prior to

the stochastic pulse generators is a signal that is
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similar to the PST histogram. The sigral that is gener-
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ated in that fashion can then control a set of parallel
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stochastic pulse generators for the purpose of transmis-
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sion to the brain. Although the stochastic pulse gener-
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ators are controlled by a deterministic signal, their
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output sequences would resemble the random signals on S

N

.

the auditory nerves.

This model provides insight into the mechanism by :.

3 which speech informatior is encoded for transmission to
the brair. This urderstardirg can be exploited to

develop a speech representation that is useful for
applications such as the front end for speech
urderstarding systems or the basic processing element of

; a vecoder analyzer. é::

The deterministic sigral that is used in the model
to cortrol the stochastic pulse gererators contains the
speech information. The parallel set of stochastic
sigrals represents anr encodinrg of this information.
Therefore, the determiristic sigral car be used as a

speech representatiornr.

A method was developed to extract both detailed -

time irformation ard detailed frequency informatior from

the deterministic PST replica. This aralytical proced-
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ure involves exponential windowing, Fourier transform-
ation and spectrum processing. The pitch can be easily
observed in the voiced portions of the spectrogram, and
can be extracted through the use of the spectral sum
function. The formants can be located accurately by
extracting the spectrum peak locations in the spectra

that occur just before the pitch pulse.

It appears that this representation of speech will
make it possible to make reliable voice/unvoice
decisions. Moreover, it appears that it will provide
critical time and frequency details that will be helpful

in segmentation.

FUTURE WORK

The next phase of the speech recognition project
will be the development of an approach to extract a
parameter set that will permit phoneme identification

and speech segmentation.

It is recognized that reliable phoneme
identification, even by trained human spectrogram
readers, depends upon the identification of words and

phrases. It has been shown by Klatt3 that use must be
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made of the speech conrtext if phonemes are to be
identified in continuous speech. Therefore, no simple
parameter extraction and pattern matching algorithm will

be sufficient for phoreme recognition.

The goal of a parameter extraction algorithm should
be to determine a set of possible phonemes, and, if
possible, provide some ranking in terms of likelihood.
This rankinrg cannot be in terms of probabilities, since
the probabilities, to be mearingful, would have to be
conditionally related to the context. The
parameterizatior should be such that a set of phoremes
containinrg the true phoneme is preserved. The selection
of the true phoreme would ther be made by higher level
decoding. This is the essence of the fuzzy 1logic

structure to decisior makirg in such a context.

The parameterization study requires the development
of speech aralysis tools that make use of the auditory
model representation of speech. A working relationship
has been established between RIT ard SR Systems, Inc.,
through which tools that have been developed by SR
Systems would be made available to this study onr anr
exclusive basis. These tools have been developed
for the Sun Microsystems computer, and are being

converted to operate on an Apple Macintosh computer.
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This will be the focus of the effort for the next

contract phase.

Concurrent with the development of the speech
processing workstation, a literature search will be
conducted to develop reasonable parametric sets for

speech representatiorn. This information will be used to

structure the following research phase.
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Command, Control, Communications and Intelligence
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