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SECTION I

INTRODUCTION

Transfer of training experiments were being conducted 1

before the turn of the century. These experiments are intended
to answer some form of the question: How well does training on
one task facilitate performance on a second task?

Transfer studies have been made in many contexts. For
example, can a motor skill acquired by one part of the body be
transferred to another part of the body? Will learning one list
of words make the learning of a second list easier? Does
training on one perceptual-motor task speed the learning of a
second perceptual-motor task? will solving one set of
intellectual problems facilitate the solution to another set of
intellectual problems? Associated with each of these questions
is an interest in the characteristics that create positive and
negative transfer.

Much of the early practical work on transfer was done by
those evaluating educational methods. With the advent of the
second World War, research began to focus on finding better ways
to train people to use highly complex equipment associated with
the defense effort. Subsequently, transfer experiments were
employed to measure and compare the relative effectiveness of
alternative training procedures and/or devices on the subsequent
performance of operational tasks.

As the cost and complexity of training devices increased -

keeping pace with the operational systems -- it was no longer
sufficient to conduct research primarily to evaluate completed
systems. Experimental data were needed early In the
developmental phase of system design before the final
configuration was chosen to determine which simulator features
were responsible for the greatest amount of positive transfer as
the trainee moved from the simulator to the operational
equipment.

To date, this simulator research has not provided the .'

definitive answers expected or required. That simulators as a
group are cost-effective tools for flight training is generally
accepted today, but determining which factors are responsible
for this effectiveness still generates considerable controversy
(Caro, 1977; Orlansky, 1982) . Typically, one finds meager
experimental data supporting either side of the more
controversial issues of simulator design. much of this
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empirical ambiguity can be traced directly to the narrow limits
of the experiments and the methodologies employed. Although the
purpose of many transfer of training experiments has shifted
from postdevelopment evaluation to predevelopment design
recommendations, conventional experimental paradigms employed
half a century ago continue to be used although they are no
longer appropriate.

In this report, the inadequacies of the traditional

paradigm will be discussed. A new, more effective transfer of
training paradigm for equipment design research used at the r
Naval Training Equipment Center will be described. Solutions to
certain problems of data interpretation that derive from testing
a different subject (or subjects) on each experimental condition
will be presented.

CONVENTIONAL TRANSFER OF TRAINING DESIGNS

Campbell and Stanley (1963), in their classic book on
experimental designs, offer criteria and deficiencies in designs
primarily suited for transfer of training research. Although
they suggest that more elaborate designs are possible, the
paradigms actually employed by behavioral scientists in most
transfer of training experiments have traditionally been some
minor variation on the design shown in Table 1.

TABLE 1. CLASSIC TRANSFER OF TRAINING PARADIGM 'V

Pre-test Training Post-test

Experimental Group E 0i X 02

Control Group E 0 0 2

Each group contains a number of subjects, presumably drawn
from a representative population, the exact number quite
frequently being determined by logistic rather than statistical
considerations. Depending on the number of groups involved, the
number of subjects per group has tended to range between three
and ten. Each group performs the sequence depicted above. The
E indicates that some effort is made to equate critical
diTerences in subject ability among the groups by assigning
subjects in some quasi-random manner, by matching, or by some
postexperimental statistical manipulation.

The X shows that the experimental group receives some
specf -trai no g_-Ten to the control group. In some
experiments, the -inestigator may decide to include more than
one experimental group, each receiving a different training
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procedure or configuration. At times, when an old and a new
treatment, device, or process are being compared, both groups
may receive training appropriate to the condition being studied.
The use of the control in that case is often eliminated. In
some studies, the multiple experimental configurations can be
dimensionalized to form a factorial design, thereby enhancing
the information made available. Until recently the total number
of experimental conditions (whether dimerisionalized or not) has
seldom exceeded eight.

The Os in the above design indicate that performance is
measured on the criterion (transfer) task both before (i.e., 0 1)
and after (i.e., 02) training for the experimental group, and
twice (but without the intervening training) for the control.
In some training studies, however, particularly when-extremely
complex tasks are to be learned (e.g., flying an aircraft),
pretests are not carried out since it is presumed that the
subject cannot perform the task at all without training.

LIMITATIONS OF THE TRADITIONAL PARADIGM

The traditional experimental paradigm is most effective
when it is employed to examine completed systems. It is most
suited for answering questions of the type: Is performance on
criterion task, 0, better than that obtained by the control
group after operators have been trained on task X? Will it be
cost effective to substitute a new training system for an old
one? Does the training effectiveness of an expensive system
justify its added costs over a less expensive version? The
simplistic nature of the experimental design makes it necessary
to assume -- unjustifiably -- that the same answer will holdh
under a variety of environmental conditions or when critical
factors held constant in the experiment take on different values
in the operational situation.

The traditional transfer paradigm that compares whole
systems is not cost effective when one wishes to examine the
transfer effectiveness of simulator components under a variety
of operational conditions. In some studies, several components
have been varied, but far fewer than the number likely to affect
task performance. This limitation is imposed by an

* inappropriate methodology which makes larger multifactor
*experiments too costly to consider. Unfortunately, it is from

the results of these very limited experiments that investigators
and system engineers have drawn inferences regarding the designs

* of new simulators.

* WEAKNESS OF FEW-FACTOR EXPERIMENTS

Because the traditional approach has made it prohibitively
expensive to study many factors at a time, most behavioral
scientists have been content to perform a series of partially
overlapping few-factors-at-a-time experiments. Implicit in such

3p



experiments is the assumption that the experimental results and
the interpretations of these studies will not be influenced by
any of the potentially critical factors held constant.

But this is not necessarily so. The factors held constant
do not just disappear. When they are held constant, they must
be held at some specific value. Whether selected in a haphazard
or purposeful fashion, the value used can markedly affect the
experimental results obtained from the factors that were varied
and may lead to incorrect generalizations when the results are
applied to field situations not falling within the experimental
space.

Erroneous conclusions may be drawn from experimental
results when:

* 1. Unrevealed interactions exist between the
constant and varied factors.

2. The overall level of task difficulty forces
performance into asymtotic limits.

These are illustrated in Figure 1.

Question: Does Level 1 or 2 of Factor A yield the higher performance?

Factor A (Varied) Factor A (Varied)
1) 2) 1) 2)

Factor Level 1) 5 I 10 I1) 5 I 10 I
B I I I II

held or _____________ or

at Level 2)' 105 2)1 I

CASE I: Factors Case II: Factor*B Affects Over-
A and B interact all Difficulty Level

101 10.

1 2

5 2 5.

S A 21 A

Figure 1. Effetts of factors held constant.

r
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Note how the conclusion regarding Factor A would differ
depending on whether the level of Factor B were fixed at Level I
or Level 2. In the first example, the investigator would have
no knowledge of the interaction between A and B and would draw
conflicting conclusions depending on the level at which Factor B
had been held constant. While it might be argued that an
investigator must recognize that it is dangerous to extrapolate
the results beyond the experimental space, in practice, the
"situation specific" nature of human behavior is usually
forgotten, and results are frequently generalized to situations
to which they do not apply. (Just contemplate the information
applied to the training of experienced pilots flying
high-performance jet aircraft that came from studies using a
simplified version of a Link trainer flown by inexperienced
pilots.)

In the second example, no real interaction exists, Still
the value at which Factor B is held constant can influence the
size of Factor A's effect. The value of Factor B will affect
the level of overall task difficulty. If the task becomes too
easy or too difficult, then performance can hit a ceiling or
floor (as in Case II, Figure 1) where potential differences
between two conditions of Factor A are no longer apparent.

When we consider the fact that there are usually not one
but a great many factors held constant, often without careful
planning on the part of the investigator, the potential for
misinterpreting the data increases unless prudent procedures are
followed. Furthermore, unless the values for the factors held
constant in the experiment correspond to those encountered in
the real world, attempts to predict real- world performance will .

be biased by the differences.

THE NEED FOR MULTIFACTOR TRANSFER EXPERIMENTS

If we wish to obtain valid and generalizable data on the
transfer effectiveness of a large number of system components, a
truly multifactor experiment is needed with ranges of values
that cover the space of concern in the real world. Some form of
factorial study is needed to detect interactions and to measure
the components in combinationsthat will reflect those
interactions. One must attempt to include "all" of the
potentially critical factors in the same experiment to make
valid generalizations to the operational situations.

In the early 1950's Williams and Adelson (1954) were asked
by the Air Force to examine the requirements for fidelity in a
flight simulator used for pilot training. As part of their
analysis, they describe a transfer of training experiment to%
determine the relative savings for various simulator
configurations involving 34 simulator characteristics. In their
report, the investigators explained the rational process they
went through in planning such an experiment. They wished to

5



vary each of the 34 simulator characteristics over five values
to map the function interrelating these characteristics.
However, 2noting that a factorial experimental plan would involve
5.8 x 102 3combinations, they stated that "'it is manifestly
impossible to conduct a transfer of training experiment for each
[of the conditions of the full factorial), since there would be
neither sufficient time nor enough subjects to complete the
project" (p.8). They then explored the possibility of looking
at each factor individually and testing 20 pilots at each level.
Since this also proved to be too expensive to be practical, they
considered limiting their investigation to "only the important"
factors. To this, they concluded: "But here a dead end is
encountered for there is no a priori way to decide which are the '
important characteristics that should be studied" (p.8). They
noted that they had already selected the important factors and
had kept the number at a minimum. Furthermore, they pointed out
that even if such a study were possible, it would be limited to
only a few flight tasks and a specific aircraft simulator. For
these reasons, they wrote, "one hesitates to recommend purchase
of a variable characteristic simulator for the purpose of
studying fidelity of simulation" (p.9). No experiment was ever
conducted.

This case exemplifies the dilemma faced by psychologists
concerned with an empirical determination of training simulator
requirements. On the one hand, dimensionalizing transfer of
training experiments adds markedly to the validity of the
information obtained. on the other hand, for large multifactor
experiments, the size of the data collection effort using the
traditional experimental paradigm becomes too prohibitive to be
practical.

A HOLISTIC EXPERIMENTAL PARADIGM

A holistic paradigm for conducting large multifactor
experiments has been described in~ several reports by Simon
(1977b, 1979). It enables a gr-eat many factors, i.e, 10 or
more, to be investigated in an integrated, sequential data
collection effort at far less cost than would be achieved when
studying even three or four factors at a time using the
traditional approach. This paradigm has already been employed
in experiments at the Naval Training Equipment Center in which
immediate simulator performance by experienced operators was the
primary criterion (Westra, Simon, Collyer, and Chambers, 1981;
Westra, 1982).

The same philosophy, strategy, and many of the techniques
of the holistic paradigm can be applied to transfer of training
experiments using inexperienced operators. The term *holistic* I'
has been used by Simon to identify a particular paradigm
composed of a philosophy, strategy, and bundle of techniques for
conducting large scale, multifactor, controlled experiments
economically. It is not an experimental design but a practical

6



methodology for the design of experiments. It provides a
* pragmatic, empirical description of performance on a designated

task throughout the multifactor (and multivariate) space,
* properly protected against such sources of bias as lack-of-fit

of the experimental model along with time and subject bias
effects. The holistic approach has the same advantages for
transfer experiments as it does for immediate-performance
experiments insofar as quantity, quality, and costs of
information are concerned. However, an additional strain is put
on the size of any experimental effort in transfer experiments
over that experienced with the immediate-performance studies.
This is due to the additional time required to train subjects on
different configurations, the introduction of the transfer task,
and the fact that a different subject is being tested on each
training condition, Still, if the problem is Important enough,
the effort is justified.

APPLYING THE HOLISTIC PARADIGM TO A TRANSFER EXPERIMENT

Simon and Roscoe (1981) conducted a laboratory experiment
to demonstrate the advantages of the holistic approach to
transfer of training experiments. A quasi-transfer of training
study was carried out in which both training and transfer were
measured on different configurations in the same simulator. The
task was a horizontal tracking test, and a total of 80 college
students were used as subjects in the experiment. The
investigators trained a different subject on each of 49
different simulator configurations in an experimental design -

that permitted both training and transfer performance to be
mapped over a seven-dimensional space.

The seven factors were: vehicle control order, display
lag, tracking mode (percent pursuit versus compensatory)t
prediction time, control gain, training trials, and difficulty
-- at three levels -- of the criterion (transfer) task. Three
control groups, one for each criterion task, were tested. The
experimental design is shown conceptually in Figure 2. The
cost-to-information ratio exhibited by this data collection plan
is a marked improvement over anything possible using traditional
transfer of training designs.

Westra (1982) employed a similar plan in an in-simulator
experiment to study the transfer effectiveness of six simulator
design features for training two types of pilots (with no prior
carrier-landing experience) to land on a simulated aircraft
carrier. The six features were field of view, motion, scene
detail, turbulence, glideslope rate cuing, and approach type.
An experimental design made up of 32 training configurations was
used to evaluate the transfer effectiveness of all critical
combinations of the seven factors (including pilot types) and
their two-factor interactions. A single criterion task -- a
simulator configuration judged to have the highest fidelity to a

7 k
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real aircraft carrier-landing task -- was used. A different
subject was trained on each configuration.

Using the Simon and Roscoe experiment as the primary
example, the items listed below illustrate the power and some of
the advantages of using a holistic approach in transfer of
training experiments:

1. Informative: The data from the 48 subjects/training
configurations were sufficient to estimate all main and
two-factor interaction effects for six training factors and
three transfer configurations for training and transfer
performance. By adding eight more subjects at the center point
of the experiment, the probable presence of some higher-order
effects could be tested.

2. Precise. By taking advantage of the "hidden
replication" in the factorial-type design, all estimates of an
equipment factor's main performance were based on 24 performance
scores, and all estimates of main and two-factor interaction
effects were based on the differences between 24 pairs of
values. Estimates of transfer means were each based on 16
performance scores.

3. Generalizable. An analysis of the data produced an
equation that provides an estimate of the transfer effectiveness
of any training configuration within the boundaries of the
experimental space -- whether empirically studied or not - on
the performance on three criterion (transfer) configurations.

4. Economical. For screening purposes, the training
configurations that yield the greatest amount of transfer to any
of the criterion tasks can be identified (within the confidence
limits of the experiment) without ever testing a control group.
This makes an already cost-effective design still more
economical. This is so because an adjustment for a control
group merely removes a constant from all the transfer scores.
Thus, relative performance is known whether the control data are
involved or not. (Control data need be collected only to
estimate savings, a step that should be delayed until the system
evaluation phase begins. At that time, the few training
configurations tentatively identified during the screening phase
would be examined more stringently.)

9/10



SECTION II

THE PROBLEM

In multifactor transfer experiments involving 32, 64, or
more conditions, the need to train different subjects on each
experimental condition can frequently put a strain on subject J
availability, however economical a design may be. Furthermore,
with the extended training sessions and additional transfer
trials, the overall time to do a transfer of training experiment
is markedly increased over that for a simpler, immediate-
performance study using the same basic experimental design. For
these reasons, to avoid having to reduce the number of
potentially critical factors being investigated, the
experimenter initially will use a single subject per training
condition. Then only after examining his data will he exercise
the option to add more subjects per condition, if necessary.

Two arguments against using only one subject per condition
are frequently raised, although neither is crucial to our
experimental goals in the early stages of the research program.
The first is that one subject per condition does not provide a
very reliable estimate of performance on a single training
configuration. The second is that with one subject per cell, no
within-cell variance estimate is available as an error term for
testing the significance of the effect.

The first argument misses the point of the screening
experiment (Simon, 1977a). At this stage of an investigation,
the experimenter seeks empirical data which can help him
identify the few truly critical factors out of a great many
candidates for the task at hand. He is only casually concerned
with precise estimates of performance on individual
configurations, although in fact the estimate from a properly
designed screening study will be quite precise. Each main- and
two-factor interaction effect in these two-level designs is the
mean difference of N/2 values, with N being the total number of
observations in the experiment. An estimate of the error
variance in these experiments can also be expected to be based
on at least N/2 degrees of freedom. For holistic experiments of
64 conditions or greater, the reliability of the estimates
should compare quite favorably with those obtained in studies of
typical human performance.

The coefficients of the factors identified as critical can
be written In equation form and used to estimate performance on
any configuration within the total experimental space whether
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actully studied or not. While these estimates will be
reltively reliable, one might better limit their use to the
primary purpose of the screening design -- determine the
critical factors and localize a much more limited space within
which a more stringent investigation would focus. Absolute
performance values are better obtained in the evaluation stage
of the investigation, where the configurations selected from the
screening data are studied in depth, preferably in an
operational environment.

The second argument, that using one subject per condition
provides no measure of within-cell variability (to be used as an
estimate of the error variance) , is true in fact but false in
implication. There are a number of alternative techniques
available for estimating error variance that do not require a
total replication of the design. Center point replication and
other forms of partial replication techniques have been
discussed (Simon, 1973). The normal-order plots (Daniel, 1959,
1976; Simon, 1977a) used to estimate the statistical
significance of an experimental effect also provides a
reasonable measure of the error variance when the larger (C >
64) experimental designs are involved even for unreplicated data
(see Appendix C).

While neither of the above objections represents a serious
cause for concern, a third, more surreptitious problem relating
to subjects does exist in the transfer of training paradigm
described earlier and could assume unacceptable proportions if
not properly handled. This is the bias that inevitably occurs
whenever a different subject (or suBEJects) is randomly assigned
to each of the experimental conditions.

BIAS FROM INDIVIDUAL DIFFERENCES

That individual differences can complicate the conduct and
interpretation of human performance research Is well recognized.
Although differences among subjects are merely one of many
potential sources of variance and bias in experiments, the
unique characteristics of human beings present special problems
that distinguish behavioral science research from that of the
physical sciences. This is not because the paradigm for
experimental designs, per se, will be different; it is just
that in generalI "human acors" are less identifiable, less
measurable, less manageable, and less understood than those
ordinarily investigated in physical science experiments.

When individual differences are not the primary focus of an
experimental investigation, the investigator may try to control
them In various ways:

o by using the same subjects across all (or blocks of)
conditions,
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o by assigning subjects so as to equate abilities across
conditions,

o by assigning subjects at random to the experimental
conditions,

o by removing subject differences statistically after
the experiment has been completed.

In transfer of training experiments, certain limitations
occur. It is ordinarily not feasible to train a subject on more
than one configuration or training procedure. Frequently, the
specific ability of the subject who is about to be trained to
perform the task for the first time is neither known nor
measurable, making equating essentially impossible. The use of
one subject per cell to economize when a great many conditions
are being studied makes it still more difficult to equate among
the cells for individual differences. The use of covariates
will be discussed in another section, while the inadequacy of
randomization is discussed below.

BIAS VS VARIABLE ERROR. When different subjects are distributed
randomly among the experimental conditions, the effects of
individual differences can both bias the experimental effects
and contribute materially to the size of the error variance9
term. Traditionally, more concern has been given to the
variable error component created by individual differences,
particularly as it affects the power of the tests of statistical
significance. in this report, the effects of bias error will be
the point of focus.

To say that individual differences bias the effects means
that the differences in performance between different levels of
an experimental factor have been confounded with mean
differences in ability of the groups assigned at random to the
factor levels. While this is nothing new in performance
experiments, the holistic approach exposes this bias more
vividly. In the traditional approach the problem tends to
remain submerged and muted by the excessive redundancy of the
data collection. The luxury of considerable replication is not
a viable choice with the holistic paradigm.

*Just how the effects of individual differences distribute r~
themselves in a single data collection sample is shown in the
following familiar equation, representing the F-ratio employed
in a test of statistical significance:

B/Cell Var. (i.e., Factor Var. + Subj. Var. b/cells + Error Var.) (Eq. 1)

W/Cell Var. (i.e., Subj. Var. w/cells + Error Var.)
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All sources of variance within each set of brackets are
confounded; that is, they cannot be independently measured nor
isolated. Subject variability is confounded with factor
variability in the numerator and inflates the true error
variance in the denominator. We must not be tempted to forget
that subject variance is not a source of random error or unknown
variance; it is a known source of variance that cannot be
isolated in this application.

In Table 2, a fictitious example is given to illustrate
what is happening in Equation 1. For this example, the eight
experimental conditions of a 23 factorial design will represent
different equipment configurations. The three tables show the
contributions to each cell made by the subjects (2.1), the
equipment configurations (2.2), and the two sources combined
(2.3). Beneath each table, the total between and within cell
variances for that table are presented.

The data shown in the tables were obtained as follows:
Sixteen performance values were chosen to approximate that which
would be expected had 16 subjects of different abilities been
selected at random from a normal population with a mean of zero
and a standard deviation of one.* These numbers were assigned at
random to the eight experimental conditions, two to a cell
(Table 2.1). The sum of both subjects' scores within a cell Is
shown. The breakdown of variances between and within cells is
shown below each table. For this sample, the total subject
variance was approximately .92 (close to but not exactly the
population variance of one), and total subject variability was
distributed unevenly between and within cells.

Theoretically, when subjects selected randomly from a
normal population are assigned at random to the experimental
conditions, the expected between-r and withinqecell subject
variances are equal to each other and the population variance.
Because the sum of within- and between-subject sums of squares
equal 100% of the total subject sums of squares, any differences
between these sources behave reciprocally. Thus, if subject
bias gets larger, error variance due to subjects gets smaller,
and vice versa, and significance tests will be distorted either
way. Assigning an error probability of .05 to the F'test of
statistical significance does not escape the problem as some I.
would like to believe. It helps us little to know that our
chance of drawing erroneous (Type 1) conclusions is five in 100,

*Throughout this report, the notation: N[0,11 is used to
describe a population with a mean of zero and a variance (and
standard deviation) of one. The same notational form but with
different numerical values will be used for normal populations
with a different mean and variance.
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TABLE 2. THE ANATOMY OF SUBJECT-FACTOR CONFOUNDING (Fictitious data)

Exptl. Design: (1) a b ab c ac bc abc

Cell: 1 2 3 4 5 6 7 8
2.1 SUBJECT ABILITY (N[,1])

Score a. .76 -.99 -.08 1.77 .08 .57 -.23 -1.28

b. 1.28 .23 .40 -.76 -.57 -l177 -.40 .99
Sum/Cell: 2.04 -.76 .32 1.01 -.49 -1.20 -.63 -.29

VARIANCE ANALYSIS-- TOTAL: .916; B/Cells: .573; W/Cells: 1.22

2.2 EQUIPMENT CONTRIBUTION
Score a. .23 .86 .36 .14 .75 .92 .17 .08

b. .23 .86 .36 .14 .75 .92 .17 .08

Sum/Cell: .46 1.72 .72 .28 1.50 1.84 .34 .16

VARIANCE ANALYSIS-- Total: .113 B/Cell: .243 W/Cell: 0

2.3 CONFOUNDED PERFORMANCE

Score a. .99 -.13 .28 1.91 .83 1.49 -.06 -1.20

b. 1.51 1.09 .76 -.62 .18 -.85 -.23 1.07

Sum/Cells: 2.50 .96 1.04 1.29 1.01 .64 -.29 -.13

VARIANCE ANALYSIS-- Total: .825 B/Cell: .378 W/Cell: 1.22

2.4 EFFECTS FROM ANOVAs OF SUBJECTS, CONFIGURATIONS,. AND COMBiNED' SCORES

Source Subjects + Configurations. = Combined

Mean .00 .88 .88

A -.62 .24 -.38
B .20 -1.00 -.80.
AB 1.13 -.55 .58
C -1.30 .16 -1.14
AC .43 -.16 .27
BC .18 -.41 -.23
ABC -.61 .29 -.32
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since we cannot know where they are in practice. If one is
trying to solve real',world problems of import, then we are on
dangerous ground by putting our faith in a statistic after the
fact rather than anticipating and compensating methodologically
for the problem beforehand.

As has been frequently noted, by these standards, and
taking journal rejection rates into consideration, more than 5%
of the experiments published by psychologists are expected to
arrive at the wrong conclusions. If one stops and ponders what
this really means for serious investigations of real-,world
problems, one cannot be content. Even if one had valid and
reliable knowledge of subjects' abilities to use to assign
subjects to the cells, and thus be able to minimize the biases
or minimize the error variance as we wish, we still could not do
both in the same experiment. Consequently, however we may
assign our subjects to cells, the problem of bias error can be
serious.

In Table 2.2, the contribution of each equipment
configuration is shown. While only one configuration is
represented in each cell, its value is shown twice to parallel '

the subject values with which it will be combined. From this
table, it is obvious why configurations only contribute to the
betweeen cell variance; there is NO variance within cells.
(Note: To keep the discussion simple, no error variance is
included in this example.)

In Table 2.3, the subject and configuration contributions t
are combined. This table of confounded performance scores
constitutes the information that would be obtained when the
experimental data are collected.

ANOVA. When we identify the eight cells as experimental
conditions of a 23 factorial design -- they are named at the top
of Table 2 -- and perform an analysis of variance, we obtain the
seven effects shown in Table 2.4 for the data in Tables 2.1, i.
2.2, and 2.3. Note how the confounded effects are the
arithmetic sum of the effects due to subjects and to
configurations individually. Note also the effect of the
confounding. For example, in Table 2.4, the effect of Factor C
is the smallest of the unbiased equipment configuration
estimates, but when biased by the subject effects, the
investigator would perceive it to be the largest effect (even
with a different sign). Other distortions due to the
confounding are also apparent. The results reveal what was
expressed in Equation 1; namely, that the within-'cell variance
is primarily composed of the within-,cell subject variance while
the betweenwcell variance Is a combination of factor and subject
varilance.

This example illustrates two important gene ralizable
points:
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Point 1. Randomization does not eliminate this type of biasl
but in fact ensures it. (Thi-will be quantif-ied in the next
i ect053n. )r

point 2. Using more than one subject per cell does not
eliminate 1Qjt--- _ o Tas -.

When we use only one subject per cell -- a decision usually
-made because of the need for economy -- we eliminate the
denominator of the equation, leaving:

Between Cell Var. (i.e., Factor Var. + Subj. Var. b/Cells + Error Var.) (Eq. 2)

As previously noted, no conventional F-test can be carried out
since only the numerator remains. The data from the different
cells treated as a 23 factorial design can be analyzed, however,
and any bias due to subject variability will still be present.
Bias, not the error variance (or lack of same), is therefore our
primary concern. Neither randomization nor replication provides
a complete solution to this problem.

Figure 3 graphically summarizes the process described in
this section, showing how subject variability is carried through
the steps: population to sample to calculated effects.

ESTIMATING THE SIZE OF THE BIAS FROM SUBJECT-FACTOR CONFOUNDING

Experimenters do not need to be told that subject bias
exists. They need to know where it exists, how much exists,
when it is likely to be disruptive, and what to do about it.
Certainly in the fictitious example given above it had a serious
effect.

Computer analyses, including Monte Carlo studies, were
employed to obtain some general answers to these and other
questions regarding subject-related bias*. A fictitious normal
population of subject abilities having a mean of zero and a
variance of one was created and sampled at random by the
computer. N subject ability scores were sampled from the
defined population and assigned at randon to the C conditions of
a 2 k-p factorial design of corresponding size, initially with
one subject per condition. These numbers were treated as data
and subjected to an analysis of variance from which (C-l) - K
independent main and interaction effects could be estimated.

*Information regarding the computer programs used to prepare the
material in this paper may be found in Appendix A.
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These subject effects, i.e., the mean difference between two
levels of subject abilities for each effect, were ranked in
magnitude with rank one being the largest positive effect and
rank K being the largest negative effect that was obtained.
Theoretically, these values are symmetrical around zero with
opposite signs for each half.

The above process was repeated ten thousand times and the
mean of the subject effect (i.e., expected bias), the standard
deviation of the bias (s-bias), and the proportion-of-total-
variance'accounted-for were obtained for each of the K rank
positions. The results of this for N = 16, K - 15 are shown in
Table 3.

TABLE 3. ESTIMATED SUBJECT BIAS EFFECTS FOR K = 15, N = 16
(10,000 TESTS, RANDOM SELECTION, AND ASSIGNMENT FROM

AN N10,1] SUBJECT POPULATION)

A B C D E
Rank Expected Stand. Dev. Prop.

by Size Size of Bias Total Var. z-score

1 .87 .27 .237 1.74
2 .62 .21 .120 1.24
3 .47 .19 .070 0.94
4 .36 .17 .041 0.72
5 .26 .17 .021 0.52
6 .17 .16 .009 0.34
7 .08 .16 .002 0.16
8 .00 .16 .000 .00
9 *.08 .16 .002 .0.16

10 -.17 .16 .009 -0.34
11 -.26 .17 .021 v0.52
12 -. 36 .17 .041 -0.72
13 ' .48 .19 .070 v-0.96
14 -.62 .21 .120 -1.24
15 -.87 .27 .237 -1.74

The mean of the 10,000 mean differences at each rank is an
estimate of the expected bias due to subjects from the N(0,1]
population for that rank. The standard deviation of the
expected bias at each rank shows how much the sample biases may
vary in size around the expected value. The proportion of
variance provides a measure of the relative contribution the
bias at each rank makes to the total variance.

When subjects from the normal population are assigned at
random to the N experimental conditions, the K biases determined
by the above analysis will be confounded in some manner with the
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K experimental effects. Any experimental effect may be
confounded (biased) by a positive or a negative subject effect
which, in turn, may be relatively large or small.

Thus we are able at this point to estimaate the biases that
will occur when subjects are chosen and assigned at random from
a normally distributed population (N[0,1]), but we have no way
of knowing in a real experiment with which of the K experimental
effects each bias will be confounded, or for that matter, what
size the single sample bias will actually be.

Expected biases can be expressed in standardized form
(z-scores). These can be obtained in the conventional way by
subtracting the average bias (which in this example was zero)
from an expected bias (i.e., mean difference) at any rank and
dividing the result by the expected standard error of the
subject mean difference. This standard error of the mean
differences is obtained by multiplying the population standard
deviation (in this case equal to one) by the square root of the
quantity four over N, where N is the total number of independent
observations in the experimeit. The equation for this is:

*Expected z-score Expected bias for Population I1(Eq. 3)
of bias effect rank i of K cases --t-Standard
for rank i of from a population Deviation

* K cases N(0,1) I

*where K cases are the number of independent effects being
seriously examined in a 2 k-p experiment, one subject per
condition.

In practice, the subject variance and standard deviation
will probably not be equal to one, as in the fictitious
population. To complete the equations, the investigator must be

*able to estimate the population standard deviation, which is
usually done using data from other similar experiments or is
estimated from empirical data obtained from the subjects in the
ongoing study.

The z-score values in Table 3 are the standardized scores
of the expected biases. Such z-values for various "Ns are
published in tables of "expected values for order statistics
from a normal distribution" (Beyers, 1961; Harter, 1961; Owen,
1962). If no table for a particular "N" can be found, the
computer programs provided or referenced in Appendix A can be
used to generate expected values. Tables of expected values for
"N" - 31, 63, and 127 along with support data are published in
Appendix B.

The expected scores found in the published tables of order
statistics for normal distributions can be converted into the
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expected bias values for any particular 2k-P experiment using aI
rearrangement of Equation 3:

Expected bias Expected z-score Population 4](Eq. 4) W

for rank i of =for rank i of K *Standard
cases cases from popu- Deviation -N 1

lation N(0,1)

Similarly:

Standard devia- Standard deviation IPopulation 4II
tion of bias for =of the z-score for *IStandard * Eq. 5)
rank i of K cases rank i of K cases Deviation N

Thbe proportion of variance for each rank is obtained as follows:

Proportion of (z-score at rank i)2
variance for =(E.6 q-

rank i of K Sum of (z-scores)2 (E.6
cases

Proportions at several ranks may be accumulated to determine the
expected proportion of variance accounted for purely by chance
by combinations of the largest effects (either positive or

* negative or both).

Let us illustrate briefly how the data In Table 3 might be
used. For example, when 16 subjects are drawn at random from a

* population in which subject abilities are distributed N[0,11 and
assigned at random among 16 experimental conditions, i.e., one
subject per cell, the K=15 estimable effects from an analysis of
variance will also be distributed randomly and the largest ts
expected positive bias will be 0.87, which is in units of
subject population standard deviation. If we did not expect
many real effects to be larger than one, for example, then we
must do something about the bias since if a +1 effect happened
to be confounded with a -r.87 subject bias, they would
essentially neutralize one another and a real effect would not
be detected. or, with a standard deviation of the largest
expected bias (rank one) equal to 0.27, there Is a .16 chance
that the obtained actual bias might be greater than 1.14 which
could cause a trivial effect to appear quite important.

If for whatever reason an investigator does not intend to
examine all 15 estimable effects, then he would look at a table
of normal order statistics for the "N" (in the table) equal to
the number of effects (K that he does intend to examine. The
z'-values in that table would then be converted into the
appropriate bias values, as shown in Equation 4, using the
original N of 16 subjects. %N
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For comparison purposes, the four largest positive expected
biases (ranks 1,2,3,4) and z-values for K=31, 63, and 127 are
shown in Table 4. The largest corresponding expected negative
biases are of the same magnitude. The standard deviation of
each z-value (s of z) along with the proportion of the variance
(Prop.) accounted for by each, and the corresponding largest
effects in a 2k-P experiment with one subject per cell, are also
given. The complete tables of these expected values are given
in Appendix B, the only known published source of tables for
K=127. The bias values shown in Table 4 will not be found in
Appendix B, but can be calculated using Equation 4. Note in
Table 4 that while the larger effects from larger samples are
further from the mean (i.e., larger z'values), the biases
actually get smaller.

TABLE 4. EXPECTED VALUES AT RANKS 1 THROUGH 4 OF ORDER
STATISTICS FROM A NORMAL DISTRIBUTION FOR
K=31, 63, and 127

Rank zvalue s of z ProP. Blas*

K=31 :'1 2.056 .494 .148 .727

2 1.632 .369 .093 .577
3 1.383 .319 .067 .489
4 1.198 .292 .050 .424

K=63
1 2.338 .452 .091 .584
2 1.956 .330 .063 .489
3 1.739 .281 .050 .435
4 1.582 .254 .041 .396

K=127
1 2.592 .419 .054 .458

2 2.242 .300 .040 .396
3 2.048 .253 .034 .362
4 1.909 .225 .029 .337

* These bias values are specific to two-level experiments with
one subject per condition, where the numbers of conditions
are 32, 64, and 128, respectively. Complete tables for the

*other values of normal order statistics for these Ks can be
found in Appendix B.

In the aforegoing discussions, we have shown that:

* Point 3: When different subjects of different abilities are
selected and assigned at random to the various conditions of the
2k-p experiment, the maximum amount of expected bias from
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Point 4: Sub ect-related bias will occur to some degre in all
expriment in whifUMrent s5ujects ar. _________d at _______

NON-NORMAL DISTRIBUTIONS. Throughout this report, the
assumption has been made that subject populations are normally
distributed. In practice we may encounter distributions which
depart considerably from the normal. Fortunately, the central
limit theorem (Hays, 1963) is operating here. Even with subject
population distributions that are considerably skewed or
otherwise nonbell-shaped, expected biases will not be seriously
altered. Regardless of the abnormalities that may exist In the
parent population, the distribution of the means of samples
drawn from that population will tend toward normality. (Once
again, this reminds us that the tables in this report are means
-- what is expected -- although any single experiment may not
reflect that value exactly. That is why the standard deviations
are given in the tables of expected values.)

Two of the more common non-normal distributions are those
that are skewed (Bl), i.e., being nonsymmetrical, yielding more
measures at one end than another; or kurtotic (B2), i.e., being
symmetrical but being relatively peaked (leptukurtic) or flat
(platykurtic) in the neighborhood of the mode. For normal
distributions, B1-0 and B2-3. When Bl deviates from 0, the data
is skewed. For B2 >3, the data is peaked and <3, the data is
flat.

Using a Monte Carlo simulation with 10,000 runs, the bias
values for a K=31, N-32 experiment were obtained for
distributions with different amounts of skewness and kurtosis.
The results of these efforts; that is, the eight largest ranks,
are reported in Table 5 along with the values for the normal
distribution.

The skewed distributions were created by raising the
* discrete values from a table of order statistics to the second

(Skewed 2) and fourth (Skewed 4) powers. The new numbers were
then scaled so that the variance would be equal to one and then
used to obtain the estimated mean values shown in Table 5. in
the skewed distributions, a leptokurtic element is also present.

The kurtotic distributions were created as follows: The

leptokurtic (peaked) distribution was obtained by cubing the
discrete values from a table of order statistics and adjusting
the new numbers so that their variance equalled one. From
these, the expected mean values for a peaked distribution shown
In Table 5 were obtained. This data is symmetrical, though
peaked. The platykurtic data was obtained by taking the cube
root of the discrete values on the table of normal order
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statistics and adjusting them to have a variance of one. From
these, the expected mean values for a flattened distribution
shown in Table 5 were obtained. .

Overall, since some extreme cases of non-normal
distributions were used for our examples, Table 5 supports the
central limit theorem by showing no serious deviations In the
expected mean values for any shaped distribution.

It should be noted that subject outliers that might distort
distributions could occur with serious consequences. These
subjects, however, could not be considered part of a
well-defined distribution and should be dealt with directly. An
investigator should not let the robustness for non-normality, as
expressed in the central limit theorem, decrease his vigilance
in detecting true outliers.

SUBJECT BIAS: HOLISTIC VERSUS FEW-FACTOR EXPERIMENTS

If, in fact, all experiments with different subjects per
cell bias the exper-mental results to some degree regardless of
whether one or more subjects are tested on each condition, why
should we suddenly become concerned with this matter when
conducting holistic experiments? Why wasn't there equal concern
when the more conventional few-factor experiments were being
conducted?

TABLE 5. EFFECTS OF NON-NORMALITY ON THE LARGER BIAS
EFFECTS (K-31, N=32) (All distributions are scaled

to have a variance of one.)

Normal Skewed 2 Skewed 4 Peaked Flattened
[B1,B2] [0,3] [2i8,5.1] [7.6,9.8] [0,8.4] [0,1.3] * '

Rank 1: .73 .70 .63 .67 .74
Rank 2: .58 .57 .55 .56 .58
Rank 3: .49 .48 .48 .48 .49
Rank 4: .42 .42 .43 .37 .42
Rank 5: .37 .37 .37 .33 .37
Rank 6: .32 .32 .33 .29 .32
Rank 7: .28 .29 .29 .25 .28

Rank 8: .25 .25 .26 .21 .25

Several answers can be given. First, there has always been
concern about this bias. That is why an effort is-7requently
made to equate (or match) subject groups. Second, because
psychologists frequently plan experiments somewhat casually,
generally using stylized "cookbook" designs, there has not been
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the pressure to understand the nature and magnitude of this
problem. Randomization and replication have been the methods
used to deal with problems created by subject variability
although, in fact, randomization does not eliminate the problem
at all, and the amount of replication needed to meaningfully
reduce the bias threat may often be too costly to employ. In
that regard, the experimenter who expends his resources
replicating the few-factor experiment to reduce the effect of
subject variability is generally exchanging one form of bias for
another, i.e., for that which occurs when critical factors are
held constant to keep the size of the experiment small.

Third, the holistic approach tends to saturate the
experimental design in order to optimize the information-to-cost
ratio. This imposes a much greater demand for the cleanliness
of each data point. The holistic experiment uses most of its
degrees of freedom estimating main- and two-factor interaction
effects while tenatvely ignoring higher order interaction
effects on the wring assumpti on that these latter effects will
prove trivial (Simon, 1977b), a matter that will eventually be
tested empirically. A few-factor experiment, on the other hand,
generally employs a full factorial design that distributes most
of Its degrees of freedom among the higher-than-two-factor
interaction effects and/or replications. For example, with 32
conditions and no replication in either case, a fully saturated
holistic experiment could theoretically estimate 16 main effects
and 15 strings of two-factor interactions, while a full
factorial design could theoretically study five main effects and
ten two-factor interactions. The remaining 16 degrees of
freedom would be used to estimate higher-than-two-factor
interactions. Therefore, under these conditions, in the
holistic experiment we can expect some main- and two-factor
Interaction strings to be biased by the largest expected subject
effect while the chances are about half for that to occur with
the full factorial. Thus, for any fixed number of estimable
effects, the probability of a large subject-bias value being
confounded with a critical effect is much greater with a
saturated or near saturated design of a holistic experiment than
with the full-factorial of the few-factor study.

Finally, holistic experimental designs employ selective
confounding to achieve their economy. For example, in the
design described in the previous paragraph, all main effects
would be aliased (confounded) with three-factor interaction
effects. While there exists the calculated risk that this
confounding may result in biased estimates of the main effects,
in practice the risk is generally low when proper precautions
are taken in planning many-factor experiments (Simon, 1977b) .
Still, when subject effects are also confounded with both
higher-order effects and main effects, we only increase the
chances that the results will be misinterpreted.
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One might ask why the greater concern with subject-factor
confounding than with three-factor interaction confounding. The
reason is that when confounding occurs between factor-related
effects we not only know what effects have been confounded with
one another (and should have purposefully selected the
combinations), but we also have techniques for isolating them if
necessary. When there is bias from subject effects, while we
know the approximate magnitude of the bias being distributed
among the experimental effects, we do not know with which
effects the larger biases will be combined.

Do these weaknesses argue against the use of holistic
experiments and for the continued employment of the traditional
approach? A detailed response to this is beyond the province of
this report. However, it suffices to say that:

Point 5. Given a specified number of factors to be
investiat and fixed resources wTth which to -on-estiate
them, one w tli -a-rn ore and better 'aty-Tnformation at

-ess -cost usinI th oT T-i-approach than using any series of
few-factor experTm-enEs(Sifon, 1979).

h-
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SECTION III

TECHNIQUES FOR REDUCING RISK OF BIAS FROM SUBJECT/FACTOR CONFOUNDING

We have seen how the severity of the bias resulting from
subject-factor confounding is a function of the size of subject
variability. Techniques for reducing bias must in one way or
another decrease the amount of this variability within the
experiment.

While no amount of bias should be acceptable, a *pragmatic
empirical" orientation is the cornerstone of the holistic
approach. In equipment design research, there are at least two
circumstances in which an Investigator may not wish to take the
additional steps required to reduce this subject-related bias
from his results. The first would be when the Investigator has
a proiknowledge that subject performance variability (on the

spe ictask) is small relative to that of the experimental
factors and, therefore, does not justify the expenditure of time
and money to reduce it further. The second would be when the
investigator is only interested in identifying factor effects
that significantly exceed the effects of individual differences.

"ACCEPTABLE" BIAS

How can one determine whether the expected amount of bias
is acceptable or not? In statistical terms, this question is
asking the experimenter to determine the power of his
experiment. Considerations regarding power are too extensive to
be treated here and have been covered adequately elsewhere .:
(Cohen, 1969). Basically, we are concerned that large
individual differences might, as with any irrelevant source of
variance, mask the effects of interest. Just how large an
effect must be detected can only be determined by the
Investigator in the context of the question he seeks to answer
in the real world. This in turn will determine how large a
subject variance can be tolerated. Quite frequently, a precise
measure of subject population variability for the particular
task is not available prior to the experiment. Still, if
similar studies have been performed, their results may give
clues regarding the subject variance. Whenever possible, it is
recommended that a rough empirical estimate of between-subject
variability be obtained as a standard procedure during the
pre-experimental exploratory stage. Also, one may wish to
determine whether their subject sample is truly homogeneous,
i.e., a single population, by obtaining a measure of both
between -- and within -- subject variance on the task in

27



question and- seeing if they differ -significantly from one
- another.

Eventually, an estimate of subject variance will be
obtained from the sample data after they have been collected.
As a characteristic of the sequential strategy of holistic
experiments, It is generally wise to conduct a
single-replication experiment first and examine the results
before collecting more data. In one-subject-per-cell holistic
experiments, there are two sources from which the subject
variance may be estimated. one such source, found in holistic
experiments with a built-in lack-of-fit test (Simon, 1977a,
1977b), would come from the replicated center points, each
replication being the performance of a different subject.
Another estimate of the "error" variance of the sample (which N
for all practical purposes can usually be Interpreted as subject
variance) can be obtained in all 2k-p holistic experiments from
the slope of the points in the center portion of the normal 4
order plot. This technique is discussed by Daniel (1959) and
Zahn (1975a, 1975b). The use of normal plots are discussed

the rest of the data, may provide the clues needed to decide

whether or not additional replications are needed.

In man-machine system research, individual differences in
ability -- albeit unmeasured and unmeasurable -- may be a major
source of variance, generally a major component of the *~error*
variance and at times greater than the variance from marginally
critical equipment factors (Simon, 1976; Westra, 1982). For
this reason, without knowledge to the contrary, the investigator
should be prepared to take steps to reduce the bias created by 0

subject-factor confounding, if only as a precautionary measure.

SOME TECHNIQUES FOR REDUCING SUBJECT-RELATED BIAS

There are a number of procedures an investigator may employ
to reduce subject variability and, consequently, the risks of
subject-related bias. These divide into two classes depending
on what is known regarding the subjects' abilities that
critically affect task performance. Among these are:

When some information is known regarding subject ability:

1. Treat identifiable and relevant sources of subject
U variance as factors In the experiment.

2. Use an independent covariate to partial out subject
ability.

3. Restrict the subject sample to a highly homogenous set.

4. Use covariate information probabilistically to reduce

intepretation errors.
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When nothing is known regarding subject ability:

1. Add more subjects per condition.

2. Enlarge the experimental design (new fraction).

3. Avoid a saturated design.

Of course, an appropriate combination of these alternatives will
probably be the most successful and economical way to minimize
subject variability. The selection of any procedure will depend
on a number of considerations, to be discussed as each is
examined in more detail.
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SECTION IV

HANDLING SUBJECT BIAS WHEN INFORMATION
IS AVAILABLE REGARDING ABILITIES

The amount of information one may have regarding the
subjects' abilities to perform a given task at a given time can
vary considerably. Even with a great deal of effort on the part
of the investigator, knowledge of each subject's true ability
under the particular set of circumstances demanded for
subject-bias reduction is likely to be, at best, marginal. When
doing human performance research, it is safer to assume that any
independent estimate we may have of subject ability (for a
particular task and time period) will be inexact.

For purposes of "handling subject bias' in experiments,
only a relative measure of individual ability is needed, i.e.,
an ordering of subjects according to their ability to perform
the task at the time of the experiment. Just how inexact these
measures actually are would be represented by the correlation
between the scores the subjects.-have obtained on a selected test
of their abilities and the "true" measures of their abilities.
Naturally, this correlation will only be an estimate, at best,
since had we the true values we would need no other information.

* Thus, whatever effort we may make to obtain a valid independent
estimate of subject ability, we must expect it to be a degraded
estimate; this reduces whatever effectiveness that information
may have.

The techniques below for reducing subject variability (and
the bias from confounding) differ in the amount and/or quality

* of information required regarding the subjects' abilities. No
single technique may be sufficient; the use of one technique
does not necessarily exclude the use of another. If they are
used judiciously, and in combination, subject bias can probably
be reduced to a tolerable level at a reasonable cost. Since, as
has been shown, the risk of bias is usually present to some
degree in any experiment, these techniques may be applicable to
other than holistic experiments whenever different subjects are

* employed in the different cells.

* TECHNIQUE 1: INCLUDE SUSPECTED SOURCES OF SUBJECT VARIABILITY 4

IN THE EXPERIMENT AS FACTORS

Even though we may not be able to quantify individual
* abilities, we frequently are able to classify subjects into

categories that previously have been found to have a critical
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effect on the performance under investigation. For example,
pilots might be divided into those with and those without jet
experience, or into groups with different amounts of experience,
or different amounts of carrier landing experience, or any
combination of these categories along with many other relevant
dimensions that are likely to affect pilot performance on a
particular task. Subjects performing perceptual motor tasks
might be broken into groups on the basis of sex and/or age,
since these factors have often been found to result in
significant differences in performance.

Thus, if we can identify suspected sources of subject
variability that have a better than average chance of affecting
the performance under investigation, and make them experimental
factors, we will not only have broadened the generalizability of
our results, but we will have also reduced the unidentified
subject variability and, therefore, the size of the expected
bias from subject-factor confounding. Westra (1982, pp. 37-38)
used this technique in an experiment to determine how much
transfer a number of simulator parameters accounted for when
military pilots were being trained to land on an aircraft
carrier.*

In that experiment, the pilots (subjects) were divided into
two groups on the basis of their prior training (a combination
of flight hours and experience piloting a particular type of
aircraft). This one factor accounted for approximately 20% of
the total variance in that experiment. Westra suggested that if
even one large effect can be identified that accounts for much
of the variability among subjects, "it is reasonable to assume
that most of the other estimable effects in the experiment [will
be] only trivially biased by subject differences" (p.38). Of
course, an investigator is not limited to isolating only one
subject factor.

Whether and how to include these identifiable sources of
variance in the experiment will not be discussed here. Simon
(1977, pp. 53-55) provides some points to be considered when
incorporating subject dimensions into holistic experimental
designs. Whether or not a subject factor should be a part of
the fractional factorial design or introduced orthogonally to
the design depends considerably on the factor's complexity and
measurability, whether it is quantitative or qualitative, and
ultimately the limitations set by time and money.

TECHNIQUE 2: PARTIAL OUT SUBJECT EFFECTS USING A COVARIATE

if it were possible to obtain an independent set of
measures representing the relative ability of each subject at
the time the critical performance occurred, devoid of
differences due to other factors, this could be used to partial
out subject ability from the confounded performance scores and
leave values that more faithfully represent the effects of the
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experimental factors. This independent set of measures will be
referred to as the "covariate scores" and the test task used to
obtain them, the "covariate." A covariate was employed in both
the Simon and Roscoe (1981) and Westra (1982) studies to isolate
subject effects.* The equation used to partial the covariate
score from the corresponding score in the confounded
experimental data is:

Performance score Performance * variate (
with covariate - Score - Score
effect removed (X) x o r

where rxy is the estimated correlation between the performance
data and the covariate data. The s stands for the standard
deviations of the designated data group, either the performance
(X) or the covariate (Y).

Once ability has been partialled out, the remainder scores
(which theoretically -- if error variance is trivial --

represent the contributions of the equipment configurations)
will be analyzed in the same way the original confounded scores
would have been. In any subsequent test of statistical
significance, however, one degree of freedom is lost from the
error term to cover the use of the covariate.

HOW LARGE SHOULD THE COVARIATE'S VALIDITY COEFFICIENT BE? When
covariate scores are partialled from the confounded data, the
reduction in bias due to subject variability is directly related
to the size of the validity coefficient. Expressed in equation
form this is:

Adjusted bias 2 (Eq. 8)
(covariate = Original Bias r 2

effectiveness) 
y t

where the validity coefficient, ryt , is the correlation between
the covariate scores (Y) and the "true" measures of subjects'
abilities (T). The reduction in the bias effect as a function
of different size validity coefficients are given in Table 6.

*Comments and criticisms of the Simon and Roscoe and the Westra

transfer of training experiments can be found in Appendix D
along with considerations regarding the development of an
adequate covariate for subject bias reduction.
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The percent reduction in bias can be calculated for any
adjusted bias using this equation:

Adjusted Bias
Percent bias = 1 -- 100 1- 100 (Eq9)

reduction Original Bias j [ 1ryt

TABLE 6. REDUCTION IN EXPECTED BIAS AS A FUNCTION OF THE
SIZE OF THE COVARIATE VALIDITY COEFFICIENT (ryt)

Percent Reduction
Validity Coefficient in Expected Bias

.15 1.1%

.30 4.6%

.50 13.4%

.65 24.0%

.80 40.0%

.85 47.3%

.90 56.4%

The numbers in Table 6 show that for a covariate to have
much effect, its correlation with the "true" measure of subject
ability must be quite high, higher than is usually found in
practice. If subject bias is to be reduced by one-half, the
covariate scores must correlate .866 with the "true" values. If
the bias is to be reduced by only one-quarter (i.e., to be 75%
of the original), then the correlation must be .661. K

Validity coefficients between covariate tests and a
criterion task seldom exceed .50 and usually are smaller as the
criterion task becomes more complex (e.g., flying an aircraft).
Cohen (1969, pp.75-78) provided the following subjective labels
-- with qualifications -.- for certain correlation values found
in the "soft" behavioral sciences: .10 is a "small"
correlation; .30 is a "medium" one; and .50 is a "large" one.
These numbers are not out of line with the validity coefficients
found in many pilot selection tests used today, even those
including several covariates.
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When one considers the time and cost to develop a covariate
that is likely to have at best marginal effectiveness, and
realizes that a new one may need to be developed with each
moderate shift in the criterion task, one must severely question
whether the use of covariates can ever be cost effective.

While psychologists have been content to accept covariates
with low validity coefficients when they are used to reduce the
size of the error variance, the same levels are not acceptable
when the covariates are used to reduce bias. The reason is that
even if we are not successful in reducing the "error" variance
much by this covariate method, the presence of a large overall
error variance at least warns the investigator that the data
must be interpreted cautiously. On the other hand, even when we
recognize that the data may be heavily biased, we have no way of.
knowing where the different amounts of bias are distributed.
Consequently, we are more likely to draw erroneous conclusions
regarding the effects, and in particular, tend to make more Type
II errors, eliminating real effects that should have been
detected in a screening study.

TECHNIQUE 3: USE MORE HOMOGENEOUS SUBJECTS (BITRUNCATION)

The covariate in Technique 2, to be effective, should be
allied as closely as possible to the task and the subjects'
ability levels at the time the confounded data were generated
(see discussion in Appendix D). Technique 2 is employed at the
analysis stage of a research effort after the data have been
collected. We may, however, employ covariates in another manner
and at another time, i.e., during selection and prior to data
collection.

If there are readily available measures likely to be
associated with performance on the task, but not suitable for
inclusion in the experimental design (Technique 1), then these
might be used during subject selection to create a more
homogenous group of experimental subjects. Without a costly
evaluation of the effectiveness of this material--they might
come from personnel records that have a bearing on the task at
hand--we may use this material as follows:

1. Select more subjects than you intend to use.

2. Obtain the most relevant data regarding each subject's
abilities and order the subjectb accordingly.

3. Truncate the list equally at both ends to arrive at the Ii
number of subjects needed for the experiment (e.g., a
bitruncation of 30% means that 15% of the subjects were
eliminated from each end of the distribution).

Basically, bitruncation of a reasonably normal subject
population will result in a reduction of experimental subject
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variability and a corresponding reduction in bias. The amount
of reduction in variability and bias depends on the validity of
the data used to rank and select the subjects for truncation.
For example, if the correlation between the ranking data and
subject ability on the experimental task were zero, no variance
and bias reduction would be achieved, even though the subjects
with the largest and smallest scores were removed from the
sample.

The following equation determines the new expected bias
when covariate scores representing subject ability are used to
eliminate subjects equally at both ends of the distribution:

Adjusted bias = Original bias'/ - ($2" ( (Eq. 10) ,1 (.(bi truncated) F \r t )

where ryt is the estimated correlation between the covariate
scores used to rank the subjects prior to truncation (Y) and the
subjects' true abilities (T), i.e., the validity coefficient,
and P is the proportion of variance reduction due to
bitruncation or P = [l-(new variance due to bitruncation divided
by old variance)]. For example, if the variance of the subject
population were originally 1, and after bitruncation were .75,
then the proportion of variance reduction, P, would be [ -
.75/1.00] = .25. Or if the original variance were 4.50 and the
new variance were .90 after truncation, the P would be [1 _
.90/4.5] = .80. P is the maximum reduction possible due to
bitruncation.

At this time no equation is available for determining the
reduction in variance from a normal population as a function of
percent bitruncation. Therefore, values for a range of cases
were obtained using a Monte Carlo computer simulation.
Beginning with a normally distributed population of subject
abilities with a variance of one, the distribution of abilities
were bitruncated 25%, 50%, and 75%. In these cases, with the
original population variance of one, the population variance is
reduced to .377, .151, and .041, respectively. Were the square
root of these values inserted for the population standard
deviation in Equation 4, the reduction in expected bias would be
considerable. However, these values are valid only if the
covariate used to rank the subjects correlated perfectly with
the "true" criterion.

As discussed previously, to assume that the covariate would
be this perfect, or anywhere near it, is unreal. Therefore, a
correction must be made in the P value for the degradation in
the relationship between the ability scores used for truncation
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and the "true* ones; that Is, for the estimated validity
coefficient of the covariate. This is taken care of in Equation10.

The proportion of original bias reduction -- that portion
of Equation 10 under the square root sign -- for several
percentages of bitruncation and several degrees of validity
coefficient degradation are given in Table 7. It must be
remembered that we are using bitruncation in lieu of actually
knowing how effective our covariate is, without actually having
to determine its validity coefficient. It is always better to
use the covariate if it is known. The term is included in
Equation 10 to sho--relationships and to enable the reader tojudge what to expect from bitruncation when he assumes -- from
past experience -- how valid his covariate Is likely to be.

The data in Table 7 reveals that while bitruncation itself
achieves considerable reduction In variance, the validity of the
covariate used to rank and eventually select the scores on
either end of the distribution severely limits this capability.
Since in practice we would be fortunate to find a covariate with
a validity coefficient greater than .5, the procedure would
appear to have limited utility. Still, since bitruncation
without the need to validate a covariate is inexpensive to
employ, it can be used. It won't hurt and it may help.

TABLE 7. PERCENT EXPECTED BIAS REDUCTION AS A FUNCTION OF
PERCENT BITRUNCATION AND DEGRADED COVARIATE

Percent Bitruncation*

25% 50% 75%

Correlation of
covariate with
true abilities Percent Bias Reduction

.80 22.5 32.4 37.9

.65 14.2 19.9 22.9

.45 6.5 9.0 10.2
•30 2.8 3.9 4.4

*A 25% bitruncation means that 12.5% of the scores have been
removed from each end of a normal distribution, leaving the 4
center 75%. The variances of the 25%, 50%, and 75% bitruncated
populations, assuming the original N(0,l) population, were U
.377, .151, and .041, respectively (as estimated from a
computer simulation).
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It should be noted that a bitruncated sample is, of course,
no longer strictly normal nor strictly random and, therefore,
would technically place some restrictions on inference
procedures. However, in view of what is known about the effect
of non-normal populations, and considering the fact that the
bitruncation procedure is likely to get rid of "outlier
subjects," in practice, it is believed that this concern with
non-normality is trivial.

TECHNIQUE 4. USE THE COVARIATE INFORMATION PROBABILISTICALLY TO
REDUCE INTERPRETATION ERRORS

The first three techniques all reduce the effects of bias
by reducing subject variability. This technique seeks only to
reduce the risk of an interpretation error by using covariate
information regarding subject ability to identify which factor
effects are likely to have been biased by the larger subject
bias effects. A variation on this approach was used by Westra
(1982) in a multifactor transfer-of-training experiment.

The covariate data regarding subject ability would be used
in this way. After subjects have been randomly assigned to
experimental conditions, their covariate ability measures would
be treated as performance scores and subjected to the usual
analysis of variance. This would show for this sample the
factor effects with which the largest subject (covariate) bias
effects are confounded, but only to the degree that the
covariate scores are vall--reresenta-Tos of t e-subjects' true
abilities.K

When covariate validity is poor, the largest true bias
effect may not actually be located where the largest
covariate-determined bias effect indicates. Since in a
real-world experiment we have only the covariate data to work
with, it is valuable to know what the chances are that the
larger true bias effects are actually being represented by the
larger covariate bias effects.

To obtain this information, the following Monte Carlo
computer simulation was performed. Subjects with "true* ability
scores drawn from a normal distribution were randomly assigned
to the experimental conditions and an analysis of variance was
performed on these scores. The factor effects associated with
the eight largest positive subject effects were recorded. Then
a second set of "covariate" scores based on ryt and normal
sampling theory were generated. An analysis of variance was
performed on this second set of data (assigned to the same set
of conditions as the first), and the eight largest positive
covariate subject effects recorded. The matches between the
first and second set of data for all combinations of the eight
largest effects from each set were noted. This procedure was
repeated 10,000 times and summarized for different numbers of

8.38



effects (K) and for covariates with different validity
coefficients (ryt).

The probability that the largest true positive or negative
biases would occur where the largest positive covariate biases
were located was determined for various combinations, i.e., (1)
the probability that the largest true positive or negative bias
occurs where the largest corresponding covariate effect is
found, (2) the probability that the largest positive or negative
true bias will occur among the two to eight largest positive
covariate effects, and (3) the probability that multiple sets of
the largest positive true biases will occur within multiple sets
of positive covariate effects.

In Table 8, for several values of K and r t ,the
probabilities that the largest positive true bias is represented
by the first or as many as the first eight largest positive
covariate bias effects are given. More complete tables are
given in Appendix E.

Table 8 is read as follows. For example, when there are 63
effects and the validity coefficient is .30, the probability is
only .06 that the largest true positive bias is actually
confounded with the factor effect indicated by the location of
the largest positive covariate effect. This probability only
increases to .32 that the true bias effect will be represented
by any one of the first eight positive covariate bias effects.
The chances improve considerably when the validity coefficient
for the covariate equals .71 (actually .707); in that case, the
chances are .5 that the largest true bias effect will actually
be confounded with one of the factor effects to which the
largest three positive covariate bias effects are confounded.

TABLE 8. PROBABILITY THAT THE LARGEST TRUE POSITIVE SUBJECT
BIAS EFFECT WILL BE CONFOUNDED WITH THE FACTOR EFFECTS
ASSOCIATED WITH THE LARGEST POSITIVE COVARIATE BIASES

Number of Largest Positive Covariate
Bias Effects Involved -

* 1 2 3 4 5 6 7 8

K r t PROBABILITIES

31 .30 .09 .17 .24 .30 .35 .40 .45 .49
31 .71 .31 .48 .59 .67 .73 .78 .82 .85

* 63 .30 .06 .11 .16 .20 .23 .26 .29 .32
63 .71 .26 .40 .50 .57 .63 .68 .72 .75

127 .30 .04 .07 .10 .13 .15 .17 .19 .22
127 .71 .22 .34 .42 .49 .54 .59 .62 .66
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When one inspects the data in Table 8, as well as those in
Table E-1 (Appendix E), certain conclusions can be drawn about
the use of covariate subject ability data to identify which
factor effects are likely to be severely biased. When all other
things are equal, we can say that:

1. The probability that the location of any true bias is
likely to be where the covariate biases are located
increases as more of the covariate biases are involved.

2. The largest true bias has a greater chance of being
found where the largest positive covariate bias is
found when fewer effects (K) are being investigated.

3. As the validity coefficient increases, the higher the
probability that the true bias and the covariate bias V.
effects will coincide.

None of the above observations is too startling. The most
important revelation from Tables 8 and E-1 is the general
impracticality of using covariate scores to represent the '

subject's true ability for purposes of identifying which factor
effects are likely to be biased. They can be used, and probably
should be used, but only as a precautionary tool. This rather
disconcerting condition occurs because in life we seldom find
covariate validity coefficients that exceed .50. The usefulness
of this technique which depends on covariate data must be
considered limited. (See Appendix D.)

But what are the chances that If the covariate measures are
used, we might locate a large positive bias where, in fact, the
true bias was a large negative one? Error of direction,
particularly when larger subject biases are involved, can affect
the interpretation of the data. For example, if we see no
effect when a large positive one was expected, we might suspect
that a large negative bias had cancelled out a large positive
effect if we also discover a large negative covariate score
could probably be associated with that effect. On the other
hand, we might be more willing to accept the lack of an effect
when a large positive one had been expected if a large positive
covariate score could probably be associated with that location.

Some probabilities regarding directional confusion of bias '_

effects for K=31 and several covariate validity coefficients are
shown in Table 9. The probabilities indicate that the chances
are relatively small that a large true negative bias would exist
where one of the eight largest positive covariate scores were
located. For example, with a validity coefficient (r ) of
.30, there is only a .05 chance that the largest true negative
bias would be confounded with any factor associated with one of
the five largest positive covariate bias effects. As the
validity coefficient increases, the chances of such a reversal
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of direction in the bias effects become even less likely. The
same is true as K increases.

TABLE 9. PROBABILITY THAT THE LARGEST TRUE NEGATIVE SUBJECT
BIAS EFFECT WILL BE CONFOUNDED WITH THE FACTOR EFFECTS

ASSOCIATED WITH THE LARGEST POSITIVE COVARIATE EFFECTS (K-31)

Number of Largest Positive Covariate Bias Effects Involved

1 2 3 4 5 6 7 8

ryt Probabilities

.00 .03 .07 .10 .13 .16 .20 .23 .26 (.06]*

.30 .01 .01 .02 .04 .05 .06 .08 .10 (.01]*

.45 .00 .01 .01 .01 .02 .o3 .03 .04

.65 .00 .00 .00 .00 .00 .00 .01 .01

*Probabilities in brackets are chances that two true largest negative
bias effects will be confounded with the facto'r effects at which any of
the eight largest positive covariate biases are located.

Thus, with only a little information about subject ability,
we can reduce our chances of misinterpreting the data with
regard to the direction of the largest subject bias effects by a
cautious examination of a priori expectations about experimental
factor effects -- an important step in pre-experimental analysis
-- and the probabilities of direction associated with the
largest covariate scores.
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SECTION V

HANDLING SUBJECT BIAS WITH NO INFORMATION REGARDING ABILITIES

Even when no information is available regarding subject
variance, there are still steps we may take to reduce the risks
of misinterpretation from subject bias. While we cannot control
the variability of our subject sample in this case, we can
reduce the bias effects and/or the risk of misinterpretation.
These techniques, of course, are also useful when the
information regarding subjects' abilities is poor.

The following techniques, while not totally independent,
can be used for this purpose:

1. Add more subjects per condition (cell).

2. Avoid saturating the holistic design.

3. Enlarge the experimental design by adding a
new fraction.

Let us examine the advantages and disadvantages of each of
* these.

TECHNIQUE 5: INCREASE THE NUMBER OF SUBJECTS PER CONDITION

The sizes of the expected biases in a specific experiment
4 in which subjects are selected and assigned at random decrease
'I as the number of subjects increases. This relationship Is shown

by the equation:

Adjusted bias -Original Bias *1(q 1
Number of Replicates

where replicates equals the number of subjects per cell.

With 16 experimental conditions and 15 effects, for
example, the largest expected bias would be 0.8679 with one
subject per cell (N = 16) but only 0.6137 with two subjects per
cell (N - 32). By doubling the number of subjects, the bias was
reduced approximately 29%.

The following equation describes the arithmetic
relationship between expected bias reduction and replication:
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Percent bias reduction = - 1/n 100 (Eq. 12)(repl icati on)

where n is the number of times the original design is

experimental condition.

This equation tells us that when the number of subjects per
cell are doubled, the size of the biases at all ranks are
reduced to .707 of their original sizes. That is a 29.3%
reduction. Thus, if we start with one subject per cell, we must
increase the number to four subjects per cell before the bias is V
cut in half. If we had Increased from one to three subjects per
cell, the biases at all ranks would have been reduced to .577 of
their original sizes.

This simple solution to bias -- i.e., increasing the number
of subjects per cell -- so flagrantly employed by those doing
few-factor experiments -- is not viable in large-scale,
many-factored experiments. Since the number of subjects
required to fill the cells of even a one-subject-per-cell
holistic transfer of training experiment will frequently strain
the limit of subject availability in the first place, trying to
increase that number may easily exceed that limit. Faced with
the prospect of finding more subjects may also cause the
experimenter to extend the boundaries of his subject source,
thereby increasing subject variance with a less homogeneous
sample.

TECHNIQUE 6: KEEP THE HOLISTIC DESIGN UNDERSATURATED

Arithmetically, an unreplicated Resolution IV design of the
2 k-p type frequently employed initially in holistic experiments
allows a maximum of N/2 main effects to be estimated
(independently of any two-factor interaction effects) out of N-1
estimable effects in a design with N conditions. The remaining
[N/2 - 1] effects are strings of two-factor interactions (i.e.,
2fi) that are aliased with one another within strings, but
independent of any other main or two-factor interaction string
effects. Main effects are confounded with higher odd-ordered
interactions effects and the two-factor interaction strings are
confounded with higher even-ordered interactior effects. For
example, with 32 conditions, one subject per cell, we are able
to estimate 31 effects of which 16 can be main effects clear of
two-factor interactions, and the remaining 15 effects being
strings of two-factor interactions. With 64 conditions, of the
63 possible effects, we can estimate up to 32 main effects.

44



When all N/2 main effects are to be studied, the design Is said
to be "fully saturated."

Insofar as the bias problem is concerned, it is simple
arithmetic to see that when given a 32 condition design with one
subject per cell, 31 subject effects will be confounded with 31
factor effects. Were we to study only 12 factors instead of the
possible 16, for example, with this design our chances are only
12/31 (or 39%) in the unsaturated design versus 16/31 (or 52%)
in the saturated design that the largest bias effect will be
combined with a main effect. Thus, if bias is an important
concern, one trade off requiring no increase in the number of

* subjects would be to avoid fully saturating the design.

However, the idea of reducing the number of factors being
investigated from 16 to 12 to solve a problem is contrary to the

* holistic philosophy that "all potentially critical factors
should be included in the experiment." To make this reduction is

4 to expose oneself to one of more serious criticisms leveled at
investigators who do few-factor experiments, who adjust the
informational requirements to the design, rather than vice
versa. We must find a way of not saturating the design while
not sacrificing the inclusion of any potentially critical
factors.

A 32-condition design is, at best, marginal in size for any
serious holistic experimentation. A 64-condition design is a
more comfortable size from the standpoint of flexibility in
design and reliability in the analysis. If the design were that
large, then we would no longer be deciding between 16 or 12
candidate factors but between 32 or some smaller number.
Experience suggests that it is extremely unlikely that there
will ever be as many as 32 factors of practical importance in
accounting for performance on any specific task. It is more

* likely that the bulk of the performance variance will be
accounted for by a much smaller number of factors. Except in

* some unusual exploratory effort, it is difficult to imagine that
one could not reduce 32 candidate factors to 20 or so after a
careful and thorough pre-experiment analysis (Simon, 1977) ,
without doing serious damage to the experiment or to the

* Integrity of the holistic philosophy.

TECHNIQUE 7: EXPAND THE FRACTIONAL FACTORIAL DESIGN

One may enjoy the benefits of both Techniques #5 and #6 and
* at the same time increase the information in an experiment by

doubling the size of the minimum experimental design with a
second fraction of the full factorial. This is equivalent to
doubling the size of the screening design. Even though we
continue to use only one subject per cell, this technique
doubles the size of our N. From Equation 12, we know that as
long as we continue to study the same number of factors, the
expected bias at every rank is decreased proportional to the
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reciprocal of the square root of the number of times the
original design is replicated.

When the number of factors being investigated is fixed, and
the same number of subjects is to be employed in either case, an
experimenter has to decide whether: he should increase the
number of subject per cell n times with a minimum design, or
increase the size of the experimental design with d new
fractions of the total factorial keeping one subject per cell
where n=d. Let us compare the information content and expected
bias in the two plans with the following example.

If the same number of factors -- say 12 -- are to be
investigated in a typical 32 condition, two subjects per cell,
holistic design or a 64 condition, one subject per cell,
holistic design, the degrees of freedom in these designs might
be partitioned as shown in Table 10.

TABLE 10. COMPARING THE ALLOCATION OF DEGREES OF
OF FREEDOM (df) WHEN TECHNIQUES #5 and #6 ARE EMPLOYED

Sources Design I: Design II:
32 cond., 2 S/cell 64 cond., 1 S/cell

df dfl".

Main Effects 12 12
2-fi strings 15 [ 5 2fi/per string] 31 (3 2fi/per string]
3-fi strings 4 [14 3fi/per string) 20 (7 3fi/per string)
Within cell 32 0

Total 63 63

Note: Numbers of 2fi/3fi per string shown here are representative
values. Actual values may vary slightly, depending on which
columns are Involved.

If an investigator decides that every estimable effect
(whether in strings or not) should be examined, i.e., 31 for
Design I and 63 for Design II, then the largest expected bias
effects for a N[0,I] population would be .514 and .584,
respectively. That is, with the same number of subjects, the
biases are somewhat smaller with the smaller design, provided
the investigator intends to study all estimable effects. On the
other hand, he may seriously only consider the main and
two-factor interaction string effects or 27 for Design I and 43
for Design II. In that case, the largest biases would be .500
and .548, respectively, still slightly favoring Design I.
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But the size of the bias is not the only criterion for
selection, and the differences observed here may be of small
practical consequence. There are other considerations.

Thus:

1. TIME AND COST. Since both designs require the testing
of 64 subjects, the effort provided to collect the data will be
essentially the same for each. The larger design (II) may
require some additional time to prepare the hardware and/or
software for the additional experimental conditions.

2. INFORMATION. The larger design (II) provides more
information about the factors. It enables assumptions regarding
some three~factor interactions to be more easily tested.

3. INTERPRETATION CLARITY. The larger design (II) reduces
the problems of confounding from two sources: (a) interaction
effects, and (b) trends. There are fewer three-factor
interactions confounded with one another within each string or
with the main effects. Similarly, there are fewer two-factor
interactions confounded with one another within each string.

* This reduction in confounding makes interpretation as well as
eventual isolation easier to achieve.

The larger designs, being more robust to linear, quadratic,
and cubic trend effects (Simon, 1978), also reduce those sources
of confusion. In addition, the larger design allows the
investigator greater freedom to assign potentially critical
effects to the most trend-resistant columns in the design. By
increasing the number of columns in the entire experiment, the
investigator has more freedom in assigning factors in a way that
facilitates interpretation and reduces the task of later
isolating aliased effects (Simon, 1974; 1977).

4. ERROR ESTIMATES. Design I with two subjects per cell
provides an independent estimate of the within-cell variance (32
degrees of freedom) which conventionally is used as the "error"
term; Design II does not. However, experience has shown that
at least half of the estimated effects in Design II (also 32

* degrees of freedom) are likely to be chance. Thus, the straight
* portion of the normal ordered plot will generally provide a

tentative approximation of "error variance" (see Appendix C).

5. BIAS. The expected values indicated in Appendix B are
valid only when the investigator seriously intends to consider
all of the estimable effects. If a priori, through outside
knowledge and a careful pre-experiment analysis, he can say he
will not be interested in the three-!factor interaction strings
-- they're error -* or In those two-factor interaction strings
that occur in columns that are not trend resistant, then he

47



reduces the effects being investigated and the sizes of theI
expected biases. In practice (in any pragmatic empirical
approach such as this one), we do not expect even half of the'
possible effects to be other than error, although we may inspect
them all.

In summary, while it is useful to obtain an indication of
how large the expected bias might be if it can be realistically
determined, and it is imperative that we do whatever is
practically possible to reduce it, whether we know what it is or
not, we do not want to get caught up in a numbers game in which
the presumption of precision is made unrealistically.
ordinarily, the differences between biases .500 and .548 are not
likely to be of practical importance in a human performance
experiment. On the basis of the information presented above,
when feasible, the rule is to opt for the larger design with one
subject per cell rather than the smaller design requiring the
same N with more subjects per cell.
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SECTION VI

CONC LUS IO0NS

For strategic and economic reasons, data collected in
holistic multifactor experiments initially include only one
subject per cell. This condition per se, it has been shown In
this report, does not pose a serious tWE~eat to the effectiveness V
of the approach. The bias due to subject and configuration
confounding is not unique to the holistic approach nor to the
testing of a single subject on each configuration.
Subject-related bias of this type will be found in any human
performance experiment in which different subjects are selected
and assigned at random to the different experimental
configurations.

It is the "individual differences" (i.e., subject
population variance) that produce both bias and variable
subject-related error in any experiment. Of these two sources,
the bias problem is particularly disturbing in holistic research
with its high information-to-cost ratio, for it is more subtle,
less identifiable, and more likely to lead to a
misinterpretation of the results than would the variable error.
While traditional concern has been focused on the variable
error, this report was oriented toward the reduction of
subject-related bias error.

Since size of the bias is related to the size of the
* subject variance and the number of subjects in the experiment,
* efforts to minimize bias and keep the experiment's size within

practical bounds must reduce the sample variance in some manner
without markedly increasing the number of subjects. Risks of -

misinterpretation can also be reduced by increasing the ratio
between the degrees of freedom in an experimental design and the
effects of interest. Frequently the available techniques for

*minimizing the seriousness of subject-factor confounding must be
employed blindly without knowledge of the subjects' true
abilities. In this report, a number of such techniques for
reducing the bias from subject-configuration confounding were
suggested.

While the few-factor experiment can more readily afford to
reduce subject bias by employing experimental designs with many
replications (i.e., many subject per cell), its limited sampling
of the many dimensions of a real-world problem can itself
frequently produce other, more insidious biases between the
experimental results and equivalent conditions in the real
world. Unless the factors being held constant are set at values
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that place the experimental space within the limits of interest
in the real world, the experimental results can be seriously
distorted. Generality of experimental results can only occur
when the data is sampled over a broad, multifactor space. once
a large number of factors have been identified as critical in a

* particular investigation, the holistic approach will provide
more superior information -- both in quality and quantity --

which will be obtained more economically than is possible with
any series of few-factor experiments regardless of the
randomized assignment of one subject per cell to help achieve

* this goal.
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APPENDIX A

COMPUTER PROGRAMS

The computer programs presented here were used to identify
and verify various relationships described in this report.
These programs were written In standard FORTRAN IV to run on a

* VAX 11/780 computer.

Program A-i, written by William Dunlap and Susan G. Brown,
Department of Psychology, Tulane University, New Orleans LA.
70118, computes a direct evaluation of equations for expected
values of normal order statistics as well as their variances and
the expected percent-variance-accounted-for for the ith ordered
value of a sample of size N drawn at random from a N[0,1]
population. The equations on which this program was based can
be found in Beyer (1966, pp. 258 and 260). The values obtained
with this program can be used to calculate expected biases for
any size experimental design of the 2 k-p class discussed in this.
report. The values may also be used in the construction of
normal plots. The program is accurate to at least five places
and was used to generate the data in Tables 3, 4, 7, and 10.

Program A-2 was written by Daniel P. Westra (modifying
material submitted by William Dunlap) and provides a Monte
Carlo-type simulation to estimate expected values of ordered
mean differences and related statistics for 2 k-p experimental

. ..

designs with one or more subjects per cell. This program was
used to determine the effects of non-normality on expected
biases shown in Table 5 in the body of this report. In that
case, a finite discrete population was defined using the order

* statistic expected values computed by program A-1 with IN" equal
to the number which must eventually be drawn to fill an
experimental design. These values were sampled at random and
replaced prior to the next selection. Since the order statistic

* values from the normal population with variance of one do not
actually have a variance of one, the values were adjusted to
make their variance equal one. Results from this program are
accurate to at least two decimal points. This program also was
used to produce Tables 8, 9, and E-1.

° .

There are several shorter programs and algorithms available
for computing normal-order statistics for which some accuracy
may be sacrificed. An algorithm with an accuracy sufficient for
many purposes Is used in the BMDP program P5D. There are also
tabled values of order statistics from a normal population for a
limited number of Ns in Beyer (1966), Harter (1961), and Owens
(1962).
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For further information regarding these programs and
techniques the reader may contact Daniel P. Westra, Essex
Corporation, 1040 Woodcock Road, Suite 227, Orlando FL 32803.
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APPENDIX B

EXPECTED VALUES, STANDARD DEVIATIONS, AND
PROPORTION-OF VARIANCE-ACCOUNTED-FOR

Computer program A-i supplied in Appendix A was used to
compute the expected values for z (the standardized bias score),
for s (standard deviation for each bias score), and the
proportionof-total-variance'accounted-for at each of K ranks.
These are given for "N" - 31, 63, and 127 in Table B-1 that
follows. The values are accurate to five places. For "N" = 15
see Table 3, p. 19.

The notation "N" is used to more directly relate thesetables to similar ones found in other sources where the notation

N is used for a number of cases, rather than C or K. In the
context of experimental results, as used here however, the
odd-value tables with "N" equal to 31, 63, and 127 would
ordinarily be used for determining the expected mean of biases
of the K effects in experimental designs in which C and N are
32, 64, and 128. Still, there is no mathematical reason why the
tables supplied here need be limited to "experimental effects."

Proportion-ofvariance-accounted-for at any rank can be
obtained by squaring the expected z value at that rank and
dividing by the total sum of squares (TSS) of the z values,
following Equation 6 on page 21 . The TSS for each set of

*expected values is given at the bottom of the appropriate
subtable. A period (.) is placed below the rank at the point
where the cumulative proportion of variance exceeds 0.30 for the
positive zvscores.

Other tables for "N" values less than 89 can be found in
Harter (1961). This is the only known table for "N" 127.
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TABLE B-1. EXPECTED VALUES FOR ORDER STATISTICS

."N"= 31 UN" = 63

RANr 2-VALUE STD. DEV. PROP. VAR RANK Z-VAUE STD. DEV. PROP. VAX

1 2.05647 C.49362 9.14013 1 2!3g761 C,45186 8.09054
2 1 .0631 :7 1:11:881 ::.09326 2 .926 032967 0.06340
3 1.20269 0.31944 .u6607 3 1.73995 0.21116 0.05010
4 1.19804 0.29170 0.65020 4 1.58178 0.25351 0.04145
5 1.64759 0.27363 C.03846 5 1.45635 0.23503 0.03512
6 0.93689 0.26083 0.02945 * 6 1.34981 0.221 0 6.63013
7 2.C0065 0.25133 0.02245 7 1.25696 C.21161 0.C2617

8.'9433 0.24436 6.01689 8 1.17386 0.20356 0.02283
9 .59545 0.23841 0.01242 9 1.09323 0.19694 0.1998
i1 0.50206 o.23398 0.00083 16 1.02833 0.1914 1.01752
11 C.41287 C.23053 0.0:597 11 0.96317 0.18683 0.01537
12 0.32696 0.22789 9.00374 12 8.90186 8.1e283 0.01347
13 C.24322 0.22593 0.00207 13 0.84300 8.17939 6.91179
14 6.16126 0.22458 1.00691 14 6.78844 0.17639 0.01130
15 0.C037 0.22379 0.00023 15 0.73539 0.17378 0.80896
16 0.08000 C.22353 0.00000 16 8.68436 0.17145 0.00776
17 -:.:e137 0.22379 6.00623 17 6.63504 0.16941 e.00668
18 -6.16126 0.22456 6.0691 16 0.56724 0.16757 8.00571
19 -0.24322 0.22593 6.8027 19 0.54073 0.16598 0.00484
21 -0.32686 0.22789 6.634 26 0.49536 6.16456 0.00406
21 -0.41287 0.23053 6.06597 21 0.4510! 0.16330 0.00337
22 -0.50266 0.3 6.683 22 0.40753 0.16218 0.06275
23 -0.59546 0.23041 :.01242 23 C.36481 0.16121 0.00220
24 -8.S9430 6.24406 6.01669 24 0.32273 0.16036 1.60173
25 -686666 6.25133 .62245 25" 0.28122 6.15963 6.00131
26 -2.91688 6.26633 6.02945 26 6.24619 6.159:2 0.0696
27 -1.04719 0.27363 0.03642 27 0.19957 0.15650 0.0066
26 -1.19C4 0.29171 0.05023 26 0.15927 6.15009 6.6642
29 -1.38269 0.31944 0.06697 29 0.11923 0.15777 .00024
36 -1.63167 0.36886 6.9326 30 8.67938 0.15754 6.68010
31 -2.05647 0.49362 0.14813 31 6.03966 0.15741 6.06003

32 0.62666 0.15736 0.00000
TSS - 28.54883 33 -03966 0.15741 6.60003

34 -6.67936 6.15754 6.6661.
35 - .5 1923 .15777 8.00024
36 -0.15927 0.15669 0.68042
37 -0.19957 0.1535 .06066

36 -0.24019 0.15962 6.00096
39 -0.28122 8.15963 0.00131
40 -0.32273 6.16836 8.00173
41 -9.36460 0.16121 .00226
42 -0.40753 0.16216 6.00275
43 -0.45101 8.16330 6.00337
44 -0.49537 0.16456 9.00407
45 -. 54673 0.16598 6.08484
46 -6.56724 6.16756 " 6.0S671
47 '6.63504 0.16941 0.00668
46 -6.68436 :.17144 .600776
49 -0.73539 •.17376 0.00696
so -0.7844 6.17636 6.61036
51 -0.84386 6.17940 6.01179
52 -6.90188 0.18284 0.01347
53 -6.96317 0.1863 6.01537
54 -1.628J4 6.19147 6.01752
55 -1.69328 0.19695 0.01990
56 -1.17386 .2!356 0.02283
57 -1.25699 6.21160 :.02617
56 -1.34961 8.22100 3.03018
59 -1.45605 0.23502 0.03512
66 -1.58179 0.25351 6.04145
61 -1.73965 6.28116 0.35010
62 -1.963026 6.32960 6.06341
63 -2.33761 0.4516 6.09054
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Table B-i (Continued)

"N"= 127

RANK Z-VALUE STD. DEV. PROP. VAI

1 2.S59le5 0.41902 0.05408 6 3 0:01971 0.11103 G.colo
2 2.24250 0.29997 0.04049 64 o.h0000 0.11103 c.o000o
3 .2.04752 .2527 0.3375 65 :-0.1971 0.11104 .80000
4 1.90051 0.22545 .02932 66 -0.03942 0.11106 0.00001
5 1.79873 C.20 737 0.0205 67 -0.e5924 0.11110 0.00003
6 1.71698 0.19476 6.82346 66 -0.07809 0.11115 0.0005
7 1.62778 1.18469 0.02133 69 -3.09868 0.11122 0.000J,

I 1.5577S 9.17619 0.01954 70 -0.11850 0.11131 0.00011
9 1.49449 0.16979 0.01793 71 -0.13837 0.11141 0.0001535 1.43676 0.16441 0.01662 72 -0.15829 0.11153 9.0082-

11 1.33340 C.15958 0.01541 73 -0.17828 0.11167 0.0002G
*12 1.33375 0.15548 6.1432 74 -0.19833 0.11182 6.03832
13 1.20722 0.15174 0.01334 75 -0.21847 0.11199 0.0038-
14 1.24333 0.14842 0.01245 76 -0.23869 0.11218 9.00646 .
15 1.2171 6.14543 0.01163 77 -0.25902 0.1123e 0.00054
16 1.16205 0.14286 5.01087 78 -0.27947 0.11260 e.6063
17 1.12413 0.14062 0.0117 79 -0.30000 0.11286 0.00072
16 1.08776 6.13854 0.10953 of -e.32668 0.11312 0.00083
19 1.05286 0.13638 0.30892 81 -0.34149 0.11341 6.6109420 1.C191S 0.13454 0.00836 82 -0.36245 8.11371 0.0e10621- 0.98651 0.13301 0.00784 83 -0.38359 0.11402 0.00118

22 C.95497 0.13133 1.10734 84 -6.40488 0.11438 3.0132
23 C.92427 0.13000 0.00688 '65 -0.42635 8.11478 0.00146
24 V.89451 6.1 862 0.00644 86. -0.44865 9.11515 1.00162
25 e.86544 0.12751 0.00603 87 -0.4699S 0.11557 6.6817826 0.53714. 0.12628 0.00564 es -a.49207 0.11602 9.0#19S
27 0.81948 3.12521 6.00528 89 -0.51443 6.11652 0.00213
28 e.78239 8.12430 0.00493 96 -0.53704 0.11706 0-0332
29 0.75589 0.12337 0.00460 91 -0.55997 0.11757 6.00252
30 0.72997 0.12233 0.06429 92 -C.58317 6.11615 0.00274 .
31 0.70447 0.12155 0.00400 93 -8.6,669 6.11875 ,.C0296
32 0.67941 0.12081 0.00372 94 -0.6358 0.11935 6.06320
33 C.65479 6.12089 0.0345 95 -0.65478 0.12010 1.00345
34 9.631S8 6.11936 3.00328 96 -5.67941 0.12681 0.60372
35 e.68670 0.11873 0.00296 97 -0.70447 6.12155 3.00400
36 9.583r7 0.11814 0.00274 98 -6.72996 3.12236 8.00429
37 0.55997 0.11756 0.00252 99 -0.75589 6.12337 0.68460
38 C.53704 0.11707 0.00232 Ig -0.78239 0.12431 0.80493
39 C.51443 0.11653 0.00213 101 -0.80947 0.12523 9.05 8
43 0.49268 0.11611 0.00195 102 -0.83714 6.12628 3.66564
41 0.46994 0.11558 0.01178 103 -0.86544 8.12751 0.60603
42 0.44005 0.11515 A.08162 104 -0.89449 6.12867 0.00644
43 0.42636 8.11477 0.6146 105 -0.92428 0.13035 0.0068
44 0.40489 6.11437 6.06132 106 -8.95496 6.13137 0.00734
45 0.38360 0.11401 0.00118 157 -0.98656 6.13306 0.00703
46 C.36245 0.11371 0.00136 108 -1.61913 0.13459 6.00836
47 0.34150 0.11340 0.00094 109 -1.35286 0.13638 6.00892
48 5.32068 0.11311 0.00083 11 -1.06776 0.13856 6.00953
49 0.30000 0.11285 6.00072 1ll -1.12415 6.14055 8.01017
56 0.27947 0.11260 3.00063 112 -1.16264 6.14294 0.01087
51- 0.25903 6.11238 0.00054 113 -1.26171 0.14543 6.01163
52 0.23870 0.11218 0.60046 114 -1.24331 6.14847 0.01245
53 C.21847 0.11199 0.00038 115 -1.28721 0.15176 6.01334
54 1.19833 3.11132 6.00032 116 -1.33376 8.15542 0.01432
55 0.17828 3.11167 0.00026 117 -1.38330 1.15965 0.01541
56 0.15829 0.11153 0.05026 113 -1.43669 6.16446 0.01662
57 f.13037 8.11141 0.00015 119 -1.49455 6.16972 0.11798
53 0.11650 6.11131 .30011 126 -1.55772 6.17633 6.01954
59 0.09868 6.11122 0.00008 121 -1.62779 6.18467 0.02133
63 0.07889 6.11115 0.90365 122 -1.76701 0.19465 6.02346
61 C.05914 0.11110 1.3003 123 -1.79870 3.20747 0.02605
62 5.83942 0.11106 0.00051 124 -1.90849 6.22554 6.02932 -.

125 -2.84751 0.25276 6.03375 .
126 -2.24250 0.29997 0.04649
127 -2.59185 0.4192 6.eS408

TSS - 124.212SS
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APPENDIX C

NORMAL ORDER PLOTS

While an extensive discussion of normal-order plotting is
beyond the scope of this report, this section will provide those
readers unfamiliar with the process with some knowledge of its
advantages and disadvantages and how it is used to interpret
data from many-factored holistic experiments with one or more
subjects per cell.

The mechanics for setting up a plot are as follows: ()
Prepare an effects (i.e., mean differences) scale on the
abcissa; (2) mark off the critical probability values on the

*ordinate using the probabilities equivalent to the z-score
values in a table of normals'order statistics for the K effects
in the particular analysis; (3) plot the effects (mean

*differences) from the analysis of variance In order of
magnitude, the largest positive effect being at rank one and the
largest negative effects being rank K. An example is shown in
Figure C'rl.

If the observed differences among the effects (mean
* differences) in the sample are due only to chance, they will

fall approximately along a straight line. Even the largest
positive and the largest negative effects, usually more than two
standard deviations from the mean of all effects, will fall on
the line at opposite ends of the plot since deviations that
large can be expected by chance.

If one or more effects at either end of the normal plot
fall far enough off the line in the appropriate direction, then

*this suggests that the effects are larger than would be expected
by chance. In a screening experiment, when this is observed,
the sources of these effects would be subjected to the greatest
scrutiny and investigated further.

Confidence limits (called "guardrails") at each rank can be
* assigned, based on the expected normal distribution around the

expected values for the normal-order plots and the number of
effects being examined. The probability values for these
quardrails can be adjusted to reflect the level of confidence
the investigator wishes to use to avoid Type I and Type II
errors. At this time, two papers by Zahn (1975a, 1975b) have
the best discussion regarding the construction of guardrails for

* half-normal plots; this can be generalized to the case when
* normal plotting is employed.
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5 FACTORS, 25 FACTORIAL
K.=.31 (Fictitious data)

+2.0-

+ 1.0- +l -..-

-10 A"•, ."i I I ;"

E I

I I II II
I

* I

C&
BE.

-125 -100 -75 -50 -5 0 + +50 '-'

EFFECTS.,.,

Interpretation:

Factors and E and Interaction BE are critical.

Factor C is marginal; more data is needed to be
certain. Factors A and D had no effect.

Figure C-1. Example of an ordered normal plot...:"
66:
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NORMAL OR HALF-NORMAL PLOTS?

In his early work, Daniel (1959) proposed that
"half-normal" plots be used rather than normal plots for these
purposes. With half-normal plots, the signs of the mean
differences are ignored when the data are plotted; with normal
plots, the signs are retained. Both forms of plotting are based
on the same principles. The normal plot used the total
probability scale from minus infinity to plus infinity, while
the half-normal plot uses only half the scale from .50 to plus
infinity and requires that the probability values at which the
data would be plotted be adjusted. In a more recent book,
Daniel (1976) expressed the opinion that he preferred to use
normal plots, believing that the information provided by the
signs made it a more useful technique. Simon (1977a) has
summarized Daniel's and Zahn's (1975) papers on the use of
half-normal plots.

But whether to use a normal or a half-normal plot to test
the statistical significance of an effect is not completely

* arbitrary. when Daniel used half-normal plots, his examples
were mainly ones In which the plot served as a quasi-test of
significance for the effects from an analysis of variance. When

* he used the normal plot, he was actually evaluating residuals.
However, a more fundamental basis for selecting one or the other
exists.

POINT 7: WHETHER ONE USES NORMAL OR HALF-NORMAL PLOTS DEPENDS
ON THE NATURE OF THE HYPOTHESIS BEING TESTED. IF THE HYPOTHESIS

* IS A TWO-TAILED TEST -- I.E., DOES A DIFFER FROM B REGARDLESS OF
* DIRECTION -- THEN THE HALF-NORMAL PLOT SHOULD BE U6SED. IF THE

HYPOTHESIS IS A ONE-TAILED TEST -- I.E., IS A LARGER THAN B --

* THEN THE NORMAL PLOT IS APPROPRIATE.

While psychologists generally have made more use of
* two-tailed tests, not necessarily chosen on a rational basis, in

most equipment/system design studies we are usually concerned
with whether one system or device is better than another, a -

directional question, in which case a normal plot is more
appropriate. On the other hand, if one has no expectations
regarding direction, i.e., which level of a factor should be
better, then the half-normal plot should be used. In mixed
cases, use the normal plot.

When there is concern for subject-related bias, as in this
report, it is important to retain the signs of the effects in
our analysis. The bias from subject effects will be both
positive and negative. It is recommended as part of the
pre-experimental analysis to try to arrange the factor levels in
the experimental design so that the coded values, +1 and -1, are
consistently assigned to the level more likely to yield the
larger and smaller performance values, respectively. When %

results turn out to be the opposite of that which had been
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anticipated prior to data collection, this warns that a large
negative subject bias may have been confounded with that effect.
While not definitive, this approach helps facilitate the
interpretation of the data.

ADVANTAGES AND DISADVANTAGES

Evaluating experimental results with normal or half-normal
plots has advantages and disadvantages. Among the advantages
are: (1) A test of statisticalsignificance can be made when no
independent source for estimating the error variance is
available. (2) An automatic adjustment is made for multiplicity
(i.e., examining a great many effects at once). (3) The slope
of the line in the middle range of the normal plot or the lower
end of the half-normal plot provides a means of estimating the
"error" standard deviation. (4) Absurdities in the shape of the

* plot can warn of peculiarities in the basic data. Normal-order
* plots can and should be used even when an independent error term -

is available.

Among the disadvantages of normal-order plots are: (1) The
* mathematics of normali-order plots for identifying critical

factors is not fully developed (Birnbaum, 1959; Zahn, 1975).
(2) The experimenter must still make certain subjective
judgments and assumptions regarding how many factors he expects
might be significant and what a suitable overall significance

* level should be. However, such problems as these are neither
overwhelming nor unique to normal-order plots. Since these
multifactor experiments are conducted in the screening stage,

* one does not expect that all decisions be made with statistical
precision. An investigator at this time should lean toward
liberal interpretations of the results so as not to discard a

* potentially critical factor. Cautious Interpretation of eyeball
examination of the normal plot without guardrails will usually

* suffice for that purpose.

Though there is still much more to be learned about the
effective application and interpretation of normal-order plots,
they are already a useful tool for interpreting the results from

* holistic experiments. Even with all the uncertainties, they
probably are more effective than the traditional method used by
behavioral scientists to test for statistical significance. As

* Daniel (1976) wrote: "The standard form of the 'analysis of
variance' which is widely used in summarizing factorial designs

* with factors at many levels does not seem to me to be useful for
(2 J data. All the contrasts from a [2]data set must be
examined together. Their order, their distribution, and their
signs are all lost in the standard analysis of variance table.
The habit of summarizing the results in such a table (manifested
in so many textbooks that it would be unkind to name) has had a

* tranquilizing effect with much information lost" (p. 128).
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APPENDIX D

CONSIDERATIONS REGARDING THE USE OF COVARIATES
FOR SUBJECT-BIAS REDUCTION

Simon and Roscoe (1981) and Westra (1982) used covariates
to partial out of their experimental data the bias that results
when subjects of different abilities are randomly assigned to
the cells of the experimental design. In retrospect, the
adequacy of a covariate approach for this purpose must be
questioned. In the main body of this report, it was shown that
for a covariate (or battery of covariates) to be more than
trivially effective, its validity coefficient, i.e., the
correlation of the covariate with the true criterion, must be
much higher than has been typically achieved when complex tasks
are involved.

Here we will briefly describe what some of the
characteristics of covariates for bias reduction must be,
distinguish between covariates for that and other purposes, and
finally discuss why obtaining an adequate covariate for bias
reduction is unlikely to be cost effective.

CHARACTERISTICS OF COVARIATES FOR BIAS REDUCTION

At the end of a transfer-of-training experiment in which a
different subject is tested on each training condition, the
investigator is faced with a set of performance scores, each
representing the combined effect of subject ability at the time
the task was performed and the difficulty of the experimental
condition. Since the purpose of the experiment is to learn
about experimental factor effects, the investigator must find a
way to remove the effects due to subject differences from the
confounded performance scores. To do this with covariates, he
must find an independent set of measures that will reflect the
rank order of the subjects' abilities on the task at hand at the 1.
time the performance data were collected.

Thus, the two primary characteristics of a viable covariate
for bias reduction are:

1. The independent measure of subject ability must be made
on a task comparable in complexity and difficulty to the one
being investigated and involving essentially the same critical
skills.
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2. Subjects' abilities must be at essentially the same
level they were at the time the critical experimental trials
were being performed, not what they might have been before the
skills were developed nor necessarily after they were fully
developed.

Psychologists have frequently been content to use a task
without those characteristics, arguing that the covariate task
they are using has been found to correlate significantly with
the *true" task (which presumably has those characteristics).
Unfortunately, they have often been remiss in two ways, i.e.,
(1) failing to recognize that correlations that are
statistically significant may not be of practical significance,
and (2) failing to validate their covariate against a task with
those properties.

COVARIATES FOR BIAS REDUCTION VS ERROR REDUCTION

A covariate test suitable for bias reduction will not
* necessarily be the same as one intended to remove subject

differences from the error term so as to improve the sensitivity
of the test of statistical significance. While isolating
individual differences from the error estimate and reducing the
subject-induced bias are both accomplished by the same covariate

* effort, the criterion for effectiveness will differ.

When purifying the error term, we may be content with the
attitude that "any improvement will do;' that attitude is not
appropriate where bias is concerned. If a covariate is not
terribly effective in reducing the error variance, the visible
presence of a large error term should at least make the
experimenter more cautious about his interpretation of the data.
on the other hand, biases are less visible and only a few of the
k effects will be critically confounded with the largest biases.
While we may be aware that overall the biases are there, we do
not know with which effect each hidden bias is confounded, Its
direction, nor if it is large enough to matter. Chance
combinations of the larger biases with experimental effects in
the single experiment can make a marginal effect appear
significant or a large effect appear trivial. For these
reasons, it is important that the covariates used primarily for
bias reduction be more effective than those used primarily for
error variance reduction.

COVARIATES FOR BIAS REDUCTION VS SELECTION

A covariate for selection purposes also has different
requirements from that for bias reduction. For selection
purposes, covariate tests must be administered before the
critical period, before sk TIs have been developed to any
degree, since its purpose is to predict future performance.
This is not the case with the covariate for bias reduction which
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(theoretically, at least) may be administered at any time
provided the essential requirements are met.

If the covariate must be given before a skill has been
developed, the selection battery will usually have to be
composed of tasks markedly different from (and simpler than) the
training and criterion tasks. For effective bias reduction, the
more similar the critical elements of the task and the covariate
are, the better.

Selection tests ordinarily are intended to predict ultimate
ability. For bias reduction, we are concerned with subject
ability at some crucial point in the learning curve, not
necessarily the final stage.

Finally, regarding certain practical and financial
considerations, since selection tests are intended to be used
over an extended period of time and with numerous applications,
the great deal of time and money required to develop them may be
justified. On the other hand, one must weigh the costs when one
considers that the covariate for bias reduction may be used only
once, normally being experiment-specific.

FINDING A SUITABLE COVARIATE

A covariate test (or battery of tests) may be derived from
essentially the same task as that employed in the experiment, or
it may be derived from simpler tasks which in aggregate presume
to measure skills required to perform the criterion task.

COVARIATE TASK = CRITERION TASK. In the first case, if the
covariate task is some variation of the criterion transfer task,
then the skills involved and measured in both cases will be
essentially the same. Ordinarily, no formal validation effort
would be required. As the correspondence between the covariate
task and the transfer task begins to diverge, e.g., if only a
component or simplified version of the ctiterion task were used
in place of the total task, then some estimate of the validity
coefficient is probably necessary.

COVARIATE TASK = SIMULATOR TASK. If the covariate task is
measured in the simulator rather than under the operational
conditions of the criterion task, a frequent practice, then some
empirical evaluation of how faithful the critical elements of
the simulator are to the real world seems imperative.
(Investigators sometime perform quasi-transfer experiments in
which the criterion task is performed on another condition in
the training simulator. Under the assumption that that latter
task is sufficiently "similar" to the real world task, results
are interpreted as if they were equivalent to carrying out the
transfer phase of the study under operational conditions.
Because the simulator cannot really be used with any confidence
as a substitute for the real world without a considerable
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validation effort, we will not consider that condition in this
report.

This requirement again raises in a different context the
unresolved question of how much and what kind of fidelity must
be built into the simulator. When used as the covariate task,
it must be faithful enough to measure most of the critical
abilities employed in the criterion task and not require others
that are not important operationally.

Unfortunately, such a rule is too vague to provide the
Information needed by either the engineer who wishes to build
the least expensive, most effective simulator, or the
experimenter who must decide whether the simulator is an
adequate medium for the covariate task. Too often, the
faithfulness of the simulator is determined by *face validity.*
This is not enough; fidelity for both purposes must be
empirically demonstrated. To date, the empirical procedure
employed for that purpose has been inadequate since it has been
limited primarily to measuring overall transfer from simulator
to the criterion task. In most cases, although the results have
been positive, this procedure will not detect the fact that some
critical components of the simulator may actually result in a
negative transfer effect which has been hidden by a larger
positive transfer effect from the other components. Information
regarding component transfer is what our research and simulator
evaluation efforts should provide in order to build better
simulators and to be able to use them for the covariate task.

When using the simulator task for the covariate, one must
use a configuration that was not used during training. The
condition at the center of the experimental space was used by
the experimenters cited earlier. However, with categorical
variables that is not possible. Furthermore, if subjects have
been tested at the center of the experimental space to obtain
data to evaluate the lack of fit of a linear model, using that
same configuration for the covariate test raises questions of

the purity of such measures.

COVARIATE TASK - TEST BATTERY. When the covariate task is not
some variation of that actually used in the experiment, we
distance ourselves still further from the criterion task. While
one school of thought among psychologists has been that a
battery of simple tasks each measuring a different ability
factor can represent more complex tasks, in practice the success
of such a philosophy has been marginal at best. The reason for
this can be more readily appreciated if one perceives
per formance on a complex task as the linear sum of the effects
of a great many factors and possibly some of their interactions.
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Y = Xl + X2 +... ... Xn + XlX2 + XlX3 ... ... XmXn

each with a coefficient reflecting their relative weights.

While simple tasks may be found requiring the abilities
used in some elements of the complex task, still, because of
that complexity, it is not likely that enough simple tasks would
be found to cover all of the important skills, and particularly
their interactions or those required to handle the complexity
itself. Certainly the skills which psychologists are able to
label are only a part of those required to do the task since
they are too frequently selected because they are easy to name
and to identify and often lack precise dufinitions; the more
difficult to measure and microscopic features are frequently
ignored. Other complexities of interskill relationships, being

* rationally unfathomable, are seldom considered. As a result,
there are many components that will not be measured. The

* proportion of the total number of components (properly weighted)
that are accounted for reflects the size of the validity
correlation. The proportion that is not accounted for is
associated with the "error" (residual) variance that frequently
is much larger than the predicted. In this model, we can see
why the more similar the covariate is in content and complexity
to the criterion task, the better the predictor it will be. One
should not underemphasize the tremendous part of this unwritten
and unknown equation that never surfaces. When the factors even
in simple experiments fail to account for 40% to 50% of the
total variance (Simon, 1976), then it should be evident that
what the psychologist is capable of labeling and measuring is
usually only the tip of the iceberg.

If the covariate task is a battery of simpler tasks

presumed to tap the skills affecting the performance of the
criterion task, then empirical verification is imperative.
Verification in this case must show that most (all?) of the more
critical skills required to perform the operational task are
represented and at the skill level present at the time when bias
is to be removed. How large a validity coefficient must be to
have an effective covariate test or test battery is shown in
Table 6 in the main text. Since, to be truly effective, these
values must be higher than are usually obtained in practice, one
must question the viability of this approach when using a
covariate for bias reduction. To add to the difficulty when
using indirect covariate tasks is the cost involved: (1) to
find enough representative tasks, and (2) to validate them when
changes in the experiment change the skill requirements.

While one may argue that if a validation test finds that
the two tasks do in fact show r-high correlation then one could
safely use the simpler task. That may well be, if a high enough
relationship can be found and if that correlation-is obtained
when the subjects' skill level--approximated those expected at
the critical period in the experiment. But if history tells us
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anything, the probability that both of these conditions will be
met are low indeed and with the costs of developing and
validating covariates, which must be reexamined each time the
subject and task characteristics change, the viability of the
use of covariates to reduce a bias, except as an adjunct
technique, appears moot.

CONSIDERATIONS REGARDING THE TIME WHEN COVARIATE MEASURES ARE
TAKEN

When the criterion task is used as the covariate, it must
be used after the subjects have been trained sufficiently to
meet the skill level requirement cited earlier. This means that
these measures should be taken shortly before or after the
transfer period. This may contaminate the experimental data in
several ways: (1) If taken under operational conditions before
the criterion measure is made, but after the training, the
effects of training can carry over (transfer) to the covariate
measures distorting them. The presence of the covariate between
training and transfer could also have unknown carryover effects
to the measures of the experimental transfer trials. (2) If
taken after the transfer data have been obtained, the covariate
measures may be contaminated by transfer effects from the
criterion task to the covariate task. ..

If the covariate test is given in the simulator just after
the training sessions, then there could readily be carryover
(transfer effects) from training to the covariate task in the
same way it is expected to occur to the criterion task. While
there is often no good way of knowing whether these dangers
occur, it is not unreasonable to believe that they can and do
and, therefore, steps should be taken a priori to have them
reduced or avoided.

If covariate measures are taken in the simulator after the
transfer phase is complete, and if the different subjects have
shown different transfer effects due to difference in training,
then unless one is careful (and can demonstrate that there is no
danger), these differences may continue to carry over to the
covariate measures. One solution to this problem might be to
run a number of buffer trials between the last criterion and
first covariate trials; how many depends on numerous
characteristics which cannot be known until the experiment has 1
been run. If too many trials are introduced as buffer trials,
one may increase the subjects' abilities markedly beyond what it
had been when the criterion task was performed, a condition not
acceptable when the covariate is to be used for bias reduction
purposes.

This "Catch 22" only furthers the argument that the use of
covariates to reduce subject bias is fraught with problems that
reduce their effectiveness for subject bias reduction.
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INTERPRETING THE MEASURES

When some form of the task itself is used as the covariate,
an empirical demonstration of "validity" will probably not be
necessary. The test has an inferred validity. What does it
mean then if it turns out that such a test correlates poorly
with the experimental performance scores from which ability is
to be partialled? It does not mean that the validity of the
covariate derived from the task itself is invalid. It merely
means that for the specific set of data from which ability is
being partialled, only a small amount of whatever the covariate
measures -- subject ability -- is actually present. The square
of the correlation is the proportion of total variance accounted
for by individual differences in that single case.

RELIABILITY

The low correlation in the example above might be due to
the poor reliability of the data employed. If either set of
scores is unreliable, the usefulness of a covariate is impaired.
The corrective measures for this possibility must be considered
carefully; however, solutions to problems of unreliable
measures should properly be resolved before the experiment is
begun, not after it is over.

If the covariate task yields unreliable measures, then it
is appropriate to use multiple measures to obtain a reliable
average series of scores for ranking subjects according to
ability. on the other hand, it may not be appropriate to use
the average of performance measures made over several trials in
the experiment.

One cannot toy with the performance scores from which
subject ability is to be isolated. If the investigator intends
to use only one set of measures from each subject to evaluate
the experimental training or transfer effects, however
unreliable that performance may be, those are the scores from
which the covariate must be partialled. If one is dealing with
real-world problems, one may want to predict or understand
performance on the single trial (whereby a poor performance may
negate the possibility of ever having a second trial, e.g.,,
carrier landing).

Nor should the correlation between the covariate and
performance be adjusted statistically to correct for poor
reliability when that value is to be used to partial out
ability. The new value would represent what the validity of the
covariate ought to be, rather than what it was at the time the
experimentali data were being taken. Of cours-e, if the
performance scores have low reliability, it will not be possible
to remove any effective amount of subject variability.

75

. , .. -,c-, £ %" .'r ., .,'..,Z : ; , ,-, -, ,' . '..€,..'.. .., .., .- :',: ';t,'.'. .. . .-.,-.



EVALUATION

In the two holistic transfer of training experiments by
Simon and Roscoe (1981) and Westra (1982) , the covariate method
was used to partial out subject bias. The appropriateness of
that approach must now be questioned.

Simon and Roscoe (1981) used as their covariate the median
score of three trials taken at the beginning of the experiment
on a common experimental condition at the center of the
experimental space. Since the experiment was a quasi-transfer
study with both training and transfer performed in the
simulator, the validity of the covariate task was axiomatic.

The covariate they used, however, does not meet the
requirement regarding the level of subject skill. Considering
the unstable nature of performance when an operator is starting
to learn a complex task, the ordering of subjects on their
ability when tested early in the training program need not
correlate well with that after learning has taken place. In
addition to the exploration and testing of varied techniques
that an operator often attempts early in a training program, one
might also expect that some factors affecting skill at the end
of the training phase may not even be operating at the

* beginning. The covariate used in this study may not have
* provided a relative measure of subject skill as it was at the

time when the critical training and transfer trials were being
performed.

In the Westra (1982) experiment, an Atari Air Combat
Maneuvering game was used as the covariate. The-validity of
this task was never seriously investigated. It is certainly a
much simpler task than that of carrier landing and there is no
way in which to equate performance on it with skill level at a
particular time during carrier landing training. After the

* fact, correlations between .40 and .55 were found between the
Atari performance scores and the transfer scores of the
different subjects, presumably after whatever transfer from the
different training conditions that did occur had dissipated.
How this was determined was never explained.

For both studies, the correlations from which the validity*
of the covariates were Inferred were all below .55. Even at
that level, the correlation would barely account for 20% of the
subject bias. Any of the inadequacies discussed earlier may
have been responsible for the correlations not being higher.
Even if a high correlation had been found between the covariate
and a validation score (during some preexperimental development
phase), accepting it merely because it was numerically high
overlooks the possibility that the correlation might be due to
the presence of a third variable which affected both measures
which were themselves unrelated. That variable may not be
present under operational conditions.
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SUMMARY

Developing a covariate that suitably measures subject
ability on a particular task at a particular time is difficult
and expensive to achieve. Historically the validity
coefficients obtained have been too low to be effective for
removing subject bias. If a high correlation were ever
achieved, it still would be necessary to reevaluate the validity
coefficients when the situation context changes in another
experiment or for a different subject population.
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APPENDIX E

PROBABLE LOCATION OF THE TRUE SUBJECT BIAS EFFECTS
WHEN LOCATIONS OF COVARIATE BIAS EFFECTS ARE KNOWN

The results of the Monte Carlo simulation for Technique 4
described in Section IV of the text are presented in Table E-l
below. The following examples illustrate how these tables are
interpreted:

1. Table E-l.A, K = 31, r = .30, Row 1, Column 1

There is a .09 probability that the largest positive true
bias effect will actually be confounded with the same factor
effect as the largest positive covariate bias effect.

2. Table Eil.A, K = 31, r = .65, Row 1, Column 4

There is a .60 probability that the largest positive true
bias effect will be confounded with one of the four factor
effects that are confounded with the four largest positive
covariate bias effects. Which one is not known.

3. Table E-I.A, K = 31, r = .707, Row 2, Column 8

There is a .64 probability that the two largest positive
true bias effects will be confounded with two of the
eight factor effects that are confounded with the eight largest
positive covariate bias effects. Which two are not known.

4. Table E-l.B, K = 63, r - .45, Row 2, Column 8

There is a .17 probability that the two largest positive
true bias effects will be confounded with two of the eight
factor effects that are confounded with the eight largest
positive covariate bias effects. This probability drops to .06
if the largest four covariate bias effects are used (Row 2,
Column 4).

5. Table E-l.C, K = 127, r = .30, Row 1, Column 8

There is a .22 chance that the largest positive true bias
effect will be confounded with one of the eight factor effects
confounded with the eight largest positive covariate bias
effects. That does not provide much effective use of the
covariates to interpret confounded factor effects unless the
number of covariate effects considered are increased.
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N4ote that there is not always the same number of rows in :
every subtable. This is because no row is shown when all of its
probabilities are less than .10 (when only eight or fewer
covariate effects are being considered)o
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TABLE E-1. PROBABILITIES THAT TRUE SUBJEJCT BIAS EFFECTS ARE CONFOUNDED
WITH FACTOR EFFECTS INDICATED BY THE LOCATION OF COVARIATE
BIAS EFFECTS.*

NUMBER OF LARGEST POSITIVE COVARIATE BIAS EFFECTS

RANK 1 2 3 4 5 6 7 8

A

K=31; r=.30
1 .09 .17 .24 .30 .35 .40 .45 .49

2 .01 .04 .07 .10 .13 .17 .21

"' K=31; r=.45
tJ-
U-

LU 1 .14 .25 .33 .40 .47 .53 .58 .62

2 .03 .07 .12 .17 .22 .27 .33

3 .01 .02 .05 .07 .11 .14

"' K=31; r=.65

1 .27 .41 .52 .60 .67 .72 .77 .81

C) 2 .08 .17 .26 .35 .43 .50 .57

3 .03 .08 .15 .21 .28 .35

C.0 4 .01 .14 .08 .13 .18

-

C) K-31; r-.707

1 .31 .48 .59 .67 .73 .78 .82 .85

2 .12 .23 .34 .43 .51 .58 .64 .'

3 .05 .12 .19 .27 o35 .42

4 .02 .06 .12 .18 .25

5 .01 .04 .07 .12

*Rows are discontinued when all probabilities are less than .10.
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Table E-1 (Continued)

NUMBER OF LARGEST POSITIVE COVARIATE BIAS EFFECTS

RANK 1 2 3 4 5 6 7 8

K-63; r-.30

1 .06 .11 .16 .20 .23 .26 .29 .32

K=63; r-.45

1 .11 .19 .25 .30 .35 .39 .43 .47

2 .02 .04 .06 .10 .12 .14 .17

K=63; r=.65
1 .22 .34 .43 .50 .56 .61 .65 .69

I 2 .05 .12 .18 .24 .30 .35 .39

, 3 .02 .04 .08 .11 .14 .18

K=63; r=.707

1 .26 .40 .50 .57 .63 .68 .72 .75

2 .08 .16 .23 .30 .37 .42 .48

3 .02 .06 .11 .16 .21 .25

-4 .01 .03 .05 .08 .11

C

C K-127; r-.30

U =.1 .04 .07 .10 .13 .15 .17 .19 .22

SK=127; r-.65

1 .18 .28 .36 .42 .47 .50 .54 .57

2 .03 .07 .12 .15 .19 .23 .26

3 .01 .02 .04 .06 .08 .10

K=127; r=.707

1 .22 .34 .42 .49 .54 .59 .62 .66

2 .05 .11 .17 .21 .26 .31 .34

3 .01 .04 .06 .09 .12 .15
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NOTATIONS AND TERMINOLOGY

Symbols
BI Measure of skewedness = (,Exl) 2 /Nss6

B2 Measure of kurtosis = Zx4/Ns 6

C Number of different experimental conditions in the
experiment. In the basic design of holistic
experiments, C = 2k-p conditions.

K Number of estimable effects in the experiment.K = 2k-P -1 = C-l.

k Number of factors to be investigated in an experiment.
Maximum possible in Resolution IV design, k = C/2.

N Total number of independent observations or total number
of subjects in an experiment. N = nC = n2 k-p .

*NO Used to differentiate the use of the N in published
tables in order statistics from the use of N above,
where "N" in published tables is equivalent to either
C or K, depending on whether it is conditions or
effects the investigator is relating to chance values.

n Number of subjects in every cell of the experiment.
Equals number of replications.

N[0,1] The underlined N is used to represent a normally
-- distributed population, and in this example, with a mean

of zero and a variance of one. Other values might be
substituted for the mean and variance.

P Reduction in population variance due to percent bi-
truncation. P = (1 - New variance due to bitrunca-
tion divided by Old variance].

p Indicates what fraction of a full factorial for k
factors the fractional factorial, 2 k-p , is. The
fraction equals to 1/(2P) of 2k conditions.

Ri  Rank position i in any ordered set of values.

r XY Correlation coefficient between performance and
covariate scores.
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r I"

r yt Validity coefficient; correlation coefficient between
covariate and "truen ability scores.

s Standard deviation s

T, t Theoretical "true" ability measurements.

V Variance. v = s

X, x Performance scores

Y" y Covariate scores

0 Symbol for multiplication process in equations.

Designs

Between-subj ects

Different subject tested on each experimental condition.

Within-subject 5

Same subjects tested on all experimental conditions or all
conditions within blocks of the full experiment.

Fully saturated

When the number of independent main and Interaction effects
being studied is one less than the number of experimental
conditions (i.e., K = C - 1).

Fractional factorial

A selected portion of a factorial design. In the context
of this report, fractional factorials are in the form
of 2 k-p.

Holistic

A design that embodies the philosophy and strategy of a
holistic approach: i.e., evolutionary and economical;
accounts for all potentially important sources of variance
whether of interest or not; provides tests of assumptions
and lack of fit; emphasizes elimination of irrelevant
effects.
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Resolution IV

Experimental design in which all main effects are isolated
from each other and from all two-factors interaction
effects, while aliased two-factor interaction effects occur
in independent strings.

Experiments

Few-factor

* Looks at fewer than five factors in an experiment
generally using a complete factorial design.

Many-factor-

Looks at at least seven but generally more factors in a
4 single experiment using economical designs.

statistics

Sample subject (bias) effect

The mean difference between abilities of groups of subjects
assigned at random to the two levels of a factor in a 2 k-p
design. Effect is confounded with a factor effect.

Expected subject (bias) effect

* Same as subject bias effect except that it is the average
(mean) over many samples.

z-score (of bias) or z-value

Standardized form of the bias at any rank.

Population variance and population standard deviation

Variance of abilities to perform a designated task for a
theoretical subject population, estimated from the scores
obtained in a finite sample. Standard deviation equals
square root of variance.

Subject sample variance

used to estimate population variance. Square root of
variance, or standard deviation, can be estimated using
selected values in a normal-order plot (Zahn, 1975).
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Bias variance

Variance of all possible bias effects (mean differences
between the two groups of randomly assigned subjects for
each source of variance with one degree of freedom). Is
equal to the population variance times (4/N) where N is
equal to the total number of subjects. Standard deviation
of this value is often referred to as the standard error
of the mean difference.

Standard deviation of bias

Standard deviation of an individual bias effect at rank i
is equal to the standard deviation of the z-score for
rank i of k cases times the population standard deviation
times the square root of (4/N).

Analysis and Interpretation

Normal Order Plot

A plot of data on normal probability paper used to judge
whether or not observed effects are likely to have
occurred by chance.
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LIST OF EQUATIONS

B/Cell Var. (i.e., Factor Var. + Subj. Var. b/cells + Error Var.)

W/Cell Var. (i.e., Subj. Var. w/cells + Error Var.)

where F = F ratio; B/ and W/ = Between and Within; and Var.= Variance

2) Between Cell Var. (i.e., Factor Var. + Subj. Var. b/Cells + Error Var.)

3) Expected z-score Expected bias for Populationof bias effect rank i of K cases - Standard

for rank i of from a population Deviation
K cases N(0,1)

where K cases are the number of independent effects being seriously
examined and N is the total number of subjects used.

\. •-

4) Expected bias Expected z-score Population/ 4
for rank i of = for rank i of K , Standard
K cases cases from popu- Deviation N

lation N(O,)

5) Standard devia- Standard deviation Population 41
tion of bias for = of the z-score for jStandard
rank i of K cases rank i of K cases Deviation N

6) Proportion of (z-score at rank i)2

variance for =
rank i of K Sum of (z-scores )

2

cases
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List of Equations (Continued)

" 7) Performance score Performance sX Covariate1

with covariate Score ryx  - . Score
effect removed (X) sY/ Y) J
where s - standard deviation and ryx is correlation between X and Y

8) Adjusted Bias2
(covariate = Original Bias . 1-r
effectiveness) Fi yt-

where ryt is the correlation between the covariate scores (Y) and
the "true" measures CT) of subject ability.

r, l
, IiAdjusted Bias

9) Percent bias reduction I ] * 100
Original BiasJ

I (2, K
10) Adjusted bias = Original bias , 1 -

(bf truncated)I

where P is the proportion of variance reduction due to bitruncation,
i.e., P = (1 - New variance due to bitruncation/Old variance).

j/[t! N original

11) Adjusted Bias Original Bias /"ri
(replication) orig. * No. Replicates]

,,II .11oov
12) Percent bias reduction [1 - // 100(replication)

where n is the number of times the original design was replicated.
This n also equals the number of subjects per experimental condition.
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