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;:‘2‘ ABSTRACT

i This -report focuses on command and control
X (Ca) system capabilities at the force management
%?:; level within the Air Force contingency Tactical Air
i.;i‘fe Control System (TACS). An investigation of the
p primary force level C£~system identifies serious
gé deficiencies impacting on the Air Force Forces
Es‘E }‘T‘TFFGR‘Y commander's ability to manage tactical air
J{_ﬁ forces in a conflict environment. This system can
; meet neither the commander's present nor his

% ‘projected future operational needs.

'b This report outlines an evolutionary
_-‘ acquisition. approach toward fielding a replacement
?‘Ei system in the near term and providing a core C;Z.
:“L system upon which future capabilities must evolve as
::é technology and requirements change. A test bed
;: based Requirements Definition Study Period (RDSP)
Q: project, managed by Headquarters, Tactical Air
ab Command (HQ TAC), is specified as the solution to
the rapid, accurate, and intelligent specification
: of core system requirements.

The exploitation of the proven capabilities
of evolving Army and Marine tactical Ca operational
: test bed systems, studied in this report, is —) n:f‘,‘;— ity Codes
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9 considered basic to. the RDSP undertaking. The
recommended strategy is aimed at not only fielding
an effective, adaptive tactical Ci system but at

addressing both TACS and joint archltecture 1 )
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Thraégh the RDSP HQ TAC will be able to

o s

begin seriously defining its TACS architecture.

v

Identifiable, visible progress in the definition of

-
P

joint architecture can be made through "hands-on"

exercise, test, and evaluation of user requirements,

I R

employing the systems described in this report.

Meaningful progress in solving the interoperability

-,

problem will not be made until joint architecture
requirements are better defined. Paper studies and

laboratory experiments will not by themselves

ROl e )

suffice,

. "He'" in this report is used in the generic

sense.
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ABSTRACT

This report focuses on command and control
(Cz) system capabilities at the force management
level within the Air Force contingency Tactical Air
Control System (TACS). An investigation of the
primary force level C2 system identifies serious
deficiencies impacting on the Air Force Forces
(AFFOR) commander's ability to manage tactical air
forces in a conflict environment. This system can
meet neither the commander's present nor his
‘projected future operational needs.

This report outlines an evolutionary
acquisition approach toward fielding a replacement
system in the near term and providing a core C2
system upon which future capabilities must evolve as
technology and requirements change. A test bed
based Requirements Definition Study Period (RDSP)
project, managed by Headquarters, Tactical Air
Command (HQ TAC), is specified as the solution to
the rapid, accurate, and intelligent specification
of core system requirements.

The exploitation of the proven capabilities
of evolving Army and Marine tactical C2 operational

test bed systems, studied in this report, is
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CHAPTER I
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INTRODUCTION AND OVERVIEW

The greatest challenge we face 1s continuing to
deter Soviet aggression across the conflict
spectrum--from conventional through strategic
nuclear. On the conventional side, we're
strengthening deterrence by improving the
readiness and capability of our forces.

--Gen Charles A. Gabriel

AW S

u . e

The Conflict Bandwidth

The rate of advancement of information

-
EAY. -

systems technologies renders command and control

(Cz) systems that cannot evolve to keep pace with

JE T e ST e

their change quickly obsolete. C2 systems that are
too inflexible to adapt to the range and dynamic
‘ nature of a commander's operational needs are worse

& than inferior: they are themselves potential

killers.

Conventional Conflict

PRIV T

Modern technology has produced a land and air

battlefield that is on one hand greatly expanded due

P

to the range of modern weapons; on the other hand,

-
'

the decision cycle of the commander has been

e -

dramatically compressed by the speed and accuracy of

. modern delivery platforms. Analyses of the future

O
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conventional battlefield sketch an environment even
more fluid and destructive than that imaginable
today. The importance of salient operational
features (e.g., survivability, flexibility, and
reliability) of C2 systems will increase
concomitantly with the requirements for more

powerful and complex c? system capabilities.

The Subconventional Arena

The so-called 'conflict bandwidth'" has
widened within the last 20 years, the battlefield
mentioned above being only one scenario. Figure 1.1
depicts this changed nature of conflict.1

Subconventional conflict, though
appreciably less threatening to the United States'
security than either conventional or nuclear
conflict, is shown to be far more likely to occur.
Shows of force (deployments to Egypt and Sudan),
terrorism (Iran and Beirut), counter-insurgency
operations (Central America) and low intensity
operations (Grenada) all exemplify the types of
scenarios in which the U.S. has had to operate in
very recent years.

Missions on this end of the conflict
band have typically been time-sensitive and highly
visible. During operations in areas of the world

not having extensive U.S. information systems (e.g.,
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iﬁ in the U.S. European and Pacific Command regions),
oy
2 . . . s . .
. C” has immediately emerged as an overriding issue in
b
5 o
M) 2 . . .
%E force management. C® 1inadequacies, to include
bl interoperability failures, have also, unfortun-

. ately, surfaced in the aftermath of such operations.

i :
:ﬁ General Robert Herres stated in 1984:
el
ko e
o A well managed crisis is no more than a
brief incident, while a badly managed
5 situation inevitably results in tragedy and
1 conflict. The planning aids, communi-
K cations devices and other tools our
A leadership uses to deal with these tense
W situations can gna the difference between
{ these extremes.
:Q‘
i ;
! C2 systems have not been fielded to
a0 ,
by adequately support an Air Force Forces (AFFOR)
i commander 's management of contingency tactical air
"y
s
?5 forces.
o
L% 2 . .
N C~” and the Tactical Air Control System
1,8
:
;: C” Systems
s"‘
™ This report, using the Armed Forces
3 Communications and Electronics Association
?:
L: definition, defines Command and Control systems as:
£\
G |
Those systems that augment the decision-making
o and decision-executing processes of operational
K. commanders and their staffs. The central,
N essential ingredient in any command and control
"y, system is the commander or decision maker
P himself.
-
¢
&
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This definition differs from that of the Department
of Defense (DoD), which has excluded the commander
in its definition (see glossary).

C2 systems are generally distinct from
weapons systems and must be acquired differently.
Reputable studies, feelings among senior military
leaders, and the egregious consequences of acquiring

2

C® systems through traditional processes amply

support this fact. C2 systems, for example:

1. Are characterized by rapidly evolving
technology.
2. In many cases must be tailored to specific

environments, be one-of-a-kind, support
individual commanders, and be required to
readily adapt to changing operational
needs.

3. Above all, are systems whose operational
essence and costs are dominated by an

intangible--software.

An evolutionary approach is the appropriate
strategy through which to acquire C2 systems.

This report examines, in the following
chapter, an evolutionary acquisition (EA) model and
present guidance and policy from the DoD and the Air

Force.
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Force Level CZ in the Tactical Air Control System

The Tactical Air Control System, or TACS,
is an integral and inseparable part of the AFFOR
commander's fighting force. It 1is the Air Force
system through which he exercises centralized
command and decentralized force control.

The senior element within the TACS is the
Tactical Air Control Center (TACC), the AFFOR
commander's tactical command center. C2 functions
within the TACC are, in 1985, still predominantly
manual, inefficient, and very labor-intensive.

The most critical document in the TACS is
the Air Tasking Order, or ATO. The ATO (previously
called the '"frag") is, basically, a mission tasking
order, directed to the commander's subordinate
elements, detailing the types of missions to be
performed and the targets to be attacked.

Excluding automated support employed by the
intelligence functions within the TACC, the only
automated assist to the AFFOR commander's
decision-making and decision-executing processes is
the Computer Assisted Force Management System
(CAFMS). Its principal use is to assist the
operations and planning functions in 'building'® and

disseminating the ATO.
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CAFMS can meet neither the commander's
present nor his future operational requirements.

This report finds CAFMS to be marginally
deployable, 1inflexible, wunsustainable, highly
vulnerable and of questionable reliability.
Further, CAFMS has never achieved Initial
Operational Capability, yet it is the force level C2
system in the TACS. Chapter III reports on an
inspection of CAFMS.

There are no funded programs to address

this serious deficiency.

TACS Architecture

Billions will be spent over the next
several years to acquire and field various elements
of the TACS. A piecemeal system of '"things" is
currently destined to transpire, and these thing-
oriented programs have been retroactively fitted
into an ill-defined, complex, and very confusing
"roadmap'" to the future (see Chapter IV).4 There is
presently no realistic TACS architecture, as such;
it is more a collection of individual systems.

Headquarters, U.S. Air Force has, since
spring 1985, directed the development of technical
and functional information systems architectures to

guide development and integration of information
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systems. Table 1.1 highlights the general trends
§ that will affect Air Force information systems.5

§ Defining future TACS architecture (see
"architecture'" in glossary) will be a difficult and
Y complex undertaking. The '"mixed bag" of present and
¢ planned programs within a 1960s-vintage TACS, the
characteristics of C2 systems, and the extreme
difficulty in articulating future requirements, in

addition to these ''general trends'" are a few

S e

complicating factors.

4
. Architecture development for the TACS must
D
} begin at the force management level.
1 '
A
This Report
f

e

Recommendations

o

The thrust of this report is a series of

recommendations in Chapter IV through VIII:

-
e e e !

{ 1. To correct, in the near term, force
0

, level operational readiness and C2 system

X )

Dy deficiencies.

a 2. To articulate the requirements of a

2

"core" force level C” system into which future

Lo RS W

improvements can and must be integrated.

3. To establish a starting point for and

1 begin definition of TACS architecture.
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i TABLE 1.1

,%, OVERALL TRENDS INFLUENCING AIR FORCE

B

g:; INFORMATION SYSTEMS

tﬂ

i

e 1. Mission-essential information requirements
o8 are growing rapidly.

w

hX . .

ﬁﬁ 2. The increasing stresses of modern combat
2& adversely affect the capability and

7 capacity of information systems to satisfy
. essential requirements.

'.il‘.‘

g“ 3. Technology continues to advance at an

2§ extremely high rate.

j) .

o 4, Total funds spent on information systems

N are rising due to the high incréase in the
g rate of applying automation to previously
e manual processes and upgrading previously
N automated processes; the increase in total
o user requirements more than offsets the
P declines in wunit cost resulting from

— technology advances.

2

i

33’ 5. Systems are becoming too complex to permit

o radical change; evolutionary improvements
are required.
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A decisive EA strategy is the essential
means through which this may be accomplished, with a
requirements definition study period (a test bed) as
the precursor of the fielded system. This report
examines, in Chapter VI, EA approaches toward
requirements definition for Army and Marine,
tactical C2 test bed systems (and a planned Air
Force system in Europe). Software, hardware, and
system capabilities are discussed.

This report considers the exploitation of
the proven capabilities of these systems to be sine
qua non to the timely establishment of an effective

system in the near term.

A Case for Addressing Interoperability

When VAdm Jon L. Boyes, USN (Ret.) reported
in the November 1985 SIGNAL the threat from Senator
Goldwater (R-AZ) to restrict money for
communications equipment "until meaningful progress"
was made in interoperability, he conveyed an
unmistakable message from Mr. Goldwater: DoD must
begin fixing interoperability.6

Serious effort in tackling the dynamic,
increasingly complex interoperability problem began
only last year with the creation of the Joint

Tactical Command, Control, and Communications Agency

(JTCSA), under the command of Major General
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Archibald, USA. JTC"A's job is to ensure inter-

operability of tactical C3 systems; its primary

R

;?“: mission has been, as a means to achieve this goal,
%ﬁi joint architecture development. The ''generic joint
,“Q mission area architecture," a baseline architecture
Vﬁ% currently under development, is a synthesis of the
ii% various service planning guides, such as TAC's
oG present ”roadmap.”7

:&ﬁ Paper studies and laboratory experiments by
Eﬁ? themselves will not provide 'meaningful progress"
{ f‘ toward solving the problem.

iv: This report suggests that, through

gﬁ? "hands-on," user-controlled exercise, test, and
‘?, evaluation of the systems described in Chapters VI
%zt and VII, a genuine leap toward defining Unified
%%} command architectural requirements could be made in
4§£{ the near term. The immediate benefit, as the reader
g%::? will note, will go to the United States Central
Z,"‘,‘::" Command.

The test bed systems examined in Chapter VI

N

are the beginning of '"innovation and common sense'

in C2 requirements definition and architecture

i
o
o5
§'
»
i

£y

development.8
JTCSA can gather invaluable data from such

an approach. Other benefits include more realistic

., %,
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CHAPTER 1II

EVOLUTIONARY ACQUISITION

Men alone, or machines alone, do not spell
success: how men use machines in the
combat environment and the spirit of
leadership, that guides that use, spell
victory or defeat.

--Basic Areospace Doctrine

General Definition of Evolutionary Acquisition

Growing concern among senior military
leaders that command and control systems are
different from, and should be acquired differently
than, weapons systems 1is beginning to be reflected
in DoD and Air Force guidance and policy.
Evolutionary Acquisition, or simply EA, 1is an
alternative strategy that recognizes the uniqueness
of C2 systems. Creditable studies have articulated
these unique characteristics. No command and
control systems acquired via the traditional, serial
approach have been considered successful. The
nature of C2 systems, the rate of changing
technology and requirements, and the glacial speed
of 'business as usual" are but a few reasons for

this.
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Evolutionary Acquisition 1is a system
acquisition strategy in which the user identifies an
overall system requirement in general, functional
terms. A detailed description of a 'core increment"
is developed, and the system is fielded within a
flexible framework allowing for evolutionary growth.
EA is thus an adaptive strategy. As experience is
gained from the operational use of the core
increment the subsequent increment 1is defined,
funded (within an overall system budget), developed,
fielded, and user-tested. The process goes on; it
is iterative.

Subsequent increments or 'blocks'" are
defined sequentially, based on continuing
feedback provided from 1lessons learned in
operational usage, concurrent evaluation of
adequacy of hardware/software configuration, and
judgments of improvements or increased capa-
bilities that can result fr?m application of new
technology, where feasible.

EA and Pre-planned Product Improvement

(PSI) are different concepts, the basic difference
being that PSI does not require the user to accept
significant responsibility in system acquisition.

3

The similarities and differences between EA and P71

are revealed in appendix C.2
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vy The EA Model

vy Figure 2.1 indicates a basic EA model,

i)

ﬁ depicting EA's incremental (and overlapping)

I‘(

ﬁ process, as extracted from the September 1985

. article in SIGNAL by BGen Edward Hirsch, USA

: 220RAL

& (Ret.).>

1

b

ﬁ: The wuser is continuously involved
throughout the 1life of the C2 system, as new

A capabilities are fielded and the system evolves.

0

: One of the fundamental differences between EA and

{ traditional methods is that the C° user is

recognized as a significant-to-dominant player in
the requirements process, and the results of user

testing are fed into specifications of all

k; increments.

% With EA the requirements definition process
’ extends throughout a system's lifetime. Implicit in
% this approach is a much closer and less formal, con-

i‘ taining relationship among user, development, and
T testing communities, throughout the ongoing process.
% To summarize the basic EA model:

p

¥ 1. The user describes an overall, general,

3 functional CZ requirement. Working with

|

the developer he defines the specific
; requirements of a core increment. The

basis of this may be a test bed or
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prototype. The core is an operationally

usable system.

The developer designs a preliminary,
overall system architecture that

facilitates incremental growth throughout

the system's life.

The core increment is developed and fielded
with near term funding. User, developer,
and tester are involved in the acceptance

of the system by the user.

Feedback is provided into the definition of
the next increment, based on the user's
exercise of the system in the operational

environment.

Definition of the next increment, reports

of user satisfaction, and overall program
management provide the basis for funding
(within an overall '"fenced" budget) of the
next increment. The process, rather than

being sequential, is overlapping.

Architectures that cannot be defined with
high specificity initially may have to be

modified 1later. The architecture is an
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Eﬁk essential element and must be given great
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r‘gk_!?. .
: care,
o
KR,
i;j Background
-

Tin £

: Two major studies have provided the

1\

ﬁ'; groundwork for present-day policy governing EA: one
:' Iy .
iﬁb from the Defense Science Board (see glossary) Task
MR )

..q.‘

’ Force on Command and Control Systems Management, the
3ecp?

yﬁ other from the Armed Forces Communications and
O

)
}r:‘ Electronics Association.
RS
L
T The DSB Task Force
)

AN
535 The DSB Task Force was commissioned in 1977
L M
LA

to examine whether or not the United States was
acquiring command and control systems capabilities
commensurate with weapons systems being deployed and

with the United States' available technological and

industrial base.4 The major conclusion reached by
the Task Force indicated a serious deficiency in C2
systems acquisition, and its Command and Control
. Systems Management Report determined that the
ﬁ: existing direction in systems acquisition was not
S
i; applicable to command and control systems.5 Command
. and control systems were found to differ in several
A
MY 0 s .
5'? critical respects from weapons systems, one of which
Y
:“ is the "information rich," software dominant
‘.i-.
features of C2 systems. The report stated "acqui-
e
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é&} sition procedures based on hardware have little a

%,, priori applicability to command and control

:Qﬁ systems."  Subsequent to the DSB's report DoD

a;? directives and instructions were modified to allow

""special management" procedures in C2 system

acquisition.

The AFCEA Study

The Armed Forces Communications and
Electronics Association Command and Control (Cz)
System Acquisition Study was the first major effort
to study what it is about C2 systems that are

different from weapons systems, what impediments had

o been preventing EA from being successfully

f;t implemented, and what actions were required to

U
Ay
’ :: successfully implement EA.6
A

B BGen Edward Hirsch, USA (Ret.) has stated:
w;

%

‘;: The credentials of the study group members
Q%{ are unassailable and impressive, the
A research effort 1is formidable; the

'fi arguments are articulately and 1lucidly

presented, the logic of its conclusions is

0y compelling; and the recommendations are
5»4 sound.

49
ifﬁ The key personnel involved in the AFCEA study are
i shown in Figure 2.2.

ot

o
‘2¢ The study team found no successful c?
Y

‘f} programs where the traditional acquisition

(Milestone I, Milestone II, etc.) process had been
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) followed. Among the more obvious failures was a
program to automate the Tactical Air Control Center,
called TACC AUTO (see Chapter III). The team
disclosed that EA had not been aggressively applied

and that there was great resistance among the formal

Research and Development (R&D) communities to deal

N with what the study team chairman has referred to as
¢

d ""deviant behavior."8 Evolutionary Acquisition was
ﬁ also found to be not well understood, particularly
‘% among senior officers in the user arena.

? The AFCEA study team's overall conclusions
Si are shown in table 2.1.9

:

% Characteristics of C° systems

ib Command and control systems, termed ''mind
e

é extending'" systems by the AFCEA study team, are

% actually decision support systems. c? nmust

N integrate the needs of a commander with the

]

g realities of his operational environment and help
g the commander decide various courses of action to
i take in the employment of his forces. The DSB Task
g. Force report states:

.§ The absence of commonly understood concepts

of command and control system performance
A and the existence of language barriers
¢ among technologists, policy analysts,
¢ planners, and commanders all underlie the
A fact that we in DoD lack any very useful
i conceptual framework for evaluating
specifying command and control systems.
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: TABLE 2.1
; MAJOR CONCLUSIONS OF THE
: AFCEA C% SYSTEM ACQUISITION STUDY

5 1. Evolutionary Acquisition gives a much
4 higher probability that a useful military
capability will be fielded earlier.

i 2, Althoygh Evolutionary Acquisition is policy
i for C® systems, its application is spotty
* and it is not well-defined and understood.

3. Evolutionary Acquisition will not work on a
"business as usual' basis, yet acquisition
support communities (e.g., requirements

! validation, budgeting, contracts,

"ilities," test) discourage approaches

deviant from the traditional approach.

4. Successful Evolutionary Acquisition
requires continuous interaction among
users, providers and testers and a more
influential role by the real user,

L e

5. A potential for chaos exists if C2 system
acquisition proceeds without an
architectural framework, including
flexibility to facilitate growth.
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The dominant role of software. Command and

0 control systems, unlike weapons systems, are
AN
ﬁ; software "intensive.'" Weapons systems are typically

A complex in hardware and usually employ

Y special-purpose processors (requiring extensive
"

e development). Software costs, much more significant
) ind

X than hardware over a system's life cycle, typically
hy comprise a lower percentage of a weapon system's

3 overall cost than with C2 systems. Table 2.2
differentiates some of the basic software

: characteristics of C2 systems and weapons systems.11

1': Table 2.2 may rather conservatively portray
.E' the percentage of system cost attributable to
. software. In the February 1985 Information
53 Technology R&D: Critical Trends and Issues report of
ié the U.S. Congress' Office of Technology Assessment,

. an estimate of the relative cost of software

e 12
o exceeded 80 percent.

) Figure 2.3 would suggest that software

T costs within the Department of Defense double every

M five years, while computer hardware costs steadily
& .13

ég decline.

; How does a commander know what software
¥

&

qualities will support his individual needs if he
doesn't know what technology can, and will be able

to do for him? This holds especially true in areas

N . - ) . 0 AL '",‘ﬁ"" «1v ﬂf - .‘. ‘-,\' TNy H"'\ M '.
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b TABLE 2.2
i)
)\
SOFTWARE DOMINATION OF C2 SYSTEMS

¢
U
* Area C2 Systems Weapons Systems
S
i, Hardware Development Mainly Off-the- Significant Develop-
a Status Shelf ment Required
"
¢
L)
{ Processors General Purpose Special Purpose
- Software as % of 20-50 5-10

Total
4 Operating Systems Multi-Processor Schedulers
Y Multi-Program
§
3
i Number of Simul- Many (10-50) Few (1 to 5)
' taneous Users
‘
L Potential for User High-Expected Low-Exceptional
2 Change after

s Transition
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o where automation is introduced into previously

manual operations.

;; The requirements problem. A commander's
8 requirements are always changing, and the C2 system
;3 must change to support these. Some variables
g include:

Y

. 1. The threat. The gap in weapons and C2

é systems technology enjoyed by the U.S. is
‘g narrowing.

¢ 2

W 2. Geography. C~ systems may be ''coupled"

EE with particular operational settings.

Q CONSTANT WATCH (see glossary) is a good
) example of this.

Doctrine. Air Force doctrine as well as

P
(& ]

"joint" doctrine such as AirLand Battle

-
? steer the employment of C2 systems.
L)
% Doctrinal <changes are influenced by
!
variables such as the changing nature of

? the threat and the predicted future
% battlefield (air and 1land). Technology
Ly
: influences doctrine.

4. Rules of Engagement.
’l
T
9
i
'l
.l
.l
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ﬁ, 5. The scenario. Every unified and specified

W0 command plans for force employment in a

2 variety of scenarios. USCENTCOM, for

I\ example, has planned for dozens of

% scenarios within its 1large Area of

W

D

fﬁ Responsibility. Plans usually provide only

a start for an operation, because no one

‘o can plan for all factors. C2 systems must
K50

g% accommodate these uncertainties.

?- 6. Available systems. As new systems enter
;7 the inventory and old ones are retired (or
’ still retained) the C2 system supported by
3 .

WV .

! these systems must still do its job.

;$ Operational needs such as interoperability
;? further complicate the need for complex
A interfaces. A C° system employed within
;ﬁ the TACC is the crux of the TACS.

2~;

W

R 7. The commander. A C2 system is employed to
{]

o

f support the commander, who is an

:g individual. Thus, it is required to meet
fi

ﬁ his specific needs, which may be tied to
1,1

i all of the above.14

I

)

0

0'.

~:| 2 . e sas

X C® requirements definition and system
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acquisition in the formal, traditional process might

be executed in the following way:

1. The user develops the requirements and
hands them to the developer (for example, Air Force
Systems Command).15

2. Seven to 10 years later, the technology
supporting the requirement is obsolete (see ''The
Constraints,”" Chapter IV), user requirements have
changed, and costs have escalated to the point where
the program office runs out of acquisition money.

3. The resultant system ("thing'") is tested
not against current or real user requirements, but
against contract compliance.

4, User needs are subordinated to contract
compliance, irrespective of how well the contract
meets his real needs.

5. The user gets an obsolete system that does

not meet his needs when fielded.

User, Developer, and Tester Relationships

One of the study's major conclusions was
that for an EA approach to be successful, the
traditional "hands-off" relationship among these
three must be altered. In the traditional
acquisition process the user, after an end-to-end

requirement has been validated and passed to the
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:;':EE development community, usually does not see the
5'3“ system until it has been developed, tested, and
r;e' fielded. In EA all communities are involved, to
:.: varying degrees, from the beginning.

¥ In EA the '"'user" 1is the operational
éié: commander, the individual responsible for the
:E;é planning and conduct of the war. He 1is the

w individual for whom the C2 system is employed.
;’ﬁ The Commander, U.S. Central Command Air Forces
%3 (COMUSCENTAF), for example, is a user (see

i‘. glossary). HQ TAC is also a '"user," albeit a
" user-surrogate. It is axiomatic in EA that no one
except the user (or user plus user-surrogate) can
A adequately state C2 system requirements, and this
' must be mainly accomplished by system use and

% continuous redefinition.

L The role of user and user-surrogate must be
:‘gé that of a partnership. The surrogate must consider
%' the needs of all users of a system and try to fit
?'.9 them together harmoniously. The user-surrogate is
a“: responsible for integrating the evolving systems
é‘n into other systems fielded. The user-surrogate
P must, therefore, ensure that one user's views are
% not unduly influential.16 This user-surrogate re-
L sponsibility will be seen to be quite applicable in
::. this report's recommended EA strategy.
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ﬁﬂ In the traditional approach, AFSC would
e "turn the system over" to Air Force Logistics

i';:"

¥,

{ﬁ Command (AFLC) upon fielding; AFLC would then manage
A its logistics requirements. In EA, the development
ﬁ% community remains a player throughout the system's
N

23 life, since the requirements process is always

)

1

%{ ongoing. The general roles of the developer in EA

-
-
*

(although flexible) are to provide acquisition

éﬁ (non-traditional) expertise, technical (e.g.,

?? architectural) expertise, advocacy and timing of
gs technology insertion.

%; There are no prescribed rules for this,
&Q and, like between the user and user-surrogate, the
f. role of user and developer is that of a partnership.
é, Because under EA the user assumes a greater
é@ duty in system testing, the tradition of the tester
;é (e.g., the Air Force Operational Test and Evaluation
é.?\ Center, AFOTEC) also changes to that of a

§; - partnership. Basically, in EA, the user's role is
- to test the system's operational utility; the tester
ég retains responsibility for testing operational

?} suitability. AFOTEC's responsibility in test and
éé evaluation under an evolutionary approach might be
i. the following:

K

i) 1. Determining whether the ''core" (or later
gs increment to be tested) is sufficiently reliable and
3

Q)
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maintainable to support operation in the user's

field environment.

2. Providing expertise to the user and
provider in the areas of experimental design, data

acquisition, and data analysis.

3. Supporting the user/developer team as
required during test operations in the user

environment.

4. Conducting operaticnal suitability testing
and analysis in such areas as reliability and
maintainability on suitable test models (not

necessarily the “core").

5. Assessing whether the selected architecture
has the capability to accomplish growth, change, and

insertion of new technology.17

Post-AFCEA Study DoD Policy

The DoD did not mandate and direct the use
of EA as the AFCEA study team had strongly
recommended, consistent with the Reagan
administration's policy to ""decentralize
government." Provisions wunder 'Tailoring and
Flexibility" in DoD Directive 5000.1, dated
29 March 1982, do support EA as an acquisition

strategy.18

Defense Acquisition Circular (DAC)
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'Ig
a; 76-43, "Acquisition Management and Systems Design
‘.I”'.
Principles," dated 28 February 1983, though not
4
ﬁ‘ directive in nature, provides more specific guidance
ﬁl and direction in EA to the service. Two sections,
Hed
"Acquisition Strategy'" and ''Command and Control (CZ)

t‘g‘
ws Systems," are distinctly relevant and have been
MY
{5 extracted and included as appendix D.
i

., JLC policy guidelines. The Defense Systems
e,

(
:? Management College (DSMC) has recently drafted
(A3

O
W guidelines on EA to be signed by the JLC, the Joint
g; Logistics Commanders:
B2
I'
' 1. Richard H. Thompson

X General, USA

v Commander

st US Army Materiel Command
A3 2. James P. Mullins
) General, USAF
" Commander

! Air Force Logistics Command
,$ 3. Lawrence A. Skant:ze
} General, USAF

ﬂ Commander
wy Air Force Systems Command

P

. 4, T. J. Hughes

g, Vice Admiral, USN

ay Deputy Chief of Naval Operations

A (Logistics)

. The basic purpose of these guidelines, currently in
)

4

k; coordination, 1is to furnish guidance and, if

‘.

m necessary, assistance to subordinate commanders '"in
t..
- negotiating any special arrangements which might be

U

(2 ndatats
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required to successfully implement evolutionary

19 This phraseology assumes special

acquisition."
meaning when it is delivered from the four-star
general level.

EA will not be mandated. It is a viable

strategy in C2 system acquisition and DoD has left

the implementation in the hands of the military

services.

EA, the Air Force, and 1985

The AFMAG Study

In 1984, under the auspices of the Air
Force Inspector General, a 65-person Air Force
Management Analysis Group (AFMAG) undertook a
three-month, Air Force-wide study of data systems
management and manpower impacts. The team collected
and analyzed data, identified numerous specific
problem areas and proposed solutions. This
document supports EA and, specifically, prototyping
as a means to identify core system requirements. The

AFMAG report gets to the point.20

Air Force Information Systems Architecture

The AFMAG report, per se, did not cause
Headquarters, U.S. Air Force (HQ USAF) to develop

and publish the Air Force Information Systems

Architecture (AFISA) Volume I--Overview; the
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document was under development during the AFMAG
study. The senior AFMAG panel chief was in fact
Brig Gen Denis Brown, the Deputy Assistant Chief of
Staff for Information Systems, HQ USAF. The AFMAG
study's findings, however, provide obvious support
to Volume I.

Referencing the DSB Task Force study and

the AFCEA report, the AFISA Overview states:

The evolutionary acquisition approach was
originally proposed to overcome difficulties
with development of command and control systems
.. It is equally applicable to complex
systems supporting other users and will be
adopted as the preferred strategy for
acquisit}?n of all major Air Force information
systems.

Volume I is the first of a family of
documents that will provide guidance for the design,
development, acquisition and implementation of
information systems, supporting the objectives shown
in Table 2.3.22

The message of the'AFISA, signed by Lt Gen
Robert H. Reed, Assistant Vice Chief of Staff, is

clear:

All information systems which have a
requirement to interface or interoperate
with other information systems will be
guided by this architecture, irrespective
of the acquisition methodology or governing
seréeiSOf Air Force regulations actually
used.

35
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f] TABLE 2.3

4y OBJECTIVES OF THE AIR FORCE INFORMATION

% SYSTEMS ARCHITECTURE

3

ﬁ 1. Refocus the efforts of information systems

' organizations to provide better support to end-users.

)

? 2. Enhance information systems support to specialized
0 functional requirements of the end-users to increase
-% mission effectiveness or permit reductions in resource
) requirements (funds, people, equipment, etc.).

3.  Provide end-users with powerful, flexible integrated
W information handling tools to improve responsiveness and
{ reduce dependency on major system development efforts.

\ 4. Enhance user-friendliness of information systems to
reduce training requirements associated with their use and
application.

S. Provide modern, machine-independent software
engineering tools to expedite development of major systems
X to meet user requirements.

6. Achieve increased interoperability through '‘open
systems" concepts and compatibility using established
protocols and standards.

: 7. Eliminate the existing "air gaps' and technical
barriers to the smooth and timely flow of information.

z 8. Eliminate or replace obsolete and labor-intensive

a systems to save manpower and lower operating costs.

k 9. Evolve to fully integrated digital communications

networks supporting responsive movement of voice, data,
text, graphics and imagery.

; 10. Achieve savings by minimizing duplication of effort

4 and obtaining more effective use of common-user and shared
resources.

- 11,  Achieve increased competition in the acquisition of

y responsive and reliable system resources.

Py ¥

zl 12. Provide information privacy, security and protection
against unauthorized access, use/abuse, alteration/

¥ destruction or denial consistent with National and Air

- Force directives.
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X Discussion

:! ————

st

ﬁ An apparent sign that attitudes toward EA
N

$ are changing, and will continue to change within the

Air Force was reflected in a recent survey of

K general/flag officers having extensive C2

24

and

systems acquisition experience.
01d habits don't break easily, though. Lt

ﬁﬁ Gen Emmett Paige, Jr., Commander, U.S. Army

N Information Systems Command, recently expressed his

concerns about the "business as usual' mentality and

; the present inhibitors to Nondevelopmental Item
ﬁ (NDI) acquisition. (NDI is an Army initiative to

2 buy commercial products and adapt these products to

) fit military uses--a supposition in EA.)

"

@ The lack of innovation in our integrated

] logistics support (ILS) concepts preordain that

i everything procured must fit into and conform to

i standard logistics practices. . . . There is

) little reliance on or use of vendor test data

N . +« + . Finally, a greater emphasis on NDI

& often is mistakenly interpreted by our

o government labs as a de-emphasis and a loss of
workload and jobs. . . . It's hard to push an

N NDI project through the R&D community. It's

> like trydng to stop a traln going downhill

EA has been neglected to date in

significant part due to propensity at levels below

HQ USAF to apply increasingly stringent

[

interpretation of policy and guidelines.
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Program offices were found by the AFCEA
study team to have to go to "extraordinary lengths
to get their jobs done, because they have to
'negotiate truces' with each of the various
functional groups outside the program office.

. ."26 Subterfuge has achieved some success in
implementing evolutionary strategies. This is
accomplished mainly by '"spoofing the system;'" that

is, establishing firm, specific requirements for the

entire life of a c? system and ''throwing out"

remaining increments (and starting over) as each new
increment is fielded.27
It is unlikely that the Air Force will
mandate EA until it has accumulated at least a few
achievements in its database.
The beginning of "innovation and common

sense," to use the DAC 76-43 phrase, in C2 systems

acquisition is rooted in the AFISA. The guidance is

there for commanders to use,.
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. THE COMPUTER-ASSISTED FORCE

K

yk MANAGEMENT SYSTEM (CAFMS)

R

mh

g@ Once the conflict settles down to a steady grind
. of mutual destruction, it is possible to get a
. fix on many of the interactions. More precise
ﬁf planning is then possible. Before that occurs,
Y key factors are largely unknown.

K

a; -~James Dunnigan, How to Make War
%ﬁ The Computer-Assisted Force Management
vy

5%, System (CAFMS, pronounced "kaff'ehms") 1is the

f’ *

4$$. primary automated support to the AFFOR commander--in
o the contingency TACS--in the exercise of force level
A

&% c®. It is a means through which the order tasking
. ¥ 1

3? subordinate elements (e.g., the WOCs) is compiled
AR\

“3 and disseminated. It is an automated assist in the
u‘g‘

@; monitoring of his force status and air mission
L i i

g% status. It is one of the systems supporting the
:f functions within the AN/TSQ-92 transportable

,p

i shelters of the TACC. There are serious problems
p\

b today with CAFMS and its efficacy as a force

i management automated 'assist.'" Unaddressed, these
Yoy

&2 problems will even more seriously impact on an

b "

&‘ operational commander's future tactical C2

”

. capability. This chapter examines CAFMS.
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B Background
.i""&!:'
ga- TACC AUTO
e
o CAFMS was born out of the demise of a
il

' program, Tactical Air Control Center Automation (or
v ot
‘tely TACC AUTO) which, after some 12 years and the
M
]
%%' expenditure of %80 million, was terminated "with
St

prejudice'" by Congress. TACC AUTO was, in fact, one

Vb .
%?‘ of the programs examined by the AFCEA study team.
Y
R 5 It is one of the best cases of the utter failure of
i;f a traditional acquisition process to field an
a2
‘ﬁﬁ. effective C2 system. The AFCEA study cited:
{d:
£
&@’ The absence of a strong user role

Wy .

throughout the program and the 1lack of

. flexibility to adapt to changing requirements

X were key factors in causing the program to fail.
! Difficulty in automating many functions, which

oyt under the traditional acquisition approach
Sk followed had to be done in one development
L cycle, fesulted in prolonged delays and cost
2. growth.

s

Vet s

}ﬁ% The beginning of the TACC AUTO program was
r_“.~

% a Required Operational Capability (ROC) statement,
dated 24 May 1967, that identified the following
1

J Pt

1808 requirements of an automated c? system:

R

" 1. Increase capacity and accuracy in the
A%

g%t display of the air situation and mission progress
f, ‘ data.

\u,_;".t-‘

- s 2. Maintain status of forces and bases.

o+

a
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3. Decrease the time used in the routine and
clerical tasks associated with mission planning.

4, Decrease the time required for preparation

and transmission of the frag (the air tasking)

o order.
\:""'
ﬁ%i 5. Automatically generate and disseminate
N,
1
ﬁ? status and summary reports.2
N N
u‘; Providing this capability to the air
DO
§§f component commander couldn't be done in 13 years for
R0 :
Mﬂ‘ the basic reasons stated in the AFCEA study. The
{
Q?" elementary requirements after TACC AUTO was killed
[} b
%'? however, remained similar to those listed in 1967:
L]
)
é& improve the timeliness, accuracy, and completeness
;@h of the mission planning and operations
40"..
SQ monitoring/assessment functions.
i
5 CAFMS Phase I
s
é%‘ HQ TAC quickly prepared statement of
\.p
%ﬁ: requirement, named the required capability something
Y
not remotely resembling TACC AUTO (hence, CAFMS),
R
;?{ and received Air Staff approval to acquire
M)
%é commercial Automatic Data Processing (ADP) hardware
e
> and software to field a '"Phase I'" operational
Z$§ capability.
A
§\: The objectives of CAFMS, as outlined in
) TAC's June 1979 Data Automation Requirement were
W
‘$ﬂ simply:
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i 1. Construction and review of the Air Tasking
fy Order (ATO).
3, 2. Dissemination of the ATO via remote
@ terminals, AUTODIN, and teletype.
3. Automatic generation of mission schedules.

4. Updating displays (tabular and graphic).

\ 5. Reports generation.
@ 6. Interfaces:

3? a. TADIL-B.

! b.  DC/SR.°

i Phase I, begun in 1979, established TAC as the

N overall CAFMS Program Manager, with Headquarters,
Electronic Systems Division (Air Force Systems

! Command) providing technical assistance in hardware

) and software acquisition, configuration management,
engineering, and logistics.4

2 Much of the code written for applications

5 supporting TACC AUTO was translated to CAFMS, and
4 literally dozens of TACC AUTO software support

4& personnel were available to develop CAFMS

: applications. The CAFMS project was established in
% two phases and began as an evolutionary effort.

:‘ Phase I activities were aimed at getting
§ CAFMS into the hands of the users: Ninth Air Force
3 (9th AF), Twelfth Air Force (12th AF), and the

Z USAF Tactical Air Warfare Center (USAFTAWC). An

?

i
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7%% additional system was delivered at HQ TAC to support
. software development and maintenance. Although HQ
&‘E TAC acted on behalf of the ''real users," there was
“*‘;; during Phase T continual input from the field into
;; CAFMS' development.5 Phase II was designed to allow
I%g ESD to undertake a series of enhancements/upgrades
%§ to the CAFMS systems. The objective was to field
o two "fully deployable'" systems, one software support
§§ facility and one test facility that were completely
§§é logistically supportable and Air Force maintained.
.

;5 Planned improvements included ruggedization of
f:? equipment, development of a full complement of war
e readiness spares, manpower allocation, and other
i improvements to establish a system baseline.

?ﬂ After all units were fielded, CAFMS was
7#: deleted from the HQ USAF Program Management

?f Directive for Tactical Air Control Systems

Egﬁ Improvements.6 Since 1982, CAFMS has survived on
%% end-of-year (fiscal year) fall-out funding. Ninth

Air Force has been able to receive some operations

and maintenance (O&M) funding from USCENTCOM for

uﬂﬁﬁ:
PR
=

5$ maintenance of its CAFMS. The Air Force Audit Agency
25 Area Audit Office cited in 1984, among other
‘é problems, poor maintenance contractor performance
?g and ineffective management of the CAFMS program.7
v The CAFMS Program Review Organization
%G (essentially a committee for CAFMS matters) was
4
i
::
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dissolved during the summer of 1985, and overall

'.;;; CAFMS responsibility was assumed by the Command and
ﬁ"‘

:::4 Control Systems Directorate (HQ TAC/DOY) along with
|"§

Y all TACC matters.

W .

N The Generic CAFMS

u

X The Hardware

The heart of CAFMS is a Perkin-Elmer model

'::‘: 3230 (PE 3230) 32-bit minicomputer. The Central
;:‘ Processing Unit (CPU) has access to 4 MB of primary
‘§,| memory and 320 MB of secondary memory located in
§ four Trident T-80 disk units.

;" At the operating station of the system are
o a Centronics model 6600 600 LPM printer, one

i Perkin-Elmer 800/1600 BPI magnetic tape unit, a
,'3 Perkin-Elmer model 1245 local terminal (operator
" station), and a Remex 6075 paper tape punch/reader.
2 The main processor is configured to support
L 18 local ("dumb'") terminals (the Perkin-Elmer 1245)
- through  standard two-line  communications

E multiplexers.

::' CAFMS supports up to 12 remote terminals,
:: which are located at the Wing Operations Centers
3 (WOCs), the Control and Reporting Centers (CRCs),
g; and the Air Support Operations Center (ASOC) (see
% appendix E). The remote terminal can be employed as
"

)
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Sy a workstation and is comprised of the Delta Data
model 7586 microcomputer, with dual 8" floppy disk

drives and a dot matrix printer. Connectivity to

the 3230 is via standard tactical or commercial

::..; systems. TSEC/KG-30 (soon to be fully upgraded to
':?' TSEC/KG-84) cryptographic equipment, table-top
':::: modems, and Micom error controllers provide for
l::.i? secure transmission between the host and remotes.
‘,:"':3?: The current modems for the system operate at
’:::::3‘;‘ 1200/2400 bps. Host to remote communications is
. four-wire. At present CAFMS cannot be supported by
f. tactical high frequency/independent sideband
i (HF/ISB) radio. Early testing performed by the
Lo MITRE Corporation indicated problems with the MD
g 1061 HF modems supporting data communications
'-"i; following brief propagation 1losses. This is
l,.)‘.. presently being studied. CAFMS also does not have a
‘_.;E satellite communications capability.

i

pd The Software

:i% CAFMS wuses the Perkin-Elmer Operating
:3 System 32 (0S 32), version 6.2, the latest version,
?';'t' in current operation. This operating system has
:; ] been designed to support up to 255 concurrent users.
52 The database management system (DBMS)
b supporting CAFMS is the original version, a version
5:?._: considered by 1985 standards to be incredibly slow
e
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and inefficient. Perkin-Elmer is said to be
presently beta testing version 8.0.

CAFMS software 1is written in COBOL
(approximately 90 percent), FORTRAN (about eight
percent), and Assembler (two percent). Compilers
used to support these applications are very early
versions. Funding has never been made available to
upgrade this software, and this has contributed
greatly to poor system response times experienced by

system users (especially the remote users).

Specific System Capabilities

The PE 3230 system has been designed to

provide the user these basic capabilities:

1. A start-up function that initializes the
system, sets up specific duty authorizations,
assigns message addressee designators and locations,

and "pre-stores'" certain data base records.

2. An orderly shutdown function that completes
the processing of any outgoing messages and allows
the operator to remove the system and database disk

packs prior to erasing the remaining computer memory

and disk packs.

3. A message transmission capability that !

provides for off-line transmission and receipt of
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éj‘e paper tape (the upgrade to magnetic cassette media
“‘ is in progress) to units not equipped with a remote
:E%% terminal. Outgoing messages may be formatted in
%?:5: either JANAP 128 or JINTACCS message formats.
: 4. ATO generation. CAFMS software has been
ég}; designed to allow up to 26 separate ATOs to be
‘-:-' constructed/maintained concurrently. The user may
,‘ review the ATO in either standard ATO format or in
1:‘:1 JINTACCS. Once the message is completed, units are
o notified and they may access the ATO from the data-
| €
: :;. base.
e

{ ‘-;: 5. Mission and force status monitoring. CAFMS
i::.::‘:; ‘can maintain force status information (e.g.,
‘:;E: aircraft status, airfield status, munitions status)
%E;.:‘: and display this information, once input by the
_,_ user, on one of several 'tactical displays."
-C Mission schedules may be updated from either local
::: or remote terminals and displayed in a variety of
ways.8

E\' The Software Support Facility

ik The 1912th Information Systems Support
j Group (1912th ISSG) is CAFMS' Software Support
S.% Facility (SSF). The 1912th, among other missions,
o provides software development and maintenance
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services for the TACS. At present there are 35
officer and enlisted personnel assigned to CAFMS
support functions, which translates to 35 man-years
per year of 1labor. As of October, 1985, 135
applications programs, written in COBOL, reside on
software version 4.0. Not including system
software, this accounts for approximately 350
thousand lines of code. Additionally, there are 125
Assembler programs (approximately 50 lines each) and
15 FORTRAN programs (approximately 2000 lines each).
Ninety-six percent of usable memory is consumed

before the user ever logs on.

The Contractor

All hardware 1logistics support and
configuration management of CAFMS hardware has been
contracted to IMR Systems Corporation. The cost of
fiscal year (FY) 85 planned and remedial maintenance
services was $683,802.9 FY 86 maintenance costs are
expected to exceed $700,000. Air Force Perkin-Elmer
trained maintenance personnel assist IMR technicians
at the field sites. IMR technicians routinely
support CAFMS on deployments, both in the CONUS and
overseas. Deployment options provided in the

contract, to include deployments to hostile overseas

areas, are to be 'negotiated prior to each
10

deployment."
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The Field Sites

In addition to the SSF, CAFMS is fielded at
the 12th AF, Bergstrom AFB, Texas (602nd TACCS); the
9th AF, Shaw AFB, South Carolina (507th TACCS); and
the USAFTAWC (727th TCS(T)) at Hurlburt Field,
Florida. The hardware configuration is not standard
among the three field sites. IMR Systems
Corporation maintains and spares all CAFMS equipment
at the sites. During spring 1985 IMR, at the
request of the CAFMS Program Review Organization
(PRO), developed a list of 60-day contingency spares

($670,000) required for the CAFMS sites. !

This was
one of the PRO's initiatives to ''baseline' CAFMS.
Funding was never allocated for this and all CAFMS
sites remain contractor-dependent for most logistics
matters. At present the 12th AF's CAFMS serves as
the contingency spares supply for the 9th AF, and
vice versa.

A 7 March 1985 PRO Assessment Briefing
revealed that HQ USAF had 'validated" but not funded
computer maintenance (AFSC 305X4) personnel for
CAFMS maintenance. All sites have taken personnel
from authorized billets to work with IMR.

Technically, however, Air Force personnel are not

allowed to perform system maintenance.
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g There is no way that credible reliability
statistics can be gathered. Until late 1984 there
o were no command level maintenance reporting
requirements levied on CAFMS. There has been

limited job control reporting at the site locations,

13 and maintenance personnel candidly report that

Qé procedures are seldom followed. Lack of system
e visibility and contracted logistics support motivate
?? few people to become concerned when equipment

?& breaks. System reliability figures on CAFMS, while
?; deployed on exercises, are conflicting.

é% Training of CAFMS operations personnel at
i% the sites is nonstandard and has been judged

. inadequate by TAC. One of the basic problems is the
¥' almost extreme user '"'unfriendliness" of the system,
2 according to CAFMS operators. All sites conduct
i: in-station training but rely heavily on augmentation
E? during exercises. Operations personnel (often

EJ clerk-typists) who have been fortunate enough to
{M learn CAFMS to a subjective level of proficiency
‘;* find themselves on what a few consider to be "more
‘21 than their share" of exercises. |

L)

W Bergstrom AFB. The CAFMS belonging to 12th
;E AF is located in an S-560 '"3:2" standard shelter
Jf that was obtained from salvage when CAFMS was

% introduced. The shelter leaks when it rains, so

,@

i
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X 602nd TACCS personnel cover it with a tarp.

" Humidity in the van and shelter leakage have caused

N

0 corrosion on the Trident disk drives.

Hurlburt Field. CAFMS at Hurlburt Field is

3
% owned by the 727th TCS(T) and is used primarily to
support exercises of the USAFTAWC Air-Ground

Operations School (AGOS) and Blue Flag, a TAC

g readiness training program. CAFMS remains in an
% S-560, 3:2 shelter located adjacent to the Blue Flag
g building. Terminals are situated in the AGOS and
§ Blue Flag buildings to support particular scenarios.
:g AGOS utilizes CAFMS six times per year; Blue Flag
? utilizes CAFMS quarterly, but only one exercise per
? year supports a contingency TACS scenario

\ (USCENTCOM). Such major exercises as JCS Exercise
k BOLD EAGLE 85 have been supported by the 727th.

% The shelter at Hurlburt leaks, too, and
:' humidity is a problem, but 727th personnel have

t taken creative maintenance measures:

\

i 1. Caulking the leaks (five tubes of

$ caulking).

; 2. Installing dehumidifiers in the van.

§4 3. Painting the roof white to reflect the sun.
z

Shaw AFB. The 507th TACCS is considerably

ST -

better off than its peers. CAFMS at Shaw is housed

e e
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in an 8'x 8'x 20' shelter. This shelter, configured
by the MITRE Corporation as a '"prototype'" shelter,
ag was delivered in 1983, Unlike the other systems,
! 9th AF has a backup (though not an on-line backup)
Perkin-Elmer 3230. The big problem with this van is
) that it weighs 18,500 1bs and cannot be tactically
i airlifted. The attached mobilizers (wheels) cannot
safely support towed speeds exceeding S5 mph on

smooth surfaces, and towing requires an aircraft tug

(R

§_ (non-standard TACS equipment).l? Thus, normal

{ surface transportation for CAFMS is by 40' flatbed
Qﬁ trailer.

?f',

R : : :

W A Typical Configuration

o Figure 3.1 depicts a typical configuration
"

ik of systems residing at the TACC.13 In this case it
n

2 is a 9th AF TACC (12th AF does not have a Message
ﬁ: Processing Center, MPC). One develops a feeling for
X

L CAFMS' vulnerability after tracing a few lines from
\

i the WOCs, the CRCs, etc., to the 18,500 1b

] ""Achilles' heel,” the single point of system

M

“ failure.

0

:3 The TACC is supported by a miscellany of
0 manual and automated systems developed under

W

? independent programs. Appendix E describes various
o

)

5 elements represented in Figure 3.1.
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W Air Tasking Order information can be passed

il to only 12 remote terminals. Intelligence and

e

;»‘. operations systems cannot share information for
[}

Kk constructing or executing the ATO nor can the latest

;.;;:5 intelligence information be readily accessed by the

.Q.’

f::{::‘. Wings, the CRCs, and the ASOC. CAFMS information is
iy

sy received and updated by each Wing, CRC, and ASOC
*?\ through a single terminal, creating a '"choke point"

:‘::': for information at these levels. Units do not

iy

ey

fglg,_ presently have any internal automated network to
2 . .

i_w. rapidly collect information required at the AFFOR

AN

E‘ headquarters, and tasking, intelligence, logistics,

::, and flight planning information cannot be shared at
hE the unit level.

N1

:0 There are no means, other than voice

:fg‘

f' (radio) or manual (hand carry), to disseminate the
t&*':*i ATO and its changes to the ABCCC (see glossary).

; The ABCCC, operated by the 7th Airborne Command and

%’ Control Squadron (7th ACCS), Keesler AFB, MS,
g functions as an alternate TACC and alternate/backup
K3

I ¥ . . .

;3{!' ASOC. There are no means to transmit digital data
St

iy

R3S via HF/ISB radio or SHF SATCOM directly from CAFMS.
45 The Band-Aid to CAFMS

3o

ﬁ;‘ As an effort to improve CAFMS system

-, performance, maintainability, and reliability, HQ

3

B
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3

o

g% N

R TAC, using O&M funding, has recently undertaken a
. project to:

0y

Y

:g 1. Replace CAFMS 1local and remote terminals
o

f" with TEMPEST certified Zenith Z-151 microcomputers.
LN . .

ﬁﬂ 2. Replace the non-TEMPEST Okidata printers
i.i«

&%- with TEMPEST certified printers.

.'g"'i

s 3. Acquire new disk drives (both fixed and
gﬁ removable) and disk controllers to eliminate the
§$ present input/output bottleneck and to increase
.'§

éﬁ- system response time.

‘r; 4, Replace the proprietary hardware (i.e.,
$$ bootloaders) built and installed by the initial
o 14

o0 contractor.

§§ 5. Replace the outdated software presently
ég' used with current versions.

] 5

%s 6. Acquire a software maintenance package to

-/
5& receive future software editions.15
L
l”
‘N The- plan is to acquire hardware and
u"v’l
software to be used by the CAFMS SSF to test,
{ . . . .
&\ modify, and develop applications compatible with
)
R this new hardware and software. A decision will be
\
_ made at a later date to acquire this equipment for
1 a,
£$ the three field locations. It is anticipated that
)
N .
hﬁ CAFMS version 5.0 will be designed to operate on the
e
0 xS
- new equipment, but it is unlikely that the new
‘E-
g
“_n
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hardware and software will be installed prior to
1987. Not including manpower costs associated with
the SSF, the total cost is estimated to exceed $1.5

million.

Summarz

The evolution of CAFMS came to a grinding
halt in 1982 when the program was deleted from the
the PMD. Lack of management visibility on
automation within the TACC, lack of user involvement
in the CAFMS program since 1982, and the perception
of CAFMS' usefulness are a few probable causes of
its present status. It is doubtful that either the
9th or the 12th Air Force commander would seriously
consider the deployment of CAFMS on anything short
of a major conflict. The scarce availability of

airlift would more than likely relegate CAFMS to the

follow-on of follow-on forces. CAFMS has never been
exercised during a ''real-world" operation, anyway,
and the current perception of its reliability is
that it could take days (and it sometimes has taken

days) to become operational.16

The requirement for
rapid rcaction and flexibility in support of
Operation Urgent Fury in Grenada ("Summary,'" Chapter

VI) could not have been met using the present force

level C2 system,
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Air Force Major General Prather, at the
time he was serving as Director of Command and

Control, and Telecommunications at HQ USAF, stated:

ov the years, immediate availability of
. . C°I services has been the expected norm.

Experience has shown that the real time, real
world crisis is a totally different animal.

Typically we face a situation that is of
national importance, time critical agd totally
without preplanning. The need for C°I equipment
is immediate, and decision makers must make 49
with what is available while real nee sand C7I
equipment availability are identified.

From the operational side, General
Kingston, Commander in Chief of USCENTCOM last year
declared:

I am concerned that our old equipment just won't
stand the test. USCENTCOM's goal 1is a
responsive, interoperable system or network of
systems that works from the ground up. New C°I
developments must be able to contribute to the
overalllgission of commanding and controlling my
forces.

The concept of employment of force level C2
has already begun to change. The next chapter
addresses the status of TACS systems planning and
its impact on the operational community.

With no funded programs to replace CAFMS,
the user does not have a system that can adequately
meet his present or changing needs. That is the

bottom line assessment for tactical force level CZ.
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i PLANNING FOR THE FUTURE

e

&

;?. We need to think war, develop wartime

" systems and then adapt them to peacetime use;

K and not develo eacetime systems and then try
N 2 ; P D .

o in vain to make them wartime capable, as we

\ often have done in the past.

4% --Maj Gen John T. Stihl
1

Yol The Master Plan

A

;; The TAF C2 Improvements Developers' Guide

12y is the document most action officers at the

headquarters use to try to make sense of how their

§: particular programs fit into the overall development
: of TAF C2 capabilities. The purpose of this guide

L is to incorporate two documents, the Tactical Air

I

fw‘ Forces Integrated Information System (TAFIIS) Master

ii Plan and the Developers' Guide, into one somewhat
- £1an

)

{ﬁ concise document. The 1984 edition of the

F. Developers' Guide contained 49 separate programs.1
E The August 1985 Tactical Air Forces Interoperability

£ Group (TAFIG) Smart Book, sort of TAFIG's version of

A 1p_

> the Developers' Guide, summarizes 75 programs

Y ?

‘tJ currently being staffed.

5“

e There are numerous programs, in various

K stages, designed to improve the AFFOR commander's

ks

5

i)

3
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k!

? command and control capabilities. The Modular

j Control Equipment (AN/TYQ-23) Project (MCE), for
i example, is planned to replace the c? operations
j centers (AN/TSQ-91, AN/TSQ-61) of the CRC, and the
; Message Processing Center. MCE is a $2.3 billion
A undertaking. This program and several others, such
$ as the Ground Attack Control Center (see glossary),
ﬁj are either included in the HQ USAF Program

% Management Directive (PMD) for TACS Improvements or
$ have their own Program Management Directives. The
{l PMD is the implementing document for a program to
i enter the '"Demonstration and Validation Phase" in
g the traditional acquisition process.

)

R

KN The Road Map

,% One document, the TAFIIS Master Plan,

d attempts to depict the relationships and

5 interrelationships among the plethora of programs.
; It presents these in a manner intended to afford the
f‘ staff officer a single multi-volume document

- containing the design for overall system growth, a
‘S framework for program development, a basis for

l? acquisition inputs, a set of ''road maps'" depicting
é timetables and milestones of the various programs,
;g and other nice to have information.2

:g The basic problem with the Master Plan has
Ny been its size, classification (most volumes are

;

3

K

R
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)
gg classified Secret), and complexity. Staff officers
; typically do not have the time, the patience, or the
%ﬁj background knowledge to wade through the program
&? ""road maps'" and descriptions contained in the Master
;3 Plan (which must be stored in a safe) to make sense
5% of their particular program(s). The document has
%? remained largely unseen, and particularly unread, at

levels that really need the information it contains.

3
b .
.%7 The Revised Master Plan
i Beginning in the summer of 1985, the TAFIIS
%2 Master Plan underwent a major revision, the basic
.;? purpose of which was to produce a more practical
f' document (''user friendliness'" is not just a computer
) term). When it is completed (TechPlan, Inc. has
% been contracted to rewrite the plan) in January
§ 1986, it should be a much smaller, better organized
;j and synthesized document. A major effort has been
§ made to make the plan understandable while
%f supporting tHese goals:
i
# 1. Provide a framework for C2 systems
ﬁ; development.
T 2. Provide an approach for reduced duplication
; in R&D and procurement.

. -
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Q: 3.  Support the TAF c? Improvements Plan and

o

i relate to several other documents, such as

N>

R 21st Century TACS.

H

K,

o It is dubious that, at least in the near

£ future, the Master Plan will be more than a basic

i,

%‘ reference guide. A paper study alone will not

s

ﬁ satisfy TAC's architectural requirements (see "The

vy Transition to the Future,'" this chapter).

"

N

& The Future TACS

)

& Analyses such as those presented in Airland

o Battle 2000, Air Force 2000, 21st Century TACS, and

l

X the Marine Corps Science Technology Objective (STO)

" 254 depict a future surface/air battlefield that is

‘ﬁ highly dynamic, deep, and very destructive. The

%A "worst case' is usually presented in such reports,

N the worst case being a conflict scenario involving

Bt

,ﬁ substantial Soviet and U.S. forces.

N

ﬁl The time allowed the operational commander
to command the air battle is compressed dramatically

if]

:i in such a scenario. Future C2 will be characterized

\

:: by extremely high data rates and processing speeds,

. decision support through AI and knowledge-based

]

é systems, networks designed for flexibility and

»

A survivability, and joint/combined operations under
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§§ stress (electronic combat, nuclear, biological, and
qu chemical warfare).

e

%ﬁ 21st Century Tactical Command and Control
i Architecture. A large team comprised of 50 Air
ﬁ& Force and industry experts recently concluded a
g\t year-long study sponsored by HQ USAF and the Defense
5& Advanced Research Projects Agency (DARPA). The
) basic aim of the study, 21st Century Tactical

ﬁé Command and Control Architecture, was to address
E&‘ high level user requirements and describe a general
iﬁ future TACS architectural framework within which
é; those requirements can be realized. The study

;ff received broad oversight from the HQ USAF Tactical
O C2 Steering Group.3

:’ The study breaks the future TACS into three
" functional subarchitectures: Air Surveillance

F: Management and Control; Surface Surveillance

‘Q Management and Control, and Force Planning. The

%
o

oy

-

general requiremnents, considered ''dominant concerns"

-
-

W for a future architecture, are listed in Table 4.1.4
&* Dispersal of elements, replication of databases

g supporting those elements, and distribution of

" functions supporting the Force Planning (FP) mission
aj comprise the basic FP architecture in this 21st

s; Century TACS.5 Within this architecture operations
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TABLE 4.1
R GENERAL REQUIREMENTS OF THE FUTURE TACS
P 3 2
3
3‘ OPERABILITY INHERENT TRAINING CAPABILITY
” -24 HOUR OPERATIONS ~-SIMULATION/LIVE
Ty (AVAILABILITY) -OPERATIONS/MA INTENANCE
? "
o -USER FRIENDLY - INTERNATIONAL /EXTERNAL
;g: -DEPLOYABLE -INDIVIDUAL TEAMS
" -FLEXIBLE/ADAPTABLE
: GROWTH AFFORDABILITY
. -MINIMUM ATTENDANCE
5 (LOW MANPOWER) -BACKWARD COMPATIBLE
‘: A -MODULAR
B0 SURVIVABILITY -SIMPLE
o -RELIABLE
B ~MOBILITY
£ -NBC HARDENING TRANSPORTABILITY
P -DISTRIBUTED/DISPERSED
iy OPERATION -MODULAR
i -CAMOUFLAGE DECEPTION -SMALL SIZE
; -LIGHTWEIGHT
et SUPPORTABILITY

. ENVIRONMENTAL ADAPTABILITY
Kr . -MAINTAINABILITY
4 -SELF-SUSTAINING -ALL WEATHER
"y -COMMONALITY -DAY/NIGHT
k -TERRAIN
R INTEROPERABILITY/ -CLIMATOLOGY
¥ COMPATIBILITY
S
)
Wy -COMMUNICATIONS
" (SECURE, AJ)
O -DATA BASES
o -JOINT AND ALLIED

-OLD AND NEW
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oW, and intelligence functions are highly inter-
dependent.

J At present the document is under

consideration at HQ USAF to be the basic concept

document for the future TACS architecture.

‘Q What's Going on in 1985

The Constraints

HQ TAC 1is presently working on a

:ﬁ technical architecture for the TACS. The approach
' has been to identify the current system capability
' (e.g., equipment, connectivity) first, fit the
‘E currently funded programs (e.g., TRI-TAC, MCE) into
o 6

this, and then identify the shortfalls.
! One immediate constraint in planning an
architecture that resembles the one articulated in

21st Century Tactical Command and Control

) Architecture is the fielding of Joint Tactical

(M

)

? Communications (TRI-TAC) program equipment (see
)

o glossary). The overall TACS architecture will be
[}

- heavily influenced by the TRI-TAC program (which
(s

'ﬂ began in 1969) for a number of years, with its
& non-state-of-the-art equipment and inflexibility in
}. accommodating changing requirements. The problems
1

;ﬁ of providing overall network survivability have
b actually grown worse with TRI-TAC. Since the Army
;,

'Y

4

)

d
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?::;z’ opted out of the program, lowered equipment
production has caused prices to escalate. The Air
’i:t" Force cannot purchase the amount of equipment that
AR
‘Vf?: it had originally planned to, so operations planning
”:; will be even more impacted from reduced connectivity
.:;E and other user services.
e
“t:%: The Frustration
%“t;‘.‘ Force management will show up as one

)
s'}‘?&g‘ obvious shortfall in TACS architecture development.
:t‘?': It is a shortfall today. The concept of TACC
:i employment is already changing to meet the
5 operational missions of the Numbered Air Force
“:':;” commanders. Flexibility, reliability, survivabili-
E;::i:' ty, modularity, etc., are not concepts that TAC can
35:5: wait until 1995 to begin incorporating into its
::E:::E systems.
“::‘:: The expected scarcity of airlift during a
'i::;‘;‘:'.' Southwest Asia operation has already motivated the
‘:::‘,::;. planning for reduced airlift reliance in TACC
s deployment. Mission Capabilities Statements
zg?é'; (MISCAPs), dated 11 September 1985, forwarded to HQ
;::i:.' TAC from 9th AF reflect a different method of taking
:—.': ' the TACC to war. Ninth Air Force has reduced its
:é.' airlift requirements by over one-third (down from 33
:E::: C-141B equivalent aircraft loads to 20) and has
;;;;,— adopted an echeloned employment concept. The total
i
i
o
)
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3:“ 9th AF TACC package, including automated intelli-
: gence support (LENSCE), has been divided into three
;EE packages. The first is a quick response initial
:%E, package and does not include CAFMS. The second is
':. designed to bring the TACC to full operational
?\% capability. The third package is planned to arrive
3:.2: by sea and provide full road mobility and increased
A communica'cions.7 The second package (the TACC
:.f';‘ follow-on) calls for a 25,000 1b all-terrain

:'::EE forklift, or 20,000 1b capable crane and 40°'

{."', flatbed, to position CAFMS.8

{‘. Users in the '"requirements business.'" The
,.$,: method that 9th AF has used to develop an initial
b TACC capability is a result, clearly, of (1) their
EE:;: experience with CAFMS and a still predominantly
:ﬁ manual TACC, (2) the 18-month lag time between
j:: software application identification and completion
:;5;: and the sense of futility experienced in making
a::‘ _ CAFMS operational, (3) operational requirements
R CAFMS cannot start to fulfill, and (4) increasing
-'_'3 computer literacy among users. What 9th AF has done
;:: is taken their own initiatives. Using an assortment
QC (a "kluge") of microcomputers (e.g., CROMEMCO CS-2s,
?::. Zenith Z-150s) and microcomputer software, a small
;‘Q group of PC afficionados has built a multiuser
e system capable of building a limited-sortie ATO and
R0
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%
a',
;7 presenting force status information in user-friendly
it
. formats. They have, as they say at HQ TAC, placed
%é themselves in '"'the requirements business." |
:} Such behavior is not likely to be met with
h
. continued patience among those in senior staff
¥
Q positions at TAC, and for good reason. TAC is in
iy
$ the requirements business.9
i)
The 9th AF is not alone in its frustration,
l"‘
I
:$ however. Staff officers at the 1st Marine
(M)
;$ Amphibious Force (I MAF), Camp Pendleton,
A
L 4 California, have resorted to similar measures. In a
h‘h
'
;’ letter from the Commanding General, I MAF to the
X Commandant of the Marine Corps:
N What has changed rapidly is thﬁ environment in
31 which this function [i.e., C%] must be
0y accomplished. The demand placed on C° systems
b by the modern battlefield greatly complicate
{. what has neyer been an easy task. . . . These
increased C” demands bring new requirements for
i both procedures and supporting systems [emphasis
¥ added]. The grease pencils, map displays , hand
B delivered messages and face-to-face C
3 coordination measures utilizefowithin the Marine
0 Corps will no longer suffice.
U -
N The Transition to the Future
Q. :
“ As the technical architecture for the
‘Nl
l post-1985 TACS is developed, TAC must work now to
w
3; meet user requirements in the near term, !
! i
1
N validate/revalidate existing functional requirements !

within the TACC, articulate the technical and !
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i% functional requirements for force management, and
Eﬁ field a force level C2 system that can evolve within
ﬁ“ an architecture as requirements and technology
ks change. That is no small job.
;a Air Force Information Systems Architecture,
éﬁ Volume II (draft) provides the following direction
§ in the transition from the existing situation to
W targeted capabilities:
&
$§ This strategy must be developed from the

%‘ end user perspective. The techniques employed
f must be attainable. The strategy must be
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