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SECTION 1. INTRODUCTION TO VOLUME TWO

Volume Two, of the three-volume DDN Protocol Handbook, contains protocol
information pertaining to the DARPA Internet community. It includes specifications
for all current official DARPA Internet protocols plus auxiliary information needed to
implement the protocols. The review process for acceptance of a new protocol for use
by the DARPA Internet research community is described, as is the administrative
structure of the DARPA Internet Research program.

Some of the protocols in this volume have now been adopted as DoD Military Standards
(MIL STDs). The MIL STD versions can be found in Volume One. Note that the
specification style is different for the two versions of protocols, with more emphasis
being put on descriptive detail in the case of the DARPA Internet documents. This
makes the DARPA documents helpful for researchers who are interested in the
development of the protocol, or who are planning to write protocol implementation

programs.

Information included in this volume of the Protocol Handbook was supplied to the DDN
Network Information Center (NIC) by the Deputy Chairman of the Internet Advisory
Board (IAB), on behalf of the Defense Advanced Research Projects Agency (DARPA).
The post of Deputy Chairman is currently held by Dr. Jonathan B. Postel, University of
Southern California, Information Sciences Institute (POSTELQUSC-ISIF.ARPA).

Please note that many of the protocols and RFCs that make up the various sections of
this Handbook have previously been printed as separate documents. Consequently,
some of them have their own separate page numbering. So that the reader can easily
distinguish betwcen the two sets of paging. the page numbering for the Handbook as a
whole is centered below the footer line, whereas any page numbering specific to an
individual document is printed above the footer line.
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BACKGROUND

SECTION 2. BACKGROUND
2.1 A Brief History of the ARPANET

The ARPANET was the first packet-switched store-and-forward host-to-host digital
computer network. It originated as a purely experimental network in late 1969 under a
research and development progran sponsored by the U.S. Department of Defense. The
aetwork was designed to provide efficient communication between heterogeneous
computers so that hardware, software, and data resources could be conveniently shared
by a wide community of users. Today the ARPANET provides support for a large
number of goverament projects with an operational network of several hundred nodes
snd host computers. The three main services offered by the network are MAIL, FILE
TRANSFER, and TELNET (the ability to remotely log in 0 one computer from
another). A number of other services are offered by special purpose programs which
allow the implementation of "distributed computer systems®.

The ARPANET has evoived from a single, packet-switched network, using Interface
Message Processors (IMPs) and leased telephone circuits as the network "backbone”, to
an "internet®, a coilzction of many different kinds of networks iied together by means
of "gateways®. The DARPA [nternet today provides access to several hundred Local
Ares Networks (LANs) as well as other public and private data networks in many parts
of the world. Interoperation of different types of networks is now a major part of the
research activity in the DARPA Internet Community. This fact is reflected in the

DARPA Internet protocols.

In 1083, the existing ARPANET was administratively divided into two unclassified
networks, ARPANET and MILNET, to meet the growing need for az unclassified
operational military network as well as the need for a research and development
network. The physical split into separate networks was completed in September 1984.
Each network now has its own backbone, and is interconnected through controlled
gateways to the other. The ARPANET serves primarily as an experimental research
and development network, while the MILNET functions as an operational military
network for non-<lassified traffic. Commuanication and resource sharing between them
continue, byt are subject to administrative restrictions.
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3.2 Management of the ARPANET

The DDN, including ARPANET, is operated for the DoD by the Defense

Communications Agency. For an overview of the management structure for
ARPANET, see Figure 2-1.

De0
ocA OARPA
i 1

DON PMO wro
OPEAATIONAL ADMINISTRATION,
MANAGEMENT. POLICY, CONFIGURATION,

SECURITY 'S access
ARPANSY

Figure 3-1: Management of the ARPANET

Individuals who have a requirement to attach equipment to the ARPANET should also
consult the ARPANET Information Brochure which Is available from the NIC or from
DTIC.

3.3.1 DARPA/IPTO

DARPA's Information Processing Techniques Office (IPTOQ) is dedicated to developing
advanced information processing and computer communications technclogies for eritical
military and aational security applieations. The building of the ARPANET and
development of its protocols was an [PTO program, which has evolved into what is row
koown as the Iaternet Research Program.

Through IPTO, DARPA sets policy for, and mansges use of, the ARPANET. This is
done within brosd guidelines established for all DDN networks by the DDN PMO. It
also funds the ARPANET, and funds research carried out on the ARPANET. It is
important to emphasize that the DDN PMO operates and manages the ARPANET,
including the node software and hardware, while DARPA pays the backbone operating

costs, sets policy for the ARPANET, and approves access for DARPA-sponsored
subscribers.
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BACKGROUND IEN 48

The Catenet Mocdel for Internetworking

Introduction

The term "catenet" was introduced by L. Pouzin in 1974 in his
early paper on packet network interconnection [1]. The U.S.
DARPA research project on this subject has adopted the term to
mean roughly "the collection of packet networks which are
connected together." This is, however, not a sufficiently
explicit definition to determine, for instance, whether a new
network is in conformance with the rules for network
interconnection which make the catenset function as confederation
of co-operating networks. This paper attempts to define the
objectives and limitations of the ARPA-intermetworking project
and to make explicit the catenet model on which the
internetworking strategy is based.

Objectives

The basic objective of this project is to establish a model and a
set of rules vhich will allow data networks of widely varying
internal operation to be interconnected, permitting users to
access remote resources and to permit intercomputer communication
across the connected networks.

One motivation for this objective is to permit the internal
technology of a data network to be optimized for local operation
but also permit these locally optimized nets to be readily
interconnected into an organized catenet. The term "local" is
used in a locse sanse, here, sin:e it means "peculiar to the
particular network" rather than "a network of limited geographic
extent." A satellite-based network such as the ARPA packet
satellite network therefore has "local" characteristics (e.g.,
broadcast operation) even though it spans many thousands of
square miles geographically speaking.

A second motivation is to allow new networking technology to be
introduced into the existing catenet while remaining functionally
compatible with existing systems. This allows for the phased
introduction of new and obsolescence Of old networks without
requiring a global simultaneous change.

RN L T, CEEES Ty Y T YT AT e xR M T ST R WS - S T TR
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Ascurptions |

One of the first questions which must be ssttled in a project of
this sort is "what types of data networks should be included in
the catenet model?" The answer to this question is rooted in the
basic functionality of each candidate network. Each network is
assumed to support the attachment of a collection of programuable
computers. Our essential assumpticn is that any partizipating
data network can carry a datagram containing no less than 1000
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bits of data not including a local network header containing
local control information. Furthermore, it is assumed that the
participating network allows switched access so that any source
computer can quickly enter datagrams for successive and different
destination computers with little or no delay (i.e., on the order
of tens of milliseconds or less switching time).

Under these assumptions, we can readily include networks which
offer '"datagram" interfaces to subscribing host computers. That
is, the switching is done by the network based on a destination
address contained in each datagram passing across the host to

- network interface.

e Tr WOV R B W L TS v BN T L

The assumptions do not rule our virtual circuit interface
networks, nor do they rule cut very fast digital circuit
switching networks. In these cases, the important functionality
is still that a datagram can be carried over a real or virtual
circuit from source to destination computer, and that the
switching delay is below a few tens of milliseconds.
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An important administrative assumption is that the format of an
internet datagram can be commonly agreed, along with a common

S intermet addressing plan. The basic assumption regarding
datagram transport within any particular network is thrat the
datagram will be carried, embedded in one or more packets, or
frames, across the network. If fragmentation and reassembly of
datagrams occurs within a network it is invisibie for purposes of
the catenet model. Provision is alsc made in the datagram format
for the fragmentation of datagrams into smaller, but identically
: structured datagrams which can be carried independently across

- any particular network. No a priori position is taken regarding
RS the choice between internal (invisible) fragmentation and
reassembly or external (visible) fragmentation. This is left to
each network to decide. We will return to the topic of datagram
format and addressing later.
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It is very important to note that it is explicitly assumed that
datagrams are not necessarily kept in the same sequence on
exiting a network as when they entered. Furthermore, it is

X assumed that datagrams may be lost or even duplicated within the
‘ network. It is left up to higher level protocols in the catenet
model to recover from any problems these assumptions may
introduce. These assumptions de not rule out data networks which
happen to keep datagrams in sequence.

It is also assumed that networks are interconnected to each other
by means of a logical "gateway.” As the definition of the
gateway concept unfolds, we will see that certain types of
network interconnections are "invisible" with respect to the
catenet model. All gateways which are visible to the catenet
model have the characterisztic that they can interpret the address
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fields of internet datagrams so as to route them to other
gateways or to destinations within the networks directly attached
to {or associated with) the gateway. To send a datagram to a
destination, a gateway may have to map an internet address into a
local network address and embed the datagram in one or more local
network packets before injecting it into the local network for

transport.

The set of catenet gateways are assumed to exchange with each
other at least a certain minimum amount of information to enable
routing decisions to be made, to isolate failures and identify
errors, and to exercise internet flow and congestion control.
Furthermore, it is assumed that each catenet gateway can report a
certain minimum amount of status information to an intornetwork
monitoring center for the purpose of identifying and isolating
catenet failures, collecting minimal performance statistics and

80 on.

A subset of catenet gateways may provide access control
enforcement services. It is assumed that a common access control
enforcement mechanism is present in any catenet gateway which
provides this service. This does not rule out local access
control imposed by a particular network. But to provide glcbally
consistent access control, coumonality of mechanism is essential.

Access control is defined, at tha catenct gatewsy, to mean
"permitting traffic to entar or leave a particular network." The
criteria by which entrance and exit permission are decided are
the responsibility of network "accuss controllers” which
establish access control policy. it is assumed that catenst
gateways simply enforce the policy of the access controllers.

The Catenet Model

It is now possible to offer a basic catenet model of operation.
Figure 1 illustrates the main components of the model. Hosts are
computers which are attached to data networks. The host/network
interfaces are assumed to be unique to each network. Thus, no
assumptions about common network interfaces are made. A host may
be connected to more than one network ana it may have mcre than
one connection to the same network, for reliabilicy.

Gatewvays are shown as if they wvere composed of two or mere
"halves.” Each half-gateway has two interfaces:

1. A interface to a local network.

2. An interface to ancther gateway-half.
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One exampla is given of a gateway with three "halves'" connecting
networks A, B, and C. For modelling purposes, it is appropriate
to treat this case as three pairs of gateway halves, each pair
bilaterally joining a pair of networks.

The model does not rule out the implementation of monolithic
gateways joining two or more nets, but all gateway functions and
interactions are defined as if the gateways consisted of halves,
each of which is associated with a specific network.

LR

A very important aspect of this model is that no a priori
distinction is made between a host/network interface and a
gateway/network interface. Such distinctions are not ruled out,
but they are not relevant to the basic catenet model.

B, A TR A P (v IR R | Loa il A 4 | W g

As a consequence, the difference between a host which is
connected to two networks and a monolithic gateway between
networks is entirely a matter of vwhether table entries in other
gateways identify the host as a gateway, and whether the standard
gateway functionality exists in the host. If no othor gateway or
host recognizes the dual net host as a gateway or if the host
cannot pass datagrams transparently from one net to the next,
then it is not considered a catenet gateway.

The model does not rule out the possibility of implemsnting a
gateway-helf entirely as part of u network switching node (e.g.,
as software in an ARPANET IMP). The important aspect of
gatewsy-hal/es is the procedure and protocol by which the
half-gatewvays exchange datagraws and control information.

PN, AP IR PNk N e

The physical interface betwesn directly cornected gateway halves
is of no special importance. For monolithic gatewvays, it is
typically shared memoyy or an interprocess commmication
mechanism of some kind: for distinct gatewvay halves, it might be
HDLC, VDH, any other line control procsdure, or inter-computer
buss mechanism.

Hidden Gateways

0. a'a

e v = - "4

No explicit network hierarchy is assumed in this model. Every
network is known to all catenet gateways and each catenet gateway N
knows how to route internet datagrams so they will eventually I
reach a gateway connected to the destination network.
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The absence of an explicit hierarchical structure means that some
ratwork substructures may be hidden from the view of the catenet
cateways. If a network is composed of a hierarchy of internal
networks connected together with gateways, these "hidden
gateways" will not be visible to the catenet gateways unless the
internal networks are assigned global network addresses and their
intercomnecting gateways co-operate in the global routing and
network flow control procedures.

iy

<3
-, -

Figure 2 illustrates a simple network hierarchy. For purposes
of, identification, the three catenet gateways have been labelled
G(AY), G(BX) and G(CX) to indicate that these gateways join
networks A and X, B and X and C and X, respectively. Only G(AX),
G(BX) , and G(CX) are considered catenet gateways. Thus they
each are aware of networks A, B, C and X and they each exchange
routing and flcw-contrel information in a uniform way between
directly comnected halves.

" -
8%

a3 AN

Network X is composed of three internal networks labelled u, v

and w. To distinguish them from the catenet gateways, the Sy
"hidden gateways" of net X are labelled HG(nm) where "rm" L
indicate which nets the hidden gateways join. For example, .
HG(vw) ioina nats v and w. The notation for HG is symmetric, !
i.e., HG(vW)=HG(wv) . )

Catevays G(AX), G(BX), G(CX) exchange comnectivity and other flow
control information among thamselves, via network X. To do this, A
esach gateway half must lnow an address, local to network X, which b=
will allow network X to route datagrams from G(AX) to G(BX), for .

example. o

From the figure, it is plain that G(BX) is really a host on
network P and network v. But network v is not one of the
globally recognized networks. Furthermore, traffic from G(AX) to -
G(BX) ray travel from net u to net v or via nets u and v to net ‘
v. T: maintain the fiction of a uniform network X, the gateway

halves of G(AX), G(BX) and G(CX) attached to net X must be aware
of the sppropriate address strings to use to cause traffic to be
routed to each zatenet gateway on net X. In the next section, we
outline a basic internet addressing philosophy which permits such
configurations to work.

Loca! Gatevays l

Another element of the catanet model is a "local gateway" -
associated with each host. The local gateway is capable of ¢
reassembling fragmented internet datagrams, if necessary, and is il
responsible for encapsulation of internet datagrams in local

network packets. The local gateway aisc selects internet a
gateways through which to route internet traffic, and responds to !
.
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routing and flow control advice from the local network and
attached catenet gateways.

For example, a local gateway might encapsulate and send an
internet datagram to a particular gateway on its way to a distant
network. The catenet gateway might forward the packet to another
gateway and send an advisory message to the local gateway
recommending a change in its catenet gateway routing table.

o, | ArRWTIRRE

'.'._. Local gateways do not participate in the general routing “_:J
“ algorithm executed among the catenet gateways. Py
A Internet Addressing

The basic internet datagram format is shown in Figure 3. By
assumption, every network in the catenet which is recognized by
the catenet gateways has a unique network number. Every host in
Y each network is identified by a 24 bit address which is prefixed
~ by the network number. The same host may have several addresses
X depending on how many nets it is cormected to or how many network
o access lines connect it to a particular network.

ARy

For the present, it is assumed that internet addresses have the

LY UGS | TR

> form: Net.Host. "Net" is an 8 bit network number. "Host" is a

ot 24 bit string identifying a host on the "Net," which can be

) understood by catenet and possibly hidden gateways.

¢ The catenet gatewvays maintain tables which allow internet
addresses to be mapped into local net addresses. Local gateways
do likewise, at least to the extent of mapping an

i "out-of-network" address into the local net address of a catenet
gateway. ~

'."‘. 'f ’

In general, catenet gateways maintain a table entry for each
"Net" which indicates to which gateway(s) datagrams destined for
that net shculd be sent. For each "Net" to which the gatewvay is
attached, the gatewvay maintains tables, if necessary, to permit
mapping from internet host addresses to local net host addresses.
: The typical case is that a gateway half is connected to only one
- netvork and therefore only needs to maintain local address

: information for a single network.

.,

It is assumed that each network has its own locally specific
- addressing conventions. To simplify the translation from
; internet address to local address, it is advantageous, if

o 0,4 o o e,
o VR

. possible, to simply concatenate a network identifier with the

' local "host" addresses to create an internet address. This
strategy makes it potentially trivial to translate from internet
to local net addresses. v
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More elaborate translations are Pouiblc. For example, in the
case of a network with a "hidden" infrastructure, the "host"
portion of the internet address could include additional
structure which is understood only by catenet or hidden gateways
attached to that net.

In order to limit the overhead of address fields in the header,
it vas decided to restrict the maximm length of the host portion
of the internet address to 24 bits. The possibility of true,
variable-length adirsssing was seriously considered. At one
point, it appeared t'ut addresses might be as long as 120 bits
each for source ard destination. Ths overhead in the higher
level protocols for maintaining tablas cspable of dealing with
the maximum possible address sizes was considared excessive.

For all the networks presently expected to ba a part of the
experiment, 24 bit host addresses are sufficient, even in cases
vhere a transformation other than the trivial concatenation of
local host address with network address is needad to form the 32
bit internet host address.

One of the major arguments in favor of variable length
"addressing” is to support what is called "source-routing.” The
structure of the information in the "address" really identifies a
route (e.g., through a particular sequance of networks and
gatewvays) . Such a capability could support ad hec network
intercomnections in vhich a host cn two nets could serve as a
private gatewvay. Though it would not participate in catenst
routing or flow control procedures, any host which knows of this
mvau gatewsy could send "source-routed” internet datagrams to
t host.

To support experiments with source routing, the internet datagram
includes a special option uvhich allows a source to specify a
routs. The cption format is illustrated in Figure 4. The option
code idantifies the option and the length determines its extent.
The pointer field indicates vhich intermediate destination
address should bs reached naext in the source-salected route.

Source routing can be usad to allow ad hoc network
interconnections to occur before a nev net has been assigned a
global network identifier.

In general, catenst gateways can only intsrpret internet
addresses_of the form Net.Host. Private gatsways could interpret
other, 1olal addresses for desired destinations. If a source
nev the local addresses of each intermediate private gatewvay, it
could construct a source-route vhich is the concatenation of the
local addresses of each intermediate host.
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Local and internet addresses could be inter-mixed in a single
source route as long as catenet gateways only ha<Z to interpret
full intermet addresses when the source-routed datagram appeared
for servicing. Private gateways cculd interpret local and
inteinmet addresses, as desired.

Since the source or destination of a source-routed datagram may
not have an internet address, it may be necessary to provide a
return route for replies. This might be done by nod.ityinq the
content of the original route to contain "back Pointer" to
intermediate destinations. Note that the local address of a
private gateway in one network is usually different from its
local address in the adjacent network.

[, ARBOREOIRe, | ¢ A |

Typically, a source would create a route which contains first the
internet address of the host or gateway nearest to the desired
destination. The next address in the route would be the local
address of the destination. Figure 5 illustrates this notion.
Host A.a vants to communicate with host Z. But Z is not attached
to a formally recognized network.

o
“' a‘

v,
Y e

To achieve its goal, host A.a can emit source-routed packets with
the route: "B.y, Z." B.y identifies the host (private gatevay)
between net B and the nev network as the first intermediate stop.
The private gateway uses the "Z" information to deliver the
datagram to the destination. When the datagram arrives, its
route should contain "y,A.a" if the private gateway knowvs how to
interpret A.a or "y, W, A.a" if the private gateway only lnovs
about addresses local to network B.

L)

-f". “ s .‘.‘ 7
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Other Issues

-~
N

B AAAS

The catenet model should provide for error messagas originating
within a network to be carried usefully back to the source. A

global encoding of error messages or status messages is needed.

It is assumed that the gatewvay halves of a given network have a
common status reporting, flow and congestion control mechanisa.
Hovever, the halves on different nets may operate differently.

There should be a defined interface between gatewvay halves which .
permits internet flow, congestion and error control to be -
exercised. !
s
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A gateway monitoring center (3] is postulated which can collect,
correlate and display current gateway status. Such a center
should not be required for the internet protocols to function,
but could be used to manage an internet envircrment.

Accounting, accountabllity and access control procedures should
be defined for the global catenst.
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VER = VERSION TYPE
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Abstract :“j

The military requirement for computer communications between heterogeneous ':‘.E

computers on heterogeneous networks has driven the development of a standard suite of 3‘,}'

protocols to permit such communications to take place in a robust and flexible manner. g

These protocols support an architecture consisting of multiple packet switched networks :::,

interconnected by gateways. The DARPA experimental internet system consists of ;?

sateilite, terrestrial, radio and local networks, all interconnected through a system of :::

gateways and a set of common protocols.

-
+" 0
o ¥

In this paper, the suite of protocols supporting this internet system is described.
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1. Introduction

The rapid proliferation of computers and other signal processing elements throughout
the military coupled with their need for reliable and efficient exchange of information
has driven the development of a number of computer networking technologies. The
differences in both requirements and environments for these networks has resulted in
different network designs. Furthermore, differences in requirements coupled with
changing technologies has resuited in many different computer types being fielded.
These different computers. although locsted on different networks, still have a
requirement to com:aunicate with each other.

Beginning with the ARPANET (the first packet-switched network) [5], DARPA
(Defense Advanced Research Projects Agency) has sponsored the development of a
oumber of packet switched networking technologies designed to provide robust and
reliable computer communications. These networks have included the primarily land-
line tased ARPANET, packet radio networks (11, 12], and satellite networks (10, 16}.
In addition, the use of other available technologies such as local area networks and
public data networks has also been investigated.

As mentioned above, there is a significant need o be able o interconnect these
various packet-switched networks so that computers on the various networks can
communicate. Furthermore, this communication must be reliable and robust, making
use of whatever coinmunicatics facilities are avallable to accomplish end-to-end
connectivity. To this end, DARPA initiated s program to investigate the ismsues in
interconnection of different packet-switched networks. This effort has rcsulted in an

architecture and set of protocols to accomplish this robust system of intcrconnccted
networks.

In this paper, the current status of the DARPA Experimental Internet System (the
laternet for shaet) in terms of the architecture and set of protocols is described. The
first section gives an overview of the internet architecture, describing the key elements

of the system and their relation W each other. Following that, the set of protocols is

(24
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described. Next, experiences in the test and development of the internet system are

discussed. Finally, a summary and conclusions is given.

Throughout thie reading of this paper, one should keep in mind that the internet

system is still under development. Although a number of protocols have been Ay
standardized within the research. community and are either currently Defense ,ﬁ'
Department standards (6, 7] or in the process of becoming standards, the internet l?
system i3 constantly evolving with new functions and new protocols being developed to VS
meet the ever-changing military requirements. E
2. Architectural Overview ,:'-:.'
The DARPA Internet protocol suite is designed to support communication between 4
heterogeneous hosts on heterogeneous networks as shown in Figure 2-1. A number of i
packet-switched networks are interconnected with gateways. Each of these networks ;.j
are assumed to be designed separately in accordance with some specific requirements .:;::
and environmental considerations (e.g. radio‘line-of-sight. local cable netvorks, ete.). i
However, it is assumed that eack network is capable of accepting a packet of !
information (data with appropriate network headers) and delivering it to a specified .
destination on that particular network. It is specifically not assumed that the network ;
guarantees delivery of the packei. Specific networks may or may not have end-to-end .‘
reliability built into them. .
Thus, two nosts connected to the same network are capable of sending packets of
information between them. Should two hosts on different networks wish to
communicate, the source host would send packets to the appropriate gateway, which .

then would route each packet through the system of gateways and networks until it

reaches a gateway connected to the same network as the final host. At this point, the

gateway sends the packet to the destination host.

The internet system can therefore be viewed as a set of hosts and gateways

interconnected by networks. Each network can act as a link between the gateways and

R FCIIBIRCAI | |

hosts residiag on it, and a gateway looks like a typical host to any network. Packets

t 4

3
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are suitably routed between the hosts and gateways so as to use the correct networks to

traverse the system from source to destination.

Taking this view, it is clear that the service required from each network is simply the

ability to carry packets between attached hosts. Gateways attach to networks as hosts.

’

)
» "
b
d

Since mechanisms must be built into the system to provide end-to-end reliability even in

the face of network failures (by, for example, routing packets through alternate

networks), the only service required from the network is a datagram delivery service.

LA

This means that, given a packet with a destination address on the network, the network

will attempt to deliver the packet to that destination.

The overall internet architecture can therefore be described as four layers. At the

bottom layer, individusl networks and mechanisms for connecting hosts to those

“ .

networks are present. At the next layer, the internet layer, are the mechanisms for

PO

connecting the various networks and gateways into a systemn capable of delivering
packets from source to destination. At the next layer, end-to-end communication

services are built in, including mechanisms such as end-to-end reliability and network

> a A
U

control. Finally, at the upper layer, applications services are provided such as file

transfer, virtual terminal and mail.

«
To describe the internet architecture, it is useful to trace a typical packet as it i
traverses the system from source host to destination host. Figure 2-2 shows the flow of

a packet through the internet system. Data originates at an application layer and needs 13

to be transported to the corresponding layer at the other snd. Using the appropriate o
utility protocol and transport protocol, it packages the data into internet packets. l
These packets are treated as data in the transmission through each of the individual :*_-
networks, so that internet packets move from host to gateway, from gateway to "

gateway, and from final gateway to destination host, in each case looking like just a

Rl B

normal network packet on each network. The interface between the network and the
hosis and guteways are defined by the individual networks, and the hoats and gatewayvs

are responsible for packaging the internet packets into network packets.
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It should be noted at this point that this approach, known as encapsulation, has some

distinct advantages in the interconnection of networks. It is never necessary to build a

_{{

o SRR YA

"translation" device mapping one network protocol into another. The internet layer
provides a common language for communication between hosts and gateways, and can
be treated as simple data by each network. This eliminates the "N x N" problem of

building translating devices for each possible pair of networks, as it is only necessary to

build the interface between the internet layer and each individual network. Thus, hosts ‘
only need know about their local network and the internet protocols. -
3. The Internet Protocol Suite i

To implement the above architecture, a set of protocols has been developed within the ‘:j:

P

AR AR 5

DARPA research community. These protocols have been developed with the above

architecture in mind (namely a layered architecture with certain functionalities in the
host-host protocols, and others in the gateways and networks). As additional

functionalities have been required, either new protocols or modifications to existing ones

»

were developed. It is anticipated that this will continue and therefore the description of

=

the protocol suite given here represents the current state rather than a permanent set of !
“standards". (»:
b

K

Figure 3-1 shows the various protocols currently being used and their relation to one !i
another. |
B

h

3.1. Network Layer Protocols -
At the lowest levels are the Physical, Link and Network protocols. These correspond :t

-

to the Network layer mentioned above and provide the means for a host accessing the

network. (Note that these normally describe the protocol for a host to connect to a

LA

network snd not the protocol used in the network itself, i.e. between the switches of the

network. That is of concern only to the network designer.) The key point to be

remembered here is that the internet system accepts networks as they are and utilizes

Em .

them in an interconnected system of networks to achieve the required end-to-end

8]

communication capability. Thus, the primary areas of concern to the internet system
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are the interface to the network and the performance (e.g. throughput and delay)

offered by the network.

3.2. Internet Protocol
The Internet Protoco! {2, 6] is the lynch pin of the internet system. It is this protocol

: >
: l’*
that insulates applications programs from needing to know specifics about the networks. {:\
P o w
E»-‘. The Internet Protocol (IP) unifies the available network services into a uniform internet .
g ‘-"_‘

datagram service. The IP includes such functions as a global addressing structure,

R

provision for type of service requests (to allow selection of appropriate network level

&

0 3

services where required), and provision for fragmentation of packets and reassembly at

VY Y Y
P2 S
WY e e
. P

the destination host in the event that a packet’s size is larger than the maximum packet

»

size of the network through which the packet is about to traverse. The decision on

what to put into IP and what to leave out was made on the basis of the question "Do

R 2

Lo

vt
s

s v e & = L e
DENTRPASS . 1 el T

gateways need to know it?". The key feature of IP is the Internet Address, a address

scheme independent of the addresses used in the particular networks used to create the

rRCRL BN B
e

Internet.

As can be seen from Figure 2-2, the IP is used for communication between hosts and

13

gaieways, between gateways themselves, and between hosts on an end-'o-end basis. It

2

2.

LR N ]

allows hosts to send packets through the internet system without regard to the network

N i

on which the destination host resides, by having the host send the packet to a gateway

D
¥

. .

T

on the same network as the source host and letting the gateways take responsibility for

a6

. .

determining how to deliver the packet to the final destination network and thereby
destination host. Thus, the [P is critical to the proper operation of the internet system

and the gateways in particular.

. o T e
. o'

.
. ?

3.3. Service Protocols
The internet protocol and layer provides an end-to-end datagram delivery service,

LR
MR

permitting & host to inject a packet into the internet system and have it delivered with

some degree of confidence to the desired deatination. The customer application,

AN | ]

however, typically requires a specific level of service. This may involve specification of

. o,

‘ oL N

©
v
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reliability, error rate, delay, etc. or some combination of those characteristics. Rather

than have each application develop its own end-to-end service protocols, it is desirable

p.:, ;

to have a number of standard services available upon which applications can build.

= |

e
a

Currently, the DARPA experimental internet system has two standard service

.
2

eTh
8

P

LGN N

protocols, the Transmission Control Protocol {TCP) (7] and the User Datagram Protocol

(UDP) [17]. Other protoccls are likely to be developed at this level.

v
LRSI
[

In addition to end-to-end service protocols, there is a requirement for control of the -;::
NEY

internet system. An adjunct to the IP has been developed called the Internei Control %
s"-‘

Message Protocol (ICMP) [19] to serve this need.

-~

=

3.3.1. Transmission Control Protocol

One of the prime uses for computer communication networks is the ability to reliably

-

.

transmit and receive files and electronic mail. The characteristics of such use is the
necessity to pass a [airly large amount of data (typically more than would fit into a
single network packet) reliably and be able to reconstruct the data in sequence. To

support such internet services, the TCP was developed.

®
BC I S B

.
o’

LI
P

.
.

»

®y

TCP provides an end-to-end reliable data stream service. It contains mechanisms to :\ 2
provide reliable transmission of data. These mechanisms include sequence numbers, -
checksums, timers, acknowledgments, and retransmission procedures. The intent of TCP E"'.
is to allow the design of applications that can assume reliable, sequenced delivery of E.‘
data. o

3.3.2. User Datagram Protocol

-
.
o e §
o » .

Many applications do not require a reliable stream service. Sometimes, the basic

datagram service of the internet is sufficient for applications if enhanced by such

"

L

.
.

services as multiplexing different addresses onto the same IP address and checksumming

for data integrity. The UDP provides these services and permits individual datagrams

to be sent between hosts. This supports applications requiring such a transaction-

oriented service.
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p. | AR,

3.3.3. Internet Control Message Protocol

In systems as large and complex as the Internet, it is necessary to have monitoring and

> -

L oy Y

control capabilities, permitting hosts to interact with gateways, as well as both
interacting with internet monitoring and control centers. The ICMP provides the

facility to carry out this control activity. It includes functions such as redirect messages

<

K
.

to permit gateways to notify hosts that they should send packets to a different gateway

PN

%

e

as well as error reporting.

3.4. Application Protocols

Clearly, the purpose of the Internet system is to provide host to host and user to host ;
computer communications service, thereby supporting the required applications. To ":::
accomplish this, the communicating hosts must agree on the pratocol to be used for )
each application. A number of application protocols have beeri agreed upon in the "
DARPA Experimental Internet System, ranging from the very basic terminal access 4

s e % e
« 0" o o .
PP

protocol to permit timesharing over the internet through the provisicn of such services

as name servers aad time servers.

3.4.1. Remote Terminal Protocol

TELNET [21] is the remote terminal access protocol in the DARPA Protocol Suite.
TELNET allows the use of a terminal on one host with a program on another host.
TELNET is based on three ideas: a network virtual terminal, negotiated options, and

Pl
L

aanRar

¥ s

>

L A

the symmetry of processes. TELNET is built on the services provided by TCP.

..
The network virtusl terminal idea is used to define an imaginary terminal as the '-;:
standard terminal. Then all real terminals are mapped by the TELNET v,

implementations into or out of this imaginary standard. All the data traversing the

Internet in TELNET applications is in terms of the imagirary standard terminal.

> .0,
oA L by

I
. s

The negotiated options idea calls for a base level of capability as the default

”

operation. Thea erhancements may be negotiated via the exchange of requests hetwaen
the two hosts. One nice feature of this mechanism is that a request can be rejected

with out needing to know the semantics of the request.
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The symmetry of processes suggests that the TELNET protocol should work the same
both ways. That the protocol is mostly used for connecting Terminals to remote
programs should not drive the protocol to be too specialized to that. It should also

work to link two terminals, or to support process to process communication.

%

(fﬂ

}z
3.4.2. File Transfer Protocol X
The File Transfer Protocol (FTP)[18] is based on a model of files having a few N

attributes, and a mechanism of commands and replies. The command and reply
mechanism is used to establish the parameters for a file transfer and then to actually

invoke the transfer. Like TELNET, FTP runs over TCP ond thus assumes the service
level provided by TCP.

SRR 1%
LRI

PR
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3.4.3. Malil Transfer Protocol

availability of electronic mail facilities (first over the ARPANET and then over the
Internet) to the researchers involved in the effort.

[ 4

e
]
-t
)
.
.x
.

N
An important use of computer networks is the support of electronic mail. In fact, one };:
N, could attribute the success of the DARPA packet-switching research in large part to the ;':::
~
0

The Simple Mail Transfer Protocol (SMTP) [20] is similar to the FTP protocol in that
it uses the same mechanism of commands and replies. The SMTP is simpler than the
FTP though, in that the data exchanged is restricted to just one of the many possible
combination of attributes allowed under FTP. The main concerns in the SMTP

‘e

.‘.-J"A' K .\' KA .. B

Ot it Ml a

R '_"7 I.'..'.'.,.

that the receiving host has taken full responsibility for the message. Like FTP, SMTP

protocol are the provision for negotiating the recipients of a message, and confirming ':.
) .
is built on TCP services. |

L")

3.4.4. Other Application Protocols

— 1 0
‘o" » 1
. 1% .

To illustrate some of the other application protocols that are available as part of the

Internet, we describe two simple applications; a time server and a name serve..

The time server [22] provides a very simple service that returns the time of day when
ever il receives a request. This service may be implemented either on TCP or on UDP.

On TCP, if a TCP connection is opened to the server, the server sends the time of day
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and closed the connection. On UDP, if the server received a datagram, the server sends

cy~s-4
.
av2%y’

back a datagram carrying the time of day.

&
(S
In order that users not be required to know the address of each internet host and to &
facilitate the movement of hosts to different addresses as pait of normal network :.
operations, a host name server [15] is part of the Internet. The host name to address B

lid

lookup service is a transaction style service implemented on UDP. It expects to receive

.
(]
»

datagrams containing the name of an Internet host (e.g., USC-ISIF). When such a

B iy

datagram arrives it adds the Internet address to the information and sends back a

datagram carrying all that information (e.g., USC-ISIF == 10.2.0.52).

Yo
I R N

-

3.5. Gateway Protocols
As mentioned in the architectural overview, packets flow through the system through

AR L]

-
“

the use of gateways located between the networks. Thus, it is necessary that the

)

M
a~'a’e

gateways communicate with each other, both for passing data packets and for
accomplishing the rontrol of the internet, as such control is fully distributed to the

S

a? et ats

gateways.,

.o

.

Datagrams are exchanged between networks via gateways, each of which belongs to
one of several Autonomous Systems (AS). The gateways of each AS operate an Interior
Gateway Protocol (IGP) in order to exchange network reachability and routing

..
T oA,

v A

information within the AS; however, each AS may operate a different IGP suited to its

architecture and operating requirements. The Gateway-Gateway Protocs! (GGP), used ;::
for some time in the present Internet system, is an example of an IGP. The Exterior ‘\
Gateway Protocol (EGP) is operated between selected guteways in each AS in order to !
exchange network reachability and routing information. Each gateway operating EGI
or an IGP maintains a data base that selects the next gateway hop on the path to each .
destination network, of which there are now over 65 in the Internet system. '.:j

All gateways support the Internet Protccol (IP) and the Internet Control Message
Protocol (ICMP), whick are datagram protocols requiring only minimal state storage in
the gateway itsell. IP support includes fragmentation, for those networks that require it,

AR
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software, rapid progress in these fields has been encouraged and facilitated.
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j along with several options including an explicit gateway routing override for special g':::
j applications. ICMF support provides notification messages to the sender in cases of ;:'
h, misrouted traffic, excessive flows and special maintenance messages. %
NS
% 4. Summary of Experiences i
(s It cannot be over emphasized that the system described in this paper is not merely a :i:
b set of standards but rather has been in operaticn and used on a daily basis supporting :-;_
research in networking, command and control and other areas of computer science for !
- over a decade. Figure 4-1 shows a sample indicating the breadth snd heterogeneity of
* the Internet system. The system consists of land-line networks such as the ARPANET :
3 and X.25 public networks, several phases of packet radio networks, a number of local ?::
) areas networks and two different satellite packet switched networks. There are currently i
roughly 100 networks and 60 gateways, all interconnected into a unified system to
provide the robust and reliable computer communications service required by both
military and commercial users. .
N The Internet has been used to support a number of applications and experiments. E
i Interestingly enough, due Lo its experimental nature, perhaps its most imporiant use in ::
_: the past decade has been the support of research into networking and other computer :
' science areas.. By permitting the easy and rapid exchange of information (through both E
:: electronic mail and file transfers) as well as permitting the distributed development of ~.

e

- The Internet has also been used to explore the implications of advanced computer

communicaticns technologies on military concepts and doctrine. la cooperation with
L the US Army, a testbed has been established at Ft Bragg, NC, which is investigating
. the application of advanced communications and disteibuted processine technologies in

the support of Army corcepts in distributed command and control [8]. In cooperation
. with the Strategic Air Command (SAC), the Defense Communications Agency (DCA)
and Rome Air Development Center (RADC) of the Air Force, a testbed has been

established at Offutt AFB, NE, to investigate the use of the Internet technology to

A RV R A Tl 4
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Figure 4¢-1: The DARPA Experimental Internet System
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support strategic reconstitution efforts (8]. The Internet system provides the
communications heart of a joint activity between the United States, United Kingdom,
Germany, Norway and Canada investigating command and control interoperability. In
sddition, a number of experiments have been carried out with the US Navy using the
Internet to demonstrate distributed command and control technologies. Clearly, noae
of these activities could have been performed with such effectiveness if it were not for

the Internet system providing a unified and interoperable communication structure.

At present the International Standards Organization (ISO) is discussing a proposal to
use datagrams as the main mechanism for inter-networking. The internetwork
protocols will fit into a sublayer at the top of the network layer, just below the
transport layer.

Transport layer

internet sublayer
Network layer <

network sublayer

ISO have adopted X.25 as their main network sublayer protocol and have proposed
their own protocol for the transport layer (23, 9]. The DARPA TCP is functionally
similar to the ISO proposal for a transport protocol and can be considered equivalent.

Two groups are currently using the TCP as a transport protocol, the IP as an internet
protocol, and X.25 as the network protocol in a manner which mirrors the SO
proposals. Both groups use the X.25 network as only one component of the path
between the hosts, othe; networks inelude various iocal area networks and the other
constituent networks of the DARPA Internet.

The CSNET group uses TELENET 1o provide connections between a number of honts
in Computer Science Departments throughou: the US {4]. The second group is a
number of European research sites, the main user being University College London
(UcL).
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7.} UCL provides a relay service for mail and remote login that enables US and UK “:*

&
.
?._ e
> W §

YOy
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research workers to access each others facilities [I]. A single international X.25
connection is used to connect hosts at UCL, in England, to various Internet hosts in the
US [3]. The primary protocols used on the international and US sides are TCP and IP.

These are carried on the international public X.25 services.
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Another effective use of the Internet system has turned out to be the measurement of

R

-’

network performance. TCP and IF can be used in network and inter-network

7B

-
»

measurements in a particularly effective manner. The protocols give two advantages:

L

1. The same protocols can be used over a number of networks and therefore
different types of networks. This can allow comparison of network media.

St eI
PRAPE I

&Y.

2. The datagram nature of the IP layer enables network saturation
measurements, while the controlled TCP allows measurement of a more
conventional nature.
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By using a single system to carry out measurements on very different networks the

.
v

bias due to implementation can be eliminated. For instance in a study to compare the

)
L
e

’.

response to overloading in two different satellite systems [13].

The datagram based [P enables measurements to be made of the meximui
throughput a network can provide to a user. Then using the TCP protocol it is possible
to determine how much of that throughput can be utilized by an end user, and what

technigues can be used to optimize the throughput [14].
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5. Summary and Conclusions

An experimental system and set of protocols has been deseribed which permits

communications between heterogeneous host computers on heterogeneous networks.

. By .
T e,

The Internet has evolved over the past fifteen years and has resulted in a set of proven
and tested protocols to support the military requirements for robust and reliable i
computer communications. As those requirements evoive througi: the developmeni of ::.
both new technologies and new military concepts and docirine, it is anticipated that the :.
Internet system will also continue to evolve, developing new protocols and technologies .:':
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to meet those ever-changing requirements.
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PROTOCOL REVIEW AND ACCEPTANCE

)
v

SECTION 3. PROTOCOL REVIEW AND ACCEPTANCE FOR THE
DARFPA INTERNET

3.1 Request for Comments (RFCs)

Before a proposed protocol is accepted for use on the DARPA Internet, it is discussed,
reviewed, and often revised by members of the Internet Advisory Board, its Task
Forces, and other interested parties. This dialogue is captured in a set of technical notes
known as Requests for Comments or RFCs. RFCs may be submitted online to the
Editor-in-Chief, currently Dr. Jonathan B. Postel (POSTEL@QUSC-ISIF.ARPA).
Contributors are requested to foliow the format guidelines outlined in Instructions for
Authors of RFCs, availabie online at the NIC in the file RFC:AUTHOR-
INSTRUCT.TXT.

RFCs are available online or in hardcopy from the NIC. See Section 4 below for
instructions on how to obtain copies of the RFCs and other online NIC files.

3.2 Special Interest Group Discussions

The DARPA Internet also provides a forum for online discussions in several special
fields of interest (SIGs). Many of these discussions take place among implementors of
the network protocols. One such discussion addresses TCP/IP protocol development.
Users of the network can take part in this SIG by joining an online mailing list, called
TCP/IP, which is maintained by the NIC. To become a subscriber send a message to
TCP-IP-REQUEST@SRI-NIC.ARPA.

For a list of other SIGs, FTP the file NETINFO:INTEREST-GROUPS.TXT from the
SRI-NIC host.

3.3 The Internet Advisory Board

The DARPA Internet Research Program is directed by DARPA IPTO with the
assistance of an Internet Advisory Board (IAB) and a set of IPTO-appointed Task
Forces (technical working committees). The LAB consists of the chairmen of the Task
Forces, the DARPA Program Manager, the Chairman of the IAB (the Internet
Architect), the Deputy Chairman. and the Secretary of the IAB.

The IAB guides and reviews the work of the Task Forces, and ensures proper cross
communization among them. The IAB may from time to time create new, or disband
existing, Task Forces.

The Task Forces are expected to generate and develop new ideas, to monitor the
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technical work of the Internet program, and to recommmend additional research activity.
The role of the Task Forces is seminal and advisory, and very important to the

advancement of the research goa!s of the Internet program.

Members of each Task Force are chosen by its chairmar, and they are expected to make
a moderate commitment of time to the work of the Task Force. Most Task Forces also
have mailing lists for persons interested in following the work of a given Task Force.

Current Task Forces and chairmen are:

Task Force Chairman Qtganization
Applications Bob Thomas BBNCC
Gateway Algorithms and Dave Mills M/A-COM
Data Structures
Interoperability and Robert Cole UCL
Autonomous Systems
New End to End Services Bob Braden UCLA
Privacy Steve Kent BBNCC
Robustness and Survivability Jim Mathis SRI
Security Ray McFarland DOD
Tactical Internetting David Hartmann MITRE
Testing Ed Cain DCEC
IAB officers are:

Position Occupant Organization

Internet Architect Dave Clark MIT

Deputy internet Architect Jon Postel ISt

DARPA Program Manager Dennis Perry DARPA

IAB Secretary Chris Perry MITRE

BBNCC - BBN Communications Corporation

DARPA - Defense Advanced Rusearch Projects Agency
DCEC - Defense Communicationas Engineering Center

DOD - Department of Delense

ISI - University of Southern California, Information Sciences Institute
M/A-COM - Linkabit Coporation

MIT - Massachusetts Institute of Technology

MITRE - Miwre Corporation

SRI - SRI International

UCL - University College London

UCLA - University of California at Loe Angeles

Phone numbers for IAB members are available from DARPA or through the NIC
WHOIS server.
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SECTION 4. OBTAINING PROTOCOL INFORMATION
4.1 Military Standards
MIL STD protocols can be ordered from:

Naval Publications and Forms Center, Code 3015
5801 Tabor Drive
Philadelphia, PA 18120

4.2 The DDN Protocol Handbook
Additional copies of this 1985 DDN Protocol Handbook can be ordered from:

DDN Network Information Center
SRI International, Room EJ291
333 Ravenswood Avenue

Menlo Park, CA 64025

Telephone: (800) 235-3155

The price for the three-volume set is $110.90, prepaid, to cover the cost of reproduction
and handling. Checks should be made payable to SRI International. Copies of the
handbtook will also be deposited at DT1C.

4.3 Requests for Comments (RFCs)

RFCs are available online or in hardcopy from the NIC. For network users, the online
versions can be obtaipad via FTP from the SRI-NIC host computer (26.0.0.73 on
MILNET and 10.0.0.51 on ARPANET) using username "anonymous" and password
“guesi” and the pathrame of RFC:RFCxxx.TXT, where "xxx" equals the number of
the RFC desired. An online index is also available with pathname RFC:RFC-
INDEX.TXT. Individuals who wish to be added to the RFC notification list should
send a message to NIC@SRI-NIC.ARPA requesting that their name be added to the

online distribution list. Hardcopies of RFCs may be obtained from the DDN Network "
Information Center by sending a check or purchase order made payable to SRI :",-:
International in the amount of $5.00 for each copy under 100 pages, or $10.00 for 100 '.
pages and above. p-::

4.4 DDN Management Bulletins and Newsletters

» -

K]
e

P
v,

The DDN Management Bulietins and informal DDN Newsletters are available for FTP
from the SRI-NIC machine using username “anonymous® and password “guest* and
pathnames of the type DDN-NEWS:DDN-MGT-BULLETIN-xx.TXT and DDN-
NEWS:DDN-NEWS-xx.TXT, where *xx" is the number of the bulletin or newsletter
desired. All of the uawsletters that are still current are online or: the NIC machine.
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Special quarterly issues of the DDN Newsletter are published both orline and in
hardcopy. The liardcopy versions are distributed to appropriate military agencies by
the DDN PMO. Additional copies are available from the NIC.
Both DDN Management Bulletins and DDN Newsletters can also be read using the
TACNEWS service described above.
[
b 4.5 NIC Services
O
‘
;;.: The DDN Network Information Center (NIC) assists users in obtaining information
¥ pertaining to DoD protocols. The NIC publishes the DDN Protocol Handbook and
maintains a NIC Repository of DoD and related protocol documents. It houses the
s DDN Management Bulletins, the DDN Newsletters, the Requests for Comments (RFC)
s technical note series, and also produces the TCP/IP Protocol Implementation and
-:_ Vendors Guide. The NICT is a good place to start if you need information.
. (800) 235-3155
is the toll-free telephone number to call for user assistance. Service is available Monday
:;: through Friday, 7 am to 4 pm, Pacific time.
‘:[: The NIC host computer is a DEC-2065 running the TOPS-20 operating system with the
2 hostname SRI-NIC and host addresses, 26.0.0.73 (MILNET) and 10.0.0.51 (ARPANET).
NIC online services are avaiiable 24 hours a day, 7 days a week. Operations personnel
~ are in attendance from 4 am - 11 pm weekdays, and 8 am - 12 pm weekends, Pacific
time.
Send online mail to:
’ NICQSRI-NIC.ARPA
Send U.S. mail to:
f-: DDN Network Information Center

SRI International, Room EJ291
333 Ravenswood Avenue
Meunlo Park, CA 94025
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4.6 Other Protocol Information Sources

A subscription to the DoD Index of Specifications and Standards (DODISS) can be
ordered from:

Naval Publications and Printing Service Office
Fourth Naval District

700 Robbins Avenue

Philadelphia, PA 19111

FIPS Standards can be ordered from:

National Technical Information Service (NTIS)
Y U.S. Dept. of Commerce
Er. 5285 Port Royal Road
I Springfield, VA 22161
- Telephone: (703) 487-4630

i ANSI Standards can be ordered from:

American National Standards Institute (ANSI)
Sales Department

1430 Broadway

New York, NY 10018

Telephone: (212) 354-3300

[IEEE documents are available from:

Institution of Electrical and Electronic Engineers
445 Hoes Lane
Piscataway, NJ 08854

CCITT documents can be ordered from:

- International Telecommunications Union
General Secretariat, Sales Section

Place des Nations

CH-1211 Geneva 20

SWITZERLAND
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SECTION 5. CURRENT OFFICIAL ARPANET PROTOCOLS

This section contains RFC 944, *Official ARPA-Internet Protocols”, which identifies
the documents specifying the official protocols used in the internet.
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CURRENT OFFICIAL ARPANET PROTOCOLS RFC 961
Network Working Group J. Reynolds
Request for Comments: 961 J. Pos}:g%
Cbsoletes: RECs 944, 924, 901, 880, 840 December 1985

OFFICIAL ARPA-INTERNET PROTOCOLS

STATUS OF THIS MEMO

CW P BRI A A LPIFES SEEP. """

This memo is an official status report on the protocols used in the
ARPA-Internet community. Distribution of this memo is unlimited.

INTRODUCTION

This REC identifies the documents specifying the official protocols
used in the Internet. Comments indicate any revisions or changes
plamned.

To first order, the official protocols are those in the "Internet
Protocol Transition Workbook" (IPIW) dated March 1982. Thare are
several protocols in use that are not in the IPIW. A few of the
protocols in the IPIW have been revised. Notably, the mail protocols
have been revised and issued as a volume titled "Internet Mail
Protocols" dated November 1982. Telnet and the most useful Telnet
options have been revised and issued as a volume titled “Internet
Telnet Protocol and Options” (ITP) dated June 1983. The Flle
Transfer Protocol has be«n revised most recently as REC 959 which is
not yet included in any collection. Some protocols have not been ‘
revised for many years, these are found in the old "ARPANET Protocol i
Handbook" (APH) dated January 1978. There is also s volume of

protocol related information called the "Internet Protocol
Implenenters Guide" (IPIG) dated August 1982.

This document is organized as a sketchy outline. The entries are
protocols (e.g.., Transmission Control Protocol). In each entry there
are notes on status, specification, comments, other references,

dependencies, and contact.

The STATUS is one of: required, recommended, elective, or
expearimental.

40 AN w, T T e w 4 GEERE- Y e

The SPECIFICATION identifies the protocel defining documents.

The COMMENTS describe any differences from the specification or
problems with the protocol.

The OTHER REFERENCES identify documents that comment on or expand
on the protocol.

Reynolds & Postel (Page 1]
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Official ARPA-Internet Protocols REC 961
The DEPENDENCIES indicate what other protocols are called upon by
this protocol.

The CONTACT indicates a person who can answer questions about the
protocol.

In particular, the status may be:
required
- all hosts must isplement the required protocol,
recomnended

N - all hosts are encouraged to implemsent ths recommended
. protocol,

elective
- hosts may implement or not the elective protocol,
experimental
- hosts should not implement the expsrimental protocol
unless they are participating in the experimsnt and have
coordinated their use of this protocol with the contact
person, and
none
- this is not a protocol.

For further information about protocols in general, pleass
contact:

X Joycs Reynolds
’ff USC - Information Sciences Institute

4676 Adairalty Way
Marina del Rey. California 90292-6695
Phone: (213) 822-1511

ARPA mail: JKREYNOLDSQUSC-ISIB.ARPA

Reynolds & Postal [Page 2)
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Official ARPA-Internet Protocols REC 961

.~

3 4

. OVERVIEW {
Catenet Model =-----=-=-------sc-csccco-ccc-cocos-ocoosocooooooommmssssoses

5 N

- STATUS: None ::\_ﬁ

oM W

N SPECIFICATION: IEN 48 (in IPTW) o

COMMENTS : .r«-‘?::'

Gives an overview of the organization and principles of the Q

Internet. o

Could be revised and expanded. .

OTHER REFERENCES:

Leiner, B., Cole R., Postel, J., and D. Mills, "The DARPA
Protocol Suite", IEEE INFOCOM 85, Washington, D.C., March 198S.
Also in IEEE Communications Magazine, and as ISI/RS-85-153,
March 1985.

Postel, J., "Internetwork Applications Using the DARPA Protocol
Suite", IEEE INFOCOM 85, Washington, D.C., March 1985. Alsoc in
1EEE Communications Magazine, and as ISI/RS-85-151, April 1985.

Padlipsky, M.A., "The Elements of Networking Style and. other iy
Essays and Animadversions on the Art of Intercomputer
Networking", Prentice-Hall, New Jersey, 1985.

REC 871 - A Perspective on the ARPANET Reference Model

DEPENDENCIES :
CONTACT: Postel@USC-ISIB.ARPA Ly

)
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‘.‘.L.
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Official ARPA-Internet Protocols REC 961

NETWORK LEVEL

Internet Protocol ------------s----so-eo-e-sseosoooemoooooooooo- (IP)

W W SR R F- P TR E T

STATUS: Required

e

SPECIFICATION: REC 791 (in IPTW)
COMMENTS :

TR Y - S~

This is the universal protocol of the Internet. This datagram
protocol provides the universal addressing of hosts in the
Internet.

A few minor problems have been noted in this document.

The most serious is a bit of confusion in the route options.
The route options have a pointer that indicates which octet of
the route is the next to be used. The confusion is between the
phrases '"the pointer is relative to this option" and "the
smallest legal value for the pointer is 4". If you are
confused, forget about the relative part, the pointer begins
at 4.

MR .52 v ot T inl

"

Another important point is the alternate reassembly procedure
suggested in REC 815.

“~ e IEEEL * . . ",

Some changes are in the works for the security option.

Note that ICMP is defined to be an integral part of IP. You
have not completed an implementation of IP if it does not
include IQVYP.

OTHER REFERENCES:

PR R TE . U S S

REC 815 (in IPIG)

IP Datagram Reassembly Algorithms

REC 814 (in IPIG) Names, Addresses, Ports, and Routes

REC 816 (in IPIG) Fault Isolation and Recovery

REC 817 (in IPIG)
Implementation

Modularity and Efficiency in Protocol

C*r 4 'REEERR Y

MIL-STD-1777 - Military Standard Internet Protocol

REC 963 - Some Problems with the Specification of the Military
Standard Internet Protocol

« wEEmmE T " Y F
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Official ARPA-Internet Protocols REC 961
DEPENDENCIES : é
CONTACT: Postel@USC-ISIB.ARPA i’
Internet Control Message Protocol -----------=-=-cc-=-=-=—----- (ICMP) ,::
M)
STATUS: Required E}
(¥
SPECIFICATION: REC 792 (in IPTW) &
-
COMMENTS : !
*»
The control messages and error reports that go with the f::
Internet Protocol. W
A few minor errors in the document have been noted. :::
Suggestions have been made for additional types of redirect o
message and additional destination unreachable messages. .
A proposal for two additional ICMP message types ls made in :"
REC 950 "Internet Subnets", Address Mask Request (Al=17), and .
Address Mask Reply (A2=18). The details of these ICMP types .
are subject to change. Use of these ICMP types is ‘.
experimental. L
Note that ICMP is defined to be an integral part of IP. You l
have not completed an implementation of IP if it does not \
include ICMP.
Al
OTHER REFERENCES: REC 950 N
5
DEPENDENCIES: Internet Protocol i
CONTACT: Postel®USC-ISIB.ARPA o
]
:
.
Reynolds & Postel (Page 5] \
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HOST LEVEL
User Datagram Protocol =--------=--==---ccc--co-coooooooooooo—o- (UDP) E
STATUS: Recommended 1';_:
SPECIFICATION: REC 768 (in IPTW) 1-“‘3
COMMENTS : 5

.:.' 3‘{

I3
.
- _F

Provides a datagram service to applications. Adds port
addressing to the IP services.

&

U |
« 2t

The only change noted for the UDP specification is a minor
Clarification that if in computing the checksum a padding octet
is used for the computation it is not transmitted or counted in

)

the length. i
OTHER REFERENCES: b}
.‘:{'

DEPENDENCIES: Internet Protocol

v,

L)
"

CONTACT: Postel@USC-ISIB.ARPA
Transmission Control Protocol =-----=-==-----e-----co-coomuo——oo- (TCP)
STATUS: Recommended

)
»

B! o

A .

28

RARP T

SPECIFICATION: REC 793 (in IPTW)

',;0

COMMENTS :
Provides reliable end-to-end data stream service.
Many comments and corrections have been received for the TCP

specification document. These are primarily document bugs
rather than protocol bugs. :

Event Processing Section: There are many minor correctlons and -?i
clarifications needed in this secticn. =

',:: Push: There are still some phrases in the document that give a
"record mark" flavor to the push. These should be further

5 clarified. The push is not a record mark. 5

- Urgent: Page 17 is wrong. The urgent pointer points to the "

h: last octet of urgent data (not to the first octet of non-urgent !
data) .

Reynolds & Postel {Page 67 O
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[

PRI
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Listening Servers: Several comments have been received on
difficulties with contacting listening servers. There should
be some discussion of implementation issues for servers, and
some notes on alternative models of system and process
organization for servers.

LN
e

%

Maximum Segment Size: The maximum segment size option should
be generalized and clarified. It can be used to either
increase or decrease the maximum segment size from the default.
The TCP Maximum Segment Size is the IP Maximum Datagram Size
minus forty. The default IP Maximum Datagram Size is 576. The
default TCP Maximum Segment Size is 536. For further
discussion, see REC 879.

o
& Sk )
LIV PY

b, i

. ‘
E‘i -
» g w t

A &~

Idle Connections: There have been questions about
automatically closing idle ccnnections. Idle connections are

y r v v

e

ok, and should not be closed. There are several cases vhere

idle connections arise, for example, in Telnet when a user is

thinking for a long time following a message from the server y

computer before his next input. There is no TCP "probe" 0

mechanism, and none is needed. :}

Queued Receive Data on Closing: There are several points where ;&
i

it is not clear from the description what to do about data
received by the TCP but not yet passed to the user,
particularly when the connection is being closed. In general,
the data is to be kept to glve to the user if he does a RECV

call.

. i

Out of Order Segments: The description says that segments that
arrive out of order, that is, are not exactly the next segment
to be processed, may be kept on hand. It should also point out
that there is a very large performance penalty for not doing
so.

"'r"v (]

L5

PR
Tt

User Time Out: This is the time out started on an open or send
call. If this user time out occurs the user should be o
notified, but the connection should not be closed or the TCB
deleted. The user should explicitly ABORT the connection if he
wants to give up.

.
[}
el

TR

OTHER REFERENCES:
RFC 813 (in 1PIG) - Window and Acknowledgement Strategy in TCP
REC 814 (in IPIG) - Names, Addresses, Ports, and Routes

REC 816 (in IPIG) - Fault Isolation and Recovery

.h
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Officlial ARPA-Internet Protocols RFC 961
REC 817 (in IPIG) - Modularity and Efficiency in Protocol
Implementation
REC 872 - TCP Maximum Segment Size
REC 889 - Internet Delay Experiments
REC 896 - TCP/IP Congestion Control
MIL-STD-1778 - Military Standard Transmission Control Protocol

REC 964 - Some Problems with the Specification of the Military
Standard Transmission Control Protocol

DEPENDENCIES: Internet Protocol
CONTACT: Postel@USC-ISIB.ARPA
Host Monitoring Protocol =--=======ceccccccceccccccrcrocanacna—- (HMP)
STATUS: Elective
SPECIFICATION: REC 869
COMMENTS :

This is a good tool for debugging protocol implementations in
remotely located computers.

This protocol is used to monitor Internet gateways and the
TACs.

OTHER REFERENCES:
DEPENDENCIES: Internet Protocol
CONTACT: Hinden@BBN-UNIX.ARPA

Reymolds & Postel (Page 8]
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Cross Net Debugger -------------=---------c-c-—--c-cccc-c-n~- (XNET)
STATUS: Elective
SPECIFICATION: IEN 158
COMMENTS:

L

A debugging protocol, allows debugger like access to remote
systems.

This specification should be updated and reissued as an REC.

»

IR -

LY
OTHER REFERENCES: REC 643 e
A
DEPENDENCIES: Internet Protocol ':
K
e

CONTACT: Postel@USC-ISIB.ARPA

R

N

"Stub" Exterior Gateway Protocol =----=---=-=----c----cc------o- (EGP)

- ..".' T
'l n . .

STATUS: Recommended for Gateways
SPECIFICATION: REC 888, REC 904
COMMENTS :

The protocol used ketween gateways of different administrations
to exchange routing information.

.
-

| MR N

Please discuss any plans for implementation or use of this
protocol with the contact.

OTHER REFERENCES: REC 827, REC 890

T e
‘-"o'

1t
0

DEPENDENCIES: Internet Protocol

.

- e
0

CONTACT: Mills@®USC-ISID.ARPA
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Gateway Gateway Protocol =---==-====-----cc---c--omoo—o-nooca-oo (GGP) E

STATUS: Experimental !

SPECIFICATION: REC 823 ]

COMMENTS : p

The gateway protocol now used in the core gateways. ‘

Please discuss any plans for implementation or use of this |

protocol with the contact. ::

?

OTHER REFERENCES: {

-

DEPENDENCIES: Internet Protocol
CONTACT: Brescia@BBN-UNIX.ARPA

. S AT,

Multiplexing Protocol =---------------c-cccccomcccccmncnnenonn- (MUX)
STATUS: Experimental
SPECIFICATION: IEN 90
COMMENTS :

Defines a capability tc combine several segments from different
higher level protocols in one IP datagram.

No current experiment in progress.  There is some question as
to the extent to which the sharing this protocol envisions can
actually take place. Also, there are soxe issues about the
information captured in the multiplexing header being (a)
insufficient, or (b) over specific.

e, 8 =, v "y~ SENE F F * % " 2 CEHEEEs" I _S_E A S

Please discuss any plans for implementation or use of this
protocol with the contact.

OTHER REFERENCES:

w, Wyl v

DEPENDENCIES: Internet Protocol

- -

CONTACT: Postel®USC-1SI1B.ARPA

P T R
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Stream Protocol =------=-=---------sccsscc-eoseoocooooooe-ooooco (ST)

STATUS: Experimental
SPECIFICATION: IEN 119
COMMENTS :

A gateway resource allocation protocol designed for use in
multihost real time applications.

The implementation of this protocol has evolved and may no
longer be consistent with this specification. The document
should be updated and issued as an REC.

Please discuss any plans for implementation or use of this
protocol with the contact.

OTHER REFERENCES:
DEPENDENCIES: Internet Protocol
CONTACT: jwf@LL-EN.ARPA
Network Voice Protocol ---=----=---=--eecer-c-ccc~ccocococnen (NVP-I1)
STATUS: Experimental
SPECIFICATION: 1ISI Internal Memo
COMMENTS :
Defines the procedures for real time voice conferencing.

The specification is an ISI Internal Memo which should be
updated and issued as an RFC.

Please discuss any plans for implementation or use of this
protocol with the contact.

OTHER REFERENCES: REC 741
DEPENDENCIES: Internet Protocol, Stream Protocol

CONTACT: Casner@USC-ISIB.ARPA

Reynolds & Postel (Page 11)
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Reliable Data Protocol =------------accec-ca--c--ccoc-ooooooooo- (RDP)

STATUS: Experimental

SPECIFICATION: REC 908

COMMENTS :
This protocol is designed to efficiently support the bulk
transfer of data for such host monitoring and control
applications as loading/dumping and remote debugging. The
protocol is intended to be simple to implement but still be
efficient in envirorments where there may be long transmission
delays and loss or non-sequential delivery of message segments.

Please discuss any plans for implementation or use of this
protocol with the contact.

OTHER REFERENCES:

DEPENDENCIES: Internet Protoucol

CONTACT: CWelles@BBN-UNIX.ARPA

Internet Reliable Transaction Protocol -------=r-=-c---cc---- (IRTP)

STATUS: Experimental

SPECIEICATION: REC 938

COMMENTS :
This protocol is a transport level host to host protocol
designed for an internet environment. While the issues
discussed may not be directly relevant to the research problems
of the DARPA community, they may be interesting to a number of
researchers and implementors.

OTHER REFERENCES:

DEPENDENCIES: Internet Protocol
CONTACT: Trudy@®ACC.ARPA

Reynolds & Postel (Page 12)
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APPLICATION LEVEL
Telnet Protocol =--====---m-------cceccccccmecmemsc~me-—e-=- (TELNET)
STATUS: Recommended

SPECIFICATION: REFC 854 (in "Internet Telnet Protocol and
Options'")

COMMENTS :
The protocol for remote terminal access.

This has been revised since the IPIW. REC 764 in IPIW is now
obsoleste.

OTHER REFERENCES:
MIL-STD-1782 - Telnet Protocol

T TSRS LS WV VT VEERWTE X R XA R iR R ™ T ™ 2 R W N N . N N

DEPENDENCIES: Transmission Control Protocol
CONTACT: Postel@USC-ISIB.ARPA 1

Reynolds & Postel [Page 113}
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Telnet Options ------=------cc-ccceccccccoccccnannm" (TELNET-OPTIONS)
STATUS: Elective
SPECIFICATION: General description of options: REC 855
(in "Internet Telnet Protocol and Options")
Number Name REC NIC ITP APH USE
v} Binary Transmission 856 ----- yes obs yes
1 Echo 857 ----- yes obs yes
2 Reconnection ... 15391 no yes no
3 Suppress Go Ahead 858 -~~-- yes obs yes
4 Approx Message Size Negotiation ... 15393 no yes no
5 Status 859 ---~-- yes cbhs yes
6 Timing Mark 860 ----- yes obs yes
7 Remote Controlled Trans and Echo 726 39237 no yes no
8 Output Line Width «>. 20196 no yes no
9 Output Page Size 30197 no yes no

- TS VP S S

10 Output Carriage-Return Disposition 652 31155 no yes no
11 Output Horizontal Tabstops 653 31156 nro yes no
12 Output Horizontal Tab Disposition 654 31157 no yes no
13 Output Formfeed Disposition 655 31158 no yes no
14 Output Vertical Tabstops 656 31159 no yes no
15 Output Vertical Tab Disposition 657 31160 nec yes no
16 Output Linefeed Disposition 658 31161 no yes no
17 Extended ASCII 698 32964 no yes no -
18 Logout 727 40025 no yes no y
19 Byte Macro 735 42083 no yes no y
30 Data Entry Terminal 732 41762 no yes no .
2l SUPDUP 734 736 42213 no yes no )
22 SUPDUP Output 749 45449 no no no l
23 Send Location 779 ----- no no no \
24 Terminal Type 930 --~-- no ne no '
h 25 End of Record 885 ----- no ne no
o 26 TACACS User Identification 927 ----- no no no
27 Output Marking 933 ----- no no no )
- 28 Terminal Location Number 946 ----- no no no
ﬁ' 255 Extended-Options-List 86l ~---- yes obs yes l
o (obs = obsolete) 2
The ITP column indicates if the specification is included in the
Internet Telnet Protocol and Options. The APH column indicates {f
the specification is included in the ARPANET Protocol Han:dbook.
The USE column of the tables above indicates which options are in

general use.

Reynolds & Postel (Page 14}
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COMMENTS:

The Binary Transmission, Echo, Suppress Go Ahead, Status,
Timing Mark, and Extended Options List options have baen
recently updated and reissued. These are the most frequently
implemented options.

The remaining options should be reviewed and the useful ones SR
should be revised and reissued. The others should be ::,s::
eliminated. NN
The following are recommended: Binary Transmission, Echo, by
Suppress Go Ahead, Status, Timing Mark, and Extended Options o~
List. :\-.:‘
OTHER REFERENCES: ;:‘;j:
Pt

DEPENDENCIES: Telnet ﬁ
CONTACT: Postel@USC-ISIB.ARPA -f:,{
File Transfer ProtoCol =------=-====--cmeecommceccacomumannen (ETP)

STATUS: Recommended
SPECIFICATION: RFC 959
COMMENTS :

The protocol for moving files between Internet hosts. Provides
for access control and negotiation of file paramsters.

The following new optional commarkis are included in this
editicn of the specification: Change to Parent Directory
(CDUP) . Structure Mount (SMNT), Store Unique (STOU), Remove
Directory (RMD), Mske Directory (MKD). Print Directory (PWD),
and System (SYST). Note that this specification is compatible
with the previous edition (REC 765).

OTHER REFERENCES:
RFC 678 - Document File Format Standards

MIL-STD-1780 - File Transfer Protocol
DEPENDENCIES: Transmission Control Protocol
CONTACT: Postel@USC-ISIB.ARPA

»
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Trivial File Transfer Protocol =-----==-====-------c----------- (TETP)
STATUS: Elective
SPECIFICATION: REC 783 (in IPIW)
COMMENTS :

/i very simple file moving protocol, no access control is
provided.

This is in use in several local networks.
Ambiguities in the interpretation of several of the transfer
modes should be clarified, and additional transfer modes cnuld
be defined. Additional error codes could be defined to more
clearly identify problems.

OTHER REFERENCES:

DEPENDENCIES: User Datagram Protocol

CONTACT: Postel@USC-ISIB.ARPA

Simple File Transfer Protocol --~--~---c-ce-e~scccocan POOSAOS (SETP)

STATUS: Experimental

SPECIFICATION: REC 913

COMMENTS :
SETP is a simple file transfer protocol. It {ills the need of
people wanting a protocol that is more useful than TETP but
easier to implement (and less powerful) than FIP. SETP
SuppoOrts user access control, fille transfers, directory
listing, directory changing, file renaming and dsleting,
SFTP can be implemented with any reliable 8-bit stream
oriented protocol, this document describes its
specification. SETP uses only one TCP comnection; whereas TFIP
implements a connection over UDP, and FTP uses two TCP
connections (one using the TELNET protocel).

Please discuss ary plans for implamentation or use of this
protocol with the contact.

OTHER REFERENCES:

Reynolds & Postel [Page 16)




CURRENT OFFIC?,L ARPANET PROTOCOLS RFC 961
0k
i
Res
il
Official ARPA-Internet Protocols REC 961 RN

LF .
o

S A
‘v. »"

DEPENDENCIES: Transmission Control Protocol
CONTACT: MKL@SRI-NIC.ARPA

Simmle Mail Transfer Protoco] =----------==-==-==-====-=-------- (SMTP) N
STATUS: Recommended o
SPECIEICATION: REC 821 (in "Internet Mail Protocols") )

|.‘)'I"
COMMENTS : E
The procedure for transmitting computer mail retween hosts. ,’.:_'{;:
This has been revised since the IPIW, it is in the "Internet e
Mail Protocols" volume of November 1982. REC 788 (in IPTW) is e
obsolets. M
There have been many misunderstandings and errors in the early !
implementations. Some documentation of these problems can be oA
found in the file [ISIB]<SMIP>MAIL.ERRORS. o
h"_‘\"
Some minor differences between REC 821 and REC 822 should be P>
resolved. "
OTHER REFERENCES: E
REC 822 - Mail Header Format Standards W
D4
This has been revised since the IPTW, it is in the "Iuternet d:;
Mail Protocols" volume nf November 1982. REC 733 (in IPIW) ox

is obsolete. Further revision of REC 822 is needed to 5

correct some minor errors in the details of the

specification. 53
MTL-STD-1781 - Simple Mail Transfer Protocol (SMIP) :"._:j:
DEPENDENCIES: Transmission Control Protocol :j-:'j
CONTACY': Postel@USC-ISIB.ARPA ‘
o
]
T
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Resource Location Protocol ------~====--se-ce---co--ccc-cnoooo- (RLP)

STATUS: Elective

SPECIFICATION: RFC 887

COMMENTS:
A resource location protocol for use in the ARPA-Internet.
This protocol utilizes the User Datagram Protocol (UDP) which
in turn calls on the Internet Protocol to deliver its
datagrams.

OTHER REFERENCES:

DEPENDENCIES: User Datagram Protocol

CONTACT:  Accetta@CMU-CS-A.ARPA

Loader Debugger Protocol =-----------------e--cceccocccoooooooo (LDP)

STATUS: Experimental

SPECIFICATION: REC 909

COMMENTS :
Specifies a protocol for loading, dumping and debugging target
machines from hosts in a network enviromment. It is also
designed to accommodate a variety of target CPU types. It
provides a powerful set of debugging services, while at the
same time, it is structured so that a simple subset may be
implemented in applications like boot loading where efficiency
and space are 2t a premium.

Please Jdiscuss any plans for implementation or use of this
protocol with the contact.

OTHER RETERENCES:
DEPENDENCIES: Reli:“le Data Protocol
CONTACT: Hinden®BBN-UNIX.ARPA

Reyriolds & Postel (Page 18]
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Remote Job Entry =----------ves-csccccocecccoscmconocoooo mooaoo (RJIE)
STATUS: Elective
SPECIEICATION: REC 407 (in APH)

COMMENTS : I;
The general protocol for submitting batch jobs and retrieving 'k:“
the results. WLl
Some changes needed for use with TCP. E

e

No known active implementations. .':_".:.
DEPENDENCIES: File Transfer Protocol -
Transmission Contrnl Protocol LA

CONTACT: Postel@USC-ISIB.ARPA ye
Remote Job Servic@ ----=---=-=---=---soomcoomeoomoooooaoo (NETRJS) k-

STATUS: Elective
SPECIEICATION: REC 740 (in APH)

)
. -
L) q

COMMENTS : 3
A special protocol for submitting batch jobs and retrieving the ::::_.{:

S

results used with the UCLA IBM OS system.

Please discuss any plans for implemantation or use of this e
protocol with the contact. RO
Revision in progress. _::-f:

OTHER REFERENCES: e
DEPENDENCIES: Transmission Contro) Protocol ‘
CONTACT: Braden@UCLA-CCN.ARPA i

o

LN

Reynolds & Postel [Page 19]
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Remote Telnet Service -----------------c-c-coccoccoooonoo- (RTELNET)

STATUS: Elective
SPECIEICATION: REC 818
CCMMENTS::
Provides special access to user Telnet on a remote system.
OTHER REFERENCES:
DEPENDENCIES: Telnet, Transmission Control Protocol
CONTACT: Postel@®USC-ISIB.ARPA
Graphics Protocol ------------------------ccanccccccnoo—- (GRAPHICS)
STATUS: Elective
SPECIFICATION: NIC 24308 (in APH)
COMMENTS :
The protocol for vector graphics.
Very ainor changss nesded for use with TCP.
No known active implementations.
OTHER REFERENCES:
DEPENDENCIES: Telnet, Transmission Control Protocol
CONTACT: Postel®USC-ISIB.ARPA

Reynolds & Postel (Page 20]
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'

" Echo Protocol =----=------cccccccccomcomorce oo me oo (ECHO)

STATUS: Recommended

.
N

» I 1 g e
Y L 4 I A
g s (e S !

SPECIFICATICON: REC 862

4
B

O

COMMENTS : o,
LA

v .

Debugging protocol, sends back whatever you send it, :‘:':{"
o

OTHER REFERENCES:
DEPENDENCIES: Transmission Control Protocol

-

e eln

3 n
anl

'.‘.* or User Datagram Protocol N

v, CONTACT: Postel@USC-ISIB.ARPA R

L] \' f
Discard ProtoGol =--cc==c--cce-cccccccccc-scocccoa--orooo-o (DISCARD)

B 1A

hd

PRl T

STATUS: Elective

'.""-"',._

9908

)
Ol S
L3 ”»
O .

SPECIFICATION: RFC 863

D
.

COMMENTS :
v Debugging protocol, throws away whatever you send it. .
N OTHER REEERENCES:
E: DEPENDENCIES: Transmission Control Protocol
- or User Datagram Protocol e

CONTACT: Postel@USC-ISIB.ARPA

Character Cenerator P “toCol =------=---=-=ssc---ccccccu-conn (CHARGEN)
STATUS: Elective
SPECIFICATION: REC 864

COMMENTS :
Debugging protocol, sends you ASCII data.

.
w e

'y

G »

OTHER REFERENCES:

.
.
-
”

¢

DEPENDENCIES: Transmission Control Protocol
or Ussr Datagram Protocsl -
Reynolds & Postel [Page 21) o
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CONTACT: PostelJUSC-ISIB.ARPA

Quote of the Day Protocol =~-=-====-=----=-----=--we-cc-cecoo- (QUOTE)

?:_:E STATUS: Elective
& SPECIFICATION: REC 865
E:: COMMENTS :

Debugging protocol, sends you a short ASCII message. .
OTHER REFERENCES: ~.
v DEPENDENCIES: Transmission Control Protocol «.
N or User Datagram Protocol “:r.;'
3 CONTACT: Postel@USC-ISIB.ARPA ﬁ
i:f Active Users Protocol =---=-=---=----c----c--ccceeccccoooncanno (USERS) Nﬁsj
j;: STATUS: Elective 4.;:'.
R SPECIFICATION: REC 866 oSO

COMVENTS:

“a T
.
B
’

Lists the currently active users. ;:5&::;
DEPENDENCIES: Transmission Control Protocol ﬁ
or User Datagram Protocol O

CONTACT: Postel@USC-ISIB.ARPA «33
Einger Protocol =--=-=--=--=--ce--c-ccreseccccccnoanocoocnana- (EINGER) :-:::;_
STATUS: Elective O
SPECIEICATION: REC 742 (in APH) _5

Provides information on the current or most recent activity of
a3 user.

Some extension3 have been suggested.

Reynolds & Postel [Page 2]
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Some changes are are needed for TCP.

OTHER REFERENCES:

DEPENDENCIES: Transmission Control Protocol

CONTACT: Postel@USC-ISIB.ARPA

Whols Protocol =------=---===c--------ccc-cso-o——-coo-coooo- (NICNAME)

STATUS: Elective

SPECIFICATION: REC 954

COMMENTS :
Accesses the ARPANET Directory database. Provides a way to
find out about people, their addresses, phone numbers,
organizations, and mailboxes.

OTHER REFERENCES:

DEPENDENCIES: Transmission Control Protocol -.,-;

[N

- -

b
L‘-

CONTACT: Feinler@SRI-NIC.ARPA

Domain Name Protocol ~---++---=--c-c--secceccmocuonoocoaoann (DOMAIN) f:::‘:
STATUS: Reccmmended .:'::
G

L4

SPECIFICATION: REC 881, 882, 883
COMMENT'S :

.
o

ER M
w's
v .

'« Vs T

OTHER REFFRENCES:

»
5
P
.
WOt

REC 920 - Domain Requiremsnts j~.7::
REC 921 - Domain Name Implementation Schedule - Revised s,*-:
DEPENDENCIES: Transmission Control Protocol :
or User Datagram Protocol ;

CONTACT: Mockapetris@USC-1SIB.ARPA ‘
P

o

Rmymolds & Postel [Page 23) ::‘-"
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HOSTNAME Protocol =-=----=-====------weeseco-ccocooo-o-co-ooo- (HOSTNAME)
STATUS: Elective
SPECIFICATION: RFC 953
COMMENTS :

Accesses the Registered Internet Hosts database (HOSTS.TXT).
Provides a way to find out about a host in the Internet, its

Internet Address, and the protocols it implements. M'-;;
:-," + *
OTHER REFERENCES: Pega
’.:.._‘:\n
REC 952 - Host Table Specification RS
[}

DEPENDENCIES: Transmission Control Protocol gé
CONTACT: Feinler@®SRI-NIC.ARPA ;‘;i-\::.;

e
A,
Host Name Server Protocol =—------=--=--==--c---cuooomoooo (N2MESERVER) e
0 STATUS: Experimental ::ji:-f
SPECIFICATION: IEN 116 (in IPTW) w'
~ O
:\ COMMENTS :
- Provides machine oriented procedure for translating a host name :j: '::-:
"-\ Lo an invenimt Address ".‘.'\':‘
<o .-...:...:
This specification has significant problems: 1) The name u
: oymrex L out of date, 2) The protocel detalles are ambicusus, e
i {n particular, the length octe* either does or doesn't include oA
N itself and the op code. 3) The extensions are not supported by
-~ any known implementation.
LN - _‘:4
".: This protocol is now abandoned in favor of the DOMAIN protocol. ,.,
, Further implementations of this protocol are not advised. E;

Plesze dliscuse any plans for implementation or use of this .

protocol with t'.ha contact. K
OTHER REFERENCES: L
= DEPENDENCIES: User Datagram Protocol o
" CONTACT: Postel@USC-ISIB.ARPA \I:J
¢ RN
- Reynolds & Postel (Page 24) s
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CSNET Mailbox Name Server Protocol -------==-----=-------- (CSNET-NS)
STATUS: Experimental i
SPECIFICATION: CS-DN-2 :2’,
COMMENTS : "
Provides access to the CSNET data base of users to give :-.
information about users names, affiliations, and mailboxes. ==
Please discuss any plans for implementation or use of this .
protocol with the contact. ‘:::
OTHER REFERENCES: i

N¢

DEPENDENCIES: Transmission Control Protocol

of s

CONTACT: Solomon®UWISC.ARPA

Daytime Protocol =-----~------------ccccccremccrrcannacenonn. (DAYTIME)

o
»

e
.
s*1e’

STATUS: Elective
SPECIFICATION: REC 867
COMMENTS :
Provides the day and time in ASCII character string.

AR AR (N

OTHER REFERTI«WES:

Y (A

DEPENDENCIES: Transmission Control Protocol
or User Datagram Protocol

..
R

> 7

CONTACT: Postel@USC-ISIB.ARPA

. 8,
,

Network Time Protocol ~--~----~-=---vesocccvricuconromnnnonnaca (NTP)

*

-~

STATUS: Experimental

'_'
.

SPECIFICATION: REC 958
COMMENTS :

A proposed protocol for synchronizing a set of network clocks
using a set of distributed clients and servers.

£

. e s . e a e
o 02:%
Yatata's a.m‘-‘» . 6 %
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LE -

"

"'

Please discuss any plans for implementation or use of this }«'\t
protocol with the contact. b
OTHER REFERENCES: REC 778, REC 891, REC 956, and REC 957. F‘\-
. ..‘\..

DEPENDENCIES: User Datagram Protocol
CONTACT: Mills@USC-ISID.ARPA

T

Time Server ProtoCol <~---=<-<-=--cccs-cccocccccucorccccccccacs (TIME)
STATUS: Elective 0
SPECIFICATION: REC 868 R
COMMENTS : Q%

)

Providas the time as the number of seconds from a specified
reference time.

. e
SRR

OTHER REFERENCES: e
DEPENDENCIES: Transmission Control Protocol
or User Datagram Protccol i

CONTACT: Postel@USC-ISIB.ARPA ,;
DCNET Time Server ProtoCol =---==---==-=-=---cocomcmocococan (cLOCK) -
STATUS: Experimental :E
SPECIFICATION: RFC 778 i
COMMENTS : ::-
Frovides a mechanism for keeping synchronized clocks. :

Please discuss arny plans for implementation or use of this
protocol with the contact.

OTHER REFERENCES:

B YPY

DEPENDENCIES: Internet Control Message Protocol .
CONTACT: M1118QUSC-1SID.ARPA =

n
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L
SUPDUP Protocol =-------=-==-=cssscoreccsccccoce-sccc-—ca=o-- (SUPDUP} ;
STATUS: Elective
»E SPECIFICATION: REC 734 (in APH) ’,:,:3
Ek COMMENTS : o
ot

A special Telnet like protocol for display terminals.

L

OTHER REFERENCES:

" o
"

{l
i DEPENDENCIES: Transmission Control Protocol ot
CONTACT: Crispin@SU-SCORE.ARPA e
ro)

Internet Message Protocol =---------=r-=---------c-cco-s-osccnoos
STATUS: Experimental
SPECIEICATION: REC 759
COMMENTS :

This is an experimental multimziia mail transfer protocol. The
implementation is called a Message Processing Module or MPM.

!
.

0
)
L]
»
-’ -*

1

»
‘:

».
-'“ A
- L

et

-
&
s

Please discuss any Dlans for implementation or use of this o
protocol with the contact.
e,

OTHER REFENENLES:
REC 767 - Structured Document Formats

DEPENDENCIES: Transmission Control Protocol .
‘~’.
CONTACT: PostelQUSC-ISIB.ARPA ror
[N ";
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Post Cffice Protocol -~ Version 2 =-----=--=------cc----coco-oo (POP2)

) L]
n
-
§
LY
~
-
l‘
N
)
i,

LY
"

STATUS: Experimental

SPECIFICATION: REC 937

COMMENTS :
The intent of the Post Office Protocol - Version 2 (POP2) is to
allow a user's workstation to access mail from a mailbox
server. It is expected that mail will be posted from the
workstation to the mailbox server via the Simple Mail Transfer
Protocol (SMIP) .

Please discuss any plans for implementation or use cof this
protocol with the contact.

OTHER REFERENCES: Obsoletes REC 918
DEPENDENCIES: Transmission Control Protocol
CONTACT: JKReynolds@USC-ISIB.ARPA
Network Standard Text Editor <------~----ev-veo--vcccroccoconan (NETED)
STAIUS: Elective
SPECIFICATION: REC 569
COMMENTS :
Describes a simple line editor which could be provided by every

internet wst.
OTHER REFERENCES:
DEPENDENCIES:
CONTACT: Postel@USC-ISIB.ARPA

Reynolds & Postasl (Page 28)
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APPENDICES
Assigned Numbersg ----~----=-------o------ososccsscossecssscssosssoe-s

STATUS: None

SPECIFICATION: REC 960

COMMENTS :
Describes the fields of various protocols that are assigned
specific values for actual use, and lists the currently
assigned values.

Issued November 1985, replaces REC 943, RIC 790 in IPIW, and
REC 923.

OTHER REFERENCES:
CONTACT: JKReynolds@USC-ISIB.ARPA
PR HZER  Soooe00tmtnoaoson 00n0 0000t t0000 000000 0NEEE EREOCORORCOOT
STATUS: Elective
SPECIFICATION: REC 794 (in IPIW)
COMMENTS :
Describes how to do pre-emption of TCP connections.
COTHER REFERENCES:
CONTACT: Postel@USC-ISIB.ARPA
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Authentication Service -----<------~-c-cw-=e--cecccoo-eeoooooo (AUTH) %

STATUS: Experimental

o SPECIEICATION: REC 931 oy
Eif COMMENTS : F,
5 e

This server provides a means to determine the identity of a
user of a particular TCP connection. Civen a TCP port number
pair, it returns a character string which identifies the owner
of that connection on the server's system.

‘r;

Please discuss any plans for implementation or use of this
protocol with the contact.

OTHER REFERENCES: Supercedes REC 912
DEPENDENCIES: Transmission Control Protocol

,..
..
[}

,_‘W
. [ e}
e B 2 )
%ot
ON M, &

"4

v
¥

‘m-

Y

CONTACT: StJohns@MIT-Multics.ARPA T
Bootstrap Protocol =----==s==c----oo--mocococononacaoaoaaaanas (BOOTP) ::::f

STATUS: Experimental
SPECIFICATION: REFC 951

2L 1)

+ SguPy

vl

COMMENTS :

.
e
A

LA
N

This proposed protocol provides an IP/UDP bootstrap protocol
which allows a diskless client machine to discover its own IP
address, the address of a server host, and the name of a file

A
o

‘l‘

to be loaded into memory and executed. e
Please discuss any plans for implementation or use of this :'f;-'
protocol with the contact. ey

DEPENDENCIES: Internet Protocol, User Datagram Protecol
CONTACT: Croft@SUMEX-AIM.ARPA
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~
Service Mappings =--------------------c-cccomoccoo-ccssoocosssssosseoSs %
STATUS: None !
SPECIFICATION: REC 795 (in IPTW) EE
Y
COMMENTS : w3
Describes the mapping of the IP type of service field onto the -'.'_-‘:::
parameters of some specific networks. E
Out of date, needs revision. S
OTHER REFERENCES: o
CONTACT: Postel@USC-ISIB.ARPA R
Y]
i
Address Mappings ------------------ SEOE00 PR ENEEH0EEOS00EREEONORO0COS
STATUS: None o
.'_'_.1
SPECIEICATION: REC 796 (in IPTW) <
COMMENTS :
Describes the mapping between Intermnet Addresses and the
addresses of some specific networks.
Out of date, needs revision. " j
OTHER REFERENCES: o
al
CONTACT: Postel@USC-ISIB.ARPA "
Document EOrmMAtS =--==-=-=--=-----cesmccoocmmeomcecamceeoeoaaoa - .':::'.‘
STATUS: None e
€ TTIFICATION: REC 678 e
COMMENTS :
Describes standard format rules for several types of documents.
OTHER REFERENCES: 2
CONTACT: Postel@USC-ISIB.ARPA e
b
L
e
N
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Bitmap Formatg -----------------------ccc-cccc-coccococcoomoonoooon-
STATUS: None
SPECIFICATION: REC 797

¥
g

N COMMENTS : r'\
* LCescribes a standard format for bitmap data. r;:_‘::
OTHER REFERENCES: =

" CONTACT: Postel@USC-ISIB.ARPA
:-t: Facsimile FOrmats =-------=-=-=====c==-=c-cccecccccoocaooocoooooono- ;

STATUS: None

: SPECIFICATION: RFEC 804 ".'-‘:
| Describes a standard format for facsimile data.
CONTACT: Postel@USC-ISIB.ARPA -
Host-Eront End Protocol =-------cc-cc-ceccccmocmcmmanacncoann (HEEP) \
STATUS: Experimentai \
1 SPECIEFICATION: REC 929 _
:-:i Please discuss any plans for implementation or use of this '
i protocol with the contact. \
OTHER REFERENCES: REC 928 o
DEPENDENCIES: j'.-_'.
CONTACT: Padlipaky@USC-ISI.ARPA :»;':;
_
Y 3
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Internet Protocol on X.25 Networks =-=---=-----------------~ (IP-X25) &j
STATUS: Recommended
SPECIFICATION: REC 877 "(J_Z
Y

COMMENTS : 0o
3N

Describes a standard for the transmission of IP Datagrams over :’{-"
Public Data Networks. e

OTHER REFERENCES: S
CONTACT: Jtk@PURDUE.ARPA e
Internet Protocol on DC Networks ------=-=-===-------------- (IP-DC) ;:‘::
ra

.,

STATUS: Elective

SPECIEICATION: REC 891
COMMENTS :

e & %0 x Cx A

.
.
.
»
.

OTHER REFERENCES:
REC 778 - DCNET Internet Clock Service
CONTACT: Mills@USC-ISID.ARPA
Internet Protocol on Ethernet Networks -----c-----<-----c------ (IP-E)

STATUS: Recommended

SPECIFICATION: REC 894
COMMENTS :

g

.
el

OTHER REFERENCES: RFC 893

i

CONTACT: Postel®USC-ISIB.ARPA
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3

Internet Protocol on Experimental Ethernet Networks -------- (IP-EE) j:‘
Lot

STATUS: Recommended '

i

SPECIFICATION: REC 895 ol

£ f

COMMENTS :

5
¢
Py

o 7

OTHER REFERENCES:

WL
B 0% »
. «’ e

CONTACT: Postel@USC-ISIB.ARPA

I‘\J

B

Internet Protocol on IEEE 802.3 ---------=---==----------- (IP-IEEE) Y
STATUS: Recommended ;’;-

.'
P4

SPECIFICATION: REC 948

COMMENTS: A proposed protocol of two methods of encapsulating .
Internet Protocol (IP) datagrams on an IEEE 802.3 network.

OTHER REFERENCES:

CONTACT: Ira@UPENN.CSNET

Internet Subnet Protocol ---------------c-c--c--ccccnoonann (1P-SUB) o
$"1

STATUS: Recommended ’:{.
SPECIFICATION: REC 950 ::

COMMENTS :

.
L)

Specifies procedures for the use of subnets, including the
ultility of "subnets' of Internet networks, which are logically
visible sub-sections of a single Internet. Recommended in the
sense of "if you do subnetting at all do it this way".

"
)
PR

e e 8

.
8, 00,
PAT RO

OTHER REFERENCES: REC 940, RFC 917, REC 925, REC 932, REC 936,
REC 922

DEPENDENCIES:
CONTACT: Mogul®SU-SCORE .ARPA
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LN

SN

; Broadcasting Internet Datagrams =------------=-v---------- (IP-BROAD) @

STATIUS: Experimental !

j SPECIFICATION: REC 919 g
ﬁ: COMMENTS : i
t{ A proposed protocol of simple rules for broadcasting Internet ::;-:;
datagrams on local networks that support broadcast, fcr st

addressing broadcasts, and for how gateways should handie them. !

Please discuss any plans for implementation or use of this
protocol with the contact.

OTHER REFERENCES: REC 922

DEPENDENCIES: E,
CONTACT: Mogul@SU-SCORE . ARPA %
Address Resolution Protocol =----====-=--ecceecccccocmoecooano (ARP) o

STATUS: Recommended
SPECIFICATION: RFC 826

COMMENTS :
This is a procedure for finding the network hardware address i
corresponding to an Internet Address. .m
OTHER REFERENCES: ~
CONTACT: Postel@USC-ISIB.ARPA )
A Reverse Address Resolution Protocol ----------------~--cn-- (RARP) 5
STATUS: Elective L
SPECIFICATION: REC 903
COMMENTS :

This is a procedurc for workstations to dynamically find their
protocol address (e.g.. their Intermet Address), when they only
only know their hardware address (e.g., their attached physical o
network address) . !

Reynolds & Postel [(Page 135)
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*' OTHER REFERENCES:

CONTACT: Mogul@SU-SCORE .ARPA F

S

.-r:‘ Multi-LAN Address Resclution Protocol - -=--<--<--v-c---c-c--- (MARP) :-::'f

Y -

E‘. STATUS: Experimental .:::.j

[ SPECIFICATION: REC 925 b

COMMENTS : raty

i::*‘ Discussion of the various problems and potential solutions of -:T:-:

t.-: "transparent subnets" in a multi-LAN environment. e

L‘-- '.‘* .

L Please discuss any plans for implementation or use of this W

protocol with the contact.
OTHER REFERENCES: REC 917, REC 826 Ay

DEPENDENCIES:
CONTACT: Postel@USC-ISIB.ARPA

Broadcasting Internet Datagrams with Subnets --------- (IP-SUB-BROAD)
STATUS: Experimental

SPECIFICATION: RFC 922

v e

COMMENTS :

A proposed protocol of simple rules for broadcasting Internet
datagrams on local networks that support broadcasct, for
addressing broadcasts, and for how gateways should handle them.

™
‘l’.
[

R )
et h
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L

Please discuss any plans for implementation or use of this
protocol with the contact.

.
'_c

CTHER REFERENCES:

AR

DEPENDENCIES:
CONTACT: Mogul®SU-SCORE.ARPA
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Host Access Protocol =---==--=-=sss--ece-cccocoocoscocoocoooocoooas (HAP)

STATUS: Recommended

SFECIEICATION: REC 907

COMMENTS :
This protocol specifies the network-access level communication
between an arbitrary computer, called a host, and a
packet-switched satellite network, e.g., SATNET or WBNET.
Note: Implementations of HAP should be performed in
coordination with satellite network development and operations
personnel.

CTHER REFERENCES:

DEPENDENCIES:

CONTACT: Schoen@bBBN-UNIX.ARPA

Reliable Asynchronous Transfer Protocol --------------------- (RATP)

STATUS: Experimental

SPECIEICATION: REC 916

COMMENTS :
This paper specifies a protocol vhich allows two programs to
rcliably communicate over a communication link. It ensures
that the data entering cne end of the link .f received arrives
at the other end intact and unaltered. This proposed protocol
is designed to operate over a full duplex point-to-point
comnection. It contains some features which tailor it to the
RS-232 links now in current use.

Pleagse discuss any plans for implementation or use of this
protocol with the contact.

OTHER REFERENCES:
DEPENDENCIES: Transmission Control Protocol
CONTACT: EAnn@USC-ISIB.ARPA
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Thinwire Protocol =------==-==---w---------cecccc-cccccocoo- (THINWIRD)

.-..
oo
)

STATUS: Experimentai
SPECIFICATION: REC 914

U

'\'.‘\.

COMMENTS : -;..

n—')-‘

This paper discusses a Thinwire Protocol for connecting Lo

personal computers to the ARPA-Internet. It primarily focuses !
on the particular problems in the ARPA-Internet of low speed 5

network interconnection with personal computers, and possible
methods of solution. "

Please discuss any plans for implementation or use of this
protocol with the contact.

OTHER REFERENCES:
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SECTION 6. NETWORK LEVEL PROTOCOLS

This section contains the Internet Protocol (IP) and the Internet Control Message

Protocol (ICMP).
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NETWORK LEVEL: 1IP RFC 791

Sep cember 1981
Internet Protocol

PREFACE

2

This document specifies the DoD Standard Internet Protocol. This
document is based on six earlier editions of the ARPA Internet Protocol
Specification, and the present text draws heavily from them. There have
been many contributors to this work both in terms of concepts and in
terms of text. This edition revises aspects of addressing, error
handling, option codes, and the security, precedence, compartments, #nd
handling restriction features of the internst protocol.
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REC: 791

Replaces: REC 760
IENs 128, 123, 111,
80, 54, 44, 41, 28, 26

INTERNET PROTOCOL

DARPA INTERNET PROGRAM
PROTOCOL SPECIFICATION

1. INTRODUCTION

1.1. Motivation

The Internet Protocol is designed for use in interconnected systems of
packet-switched computer communication networks. Such a system has
been called a "catenet"” [1]. The internet protocol provides for
transmitting blecks of data called datagrams from sources to
destinations, where sources and destinations are hosts identified by
fixed length addresses. The internet protocol also provides for
fragmentation and reassembly of long datagrams, if necessary. for
transmission through 'small packet" networks.

1.2. Scope

The internet protoccl is specifically limited in scope to previde the
functions necessary to deliver a package of bits (an internet
datagram) from a source to a destination over an interconnected system
of networks. There are no mechanisms to augment end-to-end data
reliability, flow control, sequencing, or other services commonly
found in host-to-host protocols. The intermet protocol can capitalize
on the services of its supporting networks to provide various types
ard qualities of service.

1.3. Interfaces

This protocol is called on by host-to-host protocols in an internet
eNnvironment. 7INis protoccl calls on local network protocols to carry
the internet datagram to the next gateway or destination host.

For example, a TCP module would call on the internet module to take a
TCP segnent (including the TCP header and user data) as the data
portion of an internet datagram. The TCP module would provide the
addresses and other parameters in the internet header to the internet
module as arguments of the call. The internet module would then
create an internst datagram and call on the local network interface to
transmit the internet datagram.

In the ARPANET case, for example, the internet xoduie would call on a

{(Page 1]
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local net module which would add the 1822 leader [2] to the internet
datagram creating an ARPANET message to transmit to the IMP. The
ARPANET address would be derived from the internet address by the
local network interface and would be the address of some host in the
ARPANET, that host might be a gateway to other networks.

1.4. Operation

The internet protocol implements two basic functions: addressing and
fragmentation.

S
The internet modules use the addresses carried in the internet header :'.”_'-f:",'
to transmit internet datagrams toward their destinations. The
selection of a path for transmission is called routing. u‘-

FO

The internet modules use fields in ths intermet header to fragment and
reassemble .ntermet datagrams when necessary for transmission through
"small packet" networks.

9’
s

k)

s ¥
A

-y
oY

T8
. 1
o 0y

1
A
«

: The model of operation is that an internet module resides in each host
engaged in internet communication and in each gateway that
interconnects networks. These modules shars cuzmon rules for
interpreting address fields and for fragmenting and assembling
internet datagrams. In addition, these modules (espacially in

gateways) have procedures for making routing decizions and other
functions.

8t b
PGSt

U
[N

Y r 1 £ 9
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o Ay )
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, The internet protocol treats each intermet datagrar as an irdspendent
) entity unrelated to any other internat datagram. There¢ are no
connecticns or logical circuits (virtusl or otherwiss).

e

[}
W,
»

£’

The internet protocol uses four key mechanisms in providing its
service: Type of Service, Time to Live, Options, and Header Checksum.

",
L
«

)
.
tets

’

’
*y

The Type of Service is used to indicate the quality of the service

) desired. The type of service is an abstract or generalized set of
parameters which characterize the service choices provided in the
networks that make up the intermet. This type of service indication
18 to be used by gateways to select the actual transmission parameters
for a particular network, the network to be used for the naxt hop, or
the next gateway when routing an internet datagram.

¢
'l
.
atntatatand

.

.
s

[
'

The Time to Live is an indication of an upper bound on the lifetime of

x an internet datagram. It is set by the sender of the datagram ard
reduced at the points along the route vhere it is processed. I[f the

time to live reaches zero before the internet datagram reaches its

- destination, the internet datagram s destroyed. The tims to live can

be thought of as a self destruct time limic.
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The Options provide for control functions needed or useful in some
situations but unnecessary for the most common communications. The
options include provisions for timestamps, security, and special
routing.

The Header Checksum provides a verification that the information used
in processing internet datagram has been transmitted correctly. The
data may contain errors. If the header checksum fails, the intermet
datagram is discarded at once by the entity which detects the error.

The internet protocol does not provide a reliable communication
facility. There are no acknowledgments either end-to-end or
hop-by-hop. There is no error control for data, only a header
checksum. There are no retransmissions. There is no flow control.

Errors detected may be reported via the Internet Control Message
Protocol (ICMP) [3] which is implemented in the internet protocol
module.
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2. OVERVIEW

2.1. Relation to Other Protocols

The following diagram illustrates the place of the internet protocol
in the protocol hierarchy:

I gl LU

$rmm—ae + $m—--- + dem--- + $em——- +

Telnet| | FTP | | TETP| | |
i L + b= + $-===- + - +
- (. I |
8 o + o + o= +
b | TCP | | UDP | I |
t:' o + $oem——- + $om——- +
by | | |

R A e L L E LT L L Fo=——t

% | Internet Protocol & ICMP |
N P L R e e T L b bt
. |
‘ R R R R EE L L P +
E— | Local Network Protocol |
. ettt L L L L L +
h Protocol Relationships

Figure 1.

S5gs

b

Internet protocol interfaces on one side to the higher level
host-to-host protocols and on the other side to ths local network
prctocol. In this context a "local network" may be a small network in
a building or a large network such zs the ARPANET.

2.2. Model of Operation
The model of coperaticn for transmitting a datagram from one

application program to snother is illustrated by the following
scenario:

We suppose that this transmission will involve one intermediate
gatewvay.

The sending application program prepares its data and calls on its

local internet module to send that data as a datagram and passes the " 5
destination address and other parameters as arguments of the call. e
The internet module prepares a datagram header and attaches the data NS
to it. The internet mocdule determines a local network address for o
this internet address. in this casa (t is the address of a gateway.
(Page 5] e
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It sends this datagram and the local network address to the local

network interface.

-
The local network interface creates a local network header, and :j-:-:
attaches the datagram to it, then sends the result via the local e
network. i:‘gli'

&

~2RL

»
L4

The datagram arrives at a gateway host wrapped in the local network
header, the local network interface strips off this header, and
turns the datagram over to the internet module. The internet module
determines from the internet address that the datagram is to be
forwarded to another host in a second network. The internet module
determines a local net address for the destination host. It calls
on the local network interface for that network to send the
datagram.

v
v

. - .

e
f g.f-’ a.

‘e W ¥ A

This local network interface creates a local network header and
attaches the datagram sending the result to the destination host.

Ly
.'
o

a0 8, v, 0, A

At this destination host the datagram is stripped of the local net

header by the local network interface and handed to the internet
module.

g

l",
g

P

The internet module determines that the datagram is for an

application program in this host. It passes the data to the ;:':'::
spplication program in response to a system call, passing the source s
address and other parameters as results of the call. gt.",-
e
<,
Application Application h
Program Program
\ / i
Internet Module Internet Module Internet Module Sra
\ / \ / o
INI-1 LNI-1 LNI-2 LNI-2

/ \ / '

Local Network 1 Local Network 2

Tsansmission Path

Figure 2
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2.3. Function Description

The function or purpose of Internet Protocol is to move datagrams
through an interconnected set of networks. This is done by passing

7 [

the datagrams from one internet module to another until the _2‘.“{_
destination is reached. The internet modules reside in hosts and RS
gateways in the internet system. The datagrams are routed from one SN
internet module to another through individual networks based on the ‘*?.-,‘é
interpretation of an internet address. Thus, one important mechanism
of the internet protocol is the internet address. eres
e
In the routing of messages from one internet module to another, :f-'_.:-’_
datagrams may need to traverse a network whose maximum packet size is R
smaller than the size of the datagram. To overcome this difficulty, a E;.{:a
fragmentation mechanism is provided in the internet protocol. N

Addressing

A distinction is made between nhames, addresses, and routes [4]. A
name indicates what we sesk. An address indicates where it is. A
route indicates how to get there. The internet protocol deals
primarily with addresses. It is the task of higher level (i.e.,
host-to-host or apolication) protocols to make the mapping frcm
names to addresses. Ths internet module maps internet addresses to
local net addresses. It is the task of lower level {i.e., local net
or gateways) procedures to make the mapping from local net addresses

to routes. s
Addresses are fixed length of four octets (32 bits). An address e
begins with a network number, followed by local address (called the et
"rest" field). There are three formats or classes of internet -
addresses: in class a, the high order bit is zero, the next 7 bits S5
are the network, and the last 24 bits are the local address: in o
class b, the high order two bits are one-zero, the next 14 bits are
the network and the last 16 bits are the local address; in class c, r
the high order three bits are one-one-zero, the next 21 bits are the roe

natwork and the last 8 bits are the local address.

Care must be taken in mapping internet addresses to local net
addresses: a single physical host must be able to act as if it vere
several distinct hosts to the extent of using several distinct
internet addresses. Some hasts will alsu have several physical
inter faces (multi-homing) .

o v e ev s
- ”‘ M"" .. T O.
. - "

L LA .
CRARRERINEY . B

3 P2

That is, provision must be macde for a host to have several physical
interfaces to the network with each having several logical internet
addresses.
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Examples of address mappings may be found in "Address Mappings" [S].

Fragmentation

Eragrentation of an internet datagram is necessary when it
originates in a local net that allows a large packet size and must
traverse a local net that limjits packets to a smaller size to reach
its destinatio .

An internet datagram can be marked "don't fragment." Any internset
datagram so marked is not to be intermet fragmsnted under any
circumstances. If internet datagram marked don't fragment cannot be
delivered to its destination without fragmenting it, it is to be
discarded instead.

Fragmentation, transmission ard reassembly across a local network
wvhich is invisible to the internet protocol module is called
intranet fragmentation and may be used [6].

The internet fragmentation and reassembly procedure needs to be able
to break a datagram into an almost arbitrary number of pieces that
can be later reassembled. The receiver of the fragments uses the
identification field to ensure that fragments of different datagrams
are not mixed. The fragment offset field tells the receiver the
position of a fragment in the original datagram. The fragment
offset and length determine the portion of the original datagram
covered by this fragment. The more-fragments flag indicates (by
being reset) the last fragment. These fields provide sufficient
information to reassemble datagranms.

The identification field is used to distinguish the fragments of one
datagram frca those of another. The originating protocol module of
an internet datagram sots the identification field to a vslue that
must be unique for that source-dastination pair and protocol for the
time the datagram will be active in the internmet system. The
originating protocol module of a complete datagram sets the
more-f{ragnnnts flag to zero and the fragment offset to zero.

To fragnment a long internet datagram, an internet protocol module
(for example, in a gateway), creates two new internet datagrams and
copies the contants of the internet header (ields from the long
datagram into both new internat headers. The data of the long
datagram is divided into two portions on a 8 octet (64 bit) boundary
(the second portion might not be an integral multiple of 8 octets,
but the first must be). Call the number of 8 octet blocks in the
first portion NFB (for Number of Fragment Blocks). The first
portion of the datu is placed in the {irst new internet datagram,
and the total length fiald is set to the length of the first
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datagram. The more-fragments flag is set to one. The second
portion of the data is placed in the second new internet datagram,
and the total length fiald 1s set to the length of the second

'L'q

datagram. The more-fraguents flag carries the sane value as the ,.:}:
long datagram. The fragment offset field of the second new internet e,
datagram is set to the value of that field in the long datagram plus .._Z‘
MB- ;"v..;
This procedure can be generalized for an n-way split, rather than ‘
the two-way split described. Bl

NN
To assemble the fragments of an internet datagram, an internet s
protocol module (for example at a destination host) combines

-
'v

internet datagrams that all have the same value for the four fields:
identification, source, destination, and protocol. The combination
is done by placing the data portion of each fragment in the relative
position indicated by the fragment offset in that fragment's
internet header. The first fragment will have the fragment offset
zero, and the last fragment will have the more-fragments flag resat

o
N

to zero.
2.4. Gatewvays
GCatevays implemer ' internet protocol to forward datagrams between
networks. Gatow.y3 also ivplement the Catewvay to Cateway Protocol T
{CGP) (7] to coordinate routing and other internet control
information. .

In a gatevay the higher level protocols need not be isplemented and
the GGP functionz are added to the IP module.

-
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| Internet Protacol & IO & CGP| )
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I e
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Precncerr e e * Pewm e s v m e m - *
| Local Net | | Local Net | E
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3. SPECIFICATION
3.1. Internet Header Format

A summary of the contents of the internet header follows:

0 i 2 3
01234567890123456789012345678901
B T . a2 R T R AT I SR DL A 2 Ol AL DR St ek ok el e St ek
|Version| 1HL |Type of Service| Tctal Length |
B S Y Y e e e et S LE L EL S L LE DL DL L S Bl ol ok ok Sod b 4
| Identification |Elags| Fragment Offset |
B S Y et o SR TR PR LRSI I LI EE AL AL DL S Sh el b el 2k Sob ek b 4
| Time to Live | Protocol | Header Checiksum i
B e o ot R R RS P L LS S DR A RE Al D Sk Sk ek ok 2 4
| Source Address ]
B T T e e e et ket e e e AL L LS SRS DL LR L E AL IS LR St ot Sk 2
| Destination Address |
B e S . e o S R e e R SR R S At A L Sl 2 ek o b 2
!
+

Options | Padding |
R R et o S TP R e e e T S S DL L S IR Rt Al DL Sl L Sk 2
Example Internet Datagram Leader
Figure 4.
Note that each tick mark represents one bit position.
Version: 4 bits

The Version field indicates the format of the internet header. This
document describes version 4.

IHL: 4 bits

Internet Header Length is the length of the internet header in 32
bit words, and thus points to the beginning of the data. Note that
the minimum value for a correct header is S.
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Type of Service: 8 bits

The Type of Service provides an indication of the abstract
parameters of the quality of service desired. These parameters are
to be used to guide the selection of the actual service parameters
when transmitting a datagram through a particular network. Several
networks offer service precedence, which somehow treats high
precedence traffic as more important than other traffic (generally
by accepting only traffic above a certain precedence at time of high
load). The major cheice is a three way tradeoff between low-delay,
high-reliability, and high-throughput.

ey

s

v "o
.
P
&

. .
R
g 'r_‘v_"

T 4,
l.‘-’.
55

,-
T

Bits 0-2: Precedenca.

Bit 3: 0 = Normal Delay, 1
Bits 4: 0 = Normal Throughput, 1
Bits 5: 0 = Normal Relibility, 1

Low Delay.
High Throughput.
High Relibility.

nun

increase the cost (in some sense) of the sorvice. In many networks
better performance for one of these parameters is coupled with worse
performance on another. Except for very unusual cases at most two e
of these three indications should be set.

Bit 6-7: Reserved for Future Use. ]
LSS
~ 0 1 2 3 4 5 6 7 NS
> rom——— Pom——— 4o ——- - o tomm—- b tmm———— + .-._,_:
| | | I | | I N
|  PRECEDENCE | D | T | R | 0 | o |
I I | | | I |
tom——- tom——- $o———— tom————- $m———— b tom——— o + ..w;:
poT
Precedence :
111 - Network Contrsl :::::"
110 - Internetwork Control Y
101 - CRITIC/ECP |
100 - Flash Override AR
011 - Flash
010 - Immediate :a_:.:
001 - Priority oy
000 - Routine -:_.:-..
The use of the Delay, Throughput, and Reliability indications may !

The type of service is used to specify ithe treatment of tho datagram '
during lts transmission through the internet system. Exarple h
mappings of the internet type of service to the actual service
provided on networks such as RUTODIN II, ARPANET, SATNET, and PRNET
is given in "Service Mappings" (8].
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The Network Control precedence designation is intended to be used A

within a network only. The actual use and control of that
designation is up to each network. The Internetwork Control
designation is intended for use by gateway control originators only.
If the actual use of these precedence designations is of concern to
a particular network, it is the responsibility of that network to
control the access to, and use of, those precedence designations.

L. 10K

-
»

Total Length: 16 bits

Total Length is the length of the datagram, measured in octets, o
including internet header and data. This field allows the length of ‘}.ﬁ
a datagram to be up toc 65,535 octets. Such long datagrams are o
impractical for most. hosts and networks. All hosts must be prepared N
to accept datagrams of up to 576 octets (whether they arrive whole i-,j

or in fragments). It is recommended that hosts only send datagrams -
larger than 576 octets if they have assurance that the destination

is prepared to accept the larger datagrams. ..,',::

L
The numbsr 576 is selected to allow a reasonable sized data block to A
be transmitted in addition to the required header information. For ::‘(.

<

example, this size allows a data block of 512 octets plus 64 header
octets to fit in a datagram. Ths maximal internet header is 60
octets, and a typical internat header is 20 octets, allowing a
margin for headers of higher level protccols.

Y

K-

"u-'

Identification: 16 bits K
AN

An identifying value assigned by the sender to aid in assembling tha '5:

fragments of a datagram.

. e
y 4. *
I3

Flags: 3 bits

o)
o
s e

.« &

Various Control Flags.

.

v, :"'l"

“ Lt e
R

¥ . s %
e .o

Bit 0: reserved, must be zero
Bit 1: (DE) 0 = May Fragment, 1

Don't Fragment.

Wu

Bit 2: (MF) 0 = Last Fragment, 1 = More Fragments.
c 1 2
N e
| 1DIM| 3
| 0| E | F | =
PR Y

1l

_‘0 LN

Fragment Offset: 13 bits

<%0 'p

This field indicates where in the datagram this fragment belongs.

"o "
.

5 n’:..‘.
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The fragment offset is measured in units of 8 nctets (64 bits). The
first fragment has offset zero.

Time to Live: 8 bits

This field indicates the maximum time the datagram is allowed to
remain in the internet system. If this field contains the value
zero, then the datagram must be destroyed. This field is modified
in internet header processing. The time is measured in units of
seconds, but since every module that processes a datagram must
decrease the TTL by at least one even if it process the datagram in
less than a second, the TTL must be thought of only as an upper
bound on the time a datagram may exist. The intention is to cause
undeliverable datagrams to be discarded, and to bound the maximum
datagram lifetime.

Protocol: 8 bits
This field indicates the next level protocol used in the data
portion of the internet datagram. The values for various protocols
are specified in "Assigned Numbers" (Y].
Header Checksum: 16 bits
A checksum on the header only. Since some header fields change
(e.g.. time to live), this iz recomputed and verified at each point
that the internet header is processed.
The checksum algorithm is:
The checksum field is the 16 bit one's complement of the one's
complement sux™ of all 16 bit words in the hesader. For purposes of
computing the checksum, the value of the checksum field is zero.
This is a simple to compute checksum and experimental evidence
indicates it is adequate, but it is provisicnz]l and may be replaced
by a CRC procedure, depending on further experience.
Source Address: 32 bits
The source address. See section 3.2.
Destination Address: 32 bits

The destination address. Ses section 3.2.
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Options: variable

The options may appear or not in datagrams. They must be
implemented by all IP modules (host and gateways). What is optional
is their transmission in any particular datagram, not their
implementation.

In some environments the security option may be required in all
atagrams.

The option field is variable in length. There may be zero or more
options. There are two cases for the format of an option:

Case 1: A single octet of option-type.

Case 2: An option-type octet, an option-length octet, and the
actual option-data octets.

The option-length octet counts the option-type octet and the
option-length octet as well as the option-data octets.

The option-type octet is viewed as having 3 fields:
1 bit copied flag,
2 bits option class,
S bits option number.

The copied flag indicates that this option is copied into all
fragnents on fragmentation.

0 = not copied
1 = copled

The option classes are:

control e
reserved for future use -
debugging and measurement

reserved for future use
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The following internet options are defined:
CLASS NUMBER LENGTH DESCRIPTION

0 0 = End of Option list. This option occupies only
1 octet; it has no length octet.

0 1 = No Operation. This option occupies only 1
octet; it has no length octet.

0 2 11 Security. Used to carry Security,

Compartmentation, User Group (TCC), and
Handling Restriction Codes compatible with DOD
requirements.

0 3 var. Loose Source Routing. Used to route the
internet datagram based on information
supplied by the source.

0 9 var. Strict Source Routing. Used to route the
interiict datagram based on information
supplied by the source.

0 7 var. Record Route. Used to trace the route an
internet datagram takes.

0 8 4 Stream ID. Used to carry the straam
identifier.

2 4 var. Internet Timestamp.

Specific Option Definitions
End of Option List

| 00000000 |
- +

This option indicates the end of the option list. This might
not coincide with the end of the internet header according to
the internet header length. This is used at the end of all
options, not the end of each option, and need only be used if
the end of the options would not otherwise ccincide with the end
of the internet header.

May be copied, introduced, or deleted on fragmentation, or for
any other reason.
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2,
No Operation m

|
emmmm——- + s

This option may be used between options, for example, to align ﬁ
the beginning of a subsequent option on a 32 bit boundary. E

AT TN T SN S S SN Y
—+
[« 2N |
o
o1
o i
o !
o
o1
-

+
2. |

¥
.

May be copied, introduced, or deleted on fragmentation, or for
any other reason.

Security
This option provides a way for hosts to send security,

compartmentation, handling restrictions, and TCC (closed user
group) paramaters. The format for this option is as follows:

R R

B st R TP St T
O S

gl #=-----oe SN2 Anontt L Suthatil L bt At
]10000010]00001011|SSS SSS|CCC CCC|HHH HHH| TCC |
e e e OO et T Abih et b VALt SihV VARAA S VS
Type=130 Length=11
’:_\ Security (S field): 16 bits
L
N Specifies one of 16 levels of security (eight of which are N
= reserved for future use).
00000000 00000000 - Unclassified
. 11110001 00110101 - Confidential
e 01111000 10011010 - EFTO o5
L 10111100 01001101 - MMM
01011110 00100110 - PROG
10101111 00010011 - Restricted ]
11010111 10001000 - Secret o
01101011 11000101 - Top Secret

00110101 11100010
10011010 11110001
01001101 011110690
00100100 10111101

(Reserved for future use)
(Reserved for future use)
(Reserved for future use)
(Reserved for future use;

.

¢
.
.,
»
.

£

LU

T Y T T T S R I D SN DR B B B R |

00010011 01011110 (Reserved for future use
10001001 10101111 (Reserved for future use) N
11000100 11010110 (Reserved for fut'ire use) -t
11100010 01101011 - (Reserved for future use) g
s

L9
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e

LS|

o

v

.
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Compartments (C field): 16 bits

An all zero value is used when the information transmitted is
not compartmented. Other values for the compartments field
may be obtained from the Defense Intelligence Agency.

M ol

J LK g ;
74040 SIS

A &0

Handling Restrictions (H field): 16 bits

T
ol4

The values for the control and release markings are
alphanumeric digraphs and are defined in the Defense
Intelligence Agency Manual DIAM 65-19, "Standard Security
Markings".

4 ‘N

L]

Vs 12

v &k

L Transmission Control Code (TCC field): 24 bits

Provides a means to segregate traffic and define controlled
communities of interest amcng subscribers. The TCC values are
trigraphs, and are available from HQ DCA Code 530,

":

'y " e r R
A 1D

T

w;

Must be copied on fragmentation. This option appears at most
once in a datagram.

.v,"

X

Loose Source and Record Route

e
.
AR

|10000011| length | pointer|
toccmcana- trommc - LR Prrammce - (/e oesoeg +

The loose source and record route (LSRR) option provides a means
for the source cf an internet datagram to supply routing
information to be used by the gateways in forwarding the
datagram to the destination, and to record the route
information.

The option begins with the option type code. The second octet
is the option length which includes the option type cods and the
length octet., the pointer octet, and length-3 octets of route
data. The third octet is the pointer into the route data
indicating the octet which begins the next source address to be
processed. The pointer is relative to this option, and the
smallest legal value for the pointer is 4.

A route data is composed of a series of internet addresses.

Each internmet address is 32 bits or 4 octets. If the pointer is
grezter than the lengtli, the source route is empty (and the
reccrded route full) and the routing is to be based on the
destination address fleld.

A
o
&,
.,
",
o,
-'.!
A
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If the address in destination address field has been reached and
the pointer is not greater than the length, the next address in
the source route replaces the address in the destination address
field, and the recorded route address replaces the source
address just used, and pointer is increased by four.

Y
The recorded route address is the internet module's own internet i
address as known in the environment into which this datagram is c:.'-.
being forwarded.
This procedure of replacing the source route with the recorded ' *

P S
*y ‘b“: 'I{

s

route (though it is in the reverse of the order it must be in to
be used as a source route) means the option (and the IP header
as a wvhole) remains a constant length as the datagram progresses
through the internet.

s

2
5

o

This option is a loose source route because the gateway or host
IP is allowed to use any route of any number of other
intermediate gateways to reach the next address in the route.

.
"

AN
. .

POV

-
.

Must be copied on fragmentation. Appears at most once in a O
dataqQram. IO
Strict Source and Record Route |
. :\.

4mmmm—— ~etomccemm- S et R V7 ARREEEE R + '
110001001} length | pointer| route data | e

T LR $orre=- L bt T R ) SO + "
Type=137 X

The strict source and record route (SSRR) option provides a

means for the source of an internet datagram to supply routing ;:
information to be used by the gateways in forwarding the
datagram to the destination, and to record the route :.-?_.
information. :

.

The option begins with the option type code. The second octet
is the option length which includes the option type code and the
length octet, the pointer octet, and length-3 octets of route
data. The third octet is the pointer into the route data
indicating the octet which begins the next source address to be
processed. The pointer is relative to this option, and the
smallest legal value for the pointer is 4.

. et .
0 «
Ve
.

1
IS

i
v .
I

A route dsta is composed of a series of internet addresses.
Each internet address iz 32 bits or 4 octets. If the pointer is
greater than the length, the source route is empty (and the

+ 8
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recorded route full) and the routing is to be based on the
destination address field.

If the address in destination address field has been reached and
the pointer is not greater than the length, the next address in
the source route replaces the address in the destination address
field, and the recorded route address replaces the scurce
address just used, and pointer is increased by four.

The recorcded route address 1s the internet module's own internet
address as known in the environment into which this datagram is
being forwarded.

This procedure of replacing the source route with the recorded
route (though it is in the reverse of the order it must be in to
be used as a source route) means the option (and the IP header
as a whole) remains a constant length as the datagram progresses
through the internet.

This option is a strict source route because the gateway or host
IP must send the datagram directly to the next address in the
scurce route through only the directly connected network
indicated in the next address to reach the naxt gateway or host
specified in the route.

Must be copied on fragmentation. Appears at most once in a
datagram.

Record Route

Pevrmnnnn e em——a E R [/ +

]00000111| length | pointer| route data |

F R $ommmem=n e m—— tocmrrreenffrreaccan +
Type=7

The record route option provides a means to record the route of
an intermet datagram.

The option bejins with the option type code. The second octet
is thes option length which includes the option type ccde and the
length octet, the pointer octet, and length-3 octets of route
data. The third octet is the pointer into the route data
indicating the octet which begins the next area to store a route
address. The pointer is relative to this option, and the
smallest legal value for the pointer is 4.

A recorded route is composed of a series of internst addresses.
Each internet address is 32 bits or 4 octets. If the pointer |s

[Page 20]
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greater than the length, the recorded route data area is full.
The originating host must compose this option with a large
enough route data area to hold all the address expectec. The
size of the option does not change due to adling addresses. The
intitial contents of the route data area must be zero.

When an intarnet module routes a datagram it checks to see if
the record route option is present. If it is, it inserts its
own internet address as known in the envirormment into which this
datagram is being forwarded into the recorded route begining at
the octet indicated by the pointer, and increments the pointer
by four.

If the routs data area is already full (the pointer exceeds the
length) the datagram is forwarded without inserting the address
into the recorded route. If there is some room but not enough
room for a full address to be inserted, the original datagranm is
considered to be in error and is discarded. In either case an
ICMP parameter problem message may be sent to the source

host [3].

Not copied on Iragmentation, goes in first fragment only.
Appears at most ocnce in a datagram.

Stream Identifier

T L $ommemmmn R tomm—e—n +
110001000]00000010| Stream ID |
$ermem—— dommmm——— Pemmmen— P LT T

Type=136 Length=4

This option provides a way for the 16-bit SATNET stream
identifier to be carried through networks that do not support
the stream concept.

Must be copied on fragmentation. Appears at most once in a
datagram.
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Internet Timestamp

o LR R R L R R P +
}01000100} length | pointer|oflw|flg]
R ks L Pomem—— R +
| internet address |
L L L P +
| timestamp |
$rmemmm—— S Prcmmcm D +
| . |
Type = 68

The Option Length is the number of octets in the option counting
the type, length, pointer, and overflow/flag octets (maximum
length 40).

The Pointer is the number of octets from the beginning of this
option to the end of timestamps plus one (i.e., it points to the
octet beginning the space for next timestamp). The smallest
legal value is S. The timestamp area is full when the pointer
is greater than the length.

The Overflow (oflw) [4 bits] is the number of IP modules that
camnot register timestamps due to lack of spacs.

The Flag (flg) (4 bits] values are
0 -- time stamps only, stored in consecutive 32-bit words,

1 -- sach timestamp is preceded with internet address of the
registering entity,

3 -- the internet address flelds are prespecified. An IP
module only registers its timestamp if it matches its own
address with the next specified intermet address.

The Timestamp is a right-justified, 32-bit timestamp in
milliseconds since midnight UT. If the time is not available in
milliseconds or cannot be provided with respect to midnight UT
then any time may be inserted as a timestamp provided the high
order bit of the timestamp fileld is set to one to indicate the
use of a non-standard value.

The originating host must compose this option with a large

enough timestamp data area to hold all the timestamp information
expected. The size of the option does not change due to adding

(Page 22)
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timestamps. The intitial contents of the timestamp data area
must be zero or internet address/zero pairs.

If the timestamp data area is already full (the pointer exceeds
the length) the datagram is forwarded without inserting the
timestamp, but the overflow count is incromented by one.

If there is some room but not enough room for a full timestamp
to be inserted, or the overflow count itself overflows, the
original datagram is considered to be in error and is discarded.
In either case an ICMP parameter problem message may be sent to
the source host [3].

The timestamp option is not copied upon fragmentation. It is
carried in the first fragment. Appears at most once in a
datagram.

Padding: variable

The internet header padding is used tc ensure that the internet
headar ends on a 32 bit boundary. The padding is zero.

.4. Discussion

Tha implementation of a protocol must be robust. Each implementation
must expect to interoperate with others created by different
individuals. While the goal of thiz specification is to be explicit
about the protocol there is the possibility of differing
interpretations. In general, an implementation musi be conservative
in its sending behavior, and liberal in its receiving behavior. That
is, it must be careful to send well-formed datagrams, but must accept
any datagram that it can interpret (e.g., not object to technical
errors vhere the meaning is still clear).

The basic internet service is datagram oriented and provides for the
fragmentation of datagrams at gateways, with reassembly taking place
at the destination internet protocol module in the destination host.
0f course, fragmentation and reassembly of datagrams within a network
or by private agreement berween the gateways of a network is also
allowsd since this is transparent to the internet protocols and the
higher-level protocols. This transparent type of fragmentation and
reassembly is termed "network-dependeni” {or intranet) f{ragmentation
and is not discussed further here.

Internet addresses distinguish sources and destinations to thoe host
level and provide a protocol field as weil. I[c¢ is assumed that sach
protocol will provide for whatever multiplexing is necessary within a
host.
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Addressing

To provida for flexibility in assigning address to networks and
allow for the large number of small to intermediate sized networks
the interpretation of the address field is coded to specify a small
number of networks with a large number of host, a moderate numher of
networks with a moderate number of hosts, and a large number of
natworks with a smell number of hosts. In addition there is an
escape code for extended addressing mode.

.\‘,.\

Address Formats: -_-;“-::

N

High Order Bits Format Class A

--------------------------------------------------- - ‘f.

0 7 bits of net, 24 bits of host a 2

10 14 bits of net, 16 bits of host b ﬁ

110 31 bits of net, 8 bits of host c A

111 escape to extended addressing mode s

LI

A value of zero in the network fleld means this network. This is f.::j

only used in certain ICOMP messages. The extended addressing mode e
is underined. Both of these features are reserved for future use. P

The actual values assigned for network addresses is given in
"Assigned Numbers" (9].

The local address, assigned by the local network, mus: aliow for a
single physical host to act as several distinct internet hosts.

That is, there must be a mapping between internet hoit addressss and
network, host interfaces that allows several internet addresses to
correspoixd to one interface. [t must also be allowed for a host to
have several physical interfaces and to treat the datagrame Irom
several of them as if they vere all addressed to a single host.

Address mappings betwaen internet addresses and addresses for
ARPANET, SATNET, PRNET, and other networks are described in "Address

Mappings” (5].
Eragmentation and Reassembly. ::.,'-'

The internet identification fileld (ID) is used rtoge her with the
source and destination address, and the protocol fields. to identity
datagran fragments for re.assembly.

The More Fragments flac o't (MF) is set 1f the datagram is not the
last fragment. The Fragment Cffset field identifies the fragment
location, relative to the teginning of the original unfragmented o
datagram. fragoents are counted in units of 8 cctets. The

a
'4 -

-y
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fragmentation strategy is designed so than an unfragmented datagram
has all zero fragmentation information (ME = 0, fragment offset =
0). If an internet datagram is fragmented, its data portion must be
broken on 8 octet boundaries.

This format allows 2**13 = 8192 fragments of 8 octets each for a
total of 65,536 octets. Note that this is consistent with the the
datagram total length field (of ccurse, the header is counted in the
total length and not in the fragments).

When fragmentation occurs, some options are copied, but others
remain with the first fragment only.

Every internet module must be able to forward a datagram of 68
octets without further fragmentation. This is because an internet
header may be up to 60 octets, and the minimum fragment is 3 octets.

Every internet destination must be able to receive a datagram of 576
octets either in one piece or in fragments to be reassembled.

The fields which may be affected by fragmentation include:

(1) options field

(2) more fragments flag

(3) fragment offset

(4) intermet header length field
S) total length field

6) header checksum

. i

T
Y Y R W

If the Don't Fragment flag (DF) bit is set, then intermet
fragmentation of this datagram is NOT permitted, although it may be
discarded. This can be used to prohibit fragmentation in cases
where the receiving host does not have sufficient resources to
reassemble intermiet fragments.

‘e
. ~.'.'
.t ¥

Te,
(A

v

One example of use of the Don't Fragment feature is to dovn line
load a small host. A small host could have a boot strap program
that accepts a datagram stores it in memory and then executes it.

The fragmentation and reassembly procedures are most easily
described by examples. The following procedures are example
implementations. o
General notation in the following pseudo programs: "=<" means "less ::';
than or equal”, "#" means "not equal", "=" means "equal", "<-" means !
"i{s set to". Also, "x to y" includes x and excludes y; for example, ~
"4 to 7" would include 4, 5, and 6 (but not 7). e
=

IS
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Notation:

1 Procedure:
3

September 1981

An Example Fragmentation Procedure

The maximum sized datagram that can be transmitted through the
next network is called the maximum transmission unit (MIU).

If the tetal length is less than or equal the maximum transmission
unit then submit this datagram to the next step in datayram
processing; otherwise cut the datagram into two fragments, the
first fragment being the maximum size, and the second fragment
being the rest of the datagram. The first fragment is submitted
to the next step in datagram processing, vhile the second fragment
is submitted to this procedure in case it is still too large.

Fragment Offset

Internet Header Length
Don't Eragment flag

More Eragments flag

Total Length

0ld Fragment Offset

0ld Internet Header Length
0ld More Eragments flag
0ld Total Length

Number of Eragment Blocks
Maximum Transmission Unit

IF TL =< MIU THEN Submit this datagram to the next step

in datagram processing ELSE IF DF = 1 THEN discard the
datagram ELSE

To produce the first fragment:

Copy the original internet header:;

OIHL <- IHL; OTL <- TL; OEOQO <- FO; OMF <- ME:.

NEB <- (MIU-IHL*4)/8;

Attach the first NEFB*8 data octets;

Correct the header:

ME <- 1; TL <- (IHL*4)+(NEB*8).

Recompute Checksum;

Submit this fragment to the next step in

datagram processing;

To produce the second fragment.

Salectively copy the internct header (some opt:iuns

are not copled, see option definitions);

Append the remaining data;

Correct the header:

IHL <- (((OIHL*4)-(length of options nut copied))+3)/4;

(6)

{7\
N

‘8)
(9)
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TL <- OTL - NFB*8 - (OIHL-IHL)*4):
FO <- OFO + NFB: MF <- OMF; Recompute Checksum;
(10) Submit this fragment to the fragmentation test; DONE.

In the above procedurs each fragment (except the last) was made
the maximum allowable size. An alternative might produce less
than the maximum size datagrams. For example, one could implement
a fragmentation procedure that repeatly divided large datagrams in
half until the resulting fragments were less than the maximum
transmission unit size.

An Example Reassembly Procedure

For each datagram the buffer identifier is computed as the
concatenation of the source, destination, protocol, and
identcification fields. If this is a whole datagram (that is both
the fragment offset and the more fragments fields are zero), then
any reassembly resources assoclated with this buffer identifier
are released and the datagram is forwarded to the next step in
datagram processing.

1f no other fragment with this buffer identifier is on hand then
reassembly resources are allocated. The reassembly resources
consist of a data buffer, a header buffer, a fragment block bit
table, a total data length field, and a timer. The data from the
fraguent is placed in the data buffer according to its fragment
offset and length, and bits are set in the fragment block bit
table corresponding to the fragment blocks received.

AR AR

If this is the first fragment (that is the fragment offset is
zero) this header is placed in the header buffer. If this is the
last fragment { that is the more fragments field is zero) the
total data length is computed. If this fragment completes the
datagram (tested by checking the bits set in the fragment block
table), then the datagram is sent to tha next step in datagram
processing: otherwise the timer is sat to the maximum of the
current timer value and the value of the time to live field from
this fragment; and the reassembly routine givas up control.

'..o_'- | .

LS
8%

9,-
b

1f the timer runs out, the all reassembly resources for this
buffer identifier are released. The initial setting of the timer
is a lower bound on the reassembly waiting time. This is because
the waiting time will be increased if the Time to Live in the
arriving fragment is greater than the current timer value but will

.
.
i
'

-

L rannd

.

0 g

)

‘.

not be decreased if it is less. The maximum this timer value

could reach is the maximum time to live (approximately 4.25

minutes). The current recommendation for the initial timer
satting is 15 seconds. This may be changed as experience with e
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this protocol accumulates. Note that the choice of this parameter
value is related to the buffer capacity available and the data
rate of the transmission medium; that is, data rate times timer

-
']

v EEE

value equals buffer size (e.g., 10Kb/s X 15s = 150Kb) . a4
Notation: ij:f.j
FO - Eragment Offset e
IHL - Internet Header Length !
MF - More Eragments flag -
TIL - Time To Live L
NEB - Number of Fragment Blocks e
TL - Total Length
TDL - Total Data Length
BUFID - Buffer Identifier
RCVBT - Fragment Received Bit Table
TLB - Timer Lower Bound
Procedure:

(1) BUFID <- source|destination|protocol|identification;
(2) IFFO=0ANDM =0

(3) THEN IF buffer with BUFID is allocated

(4) THEN flush all reassembly for this BUFID;

(5) Submit datagram to next step; D'ONE.

(6 ELSE IF no buffer with BUFID is allocated g

7 THEN allocate reassembly resources o
with BUFID; o
TIMER <- TLB; TDL <- 0; o

(8) put data from fragment into data buffer with

BUFID from octet FO*8 to
octet (TL- (IHL*%4))+F0O*8;
(9) set. RCVBT bits from FO
to FO+ ((TL- (IHL*4)+7)/8):

-

‘.
efe’s,
. .

'

(10) IF MEF = 0 THEN TDL <- TL- (IHL*4&) + (EO*8) "
(11 IF EO = 0 THEN put header in header buffer o
(12) IE TDL # O
(13) AND all RCVBT bits from 0 !
to (TDL+7)/8 are set B
(14) THEN TL <- TDL+ (THL*4)
(15) Submit datagram to next step; g
(16) tree all reassembly resources [
for this BUFID; DONE. I
(17) TIMER <- MAX(TIMER,TTL): ~
(18) give up until next fragment or timer expires; -
(19} timer expires: flush all reassembly with this BUFID; DONE. ::-j
In the case that two or mcre fragments contain the same data :-:
:.::
(Page 28] M
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¥

4

o

SRS
E )

X

either identically or through a partial overlap, this procedure
will use the more recently arrived copy in the data buffer and
datagram delivered.

_\ i
o
()
&
i

Identification

ol Pl e

The choice of the Identifier for a datagram is based on the need to
provide a way to uniquely identify the fragments of a particular
datagram. The protocol module assembling fragments judges fragments
to belong to the same datagram if they have the same source,
destination, protocol, and Identifier. Thus, the sender must choose
the Identifier to be unique for this source, destination pair and

L4

o
o

’0
-
Rl

protocol for the time the datagram (or any fragment of it) could be ;é;
alive in the internet. ;“;

It seems then that a sending protocol module needs to keep a table
of Identifiers, one entry for each destination it has communicated
with in the last maximum packet lifetime for the internet.

»
ol

S Ty
Dy -'ﬂ?‘;-".

However, since the Identifier field allows 65,536 different values, ::¢
some host may be able to simply use unique identifiers independent o
of destination. 2

It is appropriate for some higher leval protocols to choose the

identifier. For example, TCP protocol modules may retransmit an N
identical TCP segment, and the probability for correct reception e
would be enhanced if the retransmission carried the same identifier -

as the original transmission since fragments of either datagram k}
could be used to construct a correct TCP segment. }%ﬁ
2ot
Type of Service ]
The type of service (TOS) is for internet service quality selection. :fﬂ
The type of service is specified along the abstract parameters L
precedence, delay, throughput, and reliability. These abstract e
parameters are to be mapped into the actual service parameters of
the particular networks the datagram traverses. )

Precedence. An independent measure of the importance of this

datagram. - o
Delay. Prompt delivery is important for datagrams with this if
indication. o
Throughput. High data rate is important for datagrams with this ii
indication. o
k)

L

N

e
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o Reliability. A higher level of effort to ensure delivery is

important for datagrams with this indication.

4 For example, the ARPANET has a priority bit, and a cholce between

- "standard" messages (type 0) and "uncontrolled" messages (type 3),
o (the choice between single packet and multipacket messages can also
i be considered a service parameter). The uncontrolled messages tend
s to be less reliably delivered and suffer less delay. Suppose an
internet datagram is to be sent through the ARPANET. Let the
internet type of service be given as:

."‘ !.:"‘ g v. NPy

5
£
’

i Precedence: S :‘?
[ Delay: 0 e
- Throughput: 1 ~ 1
W Reliability: 1 e

\ In this example, the mapping of these parameters to those available
for the ARPANET would be to set the ARPANET priority bit on since
the Internet precedence is in the upper half of its range, to select
standard messages since the throughput and reliability requirements
are indicated and delay is not. More details are given on service
mappings in "Service Mappings" (8].

.
d .

o e ;
a, 0, "y %y

P S g e
., """ Y ¥
> e T8 T

‘ et w1 .
VWt £
. ¢ . L)

- e ' a_ v,

Time to Live

s, 2

The time to live is set by the sender to the maximum time the
datagram is allowed to be in the internet system. If the datagram
is in the internet system longer than the time to live, then the
datagram must be destroyed.

L.
i

‘\ .:‘ 'l' .

This field must be decreased at each point that the internet haader
is processed to reflect the time spent processing the datagram.

Even 1f no local information is available on the time actually
spent, the field must be decremented by 1. The time is measured in
units of secends (i.e. the value 1 means one second). Thus, the
maximum time to live is 255 seconds or 4.25 minutes. Since every
nodule that processes a datagram must decrease the TTL by at least
—_ one even if it process the datagram in less than a second, the TTL
must be thought of only as an upper bound on the time a datagram may
exist. The intention is to cause undeliverable datagrams to be S
discarded, and to bound the maximim datagram lifetime. :

‘4
.
s’

4 '. P Pl
“ %%

L

Doy Some higher levei reliable connection protocols are based on

L] assumptions that old duplicate datagrams will not arrive after a =
certain time elapses. The TTL is a way for such protocols to have !!
an assurance that their assumption is met. oo

D (Page 30) e
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Options

The options are optional in each datagram, but required in
implementations. That is, the presence or absence of an option is
the choice of the sender, but each internet module must be able to
parse every option. There can be several options present in the

option field.

[4

[y

Ly
o,

5
sy

 |6s

The options might not end on a 32-bit boundary. The internet header
must be filled out with octets of zeros. The first of these would
be interpreted as the end-of-options option, and the remainder as
internst header padding.

>

Dl
"’
»

. v o =

r’.:'.l‘ll
-

PR AR O |

Every internet module must be able to act on every option. The

Security Option is required if classified, restricted, or :.:-4.'.
compartmented traffic 1s to be passed. S
Checksum 'y
_'.f:-x

The internet header checksum is recomputed if the internet header is f_-'.-:
changed. For example, a reduction of the time to live, additions or
changes to internet options, or due to fragmentation. This checksum :\'_:

at the internet level is intended to protect the internet header
fields from transmission errors.

There ara some applications where a few data bit errors are

acceptable while retransmission delays are not. If the internet "j'-:'
protocol enforced data correctness such applications could not be e
supported. o
Errors i
Internet protocol errors may be reported via the ICMP messages [3]. ,.-:"_‘:

N

3.3. Interfaces '::-‘:
2

The functional description of user interfaces to the IP is, at best, A

fictional, since every operating system will have different
facilities. Consequently, we must warn readers that different IP
implementations may have different user interfaces. However, all IPs
must provide a certain minimum set of services to guarantee that all
1P implementations can support the same protocol hierarchy. This
section specifies the functional interfaces required of all IP
implemcntations.

WA
s eta et

PP

u:

Internet protocol interfaces on one side to the local network and on
the other side to either a higher level protocol or an application
program. In the following, the higher level protocol or application

s e
) .
v .t’_l "A

A

Je,
‘.
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program (or even a gataway program) will be called the "user" since it
is using the internet module. Since internet protocol is a datagram
protocol, there is minimal memory or state maintained between datagram

transmissions, and each call on the internet protocol module by the o
user supplies all information necessary for the IP to perform the ‘;“
service requested. )

(s

.

An Example Upper Level Interface

-
L N

JR!

The following two example calls satisfy the r rements for the user
to internet protocol module communication ("=>" means returns):

NN

£

L

ll'!'I

SEND (src, dst, prot, TOS, TTL, BufPIR, len, Id, DF, opt => resuit)

where:

LS
"

Src = source address rak
dst = destination address o
prot = protocol IS
TOS = type of service "y
TTL = time to live )

BufPTR = buffer pointer
len = length of buffer
id = Identifier
DE = Don't Fragment
opt = option data
result = response
OK = datagram sent ok
Error = error in arquments or local network error

¥

»

o
%

o
.
.

-
.

.

.
' YL L

RPN

-
D

IR

Note that the precedence is included in the TOS and the
security/compartment is passed as an option.

RECV (BUfPTR, prot, => result, src, dst, T0S, len, opt)

LI .

L

P 'S

where:

-

BUfPIR = buffer pointer
prot = protocol
result = response
OK = datagram received ok
Error = error in arguments

P.- ’,- ‘. S

len = length of buffer

ErCc = »urce address

dst = destination address 3
TOS = type of service t:
opt = option data

PR
N
A U




" R
E. NETWORK LEVEL: IP RFC 791 =
5&' R
Y K595
F"n '\i:;

September 1981
Internet Protocol

Specification

.4,',
-3 ﬁ'ﬂ 5

2k

)
x

s

When the user sends a datagram. it executes the SEND call supplying
all the arquments. The internet protocol module, on receiving this
call, checks the arguments and prepares and sends the message. If the
arguments are good and the datagram is accepted by the local network,
the call returns successfully. If either the arguments are bad, or
the datagram is not accepted by the local network, the call returns
unsuccessfully. On unsuccessful returns, a reasonable report must be
’ made as to the cause of the problem, but the details of such reports
are up to individual implementations.

MOCOD A -ddarrd
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£

When a datagram arrives at the internet protocol module from the local
network, either there is a pending RECV call from the user addressed
or there is not. In the first case, the pending call is satisfied by
passing the information from the datagram to the user. In the second
case, the user addressed is notified of a pending datagram. If the
user addressed does not exist, an ICMP error message is returned to
the sender, and the data is discarded.

-

afe] sy
P

. ‘4). »

H P I
. ~ .-

The notification of a user may be via a pseudo interrupt or similar
mechanism, as appropriate in the particular cperating system
envirorment of the implementation.

A user's RECV call may then either be immediately satisfied by a
pending datagram, or the call may be pending until a datagram arrives.

» PRERERK]
. » %0 e e
L] vy

V)

B S

..,,
e
@ .

The source address is included in the send call in case the sending
host has several addresses (multiple physical connections or logical
addresses) . The internet module must check to see that the source
addrexs is one of the legal address for this host.

'l
Ve
A &

AR
N

s e

a

An implementation may also allow or require a ca2ll to the internet
module to indicate interest in or reserve exclusive use of a class of

datagrams (e.g.. all those with a certain value in the protocol e
field) . NN
This section functionally characterizes a USER/IP interface. The ":::

)

notation used is similar to most procedure of function calls in high
level languages, but this usage is not meant to rule out trap type
service calls (e.g., SVCs, UUOs, EMTs), or any other form of
interprocess communication.
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o) APPENDIX A: Examples & Scenarios
“ Example 1:

\ oy
& This is an example of the minimal data carrying internet datagram: _\ﬁ:
. g
& 0 1 2 3 N
. 01234567890123456789012345678901 et
P T e R S T TR e R e L S R SR R S e S L !
X |Ver= 4 |IHL= 5 |Type of Service| Total Length = 21 | ~
A D e L e R el h bt et S e e b At d A SR T LS LT LR I R T T ,"-:.'_:
N | IdentiZication = 111 |Flg=0| Eragment Offset = 0 | Al
- P T R L A e e S DR ST L PRI T I T TR 2L S T LORe
) | Time = 123 | Protocol =1 | header checksum | e
.-] R A et S SR TR R L e G LT TR LD LR g st
& | source address | .
5 PR I T P R R R etk ot DL TR TR R R e e el ok Bk b Dk ek o 4 X
: i destination address | X
», L R L A e S T R e Sk e A L SR TP RS T LS P TR TR T :-.‘_',-.
I2 | data I
i7 S bl Dk DT T T :..-'_'
Example Internet Datagram E
Figure 5. b
: Note that each tick mark represents one bit position. :::t:::
o “‘.:"1
- This is a internet datagram in version 4 of internet protocol: the e
2 internet header consists of five 32 bit words, and the total length of ﬁ
. the datagram is 21 octets. This datagram is a complete datagram (not e,
o a fragment). L
.
v o
&» N
' (Page 34) !
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Example 2:

In this example, we show first a moderate size internet datagram (452
data octets), then two internet fragments that might result from the
;{ fragmentation of this datagram if the maximum sized transmission
" allowed were 280 octets.

0 1 2 3
01234567890123456789012345678901
T L o o 2 SRS RS PR TR L IR TE 2 LTI AR 2L 2 AL S0 2 22 2k Sl Sd Sk St b 4
|Ver= 4 |IHL= 5 |Type of Service| Total Length = 472 |
B T L or T ST T B e s e e e DL DL LI EL SL L Sl Sh ol 2l 2
| Identification = 111 |Elg=0| Eragment Offset = 0 |
B L LT T T Y Y R e et DL DL L L DL DL L I Sl Sl 2l 4
| Time = 123 | Protocol =6 | header checksum |
B Y I T e el A e e e S DE DL L DL L DL Ll Il Dl 2
| source address ]
e al ar T I T  E  ERE ST LS TS SR L AL S S AL S L S L Ak 4
| destination address |
B L ST D T T R e N 2 S I T L S DL S S SRS DL S DA 2L 2l 4
| data |
B S e ok L R T R R e e e bt bk &t AL DL DL EL L LS 2L 4
data

+ 10+

data

B L L. Lt T T e e b et 2t AL LT L LD LT 2

| data I

O T I LY T TR SR TR R S 2L TR

| I
\ \
\ \
| |
+

Example Internet Datagram

Figure 6.
g
é
."4
-"
-
‘0
A
Al
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Now the first fragment that results from splitting the datagram after
256 data octets.

5
0 1 2 3 Py
01234567890123456789012345678901 e
T e D A e e T T e Y Ly e A e R A R S S P A S DR L X fnh
ijVer= 4 |IHL= S |Type of Service| Total Length = 276 | _":
Y L e e e S L ey R I AL S LS L B S e 'ﬁ‘;‘-’
| identification = 111 {Flg=l| Fragment Offset = 0 | !
PR e AL T R R R T R e e e e e e e S e L A >y
| Time = 119 | Protocol =6 | Header Checksum |
R e A e R AL R e e e L e A R L R S A A A A L S S AL S AL SR 2 4 St
| source address |
R e T T Y A TR T P L S P e e e e P e ey ._
| destination address ] %A
R R R e Dt il Lt St ekt ek Bk ek Sk Bk 2 Bk B o ok ek Bl Bl et ek ek b B X 4
| data | "ol
LRI S LI R R e ST TR T A R L S e e e e T P T T S T AN
| data ] N
\ \ RN
\ \ B
| data I e
A AL e A e e R T e e e L Y R A A e R e S AL L Ly
| data | O
(AL B S AT 2 A L e A R e R e L R R A R L A R S S L LY -
Exasyle Internet Fragment 21
oy
Figure 7. o

'—.h
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And the second fragment.

0 1 2 3
012345678901234567890123456789¢01
B T Ll LT ST R R TR R T e N I L T R SR R S S S 2R 2 S L D
|Ver= 4 |IHL= S |Type of Service] Total Length = 216 i
B T e T T S S e e e DR L R R I e L
| Identification = 111 |Flg=0| Fragment Offset = 32 |
B e et o TR SRR R R R e T A T T A SR S S S DL TR SR S AL 4
| Time = 119 | Protocol = 6 | Header Checksum |
B L oL e o A ST SR L ST AT TR LR P e R S I SR S L SR S SR S S 2L 2
| source address |
B T T T T T e e e e T e R 2 R S L AL S AL oL
destination address |
B L L T T R P R e T L A S TR R R PR e S SR LR 2SS SR L R L
| data |
B LT oy T T e e A L e 2 S S L L S 2L T
| data i
\ \
\ \
! data |
P R e s e SR T T Y e T R S LI SR L S S 2 S 2L 22 2L J
|
+

data i
R L e e T R L L e

Example Intermet Eragment
Figure 8.
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Example 3:

Here, we show an example of a datagram containing options:

'

N
M

0 1 2 3
01234567890122456789012345678901 ~.'
D T T T T e A R T TR PRSP PR TR o ¥ T R jS
|[Ver= 4 |IHL= 8 |Type of Service| Tota. Length = 576 | Sus
S L et Sk b S S Dt et D b Dk e Db b B T2 TR TR TR
i Identification = 111  |Flg=0| Eragment Offset = 0 |
D T R e R L R R ok ot ok ST T P P R PR TR P L
| Time = 123 | Protocol = 6 | Header Checksunm |

R S l ol kit L Ll Dt T TR R DY TR R R e
source address |

L R Y R LR R R T S R R R A R e Rt
! dastination address i
L e R A R T 2 R R e R Y D R R A Y T R PR P 2 S
| Opt. Code = x | Opt. Len.= 3 | option value | Opt. Code = x |
LR XL E L SR LR A AL AX AR AR SRS L SRR S S A SR X S S S S R 2L X2 2
| Opt. Len. = 4 | option value | Opt. Code = 1 |
LA AL AR Al AL A2 Al A Al A Al AL AL AL S AL 2 A L4 A2 A A AL A2 2 22 22 &2 X2 2
| t. Code =y | Opt. Lan. = 3 | option value | Opt. Code = 0 |
L L R R R A R R R e 2 2 R R PR R I AL S TP
| data |
\ \
| data |
(AT R I R T R Y T R R A T R R A TR LR TR P 2
i data |
LA Al A S 2L AR IR L AL R AL AR RS AR X 2 SRR S 2 R R SR R RS 2 X DX SR 2L 28 2.k BN

Example Internet Datagranm
igure 9.
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APPENDIX B: Data Transmission Order

The order of transmission of the header and data described in this
document is resolved to the octet level. Whenever a diagram shows a
group of octets, the order of transmission of those octets is the normal
order in which they are read in English. For example, in the following
diagram the octets are transmitted in the order they are numbered.

0 1 2 3
012345%567890123456789012345678901
P e e e et et e St DL LT LI L L S L S L L S r S Sl Sl s
I 1 I 2 I 3 | 4 I
I S e e et e S SR LI L EL L LR DL S Sl St
| S | 6 | 7 i 8 |
S e e e e S SR R TP LS L LR L DL I D E et S LE ks
| 9 | 10 | 11 | 12 |
B T DT T e et S P LA LI L LD DL

Transmission Order of Bytes
Figure 10.

Whenever an octet represents a numeric quantity the left most bit in the
diz jram is the high order or most significant bit. That is, the bit
labeled 0 is the most significant bit. For example, the following
diagram represernts the value 170 (decimal).

01234567
Y L o S S T TR
jL0101010]|
T T T R T e

Significance of Bits

Figure 11.
Similarly, whenever a multi-octet field represents a numeric quantity I!l
the left most bit of the whole field is the most significant bit. When Foo

R e

a multi-octet quantity is transmitted the most significant octet is o
transmitted first.
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GLOSSARY

1822
BBN Report 1822, "The Specification of the Interconnection of
a Host and an IMP". The specification of interface between a
host and the ARPANET.

ARPANET leader
The control information on an ARPANET message at the host-IMP
interface.

ARPANET message
The unit of transmission between a host and an IMP in the
ARPANET. The maximum size is about 1012 octets (8096 bits) .

ARPANET packet
A unit of transmission used internally in the ARPANET between
IMPs. The maximum size is about 126 octets (1008 bits).

Destinacion
The destination address, an internet header field.

DF
The Don't Fraguent bit carried in the flags fleld.

Flags
An internat header field carrying various control flags.

Fragment Offset
This internmet header field indicates where in the interrtiet
datagram a fragment belongs.

Gateway to Gateway Protocol, the protocol used primarily
between gateways to control routing and other gateway
functions.

header
Control information at the beginning of a message, segment,
datagram, packet or block of data.

{oy 3
Internet Control Msssage Protocol, implemented in the internet
module, the ICMP is used from gateways to hosts and between
hosts to report errors and make routing suggestions.
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Glossary Ry }
¥
“y
3
Identification ‘
An internet header field carrying the identifying value
assigned by the sender to aid in assembling the fragments of a e
datagram. f“\
[%
Im :~Id '\:
The internet header field Internet Header Length is the length 1S
of the internet header measured in 32 bit words. Gu
IMP

The Interface Message Processor, the packet switch of the
ARPANET.

Internet Address
A four octat (32 bit) source or destination address consisting
of a Network field and a Local Address fleld.

internet datagram
The unit of data exchanged betweer a pair of internet modules
(includes the internet header).

internet fragment
A portion of the data of an internet datagram with an intermet

ot

header . 0L
Local Address :';_:::
The address of a host within a network. The actual mapping of R
an intermet local address on to the host addresses in a }
network is quite general, allowing for many to one mappings. "
ME N
The More-Fraaments Flag carried in the internet header flags
field. N
module e
An implementation, usually in software, of a protocol or other 5
procedure. -
more- fragments flag :'._'-*_
A flag indicating whethar or not this internet datagram "
contains the end of an internet datagram, carried in the .
internet header Flags field.
NEB
The Number of Fragment Blocks in a the data portion of an
internet fragment. That is, the length of a portion of data
measured in 8 octet units.
[Page 42}
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octet
An eight bit byte. !
e
Options !
The internet header Options field may contain several options, :»'_‘:..-
and each option may be several octets in length. ;.,-J
Padding 5};
The infternet header Padding field is used to ensure that the !
data begins on 32 bit word boundary. The padding is zero. -2
Protocol =
In this document, the next higher level protocol identifier, N
an internet header field.
;.':_-c
Rest
R The local address portion of an Internet Address.
3 Source
1 The source address, an internet header field.
TCP
Transmission Control Protocol: A host-to-host protocol for
reliable communication in internet environments.
TCP Segment
The unit of data exchanged between TCP modules (including the
TCP header) .
TETP
Trivial File Transfer Protocol: A simple file transfer g
X protocol built on UDP.
AN o
>, Time to Live S
o An internet header field which indicates the upper bound on .
-~ how long this internzt datagram may exist. o

TOS [

Type of{ Service

> Total Length
. The intermet header field Total Length is the length of the
datagram in octets including internet header and data. -

Time to Live

[Page 43]
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Type of Service
An internet heacer field which indicates the type (or quality)
of service for this internet datagram.

§9)
User Datagram Protocol: A user level protocol for transaction
oriented applications.

User
The user of the internet protocol. This may be a higher level
protocol module, an application program, or a gateway program.

R AT
LISLI S,

[

Version

The Version field indicates ths format of the internet header.
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Network Working Group J. Postel

Request for Comments: 792 ISI
September 1981

Updates: RECs 777, 760

Updates: IENs 109, 128

INTERNET CONTROL MESSAGE PROTOCOL

DARPA INTERNET PROGRAM
PROTOCOL SPECIFICATION

Introduction

The Internet Protocol (IP) [l1] is used for host-to-host datagram
service in a system of interconnected networks called the

Catenet 2]. The network connecting devices are called Gateways.
These gateways communicate between themselves for control purposes
via a Gateway to Gateway Protocol (GGP) ([3,4]. Occasiocnally a
gateway or destination host will communicate with a source host, for
example, to report an error in datagram processing. For such
purposes this protocol, the Internet Control Message Protocol (IQMP),
is used. ICMP, uses the basic support of IP as if it were a higher
level protocol, however, ICQMP is actually an integral part of IP, and
must be implemented by every IP module.

ICMP messages are sent in several situations: for example, when a
datagram cannot reach its destination, when the gateway does not have
the buffering capacity to forward a datagram, and when the gateway
can direct the host to send traffic on a shorter route.

The Internet Protocol is not designed toc be absolutely reliable. The
purpose of these control messages is to provide feedback about
problems in the communication enviromnment, not to make IP reliable.
There are still no guarantees that a datagram will be delivered or a
control message will be returned. Some datagrams may still be
undelivered without any report of their loss. The higher level
protocols that use IP must implement their own reliability procedures
if reliable communication is required.

The ICMP messages typically report errors in the processing of
datagrams. To avoid the infinite regress of messages about messages
etc., no IQMP messages are sent about ICMP messages. Also ICMP
messages are only sent about errors in handling fragment zero of
fragemented datagrams. (EFragment zero has the fragment offeset equal
zero) .
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Message Formats

ICMP messages are sent using the basic IP header. The first octet of
the data portion of the datagram is a ICMP type field; the value of
this fleld determines the format of the remaining data. Any field
labeled "unused" is reserved for later extensions and must be zero
when sent, but receivers should not use these fields (except to
include them in the checksum). Unless otherwise noted under the
individual format descriptions, the values of the intermet header
flelds are as follows:
Version
4
IHL
Internet header length in 32-bit words.
Typs of Service
0
Total Length
Length of internst header and data in octets.
Identification, Flags, Fragment Offset
Used in fragmentation, see [1].
Time to Live
Time to live in seconds; as this field is decremented at each
machine in which the datagram is processed, the value in this
field should be at least as great as the number of gateways which
this datagram will traverse.
Protocol
QP = 1
Header Checksum
The 16 bit one's complement of the one's complement sum of all 16
bit words in the header. For computing the checksum, the checksum

field should be zero. This checksum may be replaced in the
future,

'''''''''''''''''''''''

.......
[ W
......

- LR I ) - - P T Tt TR S
e . A SR L P T el e LRI
I R R N YR P B S N A A S T T I S R

AR TEE Y

x
"o

-
»

A 1 ST N

e TR, e

.+ WERT. Y.,

o o
'-l

Sl e O TV ST,

* DT e e s Y,




NETWORK LEVEL: ICMP RFC 792

September 1981
REC 732

Source Address

The address of the gateway or host that composes the ICMP message.
Unless otherwise noted, this can be any of a gateway's addresses.

Destination Address

The address of the gateway or host to which the message should be
sent.
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Destination Unreachable Message

0 b} 2 3
01234567890123456789012345678901
R e T R e e D TS L LR TR L S S T T T Sk ot T
| Type | Code | Checksum

P R L T LY e T e S T T L LR e e ot L S L TR T L L T
| unused

D L k k LT TR T s ks Dt s Ak St il ek e Rl Rk e el s e D ek B
| Internet Header + 64 bits of Original Data Datagram

R R R L e e L et S L P P e e e S T L T T )

—— 4 — 4

IP Fields:
Destination Address
The source network and address from the original datagram's data.
ICMP Flields:
Type
3
Code
0 = net unreachable;
1 = host unreachable;

2 = protocol unreachable;

o
?
‘.I

3 = port unreschable; ‘3.
4 = {ragmentation needed and DF set: Eif{:
S = source route failed. e,

Checksum

The checksum is the 16-bit ones's complement of the one's
complement sum of the ICMP message starting with the IQMP Type.
For computing the checksum , the checksum field should be zero.
This checksum may be replaced in the future.

&,

-
-

L
*»

| |

Internet Header + 64 bits of Data Datagram

M g
o

o o K

The internet headar plus the first 64 bits of the original

)“:’ J‘ »

EA AT
» v
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datagram's data. This data is used by the host to match the R
message to the appropriate process. If a higher level protocol \\n"

uses port numbers, they are assumed to be in the first 64 data
bits of the original datagram's data.

Description

I1f, according to the information in the gateway's routing tables,
the network specified in the internet destination field of a
datagram is unreachable, e.g., the distance to the network is
infinity, the gateway may send a destination unreachable message
to the internet source host of the datsgram. In addition, in some
networks, the gateway may be able to determine if the internet
destination host is unreachable. Gateways in thesa networks may
send destination unreachable messzages to thse source host when the
destination host is unreachable.

I1f, in the destination host, the IP module cannot deliver the
datagram because the indicated protocol module or process port is
not active, the destination host may send a destination
unreachable message tc the source host.

Another case is when a datagram must be fragoented tc bz forwarded
by a gateway yet thes Don't Eragment flag is on. In this case the
gatewvay must discard the datagram and may return a destination

unreachable message. ::',' "_:
CALA
Codas 0, 1, 4, and S may be received from a gateway. Codes 2 and e,
3 ray be received from » host. g
g
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Tine Exceeded Message Crle oy
0 1 2 3 :
o 012345678901234956789012345678901 V,h"
L Rt AL A I AR A T I AR I A X et Lt e s Lk s D ok 2k ks S b 4 *_Jf‘,
| Type | Code | Checksun | ""‘i"‘
LS DL IE L I e e e L L L LRl e e LR L P R et T e s {-,'._—.
| unused | o
A XL SR LR IR A I AR R T S D R L IR S T R L R Rk b EX T L L s
| Internet Header + 64 bits of Original Data Datagram i 3
LA S S T LD E Ll Rt t At Rt L g b o '.‘?‘2'.'-:
RS
IP Fields: R

u-.. ', -‘_ 0.‘_
.

n.
& .
™R A M A

pestination Address

-
»

o+
s

The source network and address from the original datagram's data.

IQ® Fields: Y

o

Type oy

" !-*Il

1 ot
Code

: .

R :
* b
. v %]

eBRNORN=I

0 = time to live exceeded in transit:

1 = fragment reassembly time exceeded.
Checksumn

The checksum is the 16-bit ones's complement of the one's ,
cooplement sum of the ICMP message starting with the ICMP Type. JEEIR:
For computing the checksum , the checksum field should be zero.

This checksum may be replaced in the future. o
ele)
Internet Header + 64 bits of Data Datagram g

The internet header plus the first 64 bits of the original
datagram's data. This data is used by the host to match the
message to the appropriate process. If a higher level protocol

uses port numbers, they are assumed to be in the first 64 data A
bits of the originai datagram's data. Sk
Description g
-, ‘|.‘
N if the gatevay prccessing a datagram finds the time to live field B
- “'(‘a
o ':::::l
(Page 6} O
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is zero it must discard the datagram. The gateway may also notify
the source host via the time exceeded message.

If a host reassembling a fragmented datagram cannot complete the
reassembly due to missing fragments within its time limit it
discards the datagram, and it may send a time exceeded message.

If fragment zero is not available then no time exceeded need be
sent at all.

Code 0 may be received from a gateway. Code 1 may be received
from a host.

(Page 7]
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Parameter Problem Message

0 1 2 3

01234567890123456789012345678901

. T e e et e S b e g e R Fak

I Type | Code | Checksum ) | ne

R h T ek o R ks el TR e e e e e Rt et Lot

| Pcinter i unused | \::

tod=t=ttetmtmb=t-tetotot-tot-t-t-d-t-d-t-t-t-d -ttt —t-t-+-+ s

| Internet Header + 64 bits of Original Data Datagram |

t-d =ttt —t-t-t-t-t—t-t-t-t-t-t-t-t-ddot—t-ddodotot-t-t-t-+ o
S

IP Fields:

S D S 4
PP A AN
»

Sl

Destination Address

Lt

N

The source network and address from the original datagram's data.

v
»

r

-
v

ICMP Fields: 1)
12 i‘
Code L

a -
K3

. -
)‘l'

e,

0 = pointer indicates the error.

<

Checksum

The checksum is the 16-bit ones's complement of the one's
complement sum of the ICGMP message starting with the ICMP Type.
For computing the checksum , the checksum field should be zero.
This checksum may be replaced in the future.

.
- e 5 v v
(3o B S e B 4

(R AR R INEA

Pointer

‘e 8
.

Far

If code = 0, identifies the octet where an error was detected.

Internet Header + 64 bits of Data Datagram

- The internet header plus the first 64 bits of the original e
~ datagram's data. This data is used by the host to match the
K message to the appropriate process. If a higher level protocol N
uses port numbers, they are assumed to be in the first 64 data .
bits of the original datagram's data. 3

w
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Description E“
If the gateway or host processing a datagram finds a problem with
the header parameters such that it cannot complete processing the ._!
datagram it must discard the datagram. One potential source of W
such a problem is with incorrect arguments in arn option. The “
gateway or liost may also notify the source host via the parameter e
problem message. This message is only sent if the error caused -.::

the datagram to be discarded.

B ¢

The pointer identifies the octet of the original datagram's header
where the error was detected (it may be in the middle of an
option). For example, 1 indicates something is wrong with the
Type of Service, and (if there are options present) 20 indicates
something is wrong with the type code of the first option.

7 v %

LTI

v

Code 0 may be received from a gateway or a host.
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Source Quench Message

0 1 2 3
01234567890123456789012345678901
e ek e e It O e T e s ot Bt Bl et St T

| Type | Code | Checksum |
Lt Tt T bt et L R e e aE St EE TL P B LA
| unused |
L e e e R Tt TR TR L e T LT Bl e et et it BT L L TE T S P
| Internet Header + 64 bits of Original Data Datagram |
L e e e e e e e kSt EE L L T LR L P e )
b
IP Fields: '\
Destination Address ?a
The source network and address of the original datagram's data.
"
ICMP Fields: M
«‘v_“;
'-WPQ };.
4 -
Code .
w.
0 n'_\
Checksum ﬁ:

™)

The checksum is the 16-bit ones's complement of the one's
complement sum of the ICMP message starting with the ICMP Type.
For computing the checksum , the checksum field should be zero.
This checksum may be replaced in the future.

o

e
AL

« v
PO
4

e
.

Internet Header + 64 bits of Data Datagram

o %
a = 3 3

vl
L

The internet header plus the first 64 bits of the original
datagram's data. This data is used by the host to match the
message to the appropriate process. If a higher level protocol
uses port numbers, they are assumed to be in the first 6& data
bits of the original datagram's data.

1%, .
» St
. Oy 850 5 4,

Description S
A gateway may discard internet datagrams if it docs not have the .-
buffer space needed to qusue the datagrams for output to the next o
network on the route to the destination network. If a gateway S

. ’:.
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discards a datagram, it may send a source quench message to the
internet source host of the datagram. A destination host may also
send a source quench message if datagrams arrive too fast to be
processed. The source quench message is a request to the host to
cut back the rate at which it is sending traffic to the internet
destination. The gateway may send a source quench message for
every message that it discards. On receipt of a source quencn
message, the source host should cut back the rate at which it is
sending traffic to the specified destination until it no longer
receives source quench messages from tile gateway. The source host
can then gradually increase the rate at which it sends traffic to
the destination until it again receives source quench messages.

The gateway or host may send the source quench message when it
approaches its capacity limit rather than waiting until the
capacity is exceeded. This means that the data datagram which
triggered the source quench message may be delivered.

Code 0 may be received from a gateway or a host.

(Page 11]
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Redirect Message

0 1 2 3

01234567890123456789012345678901
B Rk s Bl e s s s s S s Sk s s S s S e i St i St el s s Sk s st 3
] Type | Code | Checksum |
+~t=t-t-t-t-t-d-d-t-dototodotototot—t—t-d-t-t—d-totd -ttt t-t-t
| Gateway Internet Address ]
A Y e T L L R R L P L e l B DL L T St DL DL DL DL L
| Internet Header + 64 bits of Original Data Datagram |
L e bt e L LR L P PR e P e e L R e L AL E R L e L et

-
"t %

IP Fields:

»
L]
=
»

TS
IR

Destination Address

. ¥
.« 2
¥

A IR

v

The source network and address of the original datagram's data.

ICMP Eields: o
e o
Code "’,
0 = Redirect datagrams for the Network. :"
1 = Redirect datagrams for the Host. E:
2 = Redirect datagrams for the Type of Service and Network. El
3 = Redirect datagrams for the Type of Service and Host. :’_".:{
Checksum R

T« . 8
[ ]
LAY
.

»

The checksum is the 16-bit ones's complement of the one's
complement sum of the ICMP message starting with the ICMP Type.
For computing the checksum , the checksum field should be zero.

)

»
(S

oo

»

This checksum may be replaced in the future. S

Gateway Internet Address :I.'::"

Address of the gateway to which traffic for the network specified ;.-'.'_:'
in the internet destination network field of the original

datagram's data should be sent. .

DA

.:_\
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Internet Header + 64 bits of Data Datagram

The internet header plus the first 64 bits of the original
datagram's data. This data is used by the host to match the
message to the appropriate process. If a higher level protocol
uses port numbers, they are assumed to be in the first 64 data

bits of the original datagram's data. s

Description o

5 o

« The gateway sends a redirect message to a host in the following -
situation. A gateway, Gl, receives an internet datagram from a !

: host on a network to which the gateway is attached. The gateway, P

Gl, checks its routing table and obtains the address of the next
gateway, G2, on the route to the datagram's internet destination
network, X. If G2 and the host identified by the internet source
address of the datagram are on the same network, a redirect
message is sent to the host. The redirect message advises the
host to send its traffic for network X directly to gateway G2 as
this is a shorter path to the destination. The gateway forwards
the original datagram's data to its internet destination.

>
1-
i3

5
4.
-
v .
.
e
"‘
K

For datagrams with the IP source route options and the gateway
address in the destination address field, a redirect message is
not sent even if there is a better route to the ultimate
destination than the next address in the source route.

Codes 0, 1, 2, and 3 may be received from a gateway.

2
-

N

A,
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Echo or Echo Reply Message Ny

o

0 1 2 3

01234567890123456789012345678901 -
T i h h a t o
| Type | Code | Checksum | S
S Tt T Tk o T T B e ek ek e b & f-;'\
| Identifier i Sequence Number | ey
L L T T S e R k. ot e et et e Tt e Db i T 2 L
| Data ... i
S e -

-

Se e Te Ty
.

IP Flelds: . ’?
15
Addresses
The address of the source in an echo message will be the
destination of the echo reply message. To form an echo reply
message, the source and destination addresses are simply reversed,
‘the type code changed to 0, and the checksum recomputed.
IP Fields:
Type
8 for echo message;
0 for echo reply message.
Code
0
Checksum
The checksum is the 16-bit ones's complement of the one's
complement sum of the ICMP message starting with the ICMP Type.
For computing the checksum , the checksum field should be zero.
If the total length is odd, the received data is padded with one

octet of zeros for computing the checksum. This checksum may be
replaced in the future.

Identifier : t‘;:

If code = 0, an identifier to aid in matching echos and replies, 28
may be zero. !

Sequence Number

(Page 14] o
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If code = 0, a sequence number to aid in matching echos and
replies, may be zero.

Description

The data received in the echo message must be returned in the echo
reply message.

The identifier and sequence number may be used by the echo sender
to aid in matching the replies with the echo requests. For

¢ example, the identifier might be used like a port in TCP or UDP to

>, identify a session, and the sequence number might be incremented

- on each echo request sent. The echoer returns these same values

pe* in the echo reply.

Code 0 may be received from a gateway or a host.

[Page 15]
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Timestamp or Timestamp Reply Message

0 1 2 3
0123456789012345678°012345678901
R T A e e e e e et ks S T L LI EL LI L L L LI DL S0 EE D0 4
i ype i Cods i Checksum |
o R e et e DELE EEEE ST LR LI S L LL S LR IE B L
| Identifier | Sequence Number |
il et el D D g D D e e e e e b et e e e e e e A i ek el ok e e A g
| Originate Timestamp |
D R R e e e e L EE LS R L L S S S S S S S L S R S DX Sl DL 2
| Receive Timestamp |
e R A Rt ot et et e e e L L L LE L L L S S LS SIS L ST IL 3
| Transmit Timestamp |
e T e R A Y  h t At et b LE LT L E L ST L L L L L
IP Fields:
Addresses

The address of the source in a timestamp message will be the
destination of the timestamp reply message. To form a timestamp
reply message, the source and destination addresses are simply
reversed, the type code changed to 14, and the checksum

recomputed. b o

l:.:q:.:l

IP Fields: R

1':'*:.-

Type N

,\Q.\:

13 for timestamp message; h’ A

NN

14 for timestamp reply message.

Code A

0 ot

Checksun :

The checksum is the 16-bit ones's complemant of the one's

complement sum of the JCMP message starting with the ICMP Type.

For computing che checksum , the checksum field should be zero. T

This checksum may be replaced in the future. w

Identifier E

oL

ALY

it

.,:’..‘:.‘

(Page 16)
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AR

If code = 0, an identifier to aid in matching timestamp and
replies, may be zero.

Sequence Number

S

P
’

If code = 0, a sequence number to aid in matching timestamp and

replies, may be zero. P
el

Description -—-;:
The data received (a timestamp) in the message is returned in the p{
reply together with an additional timestamp. The timestamp is 32 o
bits of milliseconds since midnight UT. One use of these DN
timestamps is described by Mills [S]. o
The Originate Timestamp is the time the sender last touched the ::::E::

message before sending it, the Receive Timestamp is the time the
echoer first touched it on receipt, and the Transmit Timestamp is

the time the echoer last touched the message on sending it. to
e

If the time is not available in miliseconds or cannot be provided )
with respect to midnight UT then any time can be inserted in a A
timestamp provided the high order bit of the timestamp is also set P
to indicate this non-standard vaiue. A
The identifier and sequence number may be usad by the echo sender .:-_.:i
to aid in matching the replies with the requests. For example,
the identifier might be used like a port in TCP or UDP to identify
a session, and the sequence number might be incremented on each
request sent. The destination returns theses same values in the e
reply. ﬁ
Code 0 may be received from a gateway or a host. oo
i

e

i

s‘.:,

\':°:‘
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SN

Information Request or Information Reply Message ii.‘i,
0 1 2 3 E
012345€7890123456789012345678901 O
AR DL Al ek at S AL IL B S L L L e Y e TL L L LT Y LE T T TS }’3
| Type | Code [ Checksum | s
L R Rk L e e R et e kst Bk s s sk s ek b Rl ks e b 3 :ééi
| Identifier | Sequence Number | EAReY
e D R R e e D A L R ik b Sk s ok ek kb b ks b DT T L Ny
IP Fields: E{"
SN

Addresses ‘_:;.:‘_:
S

2
)

The address of the source in a information request message will be
the destination of the information reply message. To form a
information reply message, the source and destiration addresses

are simply reversed, the type code changed to 16, and the checksum
recomputed.

IP Fields:

Type
. 15 for information request message;

-
.
.

¥ 16 for information reply message. ,-f-'::-
3 S o
: Code Ry
"' ~t
0
Checksum

The checksum is the 16-bit ones's complement o! the ors's
complement sum of the ICMP message starting with the ICMP Type. oA
For computing the checksum , the checksum field should be zero.
This checksum may be replaced in the future.

Identifier .
If code = 0, an identifier to aid in matching request and replies, :'.:':.jf‘
may be zero.

Sequence Number

If code = 0, a sequence number to aid in matching request and
replies, may be zero.

[Page 18)
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WREE

’

Description

TLET T

o

This message may be sent with the source network in the IP header
source and destination address fields zero (which means "this"
network) . The replying IP module should send the reply with the

'..:'. addresses fully specified. This message is a way for a host to
o find out the number of the network it is on.
M

The identifier and sequence number may be used by the echo sender
to aid in matching the replies with the requests. For example,
the identifier might be used like a port in TCP or UDP to identify
a session, and the sequence number might be incremented on each
request sent. The destination returns these same values in the

reply.
Code 0 may be received from a gateway or a host.

AN, DM

.
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Summary of Messzge Types

Echo Reply
Destination Unreachable oA
Source Quench o

&

Redirect e

.

® U » W O
13

Echo

v

x
.
|

11 Time Exceeded :‘-'-‘__f_
12 Parameter Problem ::::::

Y.
v

13 Timestamp
14 Timestamp Reply g
15 Informaticn Request =l
16 Information Reply

A e v "
PLlV A A ’

PE

L2
PR

..,.,-
DY

i ¥

u.

ST

FAEA A
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ISI

28 August 1980

User Datagram Protocol

Introduction

This User Datagram Protocol (UDP) 1is defined to make available a
datagram mode of packet-switched computer communication in the
environment of an interconnected set of computer networks. This
protocol assumes that the Internet Protocol (IP) [1] is used as the
underlying protocol.

This protocol provides a procedure for application programs to send
messages to other programs with a minimum of protocol mechanism. The
protocol 1is transaction oriented, and delivery and duplicate protection
are not guaranteed. Applications requiring ordered reliable delivery of
streams of data should use the Transmission Control Protocol (TCP) [2].

Format
0 78 15 16 23 24 31
s tommmmmm $ommmmeem e +
| Source | Destination |
| Port ] Port |
R e to-mm——— e tommmm— - +
| ] |
i Lengtn i Checksum |
e D b trmmm - $mmmmme - +
I
| data octets
S S S S EE S o0
User Datagram Header Format
Fields

Source Port is an optinnal field, when meaningful, it indicates the port e
of the sending process, and may be assumed to be the peort to which a SAIAAN
reply should be addressed in the absence of any other information. If e
not used, a value of zero is inserted.

Postel (page 1)
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Destination Port has a meaning within the context of a particular
intermniet destination address.

Length 1is the length in octets of this user datagram including this
header and the daca. (This means the minimum value of the length is

eight.)

Checksum is the 16-bit one's complement of the one's complement sum of a
pseudo header of information from the IP header, the UDP header, and the
data, padded with zero octets at the end (if necessary) to make a
multiple of two octets.

The pseudo header conceptually prefixed to the UDP header contains the
source address, the destination address, the protocol, and the UDP
length. This information gives protection against misrouted datagrams.

This checksum procedure is the same as is used in TCP. ﬁ
0 78 15 16 23 24 31 Iy
tmm————- $mmm————- T — O + LT
| source address | RTINS
- dmmememm trmmmm——a $mmmm———— + . ‘1-:' K '_:
| destination address | RACE
- $mmmmmeae O $mmmmmem- + Tu u
| zero |protocolj UDP ien | iﬂ_ i
$mmmmemmm $ommmmmem == R - + RN

If the computed checksum is zero, it is transmitted as all ones (the
equivalent in one's complement arithmetic). An ail zero transmitted
checksum value means that the transmitter generated no checksum (for
debugging or for higher level protocols that don't care).

User Interface

A user interface should allow

the creation of new receive ports,

receive operations on the receive ports that return the data octets SR
and an indication of source port and source address, Sl

and an operation that allows a datagram to be sent, specifying the ?T{L{
data, source and destination ports and addresses to be sent. O

; (page 2] Postel X
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IP Interface

IP Interface

The UDP module must be able to determine the source and destination
internet addresses and the prctocol field from the internet header. One
possible UDP/IP interface would return the whole internet datagram
including all of the intermet header in response to a receive operation.
Such an interface would also allow the UDP to pass a full internet
datagram complete with header to the IP to send. The IP would verify
certain fields for consistency and compute the internet header checksum.

.
)
-

Protocol Application

[
)
*
‘e

]

-

The major uses of this protocol is the Internet Name Server [3], and the
Trivial File Transfer [4].

P

Protocol Numb.r

'.
‘s 'e
, 'f

.
v
l‘l.

v

This is protocol 17 (21 octal) when used in the Internet Protocol.
Other protocel numbers are listed in (5].

vt
"
)

---------- %
1] Postel, J., 'Internet Protocol," REC 760, USC/Information .‘:::‘- i
Sciences Institute, January 1980. RAENES
(2] Postel, J., "Transmission Control Protocol," REC 761, L2
USC/Information Sciences Institute. January 1980. m
(3] Postel, J.., "Internet Name Server," USC/Information Sciences o
Institute, IEN 116, August 1979. =
(4) Sollins, K., "The TETP Protocol," Massachusetts Institute of "-j:: o
Tachnology, IEN 133, January 1980. a

(5] Fostel, J.. "Assigrned Numbers," USC/Information Sclences
Institu.e, REC 762, January 1980.
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PREFACE

This document describes the DoD Standard Transmission Control Protocol
(TCP) . There have been nine earlier editions of the ARPA TCP
specification on which this standard is based, and the present text
draws heavily from them. There have been many contributors to this work
both Iln terms of concepts and in terms of text. This edition clarifies
several details and removes the end-of-letter buffer-size adjustments,
and redescribes the letter mechanism as a push function.

Jon Pu. .el

Editor
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1. INTRODUCTICN

.

TP Y

The Transmission Control Protocol (TCP) is intended for use as a highly
. reliable host-tc-host protocol between hosts in packet-switched computer
: communication networks, and in interconnected systems of such networks.

l"
Y

"
AR

N

This document describes the functions to be performed by the
Transmission Control Protocol, the program that implements it, and its
interface to programs or users that require its services.

1.1. Motivation

>~

s efe’n
-

Computer communication systems are playing an increasingly important §§
g role in military, government, and civilian environments. is P
S document focuses its attention primarily on military computer 25

o4

communication requirements, especially robustness in the presence of
communication unreliability and ava<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>