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PLEASE NOTE

The 1985 DDN Protocol Handbook is not in itself an official MIL STD. It is a compilation of DoD
protocols collected for informational and reference purposes only. Potential contractors who use the
material contained in the Handbook to respond to Requests for Proposals (RFPs) or to bid on government
contracts, do so at their own risk. Unless this Handbook is specifically cited as the prescribed source to
use, we strongly urge that you check with the contracting agency or the Naval Publications and Forms
Center (NPFC) to verify that the versions of the MIL STD protocols on which you base your effort are, in
fact, the latest versions. The postal address for NPFC is [Naval Publications and Forms Center, Code
3015, 5801 Tabor Drive, Philadelphia, PA 19120.

“The Development of Communication Standards in the DoD” by Philip S. Selvaggi. Reprinted from
IEEE Communications Magazine, Vol. 23, No. 1, January 1985.

DEC-2065 and TOPS-20 are trademarks of Digital Equipment Corporation.

DDN Protocol Handbook. First volume of three-volume set. Printed and bound in the United States of
America. Published by the DDIN Network Information Center, SRI International, Menlo Park, CA 94025,
Date: December 1985
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INTRODUCTION

VST

SECTION 1. INTRCDUCTION TO VOLUME ONE

—¥olume Ones of the three-volume 1985 DDN Protocol Handbook contains an overview of
the protocol standardization process and policies within the U.S. Department of Defense .
(DoD). It discusses the roles of the Defense Communications Agency (DCA) and the
DDN Program Management Office (DDN PMO) with respect to this process. Detailed
specifications for DoD military standard (MIL STD) computer communication protocols,
which are required as part of the protocol suite in use on the Defense Data Network

N AR

{1

-
»

.. (DDN), are included. The Handbook also outlines the role of the DDN PMO in DDN
s configuration management, and provides instructions for obtaining additional protocol
information.
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SECTION 2. OVERVIEW

= The 1985 DDN Protocol Handbook is a set of documents which describes specifications

¢ for MIL STD communication protocols, experimental protocols, and de facto protocols
in use on the DDN and the Defense Advanced Research Projects Agency (DARPA)
internet. (The term "internet™ is used here to denote the overall topology of the
vatious interconnected networks using the DoD internet protocols). The Handbook

N includes the official DoD MIL STD communication protocols in use on the DDN,

r ARPANET research protocols currently in use, and some of the protocols currently

{Z:_ undergoing review. Also included are background information, policy information,
implementation guidelines, and instructions on how to obtain other protocol information
of interest.

Plla

o

Please note that many of the protocols and RFCs that make up the various sections of
this Handbook have previously been printed as separate documents. Consequently,
some of them have their own separate page numbering. So that the reader can easily
distinguish between the two sews of paging, the page numbering for the Handbonk as a
whole is centered below the {ooter line, whereas any page numbering specific to an
individual document is printed above the footer line. 3

2.1 Purpose of the DDN Protocol Handbook
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The primary purpase of the DDN Protocol Handbookiis to serve as a guide for those
planning to impiement the DoD suite of protocols on various computers to be attached
to the DDN, including the ARPANET. For this reason tutorial information and
suxiliary documents are included in addition to the protocol specifications themselves.
All of this information has been collected into one set of documents that can be used as
a source book for implementation purposes. R . , L S

e

f;, Military agencies or their contractors who are installing or planning to install Local
. Area Networks (LANs) or any other type of network which needs to be compatible with
% the long-haul DDN, will want to consult this Handbook for information and guidelines.
% The Handbook provides a means whereby companies and vendors wishing to do business
& with the DoD can review the protocols required and adapt their products or efforts
. accordingly. It is to the government's advantage to be able to purchase off-the-shelf A
. products compatible with its computer communications protocols, 75 these products can 29
be purchased at a considerable cost savings compared to individual custom !:J
implementations. m' g
;a.‘.;',
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The Handbook is also widely used by researchers in computer science and network
communications. Many programmers, computer scientists, communications researchers,
and protocol experts have reviewed and/or implemented these protocols and have
provided valuable suggestions and feedback to the developers. In the process, they have
contributed ideas and improvements which have made the protocols exceptionally
robust and networthy.

The DoD suite of protocols preceded many of the international computer
communication protocols, and so architectural and technical features of the DoD
protocols have been incorporated into national and international standards. Members
of the various standards bodies have found vhe Handbook useful for reference and
comparison.

2.2 What the Handbook Contains

The 1985 version of the DDN Protocol Handbook updates and obsoletes the 1982
documents entitled Internet Protocol T-ansition Workbook, Internet Protocol
Implementor’'s Guide, and Internet Masl Protocols, and also the 1983 document
entitled, Internet TELNET Protocol and Optionas.

Since 1082, when those documents were issued, many changes have taken place in DoD
network communications which necessitate the issuance of this new version of the
Handbook. Several protocols which were experimental have now been revised and
issued as military standards (MIL STDs). The DDN has been created, and the
ARPANET has been split into two networks, the ARPANET and the MILNET. Both
the ARPANET and the MILNET are unclassified portions of the DDN; however, each
network serves a very different purpose. The MILNET is an unclassified operational
militsr; network, whersas the ARPANET remains an experimental network for research
and development. These major changes in function and mode of operation of each
network are reflected herein by dividing the Handbook into three volumes. Volume
One contains the DaD operational MIL STD protocois in use on the DDN. Volume Two
contains the current official ARPANET research protocols. Volume Three contains
guidelines and auxiliary information useful for implementing either set of protocols.

It is important to note that, at the time of this printing, the MIL STD proto~ols have

ementially the same functionality as the ARPANET protocols. This may change in the :I-',jﬁ'_
future. The MIL STD documents use a formal state machine description in place of the }:;;,,
functional deseription found in the corresponding ARPANET documents. The -—
ARPANET protocols differ slight'y from the MIL STDs by offering the implementor oGS
more choices of implementation detail than do the MIL STD documents. Otherwise, the '-";:. .

protocols are essentially the same.

1-4
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Several auxiliary documents are included in Volume Three, such as a list of assigned
rumbers, tiie ASCII character set definition, guidelines to implementation details, and
the like. These provide additivnal background information or reference data for
implementar-,

Also included is an overview of the administrative process for the review and acceptance
of protocols as military standards by DoD and as ARPANET experimental protocols by
DARPA.

2.3 The Role of DCA in Protocol Standardization

Under the Defense Standardization Program, the Defense Communications Agency
(DCA) located in Arlington, VA, has been designated the Area Assignee for the
development of long-haul communications standards. In this capacity, DCA provides
technical guidance and coordinates the efforts of the various DoD participants in the
DaD long-haul standards program. Secticn 2.4 below explains in detail how DCA
carries out this assignment and how its efforts are integrated into the overall Defense
Standardization and Specification Program (DSSP).
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OVERVIEW

The
Development of
Communications
Standards in

the DoD

Philip S. Selvaggi

A detailed overview of procedures
in the military standards-making
process

MAIABNI/AS /M OOIM]D SO AN S 1043 IEEE

43

N RECOGNITION of the extreme importance of standardiza-

tion within the Federal Government, Congress passed the
Federal Cataloging and Standardization Act in 1952, Immedi-
ately thereafter, the Department of Defense (DoD) established
the Defense Standardization Program, with the purpose of
meeting the intent of Congress within the Department of
Defense. This article briefly describes the aims, policy
issues, problems, and philosophy of the Defense Standardiza-
tion Program, and then elaborates on the workings of the
Program with respect to communications standards. The
article then goes on to describe the development and
methods of coordination for long-haul, tactical, and common
communications standards. Following this, brief descriptions
of the DoD Operation and Maintenance Standards are
provided. The article then continues with a treatment of the
DoD Data Protocol Standards Program. In order for data
networks to be efficient and reliable, a viable set of protocol
standards must be developed for their use. This portion of
the article describes the DoD needs in protoco! standards.
how it has organized to meet these needs. and concludes
with a description of future DoD efforts in this area. The
articie then concludes with a summary of other standardiza-
tion activities which impact the DoD's standardization
programs and activities.

Ospartment o Defense Standardization Program
Introduction

Communications systems designed to serve a wide variety
of users very often must procure equipments and facilities
from many different sources. To design such systems
effectively, a group of viable standards is necessary in order
to achieve the DoD objectives of interoperability and required
performance levels in a cost-effective manner. Further. when
such cemmurications systems are required to interface with
other communications systems, standardization 1S even
more necessary because of the need to cleariy define the
network interfaces. maintain network functionality. and
preserve expected customer service. These assertions are
supported by the fact that considerable activity 1s currently
underway in national and international standards organi2a-
tions for the purpose of addressing these issues. On the
international scene. the CCITT and 1SO have full programs,
supported by many maetings throughout the year. which are
well attended by representatives of carriers and equipment
manufacturers. Standardization groups on the national scene
are 3lso very active in many countries Within the United
States. fer example. the Electroric Industries Association
{EIA) and the American National Standards Institute {ANSH)
are fully as active as their international counterparts and
their proceedings are just as well attended

Within the Federal Government. similar pressyres have
existed for the development and maintenanca of a viable set
of standards for several decades These pressures were
responsible for the Congressional passage of the Federal
Cataloging and Standardization Act in 1952 The objective of
this 3Ct was 10 enable the Federal Government 10 benelit
from the many advantages ci standargization The Depart-
ment of Defense. also interested i Denehiting from the
positive aspects of standardi2ation. quickly established the
Defense Standardization and Specification Program (DSSP
in the same year The aims and odjectives of the DSSP are

Mouary 1Uns-\Vol. 23 No.
1IEEE Communicalions Magazine
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basically similar to those of all standardization pragrams,
with one important distinction, however—the DoD must
design its communications systems to work reliably in a
military environment. Commercial systems, for the most
part, work in a relatively benign environment. Hence, there is
no need for these latter systems to operate at the levels of
performance or to provide the spccial services that military
networks must provide. Because of this fact. commercia!
standards groups rarely take normal military requirements
into account when deliberating over the content of a new
standard.

Tha Defense Standardization and Specification Program

The basic policy regarding DoD standardization is con-
tained in DoD Directive 4120.3, The Defense Standardization
and Specification Program. The primary objective af this
program is to ensure that optimal materiel standardization is
achieved during the design. development. and acquisition
process. This abjective is achieved by applying standardiza-
tion principles, such as item commonality, interchangeabulity,
and interface compatibility in engineering and acquisition
management. The objectives of the DSSP are achieved by the
techniques identified in Table |. If readers desire greater
detail on individual aspects of standardization under this
program, it may be obtained from {1} and (2].

The DoD standardization program involves the preoaration
and use of a broad range of equipments. parts, materials.
processes. and practices described in specifications. stan-
dards. engineering drawings. data item descriptions (DID's).
purchase descriptions. and Commercial Item Descriptions
(CID's). A guide to the full complement of these documents.
the DoD index of Specifications and Standards (DoDISS).
currently lists more than 45000 active standardization
documents prepared by DoD activities. other Federal
agencies, or industry groups. To support DSSP objectives.
more than 7000 standardization projects are either underway
or planned. The primary objective for all of this 15 to achieve
a state of materiel standargization within the Department of
Defense that will reduce duplicative deveiopment and testing
costs and control the proliferation of items in the inventory

TARLE |
Jransacuzanien Ticwmours

© Qeveleping standardized products and practices to salisty mihi.
tary requirements

o Preparing standardizaton documents lor engineenng and
CQUIS1on use of tequired standardized products and pracies

o Prevealing the preparation of duplicative and overiapping
descriptions of matertiels and services ifor example specifica-
nons standards purchase descripions drawings and dalal

® Fasiering the reuse of praven technology 10 saiisty new
LQUIDMEN! of System requirements angd repetitive use of design
features within equipments ang systenis unter and intrasystem
standardization|

o Eotadlishiag. a5 appropriate umiorm types and grades classes
ang sizes of terms and fevels of performance requirements
which Geline the CharyCiensis 6f maienel

5 Uaveleping methods 10t sysiemalically reviewnng items in the
nveniory 10 reduce viniehies and sizes 10 the Mimmum numbet
<Ompal:die with the operahing needs of military services

January 19MS=—=\ol 28 N
'EEE Communicationas Magazine

The Defense Standardization and Specification Program is
a decentralized program with overall DoD policy, guidance.
and administration centered in the Office of the Under
Secretary of Defense for Research and Engineering {OUSDRE).
Advice and guidance on standardization issues are provided
to the OUSDRE by the Defense Materiel Standardization and
Specification Board (DMSSB). staffed by Flag Rank/Senior
Executive Service representatives from each Department, the
Defense Logistics Agency (DLA), and the Ot'ice of the
Secretary of Defense. Overall management of stardardization
policies. procedures, and guidance is the responsibility of the
Director, Standardization and Acquisition Support within
OUSDRE. Day-to-day operations are delegated to the Director,
Defense Materiel Specificaticns and Standards Office
(OMSS0). Within each Service and the DLA. a Departmental
Standardization Office {DepSO) has been established to
manage those portions of the DSSP assigned to the
respective Department or Agency.

Products used by the military are grouped into logical
families. such as space-vehicle components. flight instru-
mants. and land mines. These individual fam:ties of products
are given the designation of Federal Supply Classes {FSC's).
Management and engineering practices. such as rehadility.
safety, and configuration management. are identified as
Standardization Areas. For each FSC and Standardization
Area, a military organization or DoD Agency. known as an
Assignee Activity (for FSC's) or Lead Service Activity (for
Areas). is delegated the responsibility for analyzing.
planning for. and ensuring that optimal standardization 1S
achieved. For example. the Defense Communications Agency
1s currently the Area Assignee for the development of long-
haul communications standards for the DoD. wnile the
Army's Communications Electromics Command (CECOM) 1s
the Area Assignee for DoD tactical communications
standards

Development of the actual specifications. standards and
related documents is performed by DoD organizations known
a5 Preparing Activities {ts the Preparing Activity § respons:-
Dibty to develop. maintain. and coordinate individual DSSP
documents. and to ensure that they meet DoD missio-
requirements Assignee Activities/Lead Service Activilies
may also function as Standards-Preparing Activities A:.
sociated with the Assignee/Lead Service Activities ar:
Preparing Activities are several other DoD arganizations o
example. participating activities custodians review anc
user activities. and agents, that assist i the planmng
management review. and preparation of FSC. Standardizatio
analyses, plans, and standardization gocuments

Pracedures for preparning and cuordinating these ancu-
ments are outined 1n DoD 4120 3-M. Defense Standardization
Manual A simphlied organization chart showing the rela-
tionship among standardization management otfices s
shown 1n Fig 1 Following 1S @ brie! description ot he
vanous categones of DoD documents deveioped under ihe
psse

Stangaragization Documents

DoD tequirements for repetiively procured D:OBuC!S X'+
descnibed 10 speciticat:zns while services prachces oo
cesses and Gala are cescribed n 31ancaras Joth catego-
of documents have a poSitive 1MPact on the compen,
procurement process Their primary putpose 1S to commy
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Fig. 1. GoD siructure for stenderdization menegement.

PREPARING
ACTIVITIES

AGENTS

cate requirements to potential or selected contractors dy
Clearly defimng required technical charactenstics These
documents are as essential to the acquisiion management
process as the funds that are used to procure the goods and
services

In order to stintulate maximum competition and contractor
creativity, 1t 1s DoD policy 10 use performance-onented
specificaticns and standards. rather than design speciti-
calions wherever possible The goal 1s 10 indicate what s
required of an item rather than how 10 design. develop. and
manufacture the item in utihzing this approach. there are
obviously trade-offs to be made in certain specihic situations
Quality logistics and standardization considerations some-
imes mandate a comprehensive and complex statement of
requirements The DoD strives 1o maintain a proper ba‘ance
of these objectives in the specificatior: process Standardiza-
1on policies support the philnsephy of encouraging the use
of performance specifications byl they also ecogmze that
excephions 0 s phmilosophy are often necessary ard
dereticial

DoD Standaras ana Specihications Document Calegories

Soecifications and standat@s useg by the DoD are divided
into three Qroups —Fegeral miintaty  and nongovernment

45

Federal specitications, including Commercial Item Dascrip-
tions (CID's). cover the very large number of Civilian-type
products and services used by the Department of Defense
Military specifications and standards descnibe products and
services that are inherently mibtary in nature The term
“nongovernment standards” refers to specihicatons and
standards issued by private sector orgamizalions «not
individual companies) which describe goods. services and
engineering praclices commonly available 1o the general
pubhc

A basic order of preference has bdeen established for
prepanng and using these standardization gdocuments
Where 3 responsive nongovernment standard is avaslabie iot
can he made availadle in ime) 1t shall be used rather than
prepanng and using 3 Federal or military document Where 3
nongovernment siandaré does nol exist lor 3 commerCial
product or practice or 18 unacceptadle tor DoD s intenced
apphcation. 3 CID should be prepared and used When a more
detailed description is required of 3 commerCidl product than
15 permutted i 2 CID or the item 1s militaty-umque a Federal
ot mibtary specihication or standard should De used
Exceplions to the mandatory requirements for these farmai
slandardization documents are Drovided n Detense Ac
Quisinon Regulation Section 1 Parf 12

hiodnsafy 19—\l 24 No o
S Campsnnnnetnte ationns Napdasiise
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Federal Series Documents

Commercial Ytem Descriptions (CID's) are simplitied Federal
specifications that describ~ the key, salient physical and/or
tunctional characteristics of acceptable commercial (or
moditied commercial) products. These documents are in-
tended to be developec and used when there is reasonaole
assurance that a salisfactory product from a commercial
supplier can be obtaned without the need for specifying
special design. testing. quality control, or packaginy and
marking requirements. Where a minimum of speciaf require-
ments 1S essentiai to assure the receipt of an acceptable
commercial (or modified commercial) item, these may be
included. As the need for greater detail or unique require-
ments increases. Federal specifications. rather than CiD's,
are prepared. CiD numbers can be recognized by the
constant. nonsignificant “"A-A-" identitier {for example.
A-A-5065¢, “Life Preserver. Vest, Adult or Child").

Fadsral Specifications are developed when an acceptable
commercially available product or service exists. but
specitic design. performance. interface. or other essential
characteristics cannot be adequately described in a CID.
Federal specifications cover material used by. or with the
potential for use by. two or more Federal agencies. or new
items of potential general applications. Unlike CID's. Federal
specifications generally contain a complete description of
required items or materials and the provisions for deter-
mining compliance with the requirements. Federai specifica-
tion numbers are made up of two groups of letters. foliowed
by numbers. such as HH-I-524, “insulation Board. Thermal
(Polystyrene) * The first group of letters identifies the
commodity and the second represents the first letter of the
title.

Federal Standards cover engineering or management pro-
cesses. praclices. or techmques having multiple agency
interest. These documents are identified by the indicator
“FED-STD-" preceding the document number. for example,
FED-STD-4, “Glossary of Fabric Imperfections.”

Miltary Series Documents

Military Specitications are complete descriptions of products
which are intrinsically military in character or sigmhicantly
moditied commercial products requinng special features.
design. packaging, or quality assurance 1o satsfy mihtary
needs Military specifications are identified by the prefix
"MIL”™ or 000" (lor documents in the metnc system)
followed by the first letter of the first word in the title of the
document. (for exampie MIL-W-5013 “Wheel and Brake
Assemblies. Aircraft™)

Mititary Standarés are used 1o descride engineening and
management processes methods. design critena. dats
generaung requirements testing techrmiques. and detimtions
The processes defined by the military standards are of
primary concern 1o DoD acuwviies These documents are
prepared either in book form. indicated by the prefix “MiL-
STD- " or 'DOD-STD- tor metric slandards) fotiowed by the
document nympber for 2xampie MIL-STD-985 Parts Control
Program ) or sheet form identihed Dy MS (for eaamole
MS-27423  Protector-Propeller Shatt Plastic ' MS sheet-
form stanlards are generally used to describe component
Parts as opposed 10 end items and are being phased out

January 1RS~Vol 24 No. )
IEEE Cunununications Magazine

Qualitied Products Lists (QPL's) are listings of vendor
products which were tested to and met previously desig-
nated specification requirements. Such preacquisition
evaluation is authorized only for products when there is 2
requirement for special, expensive test equipment not
generally available to a potentiat manufacturer. or when the
time to perform testing to assure acceptability of product
design, safety, and quality makes it impractical to conduct
the tests after contract award. The process by which
products are evaluated is called qualification. The fact that a
product is listed on a QPL signifies only that. at the time
qualification testing was performed. the manufacturer could
make an acceptable product. Normal product and quality-
assurance testing must still be performed in accordance with
specification and contractual terms. QPL's can be authorized
for either Federal or military specifications.

Handbeoks are reference documents which bring together
procedural and technical or design information related to
components. equipment processes. practices, and services.
A handbook may serve as a supplement to specifications or
standards to provide general design and engineering data.
Handbooks may be in the Federal or military series

International Standards are standardization documents which
reflect agreements on products. practices. or operations
between nations or international assoc:ations. It i1s desirable
that such standards be consistent witr existing DoD
standardization documents to ensure that commitments
under these agreements will not adversely affect the 0oD
design and procurement positions. Similarly. military stan-
dards and specifications wdl often implement treaiy com-
mitments. and should be consistent with nontreaty interna-
tional agreements wherever practical Examples of
international  documents include North Atlantic Treaty
Organization Standardization Agreemants (STANAGS). Quadrni-
partite Army Standardization Agreements (QSTAG'S). and the
Air Standardizztion Coordinating Commuttee (ASCC) Air
Standards.

Nongove: nment (Voluntary} Standards are Uocuments prepared
by nationally recognized industr.al and trade associations
and professional societies for use by the general public
These documents are sometimes called voiuntary or industry
standards. It :s DoD policy to make optmum use of such
standards when they s2u3!y miitary requiremeats. and to
partizipate with nongovernment orgamizat.ons in developing
the standards

Nongovernment standards are ysed by the Dod in three
d:sunct ways adophon. reterence. and excerpts The
gencrally prelerred method 1S adopltion Adoption 15 the
process by which Do) expresser tormal acceptance of
nongovernment documents Thus aiso provides visibihity 1o
DaD orgamizational components through incorporation of the
adopled standards into the DoD Index of Specitications ang
Standards 00DISS) A nongovernment document may also
be referenced in 3 military standardization gocument While
I Most instances it 13 Preferred AL these referenced
Gocuments be adopled. these dre situalicns where adoplion
1s nOt aporapriate When only & paragraph o 'wo of 2
nongovernment document s 1o De ysed It may D¢ Mmdre
ethicient 1o dueclly copy O excerpt that porhion i '™e
stangasdization gocument atier permiss:ion 10 €0 $O ¢
odlaned froir the pubhshing orgamizalion

s clear that DoD standat@ization achvities must Cex
with 2 vas! arrdy of documents ang $1andaras categores
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HDBK-412, Site Survey and Facility Design Handbook for
Sateilite Earth Stations.

Planning Standards—DCS planning standards in the
MiL-STD-187 senes are expected to provide uniform guidance
ior the design of the evolving and future DCS. These
standards are based on DCS system RDT&E. analyses, and
coordinated design decisions. Performance charactenstics
may meet the critena for communications system standards.
(for example. proven by measured performance) or the
criteria for design objectives (that is, hest engineering
judgment of required performance). An example 1s MIL-STO-
187-320. Transmission Planning Standards for the Defense
Communications System.

The following standards have been successtully developed
and published as DoD communications standards

MIL-STD-188-100—System Technical Standards

MIL-STD-188-1:0—Equipment Design Standards for Data
Modems

MIL-STD-188-112—Subsystem Design and Engineering
Standards for Cable and Wire

MIL-STD-188-114—Electrical  Charactenstics of Digital
Interface Circuts

MIL-STD-188-124—Grounding. Bonding, and Shielding

MIL-STD- 188-140—Equipment Design Standards in Low-
Frequency ard Lower-Frequency Bands

MIL-STD-188-161—~Cesign  Standards for Facsimile
Equipment

Evolution 1o an all-digitdl network has raised new
standardization 1ssués !n 3ddition 10 the already pubiished
standards. the DoD communications standards program 1s
addressing the followng major projects

o Common Channel Signaling—In targe commercial networks.
an advance 1n network efficiency and control can be
achieved Dy common-channel signaling Extensive stud-
1es have shown that common-channe! signaling can be
effective in military networks as well As a conseguence.
the DCA 15 developing such a standard for the DoD long-
haul commuymty At the present ime it 1S envisioned that
this standard will be very simiar to CCITT a7 the most
recent CCITT wignaling standard
Timing and Syachronization —in an ail-diQ:1a! commumca-
nons system the nming funct:on aftects the complexity
of the entire system The precision of the timing 1§ one
facto: that detarmines whal funclions can de supporiec
by the sysiem and the manner in which the iming 1s
implemented can have 3 major 1mpact on survivability
The tming speciticaions being developea by COITT
Giffer trom those under development by the OCA in tre
areas of suivividility robusiness securty ang func.
nonaiity The DoD s therelore developng & timing and
SYNChigRiZatnn standard atich § more appropriate 1o
3 military envirgament
o Corversign from Anaing 1o Digital Traamsaission —The
dutgeoning heid of Hgelal lransmistinn cefurtes e
Jetermunatian of pecformance shAaractenshics a5 weil 33
estadhishment o ‘he £0rreldlion Detaeer Lset tegure
ments and slandards parameters Severd! Gigitdf frans.
MISSION Drrsjecty Are i Br0gress ol QarUCUIar nterest o8
arepect SUMC 3230 1o develop 10ng Maui syslem lrans.
missian perfcemance stancards

January S~ \al 2t S i
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o Integrated Ssrvices Digital Network {ISON]—The CCITT 1s
investigating the charactenistics of this network with
respect to future commercial usage. The network will
have a farge impact upon military communications and
standards in general. Investigation into ISON develop-
ment has been initiated and will continue for as long as
the ISON remains pertinent to DoD standardization
activities.

Tactical Standards Deveiopment

Leng-haul standards development has its counterpart in
the tactical standardization area. The Joint Tactical Com-
mand. Control. and Commumcations Agency (JTC'Aj is
currently the DoD Lead Service orgamization ‘or the develop-
ment of tactical communications standards Its respons:-
bihiies and mechanics of operalion are very sim:!ar to those
in the long-haul arena. It must aiso develop a yearly Program
Pian which governs its’ activities over a five-year span: the
categories of standards treated are also very similar to those
in the long-haul area. Needless to say. there 15 very close
coorgination between the long-haul and tactical standardiza-
tion areas in connection with the development 01 their
respective Program Plans.

Common Standards Program

Some years back. under direction from the Joint Chiefs of
Statf (JCS). DCA and ECOM (JTCA’s early predecessor as the
tactical standardization area assignee) signed a
Memorandum of Understanding (MOU) commiting both
organizations to cooperate :n developing common standards
for the long-haul and tactical communmities This MOU called
for the establishment of a Joint Stegring Commuttee (JSC) to
orgamze and manage this effort. The members of this
commutitee are representatives of services and DoD agencies
representing both tactical and long-haul interests Ther
objective 1S to emphasize common standards developmen:
ang reduce the number of standards that are unique to Dol
communications Such an approach yields many advantages
to DoD. not the least of which 1s that 1t fosters inte:.
operability between long-hau! and tactical communication
systems The level of standards expertise and esperence
present in this commtiee. together with the resuitant cro¢s:
ferhlization of ideas have made the commillee 3 vy
powertul torum for atl DoD communications standaras issues
which include techaical. agmimstirative ang policy malte:s
The committee 1s very eftective in enadhing DoD to discha: ge
its responsidihilies 1n the 0ng-naul and 13ChCL communicy.
nons areas of the DSSP The JSC provides the dasis for
managing communicahions slandards devetopment in the
DoD 1t estabhishes the need for new Drajects and assigns ar:
manages DoD stangardization resources The MOL ane (¢
ackion incidentaily  were ‘he ouigrowln of 3 genea
tealization thal there was no real 1eason for most gifterence.
netween e reguitements i the Ta0 S1AnCareizanon areds.
Other tilferences were Quichly CisdDDeRNING A% & tesult
the deveiopment of $:igulal commumcalions and mC ol "
tezhasiogy  Since s oncedLidn  the Tommon slangaes
srogram Nas sigmticantly onttduted 10 mtecoper3hnt,
Delween ong-Nayi ING 1ICHCA CoMMuMELans s, 5te=s
302 1a8ay he Duih of CoMmMunialons sI3NCAIES At 11 2t
Depariment gt Defense reSifles :n the COmMmoOn stanca-e
categoty The deve:opment ot 3 Sommon 3andasds p:a5 sm
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15 therefore necessary to maintain a listing of all such
documents for reference purposes. the DoD Index of Specifi-
catons and Standards or DoDISS. The DoDISS is a reference
publication that lists all miltary and Federal specifications.
standards. handbooks. QPL's, commercial item descriptions.
adopted nongovernment standards. international documents,
and refated publications Printed editions are provided in
alphabetic. numeric. and Federal Supply Classitication
nistings. They are published annually with bimenthly cumula-
tive supplements. Weekly builetins called DoDISS Notices
contain advanced information about selected new and
revised DoDISS listed documents.

Commurications Standards Developmant
Long-Haul Standards Development

Under the Defense Standardization Program. the Defense
Co.nmunications Agency (DCAI located in Arlington. VA has
been designated the Area Assignes o7 the development of
long-haul communications standards. In this capacity. the
DCA provides technical guidance to and coordinates the
efforts of the various DoD participants in the DoD long-haul
standards program. The DCA was created in 1962 for the
purpose of integrating DoD fong-haul communications re-
quirements, and satistying these requirements by the estab-
lishment of common-user commumications systems To
enable it 1o meet this objective. the DCA has been given the
authonty to design. build, and manage the required systems
As a consequence for the past 20 vears or so. the DCA has
been involved with the engineertng planming needed !9
establish new DoD systems and to update these systems in
accordance with the trend of DoD requirements Its responsi-
bilittes make the DCA the i1deal body to airect a standards
prog:am. since standards are ntimateiy ted in with
architectural concepts. interface design. system per-
formance. and equipment and facility design The stan.
dardizahon process. however. is a broad DoD program
involving all DoD elements. to completely meet it
standardization responsibiiies, the DCA must make ex-
tensive use of resources provided by the Miitary Depart-
ments and DoD agencies. strategically supplementing this
support with actual in-house engineering rasources availabie
at DCA This arrangement has proven 1o de extremely
ettective for the DoD

The primary management ool for the development of tong-
hay! standards 1s the Program Plan This plan which s
13sued yearly. covers 2 span of five years it containg the
status and responsidilines 16t 0ngaIng projects a summary
o! prodiems tacing the DoD standards commumily ang a
technical analysis of fulure communications planming to
dennify standatdization needs The development of is plan
as does the development of standards n this 3rea nvoives
consideradle eftort Both respons:Ditties cali tor intensive
collaboranve efforts detween the DCA ang the Mihilary
Depariments ang Defense Agencies

Stangargization efforts for the Standards for {ong-Haul
Commuymcations (SLMC: area assignment are Currently
pianned ant managed with 3 view towdrgds promuigahun ot
Such standaids for the DCS as descrided in the foilowing
categories

System Design aad Engineering Standares —These slancards
estadhish  overalli mimmum system and  subscrider lo-
subscriber measures of performance for exampie the

probability of acheving qiven delay and/or quality in
information transfer. Within circuit and network models,
total system and subscriber-to-subscriber performance
parameters are apnortioned. Inciuded are reference Circurts.
system diagrams, interrelationships and interconnectivity of
component subsystems. and performance goais The fatter
includes system efficiency. communications quahty. delay.
flexibility, availability. reliability, survivability. and secunty
goals. The system design and engineerning standards provide
the basis for the interconnection of subsystems into a
system, as well as the design of individual subsystems. and
may address charactenstics pertaining to the interconnec-
tion of DCS subsystems and interoperability of the DCS with
other DcD and non-DoD commumcations systems An
example 1s MIL-STD-188-100. Common Long-Haul and
Tactical Commumcation System Tschmical Standards
Another 1s MIL-STD-188-323. which provides criteria and
guidance for the design of DoD long-haul transmission
systems.

Subsystem Oesign and Enginesring Standards—These stan-
dards provide efectrical performance. message integnty.
grade of service. interface standards. and other parameters
of subsystems such as switching and transmission subd-
systems Where applicable. the parameters for these
standards are based on performance parameters derived
from the system design and engineening standards An
example 1s MIL-STD-310A. Subsystem Design and Engineer-
ing Stendards for Techmcal Contro! Faciities

Equipment Technical Design Standards—These standards
provide the mimimum electrical performance. such as the
dynamic tange ol operation. 1nput/Quiput parameters. and
interface charactensncs required of the equipment Most of
these siandards are based on the requuements of the
appropnate subsystem design and engineering standards
An example 1s MIL-STD-188-110. Equipment Techmcal Design
Standards Common Long-Haul/Tacncal Data Modems

interface Slandards— These standards specity the required
quantitative values 1or electrical parameters and tor opera-
tional procedures which affect the transparency of the
Interface between separate Subsystems or systems The term
‘transparency  means that

e From the users standpoint. there should de no adai-
tional effort or concern when ms communmicalions are
traversing separatle sysiems Ideally the yser s operat-
ing procedures should require no change nor shdule
oper3nions be degradea in any manner

* Black-box nte:faces shouid de mimimized or ehm.
nated dy carelul analysis of the combined systems being
traversed

® inlerface Slandards provide the necessary technical
patameters tor the :nterconnection of e .3hi0us
subsystems of the DCS and are included as an integral
part of subsystem and eqQuipmenl lechmcii design
S1andares o accoraance with the system Sesigr ang
engineening slandards An exampie »s MIL-STD 883
Electrical Chatactersstics of Digitai Intetaie Coriits

Hangdesks — HaNADOOKS D1ovide Ju AANCE Dertdirnng 2w
nstallation of commumications equipmert *3Cihities g 2
N00RS COver suCh 3reds 35 theory eQuipment iy’ 3,371
and power Cbie ryns environmentyl IOnirol raLrde;
fransmssion hnes  3nd antennds  An exdmpie s ANE
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represents a highly significant development in DoD com-
munications standards and has contributed greatly to the
turtherance of DoD standardization objectives.

Operational and Maintenance Standards

Communications standards for the DCS are usually
thought of as being confined to the MIL-STD-188-seriss
developed under the DSSP. However, another important area
of communications _standards, vital to the day-lo-day
operation of the DCS. is the Operations and Maintenance
(0&M) standards category. These standards are also
developed by DCA. in collaboration with the Military
Departments. and published in DCA Circular 300-175-9. They
provide criteria by which both the Military Departr.ents and
the DCA can gauge how well transmission links and
associated systems perform and how well they are being
maintained. These criteria take into account degradation due
to aging and adverse local enviconmental conditions. 08M
Standards also include OCS Transmission Technical
Schedules. which contain itemized listings of all common
services provided by the DCS and the circuil parameters
required to meet end-to-end performance requirements. The
standard aiso contains a list of carrier offerings which most
closely correspond to the defined DCS services. This listing
at present pertains only to the CONUS. Mowever, similar
listings are currently under preparation for Europe and the
Pacitic. The Schedules also provide a commor: language for
circuit ordering allocation, activation, operation. and
maintenance

This circular 1s prepared and updated by an O03M
Standards Techmical Working Group comprised of representa-
tives from freld and operating units. The practice of soliciting
direct input from field and operating units started seveial
years ago and resulted in substantial improvements 1o the
document This was & healthy sign. denoting existing user
interest and a serioys need for updaling the douument in
orcer 10 make it more responsive t0 actuai operating
conditions. The result of this progressive step was that
yearly meetings have since been held with similar results.
and such meetings are planned annualiy from now on Thiy
Working Group 1S organized and chaired by a representative
from the DCA Standards Ottice

An example of this group's stiectiveness arose several
years ago. The issue addressed Dy the group had to do with
prodlems in the hieid when operating modems at 4805 and
9600 b/s over conditianed Circuits meeting emisting 0CS
circwit standards By companng experiences. the working
group members came 10 the realization that perhaps current
DoD transmission schedules were 100 stringent To overcome
thig problem. several new transmission scheduies—based
upon reducing condiioning requirements —were developed
for the OCS It appeared hiely that improved performance
couid be achieved over OCS dara circuits by use of these new
schedules There was. however insufticient data avaiadle
from either commercial of Qovernment-owned networks
wMCh would correiate the effects of reduced Circunt cond:-
tloning with modem performance at rates greater han
2400 b/s For s reason. arrangements wese made wilh [he
A Forces Rome A Deveiopment Center (RADC) to test
appropriate modems over lines Simulating the new transmis-
s10n schedule Test teports were favoradie and the new
scheduies were vahidated Considerabdie cost savings will be

effected over the years by reducing ihe need for line.
conditioning equipment. These savings would be cerived
from equipment, installation, and maintenance costs and are
directly attributable to the development of 0-M standards
and strengthening the feedback from field users to t*2
standards development process.

Dats Pretecel Standards

Protocols are the rules and conventions wheredy digital
communications are effected between subscribers. between
subscribers and networks, and between networks. At
present, this category of standards represents an area of
extreme intérest and activity on the part of the Do0. The DoD
has always had an urgent requirement for data communica-
tions. and in recent years the critical needs of command and
control have magnified this requirement many times over.
Emerging computer technology. with a wide range of appli-
cability, has catered admirably tn military command and
control needs and has pruvided a sound basis for building
computer networks. Although these networks are wel! suited
for meeting military needs, the business and commercial
worlds have found similar yses for them: their growth has
been rapid in the private sector as well.

It is clear to all. military and nonmulitary users alike. that
the successful operatiun o! these new data networks
depends upon the development of an effective set of protocol
standargs. The DoD recognized this fact very early in the
game. and for some 15 years has been engaged in a very
extensive program of network experimentation concerned
with ihe Jevelopment of data protocol standards. This
research and development effort estabhished the basis for
development of the JoD data protocol Standards program
today. and indeed has proviied 3 stimulus as well for the
deveiopment of commerciai standards n this area. An
overnding consideration in the evalution of the DoD program
1S that 1t 1s constrained Dy the need to meet unique mibitary
requirements as well as by the Dol policy to use coenl
standards where appropriate. (n fact. all constrants relating
to the DoD role in developing commumcations standards
hold true for its role in developing dava protocol standards

The DoD’s Protoca! Standardization Program

With DoD's expanding data requnements and technclogy s
growing capabdility to satisly these demands. the DoD. in the
mid Sevenlies alon) with everyone else. found iselt in the
migst of the data revolution Requirements technoiogy
programs, and Systems were burgeoning cverywherg dut
there were no Standards (0 guide the design and integiation
of these data systems ¢ !o facihtate the transfer of
intormation between data lerminals ang host computers of
between computer networks In recognition of i Situation
the DoD in December 1978 created the DoD Most-lo-Host
Protocol Standardization Program anc irected inat the DCA
vecome the Execulive Agent ‘or this program it shoule de
pointed out that as descrided cather the DSSP nag deen :n
enistence and tuncioning well for many years The Protocol
Stancardization Program couic therstote Nave deen tou.
hinely inciuged in the DSSP The Executive Agen! -oute was
chosen however because the Dol conside:£a the geveind
ment of prolocol standards 10 De extremely /mportant 3ng o
wished 10 place strong emphas:s on tus fact The auties of
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TABLE It
Funcrions or Tag Extcunive AstnT Fan ProtaceL STansaneurnion

1) Provide 3 Forum for discussion with MILDEPS/Agencies on
requirements for Standards

2) Prepare new proposals for Standards. or enhancements and
modifications

3) Document Standards and their specifications

4) Provide configuration control of Standards and their specili-
cations

S) Evaluate. approve. or disapprove proposed Standards and
specilications

6) Evaluate. approve. or disapprove requests for waivers

7 Test proposed Standards and speuihications

8) Coordinate DoD ROTAE efforts

9) Prcvide a forum for the exchange of Iechmical tnformation

10) Momtor Federal. national. and international Standards
development

11) Ensure that DoD Standards development considers Federal.
nanonai. and international Standards

12) Justily DoD requirements for waivers from Federal lnformation
Processing Stancards (FIPS) PUBS

13) Prepare DoD instructuions statng DoD pohicy on protocol
standargization

14) Coordinate the Dol Proiocol Standard Program with cor-
responding NATO activiies

the OCA in conjunction with this assignment are shown in
Table II.

DCA's Organization for the Executive Agent Role <

The list shown in Table Il represents a broad gamut of
functions involving managerial, techmcal. administrative,
and policy responsibilities. To handle this full scope of
responsibilities the DCA formed three groups. the Protocol
Standards Steering Group (PSSG). the Protocols Standards
Technical Pane! (PSTP), and the Contiguration Controt Office.
The responsibility for implementing protocol contiguration
control lies in the Defense Communication System Di-
rectorate or the DCA. The first two groups have representa-
tion from services and 0oD agencies. but are chaired by
members of OCA. Within OCA, the primary responsibility for
each group rests with the DCA organization most concerned
with the individual group’s function. The relationship
between these groups and the Agency 1S shown in Fig. 2.

The Director. DCA. is actually the Executive Agent for the
DoD Protocol Standardization Program. The Chairman of the
PSSG acts for the Director with regard 1o DCA's respons:-
bilities in this area. He recommends standard policy
decisions to the Director. and serves as a focal point on his
behall for overseming the performance of Executive Agent
functions The PSSG itself represents the Military Depart-
ments and GoD agencies and serves in an advisory ¢capacily
to the DCA
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TABLE N
Masen Protoce Stansanss STeimes Gague Fumcnons

TABLE ¥
Conrpuaaroon Contam Orrct Funchons

—— —
—_—

1) Provide a forum for discussion with MILDEPS/Agencies on
requirements for Standards

2 Coordwnate DoD ROTAE etforts
3) Monitor Federal. natonal. and international Standards

4) Ensure that DoD Standards development considers Federal.
national. and international Standards

S) Justity DoD requirements for waivers irom FIPS PUBS
§) Prepare DoOi's stating DoD policy on Protoco! Standardization

The responsibility for supporting the PSSG lies n the
Planming and System Integration Oirectorate (PSI) of DCA
This Directorate is responsidle for overall DCA planning as
well as integration of the various DCA znd DoD communica-
tons programs. The major functions of the PSSG are
summarized in Table Iil.

The PSSG receives techmical support from the Protocol
Standards Technical Panel (PSTP). The PSTP reports to the
PSSG and is responsidle for fulfilling the technical functions
of the Executive Agent. Liaison with the PSSG is maintained
by having as the PSTP Chairman a mamber of the PSSG. A
summary of its responsibilities is shown in Tadie IV

The responsibility for directing the efforts of the PSTP hes
in the Defense Communications Engineering Center (DCEC)
which, for some time now. has been responsible for the
design of the OCS. These responsibinties also include design
and planning for the data networks in the DCS as well For
the past several years, the Center has been Mavily involved
n protocol standards work and has made significant
contnbutions to the DoD protocol standardization etfurt

The third area of responsibility 18 Protoco! Configuration
Control The purpase of this function 1S 10 ensure Interopera-
bility between protocol standards developed by different
sources. vahdate vendor :mpigmentations of protoco! stan-
dards. control deviaions and waivers from established
standards. and maintain 3 document data base ot approved
standards. This function 15 now discharged By a newly
created Contfiguration Control Oftice 1n the Defense Com:
munications Systems Qirectorate This office will conduct
those activities necessary lor estabishing configuration
control of DoD protocot standards and serves as a focal
point for dentilying and evaluating requirements for new
protocol standards or capadiities This activity maintaing
coordination with the PSSG dy appointing a representative to
this iatter group Tabie V summanzes the duties ivolved in
the protoco! standards conhiguration control function

Current DoD Protocal Standardization Plans

By the eng of 1978 when ine Dol appointec ihe DCA
Executive Agent tor the deveiopment ot protoco! standards

Ren
Pestacn. Sreasaees Ticemce Pont: Fuactons

——
——

1 Pregdie new DIODOIRIS SARINCEMENtS AE MOG:NCalions 1ot
Potocol Standpeys

2 Test proposed Protocoi S1andards and speciations
D Prowte 3 forum tor the ¢achange o HCARCA 1HiaIMANOA

1) Document Standards and thewr spacifications

2) Provide configuration control of Standards and thewr specif-
cations

J) Evaluate. approve. or Jisapprove proposed Standards and
specificatic.is
4) Evaluate. app:ove, or disapprove requests for waivers

considerable work had been done in developing a Transmis-
sion Control Protocol (TCP) and an internet Protoco! (1P} by
OCA in comunction with its design eforts on data-com-
munications networks. The TCP corresponds 1o the transport
layer of the 1SO model. which at its inception had provision
for an IP. TCP 13 an end-to-snd protocol providing reliable
data stream communications with the guaranteed integrily
IP is a protocol for providing data transmission trom host-to-
host over a st of interconnected diverse networks. At the
time these standards were deveigped, there were no formal
standards in these two areas. civil or Gtherwise. The Do0.
howevar, pressured by yrgent requirements and the demands
of program implementation. strongly felt the need for such
standards in \is data communications programs. Therefore. in
December 1978 the Do decreed that these two standards.
the TCP and I1P. would become ofticial DoD protocol
standards The reason for this action was that both protocols
had been devised to meet the essential military requirements
of secunty. survivabihty. and rehabihity Thase factors were
considered 1o be suthciently pressing to justily the adoption
of the TCP and 1P ir. the adsence of comparable commerciat
standards Recently, some revisions were made in these
standards. but their man sul'< ance has not changed since
their adoption in 1978 The functions of this TCP are shown in
Tadle VI

As stated above. an internet protocol was not provided for
in the ISO model However in the DoD the internetting of data
networks 18 an extremely 1mportant requirement because of
the large number of such networks which serve the Dol
Therefore. early Dod data-commumcations pianning efforts
were geared 10 solving the internet prodlem In 1974 for
example, the DoD imtiated a special study primanily tor tne
purpose ol studying DoD data internet requirements The
conclusions of this study played 3 major role in determiaing
the course of DoD data communications activities over the
last ight years To iliustrate the need for this stuly

et v
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TANLE W
Nerwesns Comnentiy Unuons OoQ 1P

General-purpose netwarks (For exampie, ARPANET)

Packet radic (SR, FT BRAGG)

Packet satellite (SATNET. WBNET)

Military Networks (WIN. DoDISS. DON)

Locat Area Networks (ETHERNET. RING. MITREBUS)

Pudlic Data Networks (X 25, IPSS, DATEX-P)

Experimental Networks (RSRE Priot Packet-Switch Network)

Table Vil lists a few of the most important data networks
that 2 DoD common-data-user system must interoperate
wilh.

This list is forrmdable enough dut not nearly complete. The
DoD keeps track of the networks it may have to deal with
and a recent estimate indicates that the numbers of such
nets 1s considerably in excess of those shown in Table Vil
The area of Local Area Networks. for example. has 3 very
great potential for introducing a wide vanely of specialized
networks into the picture.

Tadle VIl summarnzes the functions of the Internet
Protocol Standard. Because the IS0 model did no? provide for
an internet protocol. it 15 not clear to which layer the IP
delongs There 15 strong feeling that it belongs somewhere
between the Xrd and 4th layers. and recently IS0 has placed

TARLE vt
Fencrons o P

1) Addressing
¢ Provides the network number
® Provioes the host address
2 Protocol number
® Keys the next highet-igvet prolocol 10 De used 1o interpret
wierngt GALSQIAmM dala
3 Fragmentation 3ng reassemdiy
® Allows dalagrams 10 De DaSSed through Networks with small
DaChAt 5120 himts
o Atiows reassemdly of ragments at destinabion host
4 Type of service
o Provioes 3 network independent sndication of Gesired qudhty of
service
® Allows user 10 spacity
Precedence
Stream or a1ag7am
Reieadebsty
Soeec
Sored over rehadeity
S Teme to Live
* Specihes Manmum time TRt 3 GA1AGIAM 18 Aiowed 10 ¢a-3l
the nternet MyiOnmMent
6 Crech Sum
o Provides & CHCK SuM 18 heddes Dolection
7 Opteons
* Source touting
o Rpcord route
® Error report
§: Does a3t provde
s fige contro!
® Data etror contiol
® Mo acanawieagmenis of B datagrams

its function in layer 3, the network layer of the 0SI mode! Al
present, the DoD internet Protocol has been proposed to both
ANS! and the ISO through the auspices of the National
Bureau of Standards (NBS). The last reports are that it 1$
being well received in both groups. The need for a general
internet protocol s well recogmized and such a protocol will
be developed defore long. in addition to the TCP and IP. the
DoD has plans for the development of a number of other
protocol standards. which are shown in Table IX together
with expected completion dates The development of these
standards will be done mainly through contractual support
and coordination with the N8S protocol standards program
The DoD has developed a working agreement for the
development of protocol standards with the NBS through
which it will provide techmical ass:stance to the DoD ang aiso
represent the DoD's interests n the appropnate Ciwvil
standards fora.

National Academy of Science Study

Since the adoption of TCP ang IP as formai standards by
the DoD. there has been consideradie actvity wn the
commercial standards arena with regard to the development
of protocol standards. As 2 resultl of ths activily, both the
1SO and CCITT have developed architectural mogels for
protoco! slandards. and the ISO has developed 3 transport
layer protocol called the Transport Protocol or TP Thig TP
offers five difterent classes of operation The Class-4
category 15 very similar to the DoD's TCP The existence of 2
commercial transport protocol which 15 different from the
DoD standard. however. has raised scme probiems for the
DoD. Concern has been expressed in cerlain areas of the
private sector over thewr abiity 10 support (two different
standards. the quastion has Deen raised 3s 1o whether or not
it 15 cost eftective for the DoD to uhihze 3 standard which 13
ditfgrent from the commercial one To resolve these quet:
tions. the DoD requested Ihe National Academy of Scrence
{NAS) (3 evaiuate doth peotocols agawnst Dod requsrements
and determune whether or not the DoD could use Ihe
commarcial TP in beu ot 1CP

The NAS has not concluged sts stuCy as yel Dut it nas
teached the conclusion that the TCP and the TP e

TABLE 12
Do Pestecn, Brweiosment Timttant
mitigi  Fasl  Pedlished

retatel st Ot Smedwrd
Me3sage Protocol (Mh 1 1 1
Frie Tramiter Mrotoced IFTHR 1 1 1
Vittudt Termens: 1 1 ]
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Presentation Layer drotacol PP Sy g8 Fv g Fo i
Sesseon Comprot Mrotazoel . SCH Fega YR Fyosd
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TARLE X
Punrost o Bob Pasrace Test Lasomatomis

1) Prowcel doveley . —The process of dehong the service and
MEChBMSM §, .aClons. and implementing the protocol i a
mgh-order language

) Prowcsl saslysis—This will provide the capabrhty for interactive
and automated “walk-throughs™ and special analysis of the
protocols 10 test for such conditions as self-consisiency. state
reachabshity, and state hanging”

3) implomenintien ating — Testing the protoco! for conformance o the
SETVICE $D0CS 300 how wei! il performs the sarvices

4) Eriernel oplomentution coruiicotion—Certitying That 3 user's imple-
mentation of 2 protocol performs correclly agang! the
ladoratory's SLanGard implementation

S) Validetion and verification —Procedures 101 prowsding the laboratory
SIandard protocol agamst wich other implementations are
tested

6 Configuration evmiret —Provicing support for central centiguration
control of ait DoD peotocol implemantations

tunctionally equivalent in 3il respects. No formal recom-
mendations have been formulated as ye! and it was expected
that the Academy's hinal report will have been completed
Decembder 1984 Thus study's conciusion could have far-

reaching effects on the DoD protocol standards program and
the impiementation of ils data networks as well.

Protocol Test Laboratory

An important consideration in the DoD program is protoco!
testing. To this end. plans have been developed by OCA for a
protocol-testing laboratory to be located at the Defense
Communications Engineering Center 1n Reston. VA. The
pufrpose of this test facility is shown in Table X Figure 3
depicts a preliminary view of the 1aboratory layout

The laboratory hardware/software development and im-
plementation will be accomphshed in three phases. The
implementation of this laboratory will proceed along the
hines indicated in the paragraphs delow

Phase 1 will provide: 1) a dasic protocol development
mimcomputer. which will include peripheral storage along
with It operating system, editors. language compilers and
assemblers. and other Dasic software tools 2) three
interactive work station terminals (smart terminals) which
will allow the protecol deveioper and tester access 1o all
laboratory functions: 3) two minicomputer “1arget machines”
for use :n testing one protocol impiementation aganst
another. 3nd 4) a basic coaxial-cable local network for
nterconnecting all components into an integrated Sysiem

Phase 2 will prowde 1) three additional work-station

£
-
=3
oowd
=
[

AYSWATS
w0

ERTEAMA,

Sa ARSLEY
- =

- ome wePiis RS §
s PRASK 3

o e ann oy

[] = ancnan ana

(] P un op = ang

7q. 3 Peinas: Rbersiory sanlipursiien conseph

P v 0 v -

proewscen
: L H

o o oo —-" ve !bu——ou
)

oo oo

53

laniars 198 Vol 2L N ¢
1583 omnnini ations Magasiowr

B
b

"f".
\‘."o. o ": e
KA A7
[N a \ )
AL AL i

*
¢ 3

‘
{U

]
)
Pl

N

ﬁii‘if;
&

o .
L
iR —; x
ot 5

‘,
by

-
" 0
-

.'n’

XX
.. £ ]
D' \¢

.,
"
v

5
P




TeTATH x  SWEE Y .7 .7 .

T T T YL T T T T ST T S AN S v TR Y Y T Y T e

\

:

t<
i
)
2
2
"
[
;
?r-
'

!

;
v
4

IIA

DDN PROTOCOL HANDBOOK - VOLUME ONE 1985

terminals. 2) a second minicomputer to be used for in-depth
protocol analysis provided by special-purpose software
packages such as an interact:ve state machine interpreter,
automated test generator. in-gepth state machine analysis
programs. and J) two additional target machines 1o provide
the capabihity for simultaneous protocol testing (testing more
than one protocol at the same time).

Phase 3 will procure and implement small minicomputers
to provide the function of network gateways to other
networks such as the DDON and ARPANET This will give users
the capabihity lo lest the:r protoco! impiementations runmng
at their own faciity against the DoD standard protocol
runming 0n one of the target machines in the ladoratory. A
special graphics terminal walh 2 hard-copy prnter may be
procured to provide detailed graphic 1/0 of protoco! designs

Other Standard Activities
NATO Stangaras Coordination

Another standardization area which requires DCA'S partici-
paticn and actvity resuits from the NATO/Umited States
relationship Here again, DCA's responsibilities and activities
are dictated by pubiic law and DoD policy Pubdlic Law 94-361
decrees that equipment procured for US forces in Europe
should dDe standardized or al least interoperadle with
tquipment used dy other membders of NATO This pubhic law
1 supported by the DoD policy of rationalization with NATO
member lelecommurmcations facibties (DoDD 2016 7). which
states that the U'S shall adheie 10 U S -rabihed STANAGS
when desigmng of procuring telecommunicalions equipment
{A STANAG 1s 2 NATO Standa:dization Agreement )

The DCA does not interface Girectly with NATO on
commumcations standardization matters dut rather works
through the U S Military Communicanons-Electronics Board
and the Jaint Standardization Group for Tacticai Command
Control. and Commumicalions Sysiems These two dodres are
chartered o provide United States input to NATO standards
commutless after service ang agency coordination They are
tesponsidie. among other thngs "1 prowmaing 2 US
position on NATO Standardization Agreements (STANAGS) in
the commumications electroncs drea A membder of the JCA
Stangards Othce staft 15 3 working mempder of Ihese two
groups and the Office generally decomes tha focat pont tor
toordinating NATA comeunmcations elertromes documents
withen DCA Once the US has ratied 3 Communications-
retated STANAG he DoD pohzy 5 that ysers implemaent
those parameters Contaned theren winch are essential for
nteroperadilily  Such action may reQuire ither the adophon
8! 2 nomgovernmant s1andard the preparation ¢t 3 new
miiitary slandarg o1 specihcation or the adttion (! or
ChaRGe 10 DRraMete:s i 3N ERishing Miktdry tlandatd atl of
whuch achions (Mot directly upon the Standares Othce

Feceral Teiecammumcanors Standards Program

Arothes mportant s1ancardization 3 ed dutn:de 57 the Dol
i 1y United Slates Fegerdi Telecommuricatiang Standadds
Poagram This program  managed My the Natisnat Com
mumcahions System (NCS) dhce A3t (he dechve 9!
fostersng nteropetadiity of Federdi Government teiecom.
mumizations nelworay The NUS scheves g odmclive
argeiy By momtonng he ctiohies of interaghondt and
ARtongi 3TANERQZALON FrouPt A8 iNen Maphing hew

anuary 1am3-eVol 3L o)
HEE T ( sntiunik alione Wagagzine

standa-ds for use in the Federal government Coordination s
maintained with the participating Federal «gencies through a
Federa: Telecommunications Standards Committee Liaison
wilh the DoD standardization program s maintained Dy
having the head of the DCA Standards Ottice as the DoD
representative to this group Also. the DCA Standards Otfice
has been designated the focal point tor coordinating Federal
standards within D00 A critical point here is that the DoD s
a very important participant in the Federal Telecommunica-
tions Standards Program, and every attempt s made on this
program to ensure that Federal standards projects are
acceptabie to the DoD prior to their being finahized as Fesera
standards.

Nongovernment Standards Activities of DoD

Nongovernment standards are those standards which are
develeped outside of the Federal government and are
designe¢ pnimaniy for commercial use This class of
standards 1$ extremely important 10 the DoD decause they
are used as 2 bas:s for the design of commercial equipment
and the implementation of communications networks. doth
on a national and international bas:s The DoD has a great
need t0 use such commerCial equipment and communiCa-
nons tacihties First. consider the gquestion of commum.
cations survivadibly The survivadility quotieat of miliary
networks increases with the number and extent ot facilities
avaladie The more easily military networks interoperaic
wilh commercial networks. the greater the chances will be
for survivability of the nations commumcations 33sis
duning times of crisis Second. the DoD very otlen hings !
more econromical 10 lease communications services than 0
engineer and build new faciities In facl. ihe amount of
leased services used b the Dol 1 surpnsingly high Thurd
the DoD inds it extremely advantageous 1o ava:! iself of oft-
the-shelf commercial equipment Such an option 1n addiien
10 proviing the DoD with economies and fiemdihty 1n the
procurement of equipment considetadly eases the logistics
o! providing spares maintenance and ttamng The adove
advantages 1o the Dol a:e consi@eradly enhanced «f DoD
tequirements are reflected in the provisions of the com-
mercial S1anAards that giusde the design of comme Tiai
eguipments and networks

Semeary

in summary the DoD has estensive commumcations
requirements The mpiementation of fac:hilies 2 3alshy
Nese reguiraments will r:9t Ne feas:bie uniess these .mple-
mentai.ons dre Dased upon 3 sound SIandards Mregram
Resonsiveness 10 mbldry requirements nterSperadhly
eCorumy ANG DerlarmaAnce in 3 multy Bnvironthent are INY
preme odsechives  The Dal ras esladhined e Oelemie
SIEnZardIZSNon F1OGraM 13 acfeve Nedr adecineg Lndet
s pragram he DCS nay Deen 2isgned e cesfermnbin,
for develoDing (NG Maul COMMUMALIONS S1ANEI Iy At
me JTC'A mas the cesponndelity 100 Sraedling 20N
STENARTAS These fwm O Q1AM ANAfy N3ov "Re (57 ces 23t
Beirty 10 deveias (3Mmon 1ardardy to Jomile Rl 2
Daisty Detween 0NG RAL ABE AL COMMUnK N0y

The Dol 2 aver aH aohagy 15 10 GUh2Ie SAMMetd 304738 'y
whettve: DOSlie o QXD use 2003 RO COMPIOMse ™ty
requirements 1o stfurve s obective he Dol sty
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OVERVIEW

view to introducing the requirements into the commercial
standardization process. The DoD also has urgent data
communications requirements, and has expended consider-
able rescurces on defining these requirements and investigat-
ing technigues for satisfying them. It is currently pursuing
the development of data protocol standards to complement
its efforts in the development of data communications
systems. Here again, these standards must take into account
the rigors of providing communications in a military
environment. The DoD also strongly supports the develop-
ment of commercial protocol standards and will attempt to
use them wherever their use does not compromise essential
mititary reguirements. In support of the foregoing. the DoD
has established a vitai program for the deveiopment and test
of data protocol standards. The Defense Communications
Agency has been designated as Executive Agent for this
program. The DoD will coordinate its efforts with the
National Bureau of Standards n an attempt to reconcile
militaty standarés with commercial standards. and it wil
make strong efforts to coordinate its achvities with NATO as
well
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JThe wague Nov 1982

Philip S. Selvaggi entered the mihtary service in 1943 and was
discharged from the United States Air Force in 1946 where he had
served as a commumcations and radar officer He recerved is B € E
degree from Brooklyn Polytechmic Institute in June 1947 and a
Masters Degree :n Electrical Engineer:ng from Stevens institute of
Technology 1n June 1954

Shortly after graduating from BMl Mr Selvagg joined ! TT Lads
in Nutley. NJ. where he did design work on PCM digital telephone
switching. and missile systems from 1949 to 1956 From 1956 to 1963
he served with the Missile and Surface Radar Division at the KCA
Moorestown Plant, where he was manager of the Signal Processing
Skill Center which was involved with the design and devetopment o!
precision tracking radars and advanced development techmiques for
radar systems

Mr Selvagg: left RCA in March 1963 to join NASA 5 Manned Space
Fhight Program as assistant director of system :ategration on the
Apollo Program In June 1964 he joined DCA where he served as
head of the DCS Systems Engineering Directorate ynti! 1974 Since
that time. he has serveg as chief of the Interoperability ang
Standards Office pnmanly involved with developing standards for
DoD communmications systems Since 1982. he has become heavily
involved in developing 000 protocol standards and presently serves
as chairman of the DoD Protocol Standards Steering Group which
oversees the development of protoco! standards for 0D cata
commumcations systems | |}
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2.5 Position of DoD on Use of National and International Standards

The Assistant Secretary of Defense for Command, Control, Communications and
Intelligence (031) stated in an April 1985 memo [1,2] that it is the position of the DoD
that whenever international standards are available and can be used to support military
requirements, they will be adopted and implemented as rapidly as possible to obtain
maximum economic and interoperability benefits. If public or industry standards do
not exist to support military requirements for communications protocols, DoD will take
the initiative to develop its own standards until such time as suitable national or
international standards are available.
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BACKGROUND

SECTION 3. BACKGROUND
3.1 Brief History of the DDN

The ARPANET was the first packet-switching network. This network was designed
under a 1969 DARPA research and development program. Initially the ARPANET was
an experimental network built to test the concepts of packet switching and resource
sharing. As the ARPANET matured, users with operational requirements, rather than
experimental requirements, began to use it.

By 1975 there were many operational users of the ARPANET; therefore, responsibility
for its operation was transferred to the Defense Communications Agency (DCA).

In April 1982, as a result of an intensive internal study of alternative systems, the DoD
directed that the Defense Data Network (DDIN) be implemented as the DoD common- NG
user data-communications network, based upon ARPANET technology and .

architecture,

¢ e
v 2r?y

.
L

-
Ny

In 1983, DCA divided the ARPANET into ‘wo separate networks, the ARPANET and
the MILNET, thereby forming the unclassified segment of the DDN.

Both networks are managed by DCA, although tke ARPANET remains a DARPA
research and development network, while the MILNET and other segments of the DDN
are operational military networks. Readers who would like a more detailed overview of

SR
the DDN, including a description of the backbone equipment and configuration, should :"-;::-
consult the DDN Information Brochure available from the JDN Network Information :‘.:{f
Center (NIC) or the DDN Program Management Office (DDN PMO). oy

3.2 DoD Architectural Model

Figure 3-1 shows a graphic representation of the architectural model of the DoD
protocol suite. The architecture is similar to, but not identical with, the International
Standards Organization (ISO) Open Systems Interconnection (OSI) architecture. [See
Computer Networks, Vol. 7, No. 5, p. 203-328 (Oct. 1983) for a discussion of the DoD
Internet Architecture Model.|
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SECTION 4. PROTOCOL CONFIGURATION MANAGEMENT OF
THE DDN

4.1 The DDN Program Management Office (DDN PMO)

&
l.
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by 7

\
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.
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The DDN PMO is responsible for the overall management, operations, and policy
guidelines for the DDN. It assists new military subscribers in bringing their computers
and related equipment onto the DDN. It also manages the ARPANET research and
development network on behalf of DARPA.

The DDN PMO provides many services to network users or potential network
subscribers. It is responsible for keeping the network up and running, providing users
with assistance, setting policies, anticipating growth and expansion, providing
configuration management and control, assisting new subscribers with protocol
implementation and testing, and advising subscribers on the selection of interface
equipment and software.
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The DDN PMO also manages the access control and security of the network backbone,
and provides iiaison to host and node contacts and military sponsors. In addition it
provides technical management of contracts for services, equipment, and software
obtained from outside corporations and vendors.
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There are two major network services on the DDN: the Network Information Center RO
(NIC), provided by SRI International (SRI), Menlo Park, CA, and the Network e
Monitoring Center (NMC), provided by BBN Communications Corporation (BBNCC),
Cambridge, MA. These services are supported under contracts from the DDN PMO.

A third service, DCA Code B641, the Subscriber Requirements and Integration Branch,
with representatives from each branch of the military service as well as other sponsored
government agencies, assists new network subscribers in assessing their needs for
attaching equipment to the network.

DCA Code B650, the Data Operations Division of the DDN PMO, has responsibility for

managemant of all the networks that make up the DDN, including the MILNET and
the ARPANET. All operational matters of the DDN should be referred to this office. e
Code B850 is also responsible for coordinating operational macters within the DDN gRRY
PMO itself, as weil as with other branches and divisions of the DCA. ) N

To provide operational management support for the DDN networks, Code B850 has
designated a person at the DDN PMO to act as the primary point of contact (POC) for
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operations for each of the DDN networks. Contact the NIZ on (800) 235-3155 for the
names of these persons.

o

7! |2roA

7 e
g

4.2 DDN Configuration Management

DDN network configuration management is under the control of the Configuration
Management Branch, DCA Code B602B.

4.2.1 The Configuration Control Group (CCG) {:."
N
Matters pertaining to configuration management of the DDN are decided by the :-.'L{:

Pg

Configuration Control Group (CCG). The CCG is chaired by the DDN PMO Technical
Manager and is made up of the DDN PMO Division Chiefs. Trouble reports, incident
reports, software patch requests, and requests for network configuration changes are
reviewed and approved or disapproved by this group.
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BLACKER BEE ICD

1.0 INTRODUCTION

1.1 The purpose of this document is to define the interfaces of the
BLACKER Front Ends (BFE). This document will define the services used
on the network or ciphertext side where the BFE interfaces to the
Defense Data Network (DDN) and will define the services offered on the
host (host or gateway) or plaintext side.

Host Network

Plaintext Ciphertext

Red-Side Black-Side
| HOST OR | | BFE | | DDN |
| GATEWAY | | | | PSN |

T —m e m------ N L L T

1.2 The BFE acts as a switch (DCE) on an X.25 network. As such the
BFE offers an.X.25 Standard Service interface to the host. Because of
the additional security functionality of the BFE, there are additional
requirements on the interface at levels above the X.25 layer. These
additional requirements as well as the specific details of the X.25
interface are defined in this document.

1.3 The following terminology will be used in this document. Units of
information at the link level will be referred to as frames. Units at
the network (X.25 level 3) level will be referred to as packets.

Units at the IP level will be referred to as datagrams. Information
passed to the actual destination may be referred to as messages with
an appropriate adjective as in ICMP message or AMPE message.

1.4 The BLACKER system on DDN uses the X.25 interface as a local
interface only. This means that the type of service offered does not
provide the end-teo-end services of X.25. The BFE will offer a version
of DDN X.25 Standard Service as defined in the DDN interface document
datod Dec 1983 with the restrictions and modifications defined in this
document. This interface will further conform except as described
below with FIPS PUB 100 dated 6 July 1983 and CCITT recommendation
X.25 dated 1980. The BEFE will not provide any support for BBN 1822
interfaces.

1.5 In this document, references to the Administration refer to the
Defense Communication Agency.

1.6 All values for fields defined in this document, unless otherwise
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designated, are decimal values. These values will be sent by the
binary representation of the decimal value unless otherwise noted.

2.0 HOST/RED-SIDE INTERFACE
2.1 PHYSICAL LEVEL
The BFE will conform to the following specifications:

1. "DEFENSE DATA NETWORK X.25 HOST INTEREACE SPECIFICATION" D.C.A.,
DECEMBER 1983

2. EIA STANDARD RS-449 NOVEMBER 1977
3. MIL-STD-188-114 MARCH 1976

The BFE will support the signals as listed on Table B-2 of DDN X.25
SPEC. Optional signals supported will be CCITT ID 141 and 142 on the
host side.

In RS-449 terms, the BFE will support all Category I circuits in the
balanced mode. The BEE will also support all TYPE SR mandatory
circuits for synchronous primary channel operation ( see RS-449 fig
5.1 ). The RS-449 37-position connector with a GLENAIR, INC. (or
equal) backshell will be used.

The BFE will present a Data Communications Equipment (DCE) interface
to the host.

The BEE will operate at speeds from 1.2 to 64 kilobits per second.
Data timing will originate at the DCE. RT will supply the data strobe
for RD. ST will supply the data request for SD, and TT will supply
the data aclknowledge/data strobe for SD. This implies that the DCE
will control data transfer rates via RT and ST, and the Data Terminal
Equipment (DTE) will use ST to generate the data strobe signal,TT.

The network UCE supplies timing to the BLACKER DTE and the BLACKER DCE
supplies timing to the host DTE. Note: The above signal names RT, RD,
etc. are related to the RS-449 names used below.

Only full duplex synchronous operation will be supported.
Interface signal electrical characteristics will be as defined by
MIL-STD-188-114. Interface signal functions, directions, and pin
assignments will be @s defined in RS-449,

The KG-84A is RS-449 compatible in terms of signal conventions.

S
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LISTING OF SIGNALS SUPPORTED BY THE BEE RED SIDE

‘
n
L]
A

PIN RS-449 ABBREVIATION DCE IS
1 SHIELD NC

2 SI +5

3 SPARE

4 SD BR

5 ST BG

6 RD BG

7 RS BR

8 RT BG

9 cs BG

10 LL UR

11 DM BG

12 TR BR

13 RR BG

14 RL IB-

15 IC -5

16 SE/SR IB+

17 TT BR

18 ™ UG

19 SG CIRCUIT GROUND
20 RC DCE CIRCUIT GROUND
il SPARE

22 SD ( see 4)

23 ST ( see 5)

24 RD (see 6 )

25 RS ( see 7))

26 RT ( see 8)

37 CS ( see 9)

28 IS IB+

29 DM ( see 11)

30 TR ( see 12)

k) RR ( see 1))

32 SS IB-

33 SQ +5

34 NS IB-

35 TT ( see 17)

36 SB -5

37 SC DTE CIRCUIT GROUND
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ABBREVTATIONS OTHER THAN RS-449 SIGNAL NAMES

GND CHASSIS GROUND

NC NO CONNECTION

-3 PIN PROVIDES MINUS FIVE VOLTS ( MARK, OFE, 1 FOR UNBAL )
+5 PIN PROVIDES FIVE VOLTS ( SPACE, ON, 0 FOR BAL OR UNBAL )
1B- PIN IS OPEN, INTERNAL BIAS OF MINUS FIVE VOLTS

IB+ PIN IS OPEN, INTERNAL BIAS OF FIVE VOLTS

BR BALANCED RECEIVER

UR UNBALANCED RECEIVER

BG BALANCED GENERATOR

UG UNBALANCED GENERATOR

2.2 LINK LEVEL
‘'he BFE will conform to the following Link Level specifications:

1. "DEFENSE DATA NETWORK X.25 HOST INTERFACE SPECIFICATION", D.C.A.,
DECEMBER 1983

2. "INTEREACE BETWEEN DATA TERMINAL EQUIPMENT (DTE) AND DATA CIRCUIT
TERMIMATING EQUIPMENT (DCE) FOR TERMINALS OPERATING IN THE PACKET
MODE ON PUBLIC DATA NETWORKS'", RECOMMENDATION X.25, CCITT, 1980

3. "COMMUNICATION PROCUCTS HANDBOOK", WESTERN DIGITAL CORP., JUNE 1984

At Level 2, the BFE will use the DDN X.325 High Level Data Link
Control, Link Access Procedure-Balanced ( HDLC-LAPB ) interface
protocol.

On the host/red side the BFE will be a DCE.

The interface specified in Boit Beranek and Newman Inc. (BBN) Report
No. 1822 will not be supported.

The HDLC-LAPB interface in the BEE will be implemented using the
Western Digital WD2S11AN-0S Packet Network Interface chip. NOTE: The
Defensa Communications Engineering Center (DCEC) certification of this
chip is still pending. This chip handles bit oriented, full duplex
serial data communications on its Level l/Level 2 interface side. The
computer interface side ures direct memory access.

The "Transparent Modes" offered by the WD2511 chip will not be used.
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2.3 PACKET LEVEL

2.3.1 The BFE will conform to the following Packet Level
specifications except as indicated below. Page references are to
specification 1. Paragraph references to specification 1 begin with a
D (as D2.1.1.1).

1. "DEFENSE DATA NETWORK X.25 HOST INTERFACE SPECIFICATION", D.C.A.,
DECEMBER 1983

2. "INTERFACE BETWEEN DATA TERMINAL EQUIPMENT (DTE) AND DATA CIRCUIT
TERMINATING EQUIPMENT (DCE) FOR TERMINALS OPERATING IN THE PACKET
MODE CON PUBLIC DATA NETWORKS", RECOMMENDATION X.2S5, CCITT, 1980

3. "INTERFACE BETWEEN DATA TERMINAL EQUIPMENT (DTE) AND DATA CIRCUIT
TERMINATING EQUIPMENT (DCE) FOR OPERATION WITH PACKET-SWITCHED DATA
COMMUNICATIONS NETWORKS", FED-STD 1041; EIPS PUB 100, 6 JULY 1983

2.3.2 (pg.3) Only DDN Standard Service will be offered. No provisions
for Basic Service will be made. Any call requests indicating Basic
Service will be rejected.

2.3.3 (pg.6) Only physical addressing will be supported. All BFE

ports will be assigned a physical address by the Administration. The
address will be 12 BCD digits. The address will conform to the format
dafined in D2.1.1.1 with the foiiswing restrictions. The F flag will
be 0. All addiresses will be 12 BL) digits, sub-addresses will not be
supported. Requests for Logical Aduressing facilities will receive a
CLEAR INDICATION packet with an appropriate diagnostic code (146).

2.3.4 (pg.-8) In D2.1.2.1 for the Type of Service facilicy, Standard
Service must be selected on all CALL REQUEST packets. Failure to
specify Standard Service will result in a CLEAR INDICATION packet with
an appropriate diagnostic code (155).

2.3.5 (pg.10) In D2.1.3, Protocol ldentification, DTEs must employ DoD
standard IP. The value defined for IP (11001100 binary, CC hex) must
be present in the CALL REQUEST packet. Selection of a different value
will result in a CLEAR INDICATION packet with an appropriate
diagnostic (156).

2.3.6 (pg.ll) Negotiated maximum packet size of 1024 octets is
strongly recommended in order to allow an IP datagram to (it within a
single X.25 packet. Maximum packet sizes of 128, 256, 512, and 1024
octets will be supported by the BFE. A packet size of 1024 is
xchuirod t;:r hosts accredited to operate at multiple secur!ty levels.
See 2.4.4
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9 v
rf-'-' 2.3.7 (pg.ll1) The maximum number of data bits in a complete packet
3 sequence must be no more than 7168 (896 octets). An attempt to send
0 more than 896 octets will result in a CLEAR INDICATION with an

j appropriate diagnostic code (39).

" 2.3.8 (pg.A6) The D-bit and Q-bit have no significance to the BEE and
& are not passed to the destination. These should be set to zero by the e,
o DIE. R G
i o
- 2.3.9 (pg.A7) There is no support for Logical Addressing. Requests e
. for Logical Addressing facilities will receive a CLEAR INDICATION —atis
! packet with an appropriate diagnostic code (146). a‘
.": 2.3.10 (pg.A9) BLACKER X.25 addresses are derived from IP addresses as :::::‘-l::
l'.'; follows: N
.
f The IP address is a 32 bit quantity that can be thought of as two ;-.:,-.;
¢ parts, the first 8 bits define the network and the remaining 24 bits o

are network specific. For the BFEs, the 24 bit host field will be
to the seven BCD digit host identifier field as follows. The

)
Ay

X first bit is zero. ‘The next three bits map to the first BCD digit, AT
i the next ten bits map to the next three BCD digits and the last ten ‘_‘{:f’.‘,
bits map to the last three BCD digits. The mapping is a value -.{0,‘:1
conversion from the binary representation to the BCD representation. :j. .

o

The DDN-RVN will be a class A network. The IP network number for the
DDN-RVN is 21. The 24-bit host field will be defined as follows:

s *a =
» e
O
-

\‘ »
.\' .“.‘
> 0 1 2 A
o 012345678901234567890123 s
., Pobmdrdododrdedmdodrdndobobnpodedododndodedodod=d ."-'_:-
[O|PORT |  DOMAIN ID [ BFE ID I e
Pedmdedududedudedudotodudsdadedrtrtodednbrmb=tnd-d

The port field will take on the values 0-7, currently defined values

are:
0 Attached Host

1l Access Control Module
3 IOP server

The domain ID and BFE ID fields will only take on the values 000-999.

.........
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The DDN-RVN is an X.25 network supporting a version of DDN Standard :":”:f
Service. The X.25 address consists of 12 BCD digits defined as: NOS%
oA
NNNN F DDDDDDD :ﬁ;:»;
vhere

N

NNNN is a network identifier IGWN
F is a flag indicating whether the address is physical or ek
logical Y
DDDODDDD is a network specific address AN
For the DDN-RVN, NNNN is a value TED, initially it will be set to P
0000. F is 0 indicating physical addressing. DDDDDDD is directly RS

NS RADYOSRENII YO e CuCtin
o
(=N
O W
~ ww

-
LRt M |

mapped from the host field of the IP address where ths first digit is K
the port ID, the next three digits are the domain ID, and the last SO
thrae digits are the intradomain BFE ID.

The mapping between the IP host field and the X.35 network specific
airess is as follows:

-

-

IP:

amwwwwn mmeeeeee

|
X.28: D DoD DoD

2.3.11 INTERRUPT and INTERRUPT CONFIRMATION packets are not supported.

E 2.3.12 DATAGRAM mervica is not supported.
. 2. 3 13 There will be no support for PFRMANENT VIRTUAL CIRCUITS. All W
e 11ls vill need to be established via CALL REQUEST packets. e
:\‘ 2.3.14 Only certain X.2S facilities will be supported. :
Le The following facilities WILL BE supported by the AFE: AN
-~ 1960 CCITT paragraph f
Nonstandard default window size 7.1.2 2y d
Nonstandard defsult packet size 7.2.1 3 o 8
) Flow control parsmeter negotiation 7.2.2 N
¥ -
- e
. AN A
:&‘ e

5%
.,

1-31 N




DDN PROTOCOL HANDBOOKX - VOLUME ONE 1985

BLACKER BEE ICD 6 March 1985

The following facilities WILL NOT BE supported by the BEE:

1980 CCITT paragraph
Extended packet sequence numbering 7.1.1

Default Throughput Class Assigmment 7.1.3 ..
Packet Retransmission 7.1.4 AN
Incoming Calls Barred 7.1.5 Joft
Outgoing Calls Barred 7.1.6 AR
One-way logical channal outgoing 7.1.7 e
One-wvay logical channsl incoming 7.1.8 RN
Closed user group (all varieties) 7.1.9-7.1.15 o
Reverse charging 7.1.16 E:
Reverse charging accoeptance 7.1.17 DA
RPOA celection 7.1.18 PR
Throughput class negotiation 7.2.3 .\}'-}1
Fast select 7.2.4 NS
Fast select acceptance 7.2.5 i
D-bit modification 7.2.6 ]
Datagram facilities (all varieties) 7.3

)
&
U

.y *
LN
»

2.3.14.1 For selection of Flow Control Parameters (packet and window
size) the BFE will default to a packet size of 128 octets and a window
» size of 2. A host may select nonstandard defaults for packet size

& between 128 and 1024 and for wirdow size between 2 and 7. For

»

SR
.

E A
LI R

"
.
R )

- incoaing calls, the host may select vhether or not the BFE will i
. negotiate. If the host chooses not to negotiate, the BFE will use the F,;
[ defaults for all calls. If negotiation is selected, the BFE will RN
Y offer a packet size of 1024 and a window size of 7; the host may then Louin
respond with a smaller size if desired. -j.::,.:::

R

1.3.15 (Deleted)
2.3.16 DIAGNOSTICS

)
.
L)
"

e

2.3.16.1 The BIE passes certain diagnostic information back to the
host to indicate status information on the commmication path and to
provide security related information. Diagnostic information is
provided vhaen the BFE bacomes aware of a reportable event. However,
there is no guarantes that the BFE will be able to detect, nor report,
all anomalous situations.

.’

<,
e %"
o'

7

.‘...t‘.
Pl e
R7.0

o

2.3.16.2 Diagnostic information is sent in the diagnostic fleld in oS
X.25 packets. For thae X.2S diagnostic codes, the BFE will use the
values defined in the CCITT recommendation and in the DON o
specification vith the fcllowing interpretations. DODN code 128, IMP
Unavailable, will indicate that the DON packet switching node to which
the BFE is connected is unavailable. DDN code 137, Remote IMP Dead.
will indicate that the destination BFE is unreachable.
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T BT

2.3.16.3 Diagnostic information related to Emergency Mode status will
be passed to the host at the X.25 level. DIAGNOSTIC packets will be
sent by the BFE with the following diagnostic codes:

L

Code
Entering Emergency Mode 224
Leaving Emergency Mode 225
Emergency Mode Window Cpen 226

CLEAR INDICATION packets will be sent by the BFE with the following
diagnostic codes:

Code s
Call Failed--Address Translation Information Required 227 T
Call Failed--Emergency Window Open, BFE not in Emergency Mode 228 e
N o
The host commands the BFE to enter Emergency Mode when the window is »f;‘-fo:
opened by using the Emergency Mode Address Facility (2.3.17.3) with satal
the address set to all zeroes. m
2.3.17 EMERGENCY MODE N
- 2.3.17.1 One aspect of the BLACKER system operation is the ability to '.::::':,'::
. communicate between BEEs in the absence of Access Control Centers P
(ACC) and/or Key Distribution Centers (KDC). This capability is é 4t
referred to as Emergency Mode. The use of Emergency Mode involves the

host in some of the processing. Depending on a BFE start-up parameter N
s (supplied when the BFE was in communication with an ACC or supplied SN
) via BLACKER Variable Carrier (BVC)), vhen a potential for Emergency et
¥ Mode exists, either the BFE will automatically enter Emergency Mode AN
' and so notify the host, or it will ask the host via the X.25 codes ARSI
defined in 2.3.16.3. The host must then command the BEE te enter PR
Emergency Mode as defined in 2.3.16.3 and 2.3.17.3 and the BFE will u
% acknowledge. Y
": '.:.'.u"‘
" 2.3.17.2 Additionally, since the address translation table described ,-'_.:-j-:f‘
o above is maintained by the ACC and in Emergency Mode the BFE may not
> be able to communicate with the ACC, a host is limited as to what
2 other hosts it may communicate with while in Emergency Mode. The e At
optional X.25 facility defined in 2.3.17.3 allowing a host to provide x
the address translation information may be used if a host requires e o

flexibility beyond these constraints. 4

S
- Yo
‘._:;.;.
Sy
9 o ‘";f
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2.3.17.3 An additional optional user facility will be supported. This
facility will allow the CTE to provide the DDN address (black internet
address) of the destination BFE (see section 3.5.3). This facility is
available only when Emergency Mode is enabled. The facility code is
193. The format is:

0 1 11000001
C 2 00000100
T 3 32-bit
E 4 Black
T S IP

6 Address

The Black address will be stored with (from diagram in 2.4.2) bits 0-7
in octet 3, bits 8-15 in octet 4, bits 16-23 in octet 5 and bits 24-31
in octet 6. Bit 0 will be the leftmost bit of octet 3, etc. Setting
the address field to all zeroes indicates that the BFE should enter
Emergency Mode and is sent in response to the BFE message advertising
*he opening of the Emergency Mode Window (2.3.16.3). If it is
necessary to provide the enter Emergency Mode command along with
address translation information the facility will appear twice in the
CALL REQUEST packet with the enter Emergency Mode command appearing
first.

2.3.18 The BFE will support up to 128 simultaneous open logical
channels.

2.4 INTERNET PROTOCOL FEATURES

2.4.1 In addition to the X.25 interface, the BFE requires the use of
IP as defined in MIL STD 1777. The only restrictions on the use of IP
are as follows:

2.4.2 The IP address is a 32-bit value consisting of a network
identifier and a network specific host field. There are different
formats for this address. The DDN-RVN is a class A network (net
number 21) with the following format:

0 1l 2 3
01234567890123456789012345678901
B R R R R b bk Bk b kL bk ok T e e R R e . & b L L O r Ty
10] NET | HOST ]

D R ek ke B R ke e e e R R bk T T

2.4.3 The host connected to a BLACKER Front End will have a Red IP
destination address for the datagram. This address will be used by
the host to determine the local subnetwork address of the next hop on
the Red Virtual Network (RVN), the network comprising all hosts

10
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connected to BFEs. The local subnetwork address will be the X.25
address corresponding to either the actual Red IP destination or the
IP address of the gateway that is the next liop to the destination.

2.4.4 The maximum BLACKFR IP datagram size is 896 octets. IP
datagrams of more than 576 octets should only be sent if there is
assurance that the destination 1is prepared to accept the larger
datagrams. An IP datagram must be sent as an X.25 complete packet
sequence 1f the datagram does not fit within a single X.25 packet. A
packet or complete packet sequence must contain exactly one complete
IP datagram. If IP datagrams are sent in multiple X.25 packets, no
more than 32 incomplete datagrams (unfinished packet sequences) may be
sent at one time. Only single level hosts are allowed to send

'y _-"‘ oo Ky ;
i S
N A
:11 oty £ =
g nte? i Tl v

datagrams as packet sequences. Hosts accredited to send datagrams at BCAC
multiple security levels must send and receive datagrams in single ",,-.":;.j
packets. Any packet received from such a host with the M bit set will D)
result in the call being CLEARed. PR
-i.;v'_‘:
L L

2.4.5 All IP datagrams must contain a security label as defined in the
IP security option. This must be the first option on all IP

datagrams. The format and values for IP Security Option fields are NN
taken from the "Revised Internet Protocol Security Option (IPSO)". Pt
BLACKER currently makes cryptographic distinctions based on the four ‘

hierarchical U.S. classification levels and four non-hierarchical e
National Access Programs as defined in the Revised IP Security Option. iy
In addition, BLACKER is designed to make cryptographic distinctions on o N
up to four additional hierarchical U.S. classification levels and
twelve additional Special Access Programs if and when they are E
- specified. :\*‘-:'f
- O
- 2.4.6 The BFE has a limited amount of space available to buffer Ao

-
-y
.
(]

¢

datagrams. For datagrams for which authorizations already exist in
: the BFE, normal flow control procedures will he used. For datagrams
- which require communication with the ACC, the BFE will only guarantee "-

¥,
1

the buffering of at least five datagrams. These datagrams will be
held pending the response from the ACC. Since the receipt of

- additional datagrams requiring communication with the ACC may overflow
the available buffers, such additional datagrams may be discarded. v

- Y
.
]

5 2.4.7 The BLACKER System supports dual (multiple) homing of hosts by ,_a:f-:j
& providing authorizations between all BFEs connected to the source and E
all BFEs connected to the desZination hosts. These BFEs each have

different network and internet addresses. The source host must x

provide the mechanism for selecting the communication path from
multiple addresses. (BLACKER does NOT support the Dual Homing of its S
own ACCs or KDCs.) Oy

.".. "']'
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2.5 INTERNET CONTROL MESSAGE PROTOCOL FEATURES

2.5.1 The BFE also makes use of ICMP messages to indicate certain
information to the host.

2.5.2 The BFE will respond to ICMP ECHO messages with ICMP ECHO REPLY %
messages. N2k
2.5.3 The BFE passes certain diagnostic information back to the host '_~‘*»j-:
to indicate status information on the communication path and to S
provide security related information. Diagnostic information is et
provided when the BFE becomes aware of a reportable event. However,
there is no guarantee that the BFE will be able to detect, nor report, LA
all anomalous situations. «
S
2.5.4 Diagnostic information will be passed in ICMP messages. A “oda
DESTINATION UNREACHABLE (type 3) message will be sent when a Request :;~f.‘
Denied message is received by the BFE from the ACC. Code l-Host sy
Unreachable will be sent if the Request Denied message indicates that
the destination BFE is down. Code 10-Communication with Destination '.Q_.;-
Host Administratively Prohibited will be sent if the Request Denied X
message indicates that access is denied. o
R
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2| |

3.0 NETWORK/BLACK-SIDE INTEREACE 8‘:&
e
3.1 This section describes the DDN interface of all BLACKER equipment g-'{f*

connecting to the DDN.
3.2 PHYSICAL LEVEL

|

The BFE will conform to the following specifications:

.

-
P R

«
R e
ey

. v T
L &

1. "DEFENSE DATA NETWORK X.25 HCST INTERFACE SPECIFICATION" D.C.A., o
DECEMBER 1983 .

T e
.
vy

2. EIA STANDARD RS-449 NOVEMBER 1977
3. MIL-STD-188-114 MARCH 1976

The BFE will support the signals as listed on Table B-2 of DDN X.25
SPEC. No optional signals will be supported on the network side.

In RS-449 terms, the BFE will support all Category I circuits in the
balanced mode. The BFE will also support all TYPE SR mandatory

circuits for synchronous primary channel operation ( see RS-449 fig
5.1 ). The RS-449 37-position connector with a GLENAIR, INC. (or
equal) backshell will be used.

The BFE will present a DTE interface to the network.

The BFE will operate at speeds from 1.2 to 64 kilobits per second.
Data timing will originate at the DCE. RT will supply the data strobe
for RD. ST will supply the data request for SD, and TT will supply
the data acknowledge/data strobe for SD. This implies that the DCE e

will control data transfer rates via RT and ST, and the DTE will use '~
ST to generate the data strobe signal,TT. The network DCE supplies N
timing to the BLACKER DTE and the BLACKER DCE supplies timing to the G

host DTE. Note: The above signal names RT, RD, etc. are related to ,
the RS-449 names used below.

Only full duplex synchronous operation will be supported.
Interface signal electrical characteristics will be as defined by i
MIL-STD-188-114. Interface signal functions, directions, and pin 28
assignments will be as defined in RS-449.

The KG-84A is RS-449 compatible in terms of signal conventions.
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LISTING OF SIGNALS SUPPORTED BY
THE NETWORK SIDE OF THE BFE

RS-449 ABBREVIATION
SHIELD

SI

SPARE

SD

ST

RD

RS

RT

Ccs

1L

DM

TR

RR

RL

IC

SE/SR

T

™

sG

RC

SPARE

sD see 4 )
ST see 5 )
RD see 6 )
RS see 7 )
RT see 8 ;
cs see 9
IS

DM ( see 11
R § see 12
RR see 13
Ss

SQ

NS

TT ( see 17)
SB

SC

DIE IS

8

IB+

BEB BEEBEE

)
IB-
+5

8

IB-
CIRCUIT GROUND
DCE CIRCUIT GROUND

+5

-5
IB+
-5

IB-
DTE CIRCUIT GROUND

ABBREVIATIONS OTHER THAN RS-449 SIGNAL NAMES

CHASSIS GROUND
NO CONNECTION

PIN PROVIDES MINUS FIVE VOLTS ( MARK, OFE, 1 FOR UNBAL )
PIN PROVIDES FIVE VOLTS ( SPACE, ON, 0 FOR BAL OR UNBAL )

PIN IS CPEN, INTERNAL BIAS OF MINUS FIVE VOLTS
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1B+ PIN IS OPEN, INTERNAL BIAS OF FIVE VOLTS

BR BALANCED RECEIVER *5

UR UNBALANCED RECEIVER Y

BG BALANCED GENERATOR 1'.:\-

UG UNBALANCED GENERATOR b

3.3 LINK LEVEL ”

The BFE will conform to the following Link Level specifications: ;'::

Wi

1. "DEFENSE DATA NETWORK X.2S5 HOST INTERFACE SPECIFICATION", D.C.A., <

DECEMBER 1983 Vo

[ ==

2. "INTERFACE BETWEEN DATA TERMINAL EQUIPMENT (DTE) AND DATA CIRCUIT -

,

TERMINATING EQUIPMENT (DCE) FOR TERMINALS OPERATING IN THE PACKET
MODE ON PUBLIC DATA NETWORKS', RECOMMENDATION X.25, CCITT, 1980

(R ]

S A

ity 2y

“ Ib

3. "COMMUNICATION PRODUCTS HANDBOOK', WESTERN DIGITAL CORP., JUNE 1984

- -

4

At Level 2, the BFE will use the DDN X.25 High Level Data Link
Control, Link Access Procedure-Balanced ( HDLC-LAPB ) interface
protocol.

On the IMP/black side the BFE will be a DTE.

5}

....
t s & 3 ‘...
Tttt

.}". y
s T¢
e

2AL AL

The interface specified in Bolt Beranek and Newman Inc. (BBN) Report
No. 1822 will not ke supported.

-4y

The HDLC-LAPB interface in the BFE will be implemented using the
Western Digital WD2511AN-05 Packet Network Interface chip. NOTE: The
Defense Communications Engineering Center (DCEC) certification of this
chip is still pending. This chip handles bit oriented, full duplex
serial data communications on its Level 1/lLevel 2 interface side. The
computer interface side uses direct memory access.

The "Transparent Modes" offered by the WD2511 chip will not be used.
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3.4 PACKET LEVEL

3.4.1 The BFE network interface to DDN conforms to the DDN interface
specification dated December 1983.

3.4.2 The BFE operates with a Standard Service interface. It may :.-'_-.‘S';,
operate with a Basic Service interface on the network side only. Ll

.u":k
3.4.3 The BFE is designed to operate with a maximum packet size of .(:
1024 octets but will also operate at 128, 256 or 512 octets. s -
Operating with a maximum packet size of less than 1024 octets may s
significantly impact performance. g
3.4.4 The BFE does NOT make use of INTERRUPT service and does NOT set ;"_::':-:
the D-bit or Q-bit. NG
3.4.5 For the protocol identification information in the X.25 call, ::’_:;""

E

the BFE will use CC hex (11001100 binary) to indicate that IP is the
next level protocol and C5 hex (11000101 binary) to indicate the
absence of IP and that the next layer of protocol is the encryption
layer.

.

..
,
)
Ay
Y
A NN

L3

.

Py
."‘f
L,

3.5 INTERNET PROTOCOL FEATURES

o ey

B

A\
3.5.1 The BFE will send IP datagrams of up to 1024 octets. ;*'}"
3.5.2 The BEE may not use an IP header on the network side when Coes
sending datagrams across a single Black network. This will be

indicated in the X.25 protocol field as stated in 3.4.5. This applies
ONLY to traffic intended for decryption. Traffic destined for the NG
Black side will always contain an IP header.

3.5.3 The BFE takes the DDN-RVN address (2.3.10) and generates the
Black IP address via a table lookup. There is a table in the BEE
containing the address translations for the BFE's domain and some
interdounain BFE address translation information. This table is
maintained by the Access Control Center (ACC) for the BFE.
Optionally, information for this table may be provided by the host
when the BFE is in Emergency Mode. The Black IP address is passed to
the Black side for the Black IP datagram.

3.5.4 The Black X.25 network address is generated from the Black IP
address via the algorithm defined for DDN. The BFE will support the
full DDN address trarislation algorithm for both physical and logical
addresses.

3.6 INTERNET CONTROL MESSAGE PROTOCOL FEATURES

3.6.1 The BFE will be capable of receiving all ICMP message types and
of generating at least ECHO REPLY, PARAMETER PROBLEM, and DESTINATION
UNREACHABLE messages.

16
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SUBJECT: Kost-to-Host Protocols for NMata Communications

Networks e
A number of data communications networks are operating or 1e}
under develooment within Do, without adequate orovisions for oy
interooerability. AUTCOIM II is expected to become RN
onerational during FY 1980, to orovide common-user data e
cormunications service for DoD computer sSystems and vermit a
reduction in the number of soecialized data networks. Plans Seat
are under way to incorporate within AUTODIN II networks such e
3s the WWMCCS Intercomouter Network (WIN), Intelligqence Data -
Hancdling Svstem Ccmmunications (JDHSC) and the SAC Diaital N
vetwork (SACNIV), among others. Local networks such as the e
Comrunitv On-Line Intelliqence Network System (CCINS) and ﬁi
certain tactical networks must have effective AUTODIN II o
inter faces, e
“e,
3UTCRIM Il will provide connectivitv for a wide range of e
systems, but the votential for information exchange hevond .
narrcwly defined communities will be limited without S

Joorooriate standards for internet, host-to-host,
terminal-to~-host and other orotocols. As the need to
exchange information across network boundaries increases,
lack of common crotocol standards will become a formidable
harrier to interoverability. Technioues in which the
orotocols of one network are translated into the crotocols of
another will become increasingly unworkable as the number of
protocouls and networks requiring interooeration increases.

R IR
A R
LI

. & uw_ & o

»

.
»

'-?I'f;

»
.i

To insure interoperability of future data networking, [ am
directin3 the adoption of a set of DoN standard host-to-host
rrotocols based on the Transmission Control and Internet
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A

Protocols (TCP/IP version 4) Jevelooed in the DARPA/DCA ¢§g:
internetwork community. DoOD requirements for orecedence, i~ :.
security, and community of interest controls will be ’aﬁgj
incorporated within the standard protocol set. Use of these IR
protocols will be mandatory for all packet-oriented data La X
networks where there is a ootaential for host-to-host =]
connectivity across network Or subnetwork boundaries. ,.: "
Case-by-case exceptions will be granted only for networks F
that can be shown to have no future requirements for g{w}
interoverability. Because the host-to-host protocol being oy
develooed for AUTCDIN II evolved from an early versicn of TCP Coa

and is unsuitable for internetwork operation, the AUTODIN II
TCP will have to be upgraded to the standard protocol get.
Recognizing that there mav be cost and schedule impacts on
the AUTODIN II oroqram, the Defense Communications Agency
should perform a cost tradeoff analysis to determine tihe
ootimum time for this transition. DCA should provide the
results of this analysis by Aoril 1979,

= 1
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To address these and future protocol issues and promilgace NG
aporopriate standards, I am forming an OSD Protocol Standards o
Working Grouo chaired by the Director, Information Systems. 2

’
.
“' AT

1 ask each addcessee tO nominate a representativa. Names ek

should be orovided by 8 January 1879 to LTC Wilcox SSES
0 (695-3287). The first task of this group will be ts finalize it
- details of the standard host-to-host orotocol set. Draft

specifications for these orotocols will be available in e
. January 1979. Final specifications should be distributed by vl
s Aoril 1979 following review by tne working group 2nd testing o,
- by DCA and DARPA. At that time, I expect tO promulgate these N g
- standards and set dates for their adootion. ﬁ~x,

The Defense Communications Agency is designated as DoD
Executive Aqgent for computer communications protocols and

s
-_:‘ Ay ¥
" ‘o », F

S

o will manage the implementation and development and evolution PG
o of standzrd host-to-host orotccols, as designated by the s
X Protocol Standards Working Grouo. The DCA will forward to N
. this office within 120 Jays a management olan for carcying RS
s out this role. ;E
/gz,«.uﬁ p 8;.% T

Geraid P. Dinneen 3

Principal Deputy - '.'
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MEMORANDUN POR SECRETARIES OF THE MILITARY DEPARTMENTS

| 12

CHAIRMAN OF TRE JOINT CHIEFS OF STAFY v

DIRECTORS OF THE DEFENSE AGDICIES AN

SUBJICT: DoD Poliey on Standardization of Rost-to-Nost Protocols for Data TE:-I;:;I:I
Communications Networks A

Referance: (a) USDRAR Memo, "Nost<to-Bost Protocols for Data Coamunications

Networks,® 23 Dec T¢

(v) Ded :ounurd Transmisaion Control Protosel Specification,
Jan

(¢) Ded Standard Internet Protocol Specification, Jan 80

{d) Dol Direvtive 4120.3, *Departaant of Defense Standardization
Progras,® 8 June T2

(e) DoDI 4120.20, "Develsoneit and use of Nos-Governmant
Specifications and Standards,® 28 Desc 76
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1. The purpose of this senorandum i3 te elarify Dad poliey coscerning

atandardizstion of bost-to-bost pretosols for dats commumieatioss setworks. :._-,:::.
2. The policy cited in refe-ence (a) is reaffiresd, camely: (1) the use of -:.:E:. ::

DoD standard host-to-host protocols (Transaisstos Contrel Pretosel (TCP) and
Internet Protocol (IP), refersmces (V) and (¢)) is mandatory for all Dod n

E)
A

"
v

packet-oriented data networks which have a potential for Bost-te-hast
connectivitly acroas nestvark or subastwork bdoundaries; (2) the Director,
Defense Communicatiaons Ageney, s designated an the Kxesutive Agent for
cosputer communications pretecclsa; and (3) eane-dy-ease sxeepticas will be
granted by the Executive Agent amly for networks sbowa to have no future F A
requiresents fas fatercpcradility. R

3. Referwnce (a) 1a not iate~ded t2 replaece the noreal Do ctandardization
procedures 2atadblished dy DeDD 8120.) irefarenas (d)). Rather, the Lzscutive
dgeat Nnotion L3 (ntendet Lu pines susresned enpbasis and initiative os the
isportant asd surrently velatile teshaology of data eemmmiestisns protseel
atandardization. New standards and modificatiens ts existing standards will
3 subaitted by the Exesutive Ageat te the Defense Departmant cosponents for
ratification and dissealnstion ia sesordanee Vith the provisions ef
reference (d).

v
¢

8. DoDI ¥120.20 (refarence (e)) also eantinues to apply ta pretocol
standards. 7Tdus, it i3 desired that nongovernsent protoes] standarda de
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£
s documenta. Military requiresects tor interoperadility, suaurity, reliadbility
; and rurvivedility arv suffieiently pressing o have justified the developmant
4 and adoption of TC? and IF in the abaonce ol satisfagtory nongovernaant

protocol standards. In the future, the Executive Agent will determine

g vhenever unique military requiresents Justify the develupsent and adoption of

L_ﬁ unique DoD protocel standards aft.er making every sffort to use prevailing

139 noagovernsent standards. Moreover, the Fxacutive Agent will make every effort

[ 1 to inject DoD requirvments into the nongovernsent standare Jevelopment process
. through participatioa in voluatary standards foruas and through coordianation

with other U.3. Government sisbers of such forums. This inflyence should de
exerted vith the abjectives of both avoidiug e need to develcp and adopt
unique DoD standards and enabdling eventual replacaseat of unique Dol standards
with functionally equivalent nongovarnment astandards.
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THE UNDER SECRETARY OF DEFENSE

VLA

WASHINGTON. 0 C. 20300

YAV

RESEARCM AND 1C Wap 1953

ENGINEERING

MEMORANDUM FOR SECRETARIES OF THE MILITARY DEPARTMENTS

[+ DIRECTORS, DEFENSE AGENCIES S
% DIRECTOR, JOINT STAFF, QJCS s
X8 R
s SURJECT: Defenss Dats Network (DON) Implementation R
» Yo N

' References: (a) Sec Def Memorandum, Subject: Termination of Catlad
IN 11, 2 April 1982 %

T
»

»
-

A (b) DTACCS Memorandum, Subject: AUTODIN II Phase I

n Pecision Paper and OSD Guidance for Data Network b
N Developments, 16 July 1975 e
‘ This memorandum directs the implementation of the Defense Data Network g
(DON) in accordance with Reference (s). This memorandum replaces the ious
guidance contained in Reference (b). The Director, Defense Cmniutm "’

P
oty

L, Agency (DCA) is oversll Program Manager for DON. R
v 4
e In order to ensure that DIN is implemented as an operationally and }.3’3:;
A economically effective program, the following areas must receive expeditious DR

and comprehensive attention:

(1) The user system requirements for sll DoD data commmication systems N .,
must be confirmed. This must include accurate operational and PR
technical information. ,-:Z;EI:

fatls
A

3 .','-

(2) System users must select interfacing methods as well as the
timeframes required for their systems to connect to the DON.

(3) An effective cost recovery scheme which provides for equitable user e,
service costs sust be established. s

The enclosure hereto contains Guidance and Program Direction applicable ::'.if:if
W

to DON and other Dol Data Networks, and uikin; in support of the Defense Duta
Network Program (to be reviewsd by LUSD (C31) on a continuing basis).

In order to assure success of the DON, a DON Coordinating Committee has
been established, chaired by the Director of Information Systems with

i sembership from the QJCS, Services, and appropriate Defense Agencies. :
Intensive and continuing t support from every echelon will be i
‘-. required to make this vital etfort a success.

i

‘:
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CONFIGURATION MANAGEMENT

GUIDANCE AND PROGRAM DIRECTION APPLICABLE TO
THE DEFENSE DATA NETWORK AND OTHER DoD DATA NETWORKS

References: (a) Dep Sec Def Memorandum, Subject: Termination of
AUTODIN II, 2 April 1982

(b) DTACCS, Memorandum, Subject: AUMODIN II Phase I Decision
Paper and 0OSD Guidance for Data Network Developments,
16 July 1975

(¢) DUSD (C3I) Memorandum, Subject: Defense Data Network --
Security Architecture Options, 10 May 1982

(d) Director of DCA Memorandum, Subject: Defense Data
Network -- Security Architecture Options, 19 Nov 1982

(e) Director of NSA Memorandum, Subject: Defense Data Network,
1 Nov 1982

(£) USDRE Memorandum, Subject: DoD Policy on Standardization

of Host-to-Host Protocols for Data Commumications
Networks, 23 March 1982

I. Applicability of Program Guidance and Direction

This guidance shall be applicable to the Office of the Secretary of Defense,
the Joint Chiefs of Staff, Military Departments, and Defense Agencies. The
definition and scope of the Defense Data Network (DDN) will be updated or
refined as dictated by changes in user requirements, technological
developments, and economic factors. Evolution of the DDN a: a Defense
Commmications System (DCS) element will be governed by the DCS Five Year Plan
(FYP) process. Any major changes in the scope, schedules, cost, or
composition of the network must be reviewed and approved by DUSD (C31).

I1. Definition of DDN

DON is a data communications service which will utilize packet technology as
its primary switching technique to fulfill the data communications needs of
the DoD. The DIN is the data communications service of the Defense
Commmicztions System (DCS). The DDN Program Plan, revissd 19 May 1982, and
augmented by the DDN Security Architecture Reports, (Ref d and e) provides a
comprehensive description of the initial planning for the network.

{
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III. Prograa Strategy for Data Networks SR
The DON will supply data communications services in support of critical '::.f-,.,'-:,
military operational systems, including WWMCCS and intelligence systems, e\
general purpose ADP and other command based systems and data networks, which G alh
have requirements for long-haul data commmication services. The DDN will RN
provide connectivity for these subscriber systems with the goal of maximum O e
potential for interoperability.
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The DDN is designed to incorporate the maximum practical modularity and flexi-
bility in the backbone system and its various interfaces to accommodate
significant changes in user requirements, in ADP and data commmications
technology, and in the economic factors influencing this program. Contractual
and implementation planning for DDN must accommodate variations in the number
of switches to be implemented and in the overall implementation schedule of
the program. Every attempt must be made to balance this flexibility against
reasonable cost impacts to the backbone system and the individual subscriber
systems. It is essential that DDN planning be phased in a cohesive total
program implementation that is operationally and economically viable.
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DUSD (C3I) memorandum, 10 May 1982, (Ref c) directeu DCA and NSA to conduct a
review of the DDN Security Architecture alternatives for the integration of
the various subscriber commumities that comprise the DDN. Refs d and e
describe the network security architectures that were evaluated.
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The approved DDN network security architecture contains two segments, a
classified segment and an unclassified segment. The two segments are
connected via gates which allow use of the unclassified segment backboge by
the classified subscribers. DDN switches in the classified segment (C<I
network) are protected to the SECRET level and military encrgtion devices are
employed on all classified segment trunk and access lines. 1 subscribers on
the classified segment are connected to the DDN via the Internet Private Line
Interface (IPLI), or equivalent end-to-end encryption (E?) devices. The
unclassified segment (MILNET) has switches in restricted locations and uses
DES trunk encryption in CONUS, and has switches in SECRET-cleared facilities
and uses military encryption devices on OCONUS trunk lines and on OCONUS-CONUS
connections. The software in the packet switches and monitoring centers will
not be reimplemented, but will be examined for security flaws and brought
under strict configuration control. This architecture is referred to in the
review as Option 2.2 -- WITH (with IPLIs on all classified hosts and without
reimplementation of network software.)
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Near-term security for the DDN system will be provided through link encryption
of the circuits and segregation of different subscriber communities. Pro-

vision of DES link encryption on the MILNET skall proceed as e itiously as :::.Z:,
possible, but implementation of systems shall not delayed solely because e
such encryption is not in place. Every effort must be made to expedite the IS

development of end-to-end data encryption technology via the Internet Private
Line Interface (IPLI) and BLACKER Programs. The focus of these efforts should
be to provide host-to-host encryption protection. The BLACKER effort should
provide remote key distribution and a trusted (multilevel secure) ES device
suitable for use on the DDN by programs such as the Inter-Service/Agency AMPE,
L{:&%&Wide Military Command Control Systems (WWMCCS) Information Systems, and e
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The Director, DCA and all prospective users of the DDN should be fully aware
of the requirements of the Privacy Act of 1974, should monitor all follow-on
guidance deriving from this Act and related legislation, and should plan for
all appropriate changes to the design or operation of their respective
systems. The DDN already has design features which provide for '"command
privacy and which will assist in minimizing problems from the perspective of
"personal privacy."

VT
e |

All DoD data communication systems are required to implement the DoD Standard
Host-to-Host Transmission Control and Internet Protocols (TCP/IP) by Ref f.
There are ongoing concerted efforts within the government and industry to
develop additional standardized data communication protocols. These efforts
must be monitored closely to ensure that they meet the functional requirements
of the DoD and whenever possible that DoD protocols are in conscnance with
these efforts.

At the present time, the network access method supported by the DDN is the Sy
1822 interface with the Transmission Control and Internetwork Protocols
(TCP/IP). Consistent with our policy of using commercial interface standards
whenever possible, DCA is conducting an extensive review in coordination with
the National Bureau of Standards of the various options in the X25 network
access specification. This review and subsequent testing should result in a

N
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A

specification of the X25 options which will be supported by the DDN. &§y'
Essential characteristics of this specification will be efficient operation 1,“:
with TCP/IP, with existing 1822/TCP/IP implementations and with the DDN oy

S

X2 |

i A w
‘IJ lA'l d.l

end-to-end encryption capabilities. The wide diversity of incompatible X25
implementations presently available or contemplated in the commercial market
could lead to serious operational problems for the DDN and its users. Until
the NDDN X25 specification has been approved by the DoD Protocol Standards
Steering Group, no implementations of X25 will be authorized for use on the
DDN.
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IV. Guidance for DoD Data Networks

A. Use of the DDN

All DoD ADP systems and data networks requiring data communications services
will be provided long-haul and area communications, interconnectivity, and the
capability for interoperability by the DDN. Existing systems, systems being
expanded and upgraded, and new ADP systems or data networks will become DDN
subscribers. All such systems must be registered in the DDN User Requirements
Data Base (URDB). Once registered in the URDB, requests by a Service/Agency
for an exception to this policy shall be made to DUSD (031{. Reguests for
exceptions for joint interest systems shall be routed to DUSD (C°I) through
the JCS. Authorization for such special networks may be granted by DUSD %C3I)
on the basis of special economic or operational considerations such as:

1. The nature of the data communications services required cannot
be satisfied by DDN or a reasonable modification thereto, or

2. Critical operational requirements necessitate immediate
implementation actions to provide a data communications service earlier than
can be available within the DDN implementation schedule, or

3. The ADP system has time-phased requirements for communications
support which can be satisfied and justified, on economic grounds, by an
interim network with subsequent transition to DDN when economically feasible.

The DDN Program Manager will, based on the latest information contained in the
URDB, prepars projections at several time intervals (e.g., 6 months, one year,
two years) of the future topology and data flow characteristics for the
networks that comprise the DN. These projections will be distributed for
comment to the QJCS, Services and Agencies. Every attempt will be made 1n
these topology projections to provide equivalent or better service to all
current DDN subscribers. Services/Agencies should carefully review these
projections and resoive any problems with the DDN Program Manager. Only in
case of irresolvable problems should the matter be brought to the attention of
the DDN Coordinating Committee.

The DDN Program Manager will provide for informal electronic mail capabilities
of the MILNET similar to those presently on the ARPA network. Provisions for
funding these services through the Communications Services Industrial Fund
(CSIF) should be made available as soon as possible.

Users are encouraged to connect general purpose ADP resources to the DDN for
the purpose of sharing computational resources with others of the network.

This provision includes the connection of commercially available resources A
where appropriate. Rt
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B. Specific Network Guidance
1. ARPA Network

Those Service/Agency ADP systems that are currently connected to the ARPA
network or for which ARPA network connection is planned will form the baseline
for the unclassified portion of DDN which has been designated the MILNET. The
ARPA network will be partitioned into the MILNET and an Experimental Network
as quickly as possible. Electronic mail forwarding capabilities will be
provided between the two networks. Positive network access control measures
will be implenented on the MILNET and, once fully employed, will allow
authorized MILNET user full internet access to the Experimental Network but
prohibit full internet access to MILNET from the Experimental Network.

K]
Qﬂ
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devices will be used on all OCONUS trunks and all OCONUS-CONUS connections.

oy The CONUS switches in the MILNET will be located on restricted access
: locations and use the DES encryption techniques on all trunks. OCONUS
. switches will be located in SECRET cleared facilities and military encryption

The Experimental Network (which will retain the name ARPANET network) will be
utilized for computer network research and to test concepts to be loyed in
the DDN. The Experimental Network will be managed and operated by the DDN
Program Office. Policies governing its operation will be established by a
Steering Committee composed of the DDN Program Manager and sponsors of systems
using the Network. The Chairman of this Steering Committee will be appointed
by the Director of the Defense Advanced Research Projects Agency.

2.  WWMCCS Intercomputer Network

The communications subsystem of the WIN is the basis for the classified
portion of the DDN. The DDN will provide service to the WWMCCS ADP community
under the direction of the JCS and in accordance with a WIN-DDN Transition
Plan to be developed by the DDN Program Manager and the JCS. Deugartment of
Defense Intelligence Information Systems and other classified subscriber
communities will be added to the WIN communications subsystem to form the C21
network as soon as end-to-end encryption measures are available.

3. Movements Information Network

The USEUCOM Movements Information Network (MINET) will initially be managed as
a separate testbed network to determine if urgent transportation requirements

: of the United States Military in Europe can be satisfied by electronic means. e
As soon as the MILNET is physically partitioned from the experimental network, S
{s the MINET communications subnetwork will become an integral part of the }'—j:-
x MILNET. Additional users in Europe not covered in the original MINET planning R

documents will be integrated into the MILNET commmications subnetwork by the
DDN Program Manager in a manner not to degrade service to the MINET testbed.
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V. Tasking in Support of the Defense Data Network Program
A. Tasking for the Chairman, Joint Chiefs of Staff

1. Revision of various MOPs as required to comply with the guidance
contained herein, and publication of a new MOP addressing the DDN.

2. Validate joint-interest user system requirements and forward to
DCA.

B. Tasking for the Director, Joint Staff

1. The Joint Staff should monitor the general progress of the
tasks identified in this enclosure and assist the DCA, Military Departments,
and other Defense Agencies as appropriate.

2. The Joint Staff should continue consideration of the potential
requirements of the Unified and Specified Commands which might lcgically
relate to the DDN program. This would include the apgropriata potential
requirements for NATO interfaces, deployment of switches, interfaces to
tactical data systems, changes in the level of survivability needed, and other
longer range data commmication planning issues.

-y Te TR T TR % YV MR Y TR LY O T T E N S
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C. Tasking for the Director, DCA

1. The Director, DCA should accomplish the following tasks and
report to DUSD (C31) as necessary.

(a) Develop, operate and manage the DDN on a subscriber-to-
subscriber basis.

LR 0 O N DL L N e e B Y

(b) Confirm user system requirements in order to establish and
maintain a data base of data communications requirements for system planning
and sizing. This action should include both updated projections based on the
tasking included in other parts of this enclosure and identification of the
specific timeframes when candidate user systems can be connected to the DDN.

LIRS

(c) Develop and refine a reporting format which will allow the
Military Departments and Defense Agencies to provide the user requirements
data, tasked elsewhere in this enclosure, in a consistent manner.

S i B AA

(d) Review the technical concept of operation for each
candidate ADP system to ensure that the DDN can adequately support these ADP
system requirements.

(e) Coordinare with the appropriate agencies to ensure that
the DON specifications properly identify and fully address networa security
and privacy requirements.

T e
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(£) Provide technical review and validation of the protocols, I

interfaces, precedence, and security features of the DDN and the impacts on N

user systems. This validation should be accomplished through experimentation, NAT

consultztion and coordinat‘on with the user communities, and evaluation by }‘.'\l‘.-“.:‘

-

reccgnized experts from guvernment and industry.

(g) Develop a network reporting system that provides clear
mznagement visibility on network cperations of the DDN.

DA

E-l-"
RIS
o' Wt
an .
b X
. .
.

PP 2N
.
-

(h) Develop effective cost recovery alternatives for the DDN
through the Communications Services Industrial Fund (CSIF) based on equitable
rates reflecting actual system usage to the maximum extent feasible.

(i) Establish appropriate management thresholds which will
ensure early identification of major changes or problems in the program costs
or schedules.

(j) Investigate the potential use of network interfacing
devices which will minimize subscriber conversion and operational impacts.

(k) Assist the Military Departments and Defense Agencies in
accomplishing their designated tasks.
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;:: D. Tasking for the Military Departments and Defense Agencies

™

F:ﬁ 1. Develop and forward in a timely manner the required information
o on all -urrently operational and planned ADP systems and data networks that

~ require long-haul and area data communications suppcrt. This information

should be revised as necessary to keep the User Requirements Data Base as
accurate as possible.

2. Plan and program to assist the Director, DCA in the
implementation of the DDN and user systems.

3. Reassess current concepts of operations and reporting
instructions in light of the features and capabilities available through the
use of the DDN, and plan for possible improvements.

4. Carefully assess the security features of the DDN and determine
how to maximize their security protection. Although these security features
may be helpful for ADP system operations, they do not solve the multilevel
security problems of the ADP systems.

5. MILDEPs and Agencies are responsible for interfacing their data
communications systems to the DDN in accordance with DDN interfacing specifi-
cation. Where mutually agreed by MILDEPs/Agencies and DCA, DCA will
coordinate and manage the development of families of network interfaces.
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E. Additional Tasking for the Directors, National Security Agency and

Defense Intelligence Agen

Assist the Director, DCA in ensuring the security integrity of the communi-
cations systems, including segregration of GENSER-SI traffic, segregation of
subscriber communities, Defense Switched Network (AUTOVON) dial-up circuit

protection procedures, overall network security, and other appropriate areas | “
of security. Nt
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THE UNDER SECRETARY OF DEFENSE

WASHINGION DT 20)0)

14 MAY iy

HCSEARCIH ANOD
ENGINEERING

(c31)

MEMORANDUM FOR SECRETARIES OF THE MILITARY DEPARTMENTS
DIRECTORS OF THE DEFENSE AGENCIES
DIRECTOR, JOINT STAFF, 0OJCS

SUBJECT: DoD Policy on Defense Data Network (DDN) Protocols

Under Secretary of Defense (Research and Engineering) Memorandum "Defense
Data Network (DDN) lementation," dated 10 March 19€3 prohibited the use of
X.2S connections to the DDN until the DDN X.2S specification had been approved
by the DoD Protocol Standards Steering Group (PSSG). The DDN X.25 specifi-

cation has been approved by the PSSG and it is hereby authorized for use on
the DDN.

The requirement to use the DoD Standard Host-to-Host Transmission Control
and Internet Protocols (TCP/IP) promulgated by USDRE Memorandum, "DoD Policy
on Standardization of Host-to-Host Protocols for Data Cammunications
Networks," 23 March 1982, remains in effect.

With the approval of the DDN X.25 specification in the Defense
Commmnications Agency (P§SI) Memorandum, "DDN X.25 Specification,”" 4 January
1984, the DoD has taken another step toward standardized data commmication
protocols, along with industry and the international community. Since the use
and availability of the X.2§ grotocol is widespread, every effort should be
made to bring DoD in line with all the data communications users in this ares.
The DDN X.25 will be used as the access protocol; TCP and IP will continue to
be used in the internet and transport layers. The 1822 protocol will continue
to be supported by the DDN until phased out via evolution.

All new systems and systems undergoing major redesign are required to use
levels 2 and 3 of the DDN standard X.2S protocol for interfacing to the DDN.
e-by-case waivers will be considered by Assistant Secretary of Defense
{C°1). The on-going I-S/A AMPE and BLACKER programs are specifically
requested to take steps to implement the DON Standard X.2S specification as

early as possible.
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MEMORANDUM FOR DIRBCTOR, DEFENSE COMMUNICATIONS AGENCY = : - "
to— . —— JR—— *‘. :..‘
SURJECT: National Research Council Report un Transport Protocols for Do? — v
Data Networks I e
Aetion VA" “

"o upn
Attached is the finsl report on ‘Transport Protccols for Department of!-'-‘--'—o——l—-
Defense Dats Networks" fram the National Ressarch Council (Board on
Telecommmications and Computer Apolications, Comission on BEngineering and

Tochnical Systems), The report recommends that DoD immedistely the
International Standards Organization Transport Protocol (TP-4) and Internetwork
Protocol (IP) as a DoD co-standard to the current DuD standard Transmission

Control Protocol (TCP) and IP and move ultimataly towerd exclunive use of TP-4.

Whenever international standards sre available and can be i13ed to support
nilitary requirements, they will be implemented as rapidly as possidle to obdtain
maximm economic and interoperability fits. Howsver, TP as &

Ccommercial offering is not available at this time. The pro{nu TP will be
monitored carefully and once commercially available, TP will be tested and
. evalusted for use in military spplications.
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= In order to insure that DoD is in & posture to evaluate TP once it is in
", wider use in the camercial sector, request you initiate the following s-tions:

(1) develop the DoD military {rement ification for TP to
insur?thlt industry is .:?‘.' of Ncd m as TP {s commercially

implemented. Sy

. \‘-. ]

(2) :insure that sppropriste advisory representation is provided to Sy

, comsercial standards working groups thet sre currently refining Tt

“ TP under the suspices of the National Buresu of Standards. N

. L ¢

(3) insure that the ICA protocol test facility can accommodate TP E

testing as required when comsercicl implementaticns are availsdle. Ty

j',: (4) develop a transition strategy for Opzion 2 of the report to include > ;f

- estimated resource rocuirements. ot

- (S) evaluate the detailed recomendstions gremnd in the Report N
3 (peges 61-64) as ther apply to Option 2. ened and enclocore
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x Donald C. Lathan e
s

cc: NBS, Mr. Bod Blarnc !
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4.3 Protocol Testing and Validation (IVV&T)
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Protocol testing of vendor products and host implementatioas are carried out by DCA
Code B813, the Development Test and Evaluation Branch of the DDN PMO. Vendors
wishing to have products validated should contact this branch for information.

Emphasis of this group to date has been on testing backbone equipment and software.
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Test procedures are being developed to assist site personnel with testing and validating \'{,’:\-
implementations of the DoD internet protocols on their local hosts. Announcements will \'_’Z‘;ﬁ*:
be made via the DDN Management Bulletins or Newsletters as new testing tools and NS

procedures become available.

4.4 Announcement Procedures
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Official MIL STD protocols are deposited at the Naval Publications and Forms Center
and are announced in the catalogs published by that organisation.

o
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Each branch of the military has its own protocol anncuncement procedure as do non-
military government agencies, such as the National Bureau of Standards. Commercial,
national, and international standards organizstions also have their own review and
announcement procedures. It is beyond the scope of this book to summarize each of
these procedures. [See JEEE Communications Magazine, Vol. 23, No. 1 (Jan. 198S)
for an excellent overview of the standardization practices of the various protocol
standardization bodies.

4.4.1 Requests for Comments (RFCs)

Requests for Comments (RFCs) are technical notes describing protocol development and
related topics of interest to the ARPANET and DDN research community. Proposed
protocols or discussions of protocols while they are under development are found in the
RFCs; therefore, this is an important set of documents to monitor if you wish to
influence the design of s protocol before it is adopted as a standard, or if you wish to
track the progress of DARPA experimental protocols.
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The RFCs are maintained online by the NIC on behalf of DARPA and the DDN PMO.
Dr. Jonathan B. Postel currently serves as Editor-in-Chief of the RFCs. Researchers
wishing to submit an RFC for publication should send it online W
POSTELQUSC-ISIF.ARPA. The document format for RFCs should follow the
standards outlined in the Instructions for Authors of RFCs, available online at the
NIC in the file RFC:AUTHOR-INSTRUCT.TXT. Section 5.3 explains how to obtain
copies of the RFCs and how to be added to the online distribution list for
announcements.

.............
.............
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4.4.2 DCA Circulsars

Information of particular importance to military users is often published as a DCA
Circular. DCA Circulars are available in hardcopy from the Defense Technical
Information Center (DTIC).

4.4.3 DDN Management Bulletins and Newsletters

The DDN PMO uses online DDN Management Bulletins and informal newsletters to
announce the acceptance of new protocols and to inform site personnel, members of the
Communicstions and Operations Group (COG) and implementors, of actions to be
taken or decisions made with respect to protocol adoption, change, enhancement, or
deletion. The Management Bulletins are distributed by the DDN Network Information
Center (NIC) on behalf of the DDN PMO. DDN users wishing to receive the DDN
Management Bulletins online may send an electronic message to NIC@SRI-NIC.ARPA
or cull the NIC telephone *hotline® on (800) 235-3155, and ask to be added to the
distribution list. Implementors who are government contractors may also obtain copies
of DDN Management Bulletins from their contract monitors.

4.4.4 The TACNEWS Service

TACNEWS is a network service provided by the NIC which permits users to quickly
and easily check for announcements, or read the DDN Management Bulletins and
Newsletters. It can be accessed from s Terminal Access Controllor (TAC) or from
another host.

To access TACNEWS from a TAC, log in and type:

On <Return >
tacnews < Return >

To access TACNEWS from another DDN or ARPANET host, make a TELNET
connection from that host to the SRI-NIC machine as follows:

telnet < Return>
coanect SRENIC <Return>

To asccess TACNEWS once the TELNET connection iz completed, type:
Otacnews <Return >

......
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SECTION 5. OBTAINING PROTOCOL INFORMATION
5.1 Military Standards
MIL STD protocols can be ordered from:

Naval Publications and Forms Center, Code 3015
5801 Tabor Drive

Philadelphia, PA 19120

Telephone: (215) 697-3321

5.2 The DDN Protocol Handbook
Additional copies of this 1985 DDN Protocol Handbook can be ordered from:

DDN Network Information Center
SRI International, Room EJ201
333 Ravenswood Avenue

Menlo Park, CA 94025

Telephone: (800) 235-3155

The price for the three-volume set is $110.00, prepaid, to cover the cost of reproduction
and handling. Checks should be made payable to SRI International. Copies of the
handbook will also be deposited at DTIC.

5.3 Requests for Comments (RFCs)

RFCs are available online or in hardcopy from the NIC. 'or network users, the online
versions can be obtained via FTP from the SRI-NIC host computer (26.0.0.72 on
MILNET and 10.0.0.51 on ARPANET) using username "anonymous" and password
"guest" and the pathname of RFC:RFCxxx.TXT, where "xxx" equals the number of
the RFC desired. An online index is also available with pathname
RFC:RFC-INDEX.TXT. Individuals who wish to be added to the RFC notification iist
should send a message to NIC@SRI-NIC.ARPA requesting that their names be added to
the online distribution list. Hardcopies of RFCs may be obtained from the DDN
Network Information Center by sending a check or purchase order made payable to SRI
International in the amount of $5.00 for each copy under 100 pages, or $10.00 for 100
pages and above.

5.4 DDN Management Bulletins and Newsletters

The DDN Management Bulletins aud informal DDN Newsletters are available for FTP
from the SRI-NIC machine using username "anonymous” and password "guest® and
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pathnames of the type DDN-NEWS:DDN-MGT-BULLETIN-xx.TXT and
DDN-NEWS:DDN-NEWS-xx.TXT, where "xx" is the number of the bulletin or
newsletter desired. All of the newsletters that are still current are online on the NIC

machine.

P

Special quarterly issues of the DDN Newsletter are published both online and in
hardcopy. The hardcopy versions are distributed to appropriate military agencies by
the DDN PMO. Additional copies are available from the NIC.

Both DDN Management Bulletins and DDN Newsletters can also be read using the
TACNEWS service described above.

5.5 NIC Services

The DDN Network Information Center (NIC) assists users in obtaining information Sy
pertaining to DoD protocols. The NIC publishes the DDN Protocol Handbook and SR

DRSS  ARMASIANGY
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maintains a NIC Repository of DoD and related protocol documents. It houses the it

. DDN Management Bulletins, the DDN Newsletters, the Requests for Comments (RFC) iﬂ
b technical note series, and also produces the TCP/IP Protocol Implementation and va
;-"_:: Vendors Gutde. The NIC is a good place to start if you need information. {:;.‘,:'_.:‘
¥ TR
5 RS
" (800) 235-3155 !1-
":: is the toll-free telephone number to call for user assistance. Service is avaiiable Monday j‘-:f_"-:'.:-
‘;::: through Friday, 7 am to 4 pm, Pacific time. {
. -\ '!‘ "o

e The NIC host computer is a DEC-2085 running the TOPS-20 operating system with the RPN
hostname SRI-NIC and host addresses, 26.0.0.73 (MILNET) and 10.0.0.51 (ARPANET). !

NIC online services are available 24 hours a day, 7 days a week. Operations personnel :\::x:::

are in attendance from 4 am - 11 pm weekdays, and 8 am - 12 pm weekends, Pacific ROy

time. it

RN

Send online mail to: &

NIC@SRI-NIC.ARPA
Send U.S. mail to:

DDN Network Information Center A
SRI International, Room RJ201 w

333 Ravenswood Avenue e
Menlo Park, CA 94025 R
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5.6 Other Information Sources

L ™ - .\

'C.‘F\:-.'l

A subscription to the DoD Index of Spect fications and Standards (DODISS) can be :::::.::
ordered from: o
7y

Naval Publications and Printing Service Office L
Fourth Naval District %

700 Robbins Avenue R
Philadelphia, PA 19111 .:_':.:::.

FIPS Standards can be ordered from: ‘:
National Technical Information Service (NTIS) !

U.S. Dept. of Commerce ,:'_'7:';‘

5285 Port Royal Road RN
Springfield, VA 22161
Telephone: (703) 487-4630

ANSI Standards can be ordered from:

American National Standards Institute (ANSI)
Sales Department

1430 Broadway

New York, NY 10018

Telephone: (212) 354-3300

IEEE documents are available from:

Institution of Electrical and Electronic Engineers ‘
445 Hoes Lane NN
Piscataway, NJ 08854 'i'-::-.':
CCITT documents can be ordered from: T

International Telecommunications Union o
General Secretariat, Sales Section o0

Pliace des Nations SAEN
CH-1211 Geneva 20 -
SWITZERLAND S

1-63 o
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MILITARY STANDARDS

SECTION 6. DOD MILITARY STANDARD PROTOCOLS

This section contains the official DoD Military Standard Protocols. The X.25 Protocol,
Host Front End Protocol, and the Internet Control Message Protocol are also included
but are currently under review.
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Agancies of the Department of Defense.
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JOREWORD

This documsnt specifias the Intarnet Protocel (IP) which supports the inter—
coansctiva of communitacion subnetwaorks. The document includes an iacroduce
tioa to IP with a mcdel of operation, s definition of services provided to
users, &nd a description of the architecturel and environmental requirements.
The protocol survices interfaces and mschanisms are specified ueivg an abstract
state machine model.
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1. SCOPE

1.1 Purpose. This standard establishes criteria for the Internet Protocol
(IP) which supports the interconnection of communication subnetworks.

1.2 Organization. This standard introduces the Internet Protocol's role
and purposa, defines the services provided to users, and specifies the
mechanisms needed to support those services. This standard also defines the
services required of the lower protocol layer, describes the upper and lower
interfaces, and outlines the execution enviromment services needed for
implemsntation.

13 1ication. The Internet Protocol (IP) and the Tramsaission Control
Protoco% E'I’CPS are mandatory for use in all DoD packet switching networks
which connect or hsve the potential for utilizing connectivity across nstwork
or subnetwork boundaries. Network elements {(hosts, froat-snds, bus interface
units, gateways, etc.) within such networks which are to be used for iater—
netting shall {mplement TCP/IP., The term network as used herein includes
Local Ares Networks (LANs) but not iategrated wespons systems. Use of TCP/IP
within LANg {s atrongly encouraged particularly where u need is pearceived fur
equipment interchangeability or network survivability. Use of TCP/IP in
vaspo’s eystems is also encouraged where such usage does not dimi.ish network
performancs.
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3. DEFINITIONS

3.1 Definition of terms. The definiticn of terms used in this standard
shall comply with FED-STD=-1037, Terms and definitions unique to MIL-STD-1777
are contained herein.

Datagram. A svlf-contained package of data carrying enough informa=
tion to be routed from source to destination without reliance on
earlier exchange: between source or destination and the tramsporting
subnetwork.

Datagram fra%nt. The result of frageenting a datagram, also
simply referred co as a fragment. A datagram fragment carries a
portion of data from the larger originel, and a copy of the origi-
nal datagram header. The headsr fragmentation fields are adjusted
to indicate the fragment's relative position within the original
datagran.

receiver can determine the boundarias of the datagram
as it was entered by the source. A datsgram is delivered with
non~gero probability to the desired destination. The sequance
in which datagrams are entered into the subnutwork by a source is
not necessarily preserved upon delivery st the destinatioun.

Datagram service. A datagram, defined above, delivered in such a
vay trﬁ: the

D-stinstion. Au TP hesder field containing an internet address
indicating vhere a datagram is to be sent.

DP. Don't Fragment flag: An IP header field that when sat “true”
prohibits an IP module from frag~enting s datagram to accomplish
delivery.

EFTE. Blectronic File Transfor Protocol. Blectronic mail.

Fragmentation. The process of breaking the data within a data-
gram into smaller pieces and attaching nev internet hesders to
form smaller datagrams.

Fragmant Offset. A field in tha IP header marking the relative
position of a datagram fragmnt within the larger original
dategran.

ne. File Tramsfar Protocol.

Gateway. A davice, or pair of devices, which interconnect two or
more subnetvorks enabling the passage of data from one subnetwork
to another. In this architecture, a gateway usually contains an
IP wodule, a Gateway-toGateway Protocol (GGP) module, and & subd-
network protocol module (SNP) for each connected subnetwork.
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e

O.

P.

q.
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t.

U.

Ve

X

Header. Collection of control information transmitted with data
between peer entities.

Host. A computer which is a source or destination of messages
from the point of view of the communication subnetwork.

ICMP. Internet Control Messag: Protocol, the collection of error
conditions and error message formats exchanged by IP modules in
both hosts and gateways.

Identification. An IP header field used in reessembling fragments
of a datagranm.

IHL. 1Internet Header Length: an IP header field indicating the
number of 32-bit words making up the internet header,

Internet address. A four octet (32 bit) source or destination
address composed of a Network field and a REST field. The latter
usually contains a loczl subnetwork address.

Internet datagram. The peckage exchanged between a pair of IP
modulas. It is made up of an IP header and a data portion.

Local address. The address of a host within a subnetwork. The
actual mapping of an internet address onto local subnetwork
addressas is quite general, sllowing for many to one mappings.

Local subnetwork. The subnetwork directly attached to host or
ut“‘y-

MF. More Fragments flag: an IP header field indicating whether a
datagram fragment contains the end of a datagram.

MIU. Maximum Transmission Unit: a subnetwork dependent value
vhich indicates the largest datagram that a subnetwork can handle.

Cctet. An sight-bit byto.

Options. The optional set of fields at Che end of the IP header
used to carry control or routing data. An Options field may
contain none, one, or several options, and each option may be one
to scveral octets in length. The opticns allow ULPs to customise
IF's services. The options are also useful in testing situations
to carry diagnostic data such as timestamps.

Packet network. A network based on packet-switching technology.

Messages are split into small unite (packets) to be routed indepen~
dently on a store and forward besis. This approach pipelines
packet transmission to effectively use circuit bandwidth,
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y. Padding. An IP header field, one octet in length, inserted after
the last option field to ensure that the dats portion of a datagram
begins on & 32-bit word boundary. The Padding field value is zero.

g. Protocol. An internet hesder field used to identify the upper
Tayer protocol that is the source and destination of the dats
within an IP datagram.

as. Reassemdbly. The process of piecing together datagram fragments
to reproduce the original large datagram. Reassambly 1is based on
fragmentation data carried in their IP headers.

bb. Reliability. One of the service quality paramsters provided by
the type of service mechanism. The reliability parameter can be
set to one of four levels: lowest, lower, higher, or highest. It
sppears as a two-bit field within the Type of Service field in
the IP headesr.

cc. Rest. The three-octet field of the internet address usually
containing & local address.

dd, Segment. The unit of data exchanged by TCP modules. This tem
may also be used to describe the unit of exchange between any
transport protocol modules.

ee. Source. An IP header field containing the internet address of
the datagras's point of origin.

£f. Stresm delivery service. The spacial handling required for s
class of volatile periodic traffic typified by voice. The class
requires the maximus acceptable delay to be only slightly larger

thas the minimum propagation tims, or requires the allowsble
variance in packet interarrival time to be small.

gg. SNP. Subnetwork Protocol: the protocol residing in the subnetwork
Tayer below IP which provides data transfer through the local subd~
net. In soms systems, an adaptor wodule must be inserted between
IP and the subnetwork protocol to reconcile their dissimilar
interfaces.

hh. TCP. Tramsaission Control Protocol: & transport protocol providing
connection-oriented, end-to—~end reliable dsta trsnsmission in
packat-switched computer subnetvorks and internatworks.

1{1. TCP segment. The unit of dsta exchanged between TCP modules
hncfuﬁn( the TCP header).

§j. Total Length. An IP header field containing the oumber of octets
1n an internet datagram, including both the IP header and the dsta
portion.

.......
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kk.

11,

mm.

an.

Type of Service. An IP header field containing the transmission
quality parameters: precedence level, re¢liability level, speed
level, resource trade~off (precedence vs. relisbility), and trans-
mission mode (datagraa vs. stream). This field is used by the
type of service mechanism which allows ULPs to select the quality
of transmission for a datagram through the internet.

UDP., User Datagram Protocol.

ULP. Upper Layer Protocol: amy protocol above IP in the layered
protocol hierarchy that uses IP. This term includes trausport
layer protocols, presentation layer protocols, session layer
protocols, and application programs.

Version. An IP header field indicating the format of the IP
header.
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4, GENERAL REQUIREMENTS

4.1 Design. The Internet Protocol is designed to interconnect packet-
switched communication subnetworks to form an internetwork. The IP trans-
aits blocks of data, called internet datagrams, from sources to destinatiouns -
throughout the internet. Sources and destinations are hosts located on I,

bACN

either the same subnetwork or connected subnetworks. The IP is purposely AR ;.:{
limited in scope to provide the basic functions necessary to deliver a block -‘.:{.j-'.:-
of data. Each internet datagram is an independent entity unrelated to any ,':“'
other internet datagram. The IP does not create connections or logical "
circuits and has no mechanisms to promote data reliasbilicy, flov control, :;x':-.::-.'
sequancing, or other services commonly found in virtual circuit protoccls. W
4.2 Internet Ero:ocol definition. This standaid specifies a host IP. e
As definea {n t architectural wodel, the Internet Protocol resides in A
the internetwork layer. Thus, the IP provides szervices to transport layer Wit
LS e

»
.
_’U_( v

protocols and relies on the services of the lower network layer protocol
(See figure 1). In each gateway (a system interconnecting two or more sub~
nets) an IP resides abow two or more subnetwork protocol entities. Gateways

:

ioplemsnt internet protocol to forward datagrans between networks. Gateways AL

also implement the Gateway to Gateway Protocol (GGP) to coordinate routing oA

and other internet coantrol information. :.:\

[ Y )

e

SRS

S s

- RS
3 [ [ G
7 [ :\";'.“1.
> rep vor k--—----- A
. Ly totis
;; ..-‘):

NSl

HOST INTERNET PAOTUCOL W

':,'.:;.'_\

1 e

S,

SUBNETWORK PROTOCOL O

:J‘,:-{,:.‘,

T

*
kR
”

FIGURE 1. Example host protocol hierarcny.

.....

4,2,1 Protocol implementation. In a gateway the highsr lavel protocols AN
need not e implemanted and tiue GGI funciions are added to the IP module e

(See figure 2). :
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GATEWAY INTERNET PROTOCOL

SUBMET 1 SUBNET 2 L ey SUBNET |
PROTOCOL PROTOCOL PROTOCOL
ARPANET LOCAL NET PUBLIC NET

FIGURE 2. Example gateway protocol hierarchy.

4.2.2 Upper layer protocol. A protovol in an upper layer passes data to
IP for delivery. IP packages the data as an internet datagranm and pavses it
to the local subnetwork protocol for transmission across the local subdnet.
1f the destination lost is on the local subnet, IP sends the datagram through
the subnet directly to that host. If the destination host i{s on a foreign
subnet, IP sends the datagram to a local gatevay. The gateway, in turn,
sends the datagram through the next subnet to the destination host, or to
another gateway. Thus, datagrems move troa one IP module to another through
an interconnected set of subnetworks until they reach their destinations.
The sequence of IP modules handling the datagram in transit is called the
gateway route. The gateway route i{s distinct from the lower level node-to~
node route supplied by a particular subnetwork. The gateway route is bassd
on the destination internet address. The IP modules share common vules for
interpreting internet addresses to perform internet routing.

4.2.3 Datagram processing error. Occasionally, & gateway IP or dectina-
tion IP will encounter an error during datagram processing. Errors detected
may be reported via the Internet Control Message Protocol (ICMP) which is
inplemented in the internet protocol module.

4.2.4 Fragmwentation and reassembly mechanisms. In transit, dacagrams may
traverse a subnetwvork vhose maximum packet size is smsller than the size
of the datagran. To handle this condition, IP provides fragmentation and
reasseably mechanisms. The gatevay at the smaller-packer subiet fragments
the original datagraa {ato plezes, called datagram fragments, that are smsll
enough for transmission. The IP module in the destination hwst resssesvlss
the datagram fragments to reproduce the original datagrawm. IP can support a
diverse set of upper layer protocols (ULPs). i trsusport protocol with
real~time requirements, such as the Network Voice Protoucol (NVP), can make
use of 1P'e Aatagram servicc directly. A transport protocol providing ordered
reliable del{very, such as TCP, can build addirional mechanisms on top of
IP's basic datagram service. Also, IP's delivery service can be customized
in some wiys to suit the gpecial needs of an uppar layer protocol. For
example, 1 predefined gateway route, czlled a sonrce route, can be supplied
fo. an individual datagras. Each IP wodule forwvards the dategram auccordirng
to the ssurce route in addition to using che standara routing sechaaien.
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4.2.5 IP evolution. The current laternet Protocol evolved from proposals
within the International Federation for Information Processing (IFIP)
Technical Committee 6.1, in which internet functions and reliable transport
functions were combined in a single protocol. Subsequent development of
other ULPs (such as packet speech) led to the separation of these functions
to form IP and the Transmission Control Protocol.

4.3 Scenario. The following scenario illustrates the model of operation
for transmitting a datagram from one upper layer protocol to another. The
scenario is purposely simple so that IP's basic operation is not obscured by
the details of interface parameters or header fields.

4.3.1 Basic model of operation. A ULP in host A is to send data to its
peer protocol in host B on another subnetwork. In this case, the source and
destination hosts are on subnetworks directly connected by a gateway.

HOSY A HOST B
SENDING RECEIVING
UPPER LAYER UPPER LAYER
MODULE MODULE
GATEWAY
IP MODULE 1P MODULE
GATEWAY P MODULE
SNP-1 SNP-1 SNP.2 SNP-2
\ L X V4

LOCAL SUBNET 1 LOCAL SUBNET 2

FIGURE 3. Basic =ndel of operation.

s. The sending ULP passes its data to the IP aodule, along with
the destination internat aldress and other parameters.

b. The IP module prepares an IP header and attaches the ULP's
data to form an internet datagram. Then, the IP module deter-
mines a local subnetwork address from the destination internet
address. In this case, 1t 1v the “dress of the gatevay to
the destinstion subnetwork. The : : ..rnet datagras along with
the local subnet address is pass.s "0 the local subnetwork
pratocol (SNP),

¢. The SNP creates a local subnetwork header and attaches it to
the datagram forming a subnetwork packet. The SNP then
transzits the packet across the local subnet.

1-83
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SUBNETWORK PACKET

r )Y i
A4
I ULP DATA
P HEADER

SUBNETWORK HEADER

FIGURE 4, Subnetwork packet,

d. Tha packet arrives at the gateway connecting the first and
second subnetworks. The SNP of the first subnet strips off
the local sudnetwork hesder and passes the remainder to the IP
module.

¢. The IP module detemines from the destination internst sddress
in the IP header that the datagram is intended for a host in
the second subnet. The IP module then derives a local subnetwork
address for the destination hoet. That sddress is passed along
with the datagram to the SNP of the second subnetwork for delivery.

f. The second subnet's SNP builds a local subnetwork heasder and
appends the datagram to form & packet for the second subnet-
work. Thst packet is transaitted across the second subnat to
the destination host.

g. The SNP of the destination lust strips off the local subnetwork
hesder and hands the remsining datagram to the IP moduls.

h. The IP module determines that the dategram is bound for a ULP
within this host. The data portion of the datagram and infor—
maticn from the IP header are passed to the ULP,

Delivery of data across the intsrnet ie complete.
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5. SERVICES PROVIDZD TO UPPER LAYER

S.1 Description. Thir section describes the aervices offered by the lnter-
oet Protocol to upper layer protocols (ULPs). The goals of this section are
to provide the motivation for protocol mechanisme and a dafinition of the
functions provided by this protocol. The services provided by IP are: internet
datagram service, virtual network service, and error reporting service. A
description of each service follows:

5.2 Datagram service. The Internet Protocol shall provide a datagram
service between homogencous upper layer protocols in an {aternet environment.
A datagram service {s characterized by data delivery to the destination with
non-zero probability; soms data msy possibly be lost or duplicated. Also, a
datagranm service does not necessarily preserve the sequance in which data ts
supplied by the source upon delivery at the destinatioa.

5.2.1 Delivery service. IP shall deliver receivad data to a destination
ULP {n the same form as sent by the source ULP, IP ghall discard datagrams
vhen insufficient resources are available for processing. IP does not detect
datagrams lost or discarded by the suboetwork layer. As part of the delivery
service, IP {nsulates upper layer protocols from subnetwork-spscific charac-
teristics. For example, IF maps internet addresses supplied by ULPs into
local addresses used by the local subnecwork. Also, IP hides any packet-size
restrictions of subnetworks along the transmission path within the internet.

5.3 Genaralized network services. IP shall provide to upper layer protocols
the ability to select virtual netwark service paramsters. IP shall provide
a general commend set for the ULPy to indicate the services desired. Thus,
the ULPs can tune certain propertiee of IP and the underlying subaetworks to
customize the tramsmission service according to their needs.

5.3.1 MNetwork parsmeters. The virtual network parsmstars fsll into tweo
categories: service quality parameters and service options. Service quality
parameters influence tha transmission service provided by the subanetworiks;
service options are additional functions provided dy IP. A brief description
of each follows:

= Service Quality Parameters

= Precedenca: attempts preferential treatment for high
faportance datagrams

-~ Transmission Mode: datagrsa vs. stream. Stresm wods
sttempts to minimize delay and delay dispersion through
regervation of netwvork rescurces

- Reliability: sttempts to minimize data loss and error
rate

- Speed: attempts prompt delivery

11
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= Resource Tradeoff: indicates relative importance of speed
ve. reliability
= Service Options

= Security Labelling: identifies datagrem for compartmented
hosts

= Source Routing: selects set of gatevay IP modules to vieit
in transit

= Route Recording: records gateway IP modules encountered in
traosit

= Stream Identification: names reserved resources used for
stresm pervice

~ Timestamping: records time informstion

- Don't Fragmant: merks a datagres as an indivisidle wmit

S.4 Brror reporting servics. IP shall provide error reports to the uppevr
layer protocels 1511«:10( errors detected in providing the above services.
Ia sdditicn, certain errors detected by lower layer protocols or supplied
in IO messages shall be passed to the ULPs. These reports iadicate seweral
clssses of errom includieg fowalid arguments, insufficient resources, and
transmission errors. The errors that IP sust report to ULPs are to be
detemmined for each implementstion.
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6. UPPER LAYER SERVICE/INTERFACE SPECIFICATION

BAERS S A A
20 §
R <
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6.1 Description. This section specifies the IP services provided to upper r.:-*.'-g.;.i
layer protocols and the iaterface through wvhich these services are accessed. m
The first part defines the interaction primitives and interface paramsters

j for the upper interface. The second part contains the sbetract machine speci-
‘.1‘. fication of the upper layer services and interaction disciplins.

::: 6.2 Iateraction primitives. An interaction primitive defines the purpose

", and coutent of information exchanged between two protocol layers. Primitives

ars grouped into two classes based on the directioa of information flow.
Information passed dowmward, in this case from s ULP to IF, 1e called a
esarvice request primitive. Inforumtion passed upward, in thie case from IP
to a UlLP, {s called a service response primitive. Intervactioa primitives
need not occur in peirs. Thet is, & servize request does not necesiarily
elicit s service “response;” a service “response” may occur indepe.cently of
a ssrvice requast. The informstion associated with an {nteraction primitive
falls into two categories: paramaters and data. The parameters describe the
dati and indicste hov tha dats are to be treated. The deta are aot examined
or wodified. The format of the parameters and data are implementation
dependent and therefore not epecified. A giwen IP {mplementation may have A
slightly differemt iateractios primitives imposed by the execution enviromment .
or eystem dasign factors. In those cases, the primitives cas be modified to
{nclude more information or additional primitives can e defined to satisfy
system requiremsats. HNowever, all IPs must provide at least the interaction
primitives specified below to guarantee that all IF i{mplemsntations can

support the sase protocol hiersrchy. KRR
6.2.1 Servics request primitives. A single service request primitive C~:':::':::'
supports 1P's datagras service, the SKND primitive. .\'.-:

L
4
o,

6.2.1.1 SEMD. The SEND primitive contains camplete control informatios
for each unit of data to be deliwered. IP accepts in & SEMD at lesst the

following iaformationa:

e ,
»
. .
, % T
- Y
S ¢
L
PRI
e
.-
PR s

- gource address -~ internet address of ULP sending dats

destination address ~ internet address of ULP to receive
ta

protocol - name of the recipient ULP

-t of service i{ndicators -~ relative transmissioa quality
associared with wmit of data

- precedencs - one of eight levels : (PO, P1, P2, P3, M,
PS, P6, P7) viure PO <= Pl (= P2 (= P) (= PA (= PS5 (= P§

13 5] 5

RO AN

- reliadlity - one of two lavels : (RO, R1) wvhere R0 <= R} oy
R

-
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- dalay - one of two lavels : (DO, D1) where DO <= DIl Q&:;% »
- throughput - one of two levels : (TO, T1) where TO <= Tl

- 4{dentifier - valus optionally provided by this ULP distin~ A
‘guishing this portion of data from others sent by this ULP,

- don't fragmant indicator - flag showing wvhether IF can frag-
ment dats to sccomplish delivery
- time to live -~ The valus 1n secoods which indicates the saximus % {

etime of data withia the internet. Tims to_live is decre- E‘-‘., 5
mnted by one second for sach gateway tracsversed. i

- data length - langth of data buing transmitted

= option data - options requested by a ULP from following list:
security, loose or strict source routing, record routing,
stream identification, or timestamp (section 9.3.14).

=~ dsta - presant vhen data length is grester than zero.

6.2.2 Service response primitives. A singls service respovss primitive
supports IP7s datagram service, the DELIVER primitive.

6.,2.2.1 DELIVER, The IELIVER primitive contains the dats passed by s el
source ULP Tn & SEND, along with eddressing, quality of service, and option e
{oformation. IP passes in a DELIVER at least the following iaformation: -:-.-‘,;L.r_:z‘.:
)
ALY
- ) LAY A SN
source address - internet address of sending ULF .!:,:&
- destinaticn address - interset addrese of ths recipieme ULP '
- Erotocol - naus of recipient ULP as supplied by the sending
- of service indicators - reslative tramsmission quality e
sssociated with unit of dats G
=~ precsdancs - one of eight lewe®~ : (PO, PI, P2, P3, N, :
PS, Pé, P7) where PO C= Pl C» P2 (= P (= P4 (= PS (= ¥ . v
<= P7 .;‘_ “(.
- delay ~ one of two lavels : (DO, D) vhere DO <= DI

- ~e¢liability - one of two levels : (RO, R1) whare RO (= 1]
~ throughput -~ cae of two lavels : (TO, T1) where T0 <= TI

- data length ~ length of received dats (possibly sero)

14
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- option data - options requested by source ULP from following
14st: security, loose source routing, strict source routing,
record routing, stream identification, or timestampe (sec—
tion 6.2.14).

N
[P
" o7

P

- data - present when data length is greater than zero. M

In addition, a DELIVER must contain error reports from IP either together :{:}:
with parameters and data listed above, or independent of that information. R
i

ALY

6.3 Extended state machine specification cf services provided to upper
layer. The extended state machine defines the behavior of the entire service

machine froa the perspective of the upper layer protocol. An extended state

.. ‘ﬁ}"'
" "

4
machine definition is composed of a3 machine instantiation identifier, a e
state diagranm, a state vector, a set of data structures, an event list, and e
an events and actions currespondence. :-}j{
6.3.1 Machine instantiation identifier. Each upper interface state machine 3 fu
is uniquely identified by the four interaction primitive parameters: source m

address, destination address, protocol, and identifier. One state machine S
instance exists for the SEND and DELIVER primitives whose four parameters £O8
carry identical values.

6.3.2 State diagram. The upper interface state machine has a single state
vhich never changes. No diagram is needed.

6.3.) State vector. The upper interface state machine has a single state
vhich never changes. No state vector is needed.

6.3.4 Data structures. Por clarity in tha events and actions section, data

structures are Jdeclared for the interaction primitf{ves and their parameters. ::::::;
A subset of Adal data constructs, common to most high level languages, {s -
used. However, a data structure may be partislly typed or completely untyped
wvhere specific formats or data types ire implementation dependent. © 5,
Lo

6.3,4,1 From ULP. The from ULP structure holds the interface parameters e
and data associated with the SEND primitive specified above. This structure o
directly corresponds to the from ULP structure declared in 9.4.4,2 of the At
mschanisa section. The from ULP structure {s declared as: !
type from ULP type is .

record

source_addr o

destination addr o

protocol N
type_of_service is !

Sont

34

1ada 1s & registered trademark of the Department of Defense (Ada Joint Program :":-'
Office). ‘!
15 e
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record
precedence
delay
throughput
reliability
end record;
identifier
dont_fragment
time to live
E.‘.' length

'O options z
data

= end record;

b 6.3.4.2 To ULP. The to ULP structure holds interface parameters and data

fe s associated with the DELIVER primitive, as specified in section 6.2.2. This

e structure directly corresponds to the to ULP structure declared in 9.4.4.3
o of the mechanism specification. The to ULP structure is declared as:

LAAREA,

i |-

’
.

Bl 24

el
.

P

A A I/
L AP AP R

-,

5 type to ULP type is
record
source_addr
destiration_addr
e protocol
type_of service is
. record
5 precedence
b delay
o reliability
throughput

end record;
length
options
datas
error o
end record; oy

6.3.5 Event list. The eveants are drawn from the interaction primitives
specified in section 6.2 sbove. An event 1is cosposed of a service primitive
and an abstract timestamp to indicate the time of event initiation. The
event li{st {s as follows:

a. SEND( from ULP ) at time t e
.~

b. NULL - Although no service request i{s issued by a ULP, cer-
tain conditions within IP or lower layers produce a service 5250
response. These conditions can include duplication of data -:.j-
and subnet errors. o
v
16
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{ 6.3.6 Events and Actions. The following section defines the set of pcssible .‘:'\‘
. actions elicited by each even:. - ;-},.::

6.3.6,1 EVENT = SEND (from ULP) at time t.

Actions: s
L:- . .-
‘t. 1. DELIVER to ULP at time t+N to the protocol designated by
;-.' from ULP, protocol at dest!nation from ULP.destination addr
" with all of the following properties: e
. a. The time elapsed during data transmission satisfies "' ‘
N the time-to-live limit, {.e., N <= from ULP.time =L iho
i to_live. 2

b. The quality of data transmission is at least equal
to the relative levels specified by from ULP.type_ et
of service.

¢, 1if (from ULP.dont_fragment = TRUE) then IP fragmen~
tation has not occurred in transit.

d. 1f (from ULP.options includes loose source routing)
then to_ULP.data hxs visited iu transit at least
the gatevays named by source route provided by SEND.

e. 1if (from ULP,options includes strict source rout-
ing) then to_ULP.data has visited in transit only the
gatevays named by source route provided by SEND.

f. 1f (from ULP.options includes record routing) then
the list of nodes visited in transit {s delivered

in co_ULP. .
g- 1if (from ULP.options includes security labelling) -::‘_;'_._\t
then the security ladel {s delivered in to_ULP, IR

h. 1f (from ULP.uptions includes stream identifier)
then the stream identifter is delivered in to _ULP.

1. 1f (from ULP.options includes internet timestamp)
then the internet timestamp is delivered in to_ULP.

oR,
2. DELIVER to the protocol designated by from ULP. protocol at
source from ULP.source_addr {ndicating one " of the following

error conditions:

a. destination (ra-__'du.desuution_nddr unreachable

17
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OR,

Ce

d.

protocol from ULP.protocol unreachable

if (from ULP.dont_fragment = TRUE) then fragmentation
neeled but prohibited

1f (from ULP.options contains any optfon) then paraseter
problea with option.

3. no action

6.3.6.2 EVENT = NULL,

Actions:

OR,

l. DELIVER to the protocol designated vy from ULP.protocol at

source from ULP.source_addr indicating the following error
condition:

2,

error conditions in subnet layer

DELIVER to _ULP at time t+N to the protocol dsuignated by from
ULP.protocol at destinstion from ULP.destination addr with
all of the following properties:

b.

Ce

d.

[ 88

The time elapsed during data transmission satisfies the
time-to-live limit, {.e, N ¢= ftu_Ul-P.t!.-_to_un.

The quality of data tracemission {s at least equal to

the relative levels specified by from ULP.type of
service.

1 (from ULP.doat_fragment = TRUE) then IP fragmentation
has not occurred {in transit,

if (from ULP.options includes loose source routing)
then to ULP.data has visited in transit at least the
gatevays named by source route provided in SEND,

1f (from ULP.options includes strict source routing)
then to_ULP.data has visited in transit ouly the sate

vays nssed by source route provided ia SEND,

1t (trom ULP.options includes record routing) then the
st of nodes visited in transit is delivered in to_ULP,

1f (from ULP.options {ncludes security iadelling) thenm
the security label fs deliversd in to ULP.

18
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)

h. 1if (from ULP.options includes stream identifier) *';:—f,:

.
A
Aty

then the stresm identifier is delivered in to ULP,

5

1. 1if (from ULP.options includes internet timestamp)
then the internet timestamp is delivered in to ULP.
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5 7. SERVICES REQUIRED FROM LOWER LAYRR osd

= 7.1 Description. This section describes the minimal services required of ;Eﬁ
: the subnetwork layer. The services required are: transparent data transfer

s betwecn hosts within a subnetwork and error reporting. A description of R

each service follows. 233}

N o

;f 7.2 Datas transfer. The subnetwork layer wust provide a transparant data L

o transfer between hosts within a single subnetwork. Only the data to be e

bt delivered, aud the necessary control and addressing information should be BAC

K required as input from IP. Intranet routing and subnetwork operation shall 7 |

be handled by the subnetwork layer itself. The subnetwork nesd not be a N

reliable communications medium. Data should arrive with non-zero probability 'ni~

at a destination. Data may not uscessarily arrive in the T

sane order as it
vas supplied to the subnetwork layer, nor is data guaranteed to arrive error
free.

7.3 Error re orting. The subnetwork layer shall provide reports to IP
indicating errors from the subnetwork and lower layers as fessible. The

specific error requirements of the sutnetwork layer are dependent on the
individual subnetworks.
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8. LOWER LAYER SERVICE/INTERFACE SPECIFICATION ‘(::-:.
b
8.1 Description. This section specifies the minimal subnetwork protocol s
services required by IP and the interface through which those scrvices are ; :-.::
sccessed. The first part defines the intersction primitives and their param Pttt
eters for the lower interface. The second part :contains the abstract machine *
specification of the lower layer services and interaction discipline. RSN
8.2 Interaction primitives. An interaction primitive defines the purpose ;::::-.::'_
of information exchanged between two protocol layers. Two kinds of primitives, AN
based on the direction of informstion flow, are defined. Service requests
pass information downvard; service responses pass irformation upward. These g sov
primitives need not occur in pairs, nor in a synchrorous manner. That is, H;
a8 requsst does not necessarily elicit a "response;” a “response” may occur e

{ndependently of a request. The information associatud with an interaction R
primitive falls into two categories: parameters and data. The parameters
describe the data and indicate hov the dats are to be treated. The data are O
not examined or modified ard the format of interaction primitive information
is implementation dependsnt and is therefore not specified. A given IP
implementation may have slightly different interfaces imposed by the nature
of the subnetwork or exacution eavironment. Under such circumstances, the
primitives can be modified to either include more paramsters or have addi-
tional primitives defined. However, all IPs must provide at least the
interface specified below to guarantee that all IP implementations can
support the same protocol hierarchy,

8.2.1 Service uest primitives. A single service request primitive is
tequired from the S%. a SNP_SEND primitive.

8.2.1.1 SEND. The SNP_SEND coutains an IP datagram, s destination, and
psrameters Encribing the desired transmissinn quality. The SHP reciives
in aa SNP_SEND at least tle following infocwition:

local destination address - local subnetwork address of destina-
tion lost or gateway

e of service indicators - ralative transmission qualicy ":j,-L:'
aesociated vith the datagras

]

=~ precedence -~ one «f eaight levele: (PO, P1, P2, P}, P4, E
PS, P6, P7) where PO (= Pl (= P2 (= P) (= P4 (= PS5 (= P§
(=P7

- reliability - one of two lavels: (RO, Rl) vhare RO <= R]

- - ) .
1 .
., e .

LA ., .

- delay - one of two levels: (CJ, D1) where DO <= DI =

- throughput - one of twe lavels: (TO, T1) where 10 ¢= Tl '_:f-

- length - size of the datagram '.{'f:f'

- datagras SR
21 P
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8.2.2 Service response primitives. One service response primitive is
required to support IP's datagram service, the SNP_DELIVER primitive.

Y,

>,

8.2.2.1 SNP DELIVER. The SNP_DELIVER contains only a datagram which is
an independent entity containing an IP header and data. An IP receives in
an SNP_DELIVER at least the following information:

- datagram

In additicn, a SNP_DELIVER may contain error reports from the SNP, either
together with a datagram or independsnt of one.

8.3 LExtended state mschine specification of services required from lower
layer. The extended state machine defines the behavior of the entire service
sachine vith respect to the lower layer protocol. An extended state machine
definition is composed of a machine instantiation identifier, a state diagrem,

a state vector, a set of data structures, an event list, and an events and
actions correspondence.

*
»

v.e IR ',.‘.A *e
,'-‘ ': -‘IiiFl ‘,. .'_'-.' ey oy

* .
FORPTIN

vy v
o 0

-

8.3.]1 Machine instcntiation identifier. Easch lower interface state machine
1s uniquely identified by the four values:

-
-
-

»
.,

e a ®
-

v

S

- gource address

/l -’l."‘

= destination address

v.

- protocol

= identification

These values are drawn fros header fields of the datagrem passed by the SNP_
SEND and SNP_DEZLIVER primitives. Oune state machine instancs exists for the
interaction primitives vhose parameters carry the same values.

8.3.2 State diagram. The lower interface state machine has a single
state vhich never changes. No diagres is needed.

8.3.3 State vector. No state vector {s needed for the lower interface
state wachine.

8.5.4 Data structures. PFor clarity in the events and actions section,
data structures are declared for the interaction primitives and their parsme—
ters. Theae structures ares declared in a subset of Ada composed of comstructs

common to most high level languages. Howewer, a dats structure msay be psr- ',:- _.
tially typad or cumpletely untyped where specific formats or duta typas are oo
implementation depsndent.

L Sand
8.2.4.1 From SNP. The fram SNP structure lolds the interface paramsters '
and datagram associated with the SNP_DELIVER primitive, aa specified in )
section 8.2.2.]1 This structure directly corresponds to the from SNP structure ,
daclared in asction 9.4.4.4 of the mechanies specification. The from_ SWP 5o
atructure is declared as:

22
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type from SNP_type is J'i N

record &
sourcs_destination sddr d ::\
degm: datagrea type; ;‘

error

end record; m
o
The dtgm element is itself s structure as specified belov. o
8.3.4.,2 Yo SNP. The to_SNP structure lolds the data and paramsters ::-:";:
sssocisted vith the SNP_SEND primitive specified in section 8.3.1. Thie e
structure directly corresponds to the to SNP structure declared ia section e
9.4.4.5 of ths mechanism specification. The to_SMP structure is declared as: ?;!
type to_SNP_type is N
record i
local_destination addr
type_of_service indicstors G

dtgm: datagram type;
end record;

langth .~.

The dtgm element is itself a structure as specified below.

8.3.4.3 Dtgm. The dtgm structure holds a datagram made up of s header et
portion and a data portion as specified in section 9.3. A decgm structure is _
declared as:
CIpe datagram_type 1o i

record RO

veresion: BALF OCTET;

header_length: HALF OCTET; e

type_of service: OCTET; |

total length: TWO_OCTETS; N

{dentification: TWO_OCTETS; Sl

dont_frag flag: loo't'zu;

wore_frag_flag: BOOLEAN;

fragment offset: ONE_N_FIVE EIGHTRS_OCTETS;
time to_live: OCTET;

pratocol: OCTEY;

hesder_checkeum: TVO_OCTETS;

source_addr: POUR_OCTETS;
.hntlm:tou_.ddr: POUI_OCI‘!TS;

options: optios_type; .
date: array(l..DATA_LENGTH) of INTEGER;

end record;
= -
subtype BALP OCTET {s INTECEIR range O0..13; e
subtype OCTET s INTEGER range 0..255; JOLL
subtype ONE N FIVE_EIGHTHS OCTETS s INTEGER range 0..8191;
eubtyps TWO OCTETS is INTECGER range 0..65333; v
‘. {

\

subtype POUR _OCTETS 1s INTEGER range 0..4294967295;

2]
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8.3.5 Event list. The events are drawn from the service primitives
specified in section 5.1 above. An event is composed of a service primitive
wvith its parameters and dsta.

a. SNP_SEND (to_SNP)

b. NULL - Although IP issues no service request, certain conditions
within the subnet layer elicit & service response.

8.3.6 Events and actions. The following section defines the set of possible
actions elicited by each ewent.

8.3.6.1 EVENT = SNP SEND (to SNP).

ACTIONS:

1. SNP_DELIVER Dategram to IP at locsl destination (LD) with
all of the following properties:

a. The quality of dats transuiss‘on is at least equal to

the relative levels specified by to_SHPF.type of ser—
vice.

oR,
2. no sction
8.3.6.2 EVENT = NULL,
ACTIONS:
l. SNP_DELIVER from SNP {rdicating the following error conditionm:

a- error conditions within the subaet laysr

24

1-98

R

2358

-
»
.

L

» ¢
Y %
n-'.-

' 2

-
1)

-, o'.
" L/

LI L)

{l o, .

| St iy N ]
[ ey

2
‘.’:

L
o

P A

A.'.:'o'r,".

LR I '.!..-':
l"LJ g

e -
‘.
-.l




MILITARY STANDARDS: [P MIL-STD 1777 AR
\:"'.{'“'

PEA

N O

Je t‘:"s“

HIL-STD-1777 Dl

12 August 1983 '~‘.-:;.* )

o

9. IP ENTITY SPECIFICATION }'::\‘:I

9.1 Description. This section defines the mechanisms of an IP entity ;..-.‘::.’:,'
supporting the services provided dy the IP service machine. The f{rst AT
subsect {on motivates the specific mechanisas chosen and describes their ;'q,"ﬁ'!‘ A
operation. The second subsection defines the format and use of the IP header Mj
flields. The last subsection specifies an extended state machine representa- SRS
tion of the protocol entity., The implementation of a protucol entity sust -\
be robdust. Each {mplementation must expect to iateroperate with others '
created by different individuals., While the gosl of this specification is ‘.
to be explicit about the entity mechan{sms, there is always the possidility ]

of differing interpretstions. In general, an impleaentation must be conser—
vetive in ites sending behavior, and liberal fn its receiving behavior. That
. 1s, 1t sust be careful to send well-formed datagrams, but must accept any
= datagram that it can interpret.,

9.2 Overview of IP mechanisms. The IP mechanisis are sotivated by the
IP services, desccibed in section 5 are datagram delivery service, virtusl
network service, and error reporting aervice. Each service could be sup~-
ported by any of a set of mechanisms. The selection of mechanisms iy guided
by design standards tncluding sisplicity, generality, flexidility, and
efficiency. The following mechaniss descriptions identify the service or
setvices supported, discuss the design criteria used in selection, and explain
hov the mechanisms vork.

e
S ST I

9.2.1 Routing mechanism. IP contains an adaptive routing mechanisa to
support the deiivery service. The routing mechanism uses the internet
addressing scheme and {nternet topology data to direct datagrums along the

best path between source and destination. The mechanism provides routing e
options for ULPs needing the flexidility to select rates and record routing , ::-"
information. A distinction {s made between names, addresses, and routes. A soe
name indicates the abject sought, {ndependent of physical locatfon. Anm Lot
sddress indicates vhere the object {s and a route i{ndicates hov to get there. -
It ts the task of the upper layer protocols to sap from names to addresses.
The {nternet pretocol maps from internet sddresses to local subnet addresses _3.':-"‘
to pecrform routing through the tnternet. It is the task of lover layer e
protocols to route the datagrzm to the sppropriste local subnet destination T ]
sddresses. o

9.2.1.1 Internet addresses. I[nternet addresses have a fixed length of E

four octets (32 blts). An {nternet address begins with a network nusber
followed by a local address (called the REST fiold). Tn provide for flex~

t1hility tn asstigning addresses to networks and alluvy for the large number ot ,:.:
[ small to mediun sfized networks, there are four formats or clanzes of tnternet - iy
' sdédresses. These classes are shown ta the fnllowing dlagras: {
| Y|

aq i

-




* o

s
>
‘b v

DDN PROTOCOL HANDBOOK - VOLUME ONE 1985 SR
“.':..1

MIL-STD-1777 . .

12 August 1983 e’y

0 1 2 3
01 23 48 67 8 9° 01 23 465 62 89% 01

LA v LA LR L) ¥ vV 7 ¥V ¥V ¥V v Y gy vyl

CLASS s | O NETWORK LOCAL ADORESS .

o |2

TSl S N N S TN S TN TN T YO T WO N T YO T W W T W W W
7 BIT8 OF NET 24 TS OF HOST v
.
s
0 1 2 ) e
01 2348 67 89 ¢C1 23 48567 89 01 s 9 0 RN
L4 T T T i/ Ty v v 17V T 1T 17 IO
AKX
cusss |10 NETWORK LOCAL ADDAESS A
' S S W S W G S B N T S 1 | T T S W
14 BITS OF NET 16 BITS OF HOST
-] 1 2 3
01 23486727890 ,,7890123486788%0
L] L 4 LS 1 ] LR T Ty £ L 4 \ | L4 A  § L4 ¥ ¥V ¥V 77 1
CLASSc |Y 1 O NETWORK LOCAL ADDRESS
Al 4 2 2 4 0 4 1 4 * 4 AL % 1 L A A 42 4 2 4 1
21 TS OF NET 8 MTE OF HOST
] 1 2 3
01 2348877690 __ 7890123488778 9 0 1
EXTENDED ) g ¢ rrrerrrerwy SJrrrrerrrrrr ey
ADORESSWNG |V Y 1
CLASS A4 3.4 A & 4 2 3 22 A2 & 4 2 2 1 4 ) £ § 32 4 4 4 ¢
L 4 [ 4

FORMAY UNDESINED

FIGIRE 5. Internet addresses.

9.2.1.1.1 Internet addressing classes. In “class s,” the high order Mt

1s zero, the next saven hite specify the netvork, and the last 24 bite specify AP
the local address. Ip “clase b,” the high order two bite are one-zerz, the ROXN)
next 14 bize are the netvork and the last 16 bite are the local sddreas. In }}':.:-f
“elaes ¢, the high order three dMte are one-one-zero, the aext 21 Hite are R
the network end the last eight dite are the locsl sdicess. la the extended ;:._:;.,:

sddressing class, the high oréir three bits sre one—one—one, the next 2% ‘
bts have no defined formst. The mepring between internst addresses and :
local nei addresses should allov s single ,“vsical host te sct ar sewveral

distinct intermat Moats. Also, some Moots vill nive peveral physical inter ?{.:':'
faces {i.¢., be wmulti-homed). That is, provision sust vz made for a host to IR
have several physical (nterfoces to a sudnetvork, with sach having several R

L1538zl internet addresese.

9.2.1.1.2 Datescan routing. To route 2 datagram, an IF module examines
the NETUORK fleld of the {nternet address tndicating the destinstioa for the
datagran. 1f the netvork nuaber 1s the same as the IP module’s sudnetvork,
the mdule uses the REST fileld nf the {nternet address to derive the local
sudnet addross of the destination host. 1f the network susber does not
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match, tne module determines a local subnet address of a gateway on the best
path to the destinazion subnetwork. In turm, the gateway IP module derives
the next local subnet address to either a host or gateway. In this way, the
datagram is relayed through the internet to the destination host. In a
static environment the routing algoritbm is straightforward. However,
internet topology tends to change due to hardware or software failure, host
availability, or heavy traffic load conditions. Therefore, each host and
pateway IP along the gateway route also uses its curreat knowledge of intermnet
topology to make routing decisions.

9.2.1.2 Routing options. IP provides a mechaniea, called scurce routing, 2T 5,C
to supplement the gateway's independent routing decisions. This mechanisn -"-:__v‘,.
allows an upper layer protocol to influence the gateway route in which a d
datsgram traverses. The ULP can pass a list of internet addresses, called a e
- source route list, as one of the SEND service request parameters. Each
:' address on the list, except for the last, is an intermediate gateway destins-
t{ion. The list sddress on the list is the final destination. The source IP

g module uses its normal routing mechanisa to transait the datagram to the v
. first address in the sourcc route list. Then the gateway IP replaces source PN,
route list entry with its own address as known in the environaent into which m
. it is forwarding the datagram. Thus, the datagram follows the source route SR
p - while recording its “inverse” or recorded route.

9.2.1.2.1 Routing types. Two kinds of source routing are provided by IP:
loose and strict. With loose source routing, the host and gatevay IP moduies
along the route may use any number of other intermediste gatevays to reach = o
the addresses in the source list. With strict source routing, the datagram m
must travel directly (i.e. through only the directly connected subnetwork SO
indicated by each address) to each address on the source list. When the Rt
source route cannot be followed, the source host IP is notified with an o4
error message. Por testing or diagnostic purposes, a ULP can acquire a o
datagran's record route (independent of the source route option) by using RN
the record route mechanism. The sending ULP supplies an empty record route e
iist and indicates that the gateway route is to be recorded in transit. m
Then, as each gateway IP module nn the gateway route relays the datagran, it e
adds its address as known ‘0 the succending enviromment to the record route
list. The destination ULF receivea the origi~zl datagram along with the -',-:-;-
record route st which, 1f reversed, provides a source route to the sending
ULP. 1If more gatevays are traverted than can be racordel in the i1sz, tka
additional gateway addresses ave not tecorded. Problems with the record E
route option discovered in transit are reported to the source host IP. i
When using a routing option, the source ULP must provide a large enough
route list to sccoamsdate 211 the routing information expected. The size
of a routing option does not change due to adding addresses.

9.2.2 [Fragoentation and reassambly. IP contains a fragmentation mechanisa s
fo:r breaking a large datagram into smaller datagrams. This solution to the [ v
problems arising from the difference between variable subnetwork capacity )
provides greater flexibility than legislacing a restrictive datagras size
that is sufficiently small for any subnetwork on the latérnmet. This mechanism
can be overidden using the “don't fragment” option to prevent fragmentatiot.
1P also contains a resssembly mechanism which reverses the frigmentatica to
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i
enable delivery of intact data portions. Normally, fragmentation is per- :':-‘;'.-
formed only by the IP modules in gateways. There is no need for fragmentation et
of datagrams within the IP modules of hosts since the amount of data srpplied '.A:;{

by a source ULP can be limited, thereby avoiding datagrams which are too big
to be transmitted through the subnetwork to which the host is attached. When -
an IP module encounters a datagram that i{s too big to be transmitted through e
a subnetwork, it applies its fragmentation mechanism. First, the module :
divides the data portion of the datagram into two or more pieces. The data SRR
must be broken on 8-octet boundaries. For each piece, it then builds 2 data o
gran header containing the ideatification, addressing, and options information
needed, PFragmentation data is aijusted in the new headers to correspond to ——
the data's relative position within the original datagram. The result is a E
set of small datagrams, called fragments, each carrying a portion of the .
data from the original large datagram. Section 9.4.6.3.7 defines the Sae
fragmentation algorithm, v
9.2.2,1 FPragment routing. Each fragment is hardled independently until o
the destination §P module 1is reached. The fragments nay follow different h
gateway routes as internet topology and traffic conditions change. They are R
also subject to further fragmentation i{f 'smaller—packet' subnetworks are
subsequently traversed. Every IP module must be able to forward a datagran \
of 68 octets without further fragmentation. This size allows for a header
! . length of up to 60 octets ard the minimum data length of 8 octets. '.-“_:-'_:
3 ey
: 9.2.2,2 Fragment reassezbly. To reassemble fragments into the original e
détagram, an I¥ module combinss all those received having the same value T":
for the identification, source address, destination address, security, and -:.'_-:.,
protocol, IP allocates reassemdbly resources vhen a “"first-to~arrive” -
- fragment is cecognized. Based on the fragmentation data in the fragment's ;-:-':"
o hesder, the fragment is placed in a reassembly area relative to its position et
4 in the original datagram. When all the fragments have been received, the Lo

I? module passes the data in its original form to the destinaticn ULP, All H
hosts must be prepared to accept datagrams of up to 576 octets (vhether they o
arrive wvhols or in fragments). It is recommended that hosts send datagrams

larger than 576 octets only if they have assurance that the destination is

prepared to accept the larger datagrams. The number 576 is selected to A
allov a reasonable amount of data to be transmitted in addition to the s
required header information. For example, this size cllows a data dlock of E‘
512 octets plus 64 header octets to fit in a datagram. The maximum internet

header size 18 60 octets, and a typical internet header is 20 octets, allowing s
a margin for headers of upper layer protocols.

9.2,2,3 [Fragment loss. Because the subnetwork may be unreliable, some o
fragmeats making up a complete datagram can be lost. IP uges the “time-to-

live” data (explained in section 9.2.4 below) to set a timer on the reassembly *
process. 1f the timer expiree before all the fragments have been collected,
IP discards the partially reassembled datagram. Only the destination IP
module should perfors reasseably. This recommendation is intended to reduce
gatevay overhead and minimize the chance of deadlock. However, reassemdbly
by private agreement between gatewvays is transparent to the rest of the
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{nternet and is allowed. A ULP can prevent its data from being broken into
gmal ler pieces during transmission. IP provides an override mechanisa to
srohibit fragmentation called "don't fragment.” One example of the “"don't
fragment” mechanism is the down line loading cf a small host coataining only
a simple boot strap program to accept data from a datagram, storing it in
memory, and executing it. Any internet datagram marked "don't fragment”
cannot be fragmented by an IP module along the gateway route under any
circumstances. If an IP module cannot deliver such a datagram to its
destination without fragmenting it, the module discards the datagraa and
returns an error to the source IP. Note that fragmentation, tramsmission,
and reassembly at the subnetwork layer is transpareat to IP and caa be
used at any tise.

9.2.3 Checksum. IP assumes the subnetwork layer to be unreliable regard-
less of the actual subnetwork protocol present. Therefore, IP provides a
checksum mechanisa supporting the delivery service to protect the IP header
fron transaigsion errors. The data portion is not covered by the IP checksun.
If IP enforced a data checksum and discarded datagrams with data checksum
failures, it could not support applications that require high throughput and
can tolerate a lov error rate. An IP module recomputes the checksum each
time the IP header is changed. Changes occur in transit during time-to~live
reductions, option updates (both explained belov), and fragmsntation. The
checksum 1s curreatly a simple one's complement algoritham, and experimental
evidence indicates its sdequacy. However, the algoritha is provisional and
may be replaced by a CRC procedure, depending on future experience.

9.2.4 Time-to~live. As men:ioned in the routing discussion above, a
datagras's transaission path is subject to changes in internet topology and
traffic conditions. Inadvertently, a datagram might be routed on a circuitous
path to arrive at its destination after a considerable delay. Or, a datagranm
could loop through the same IP modules without making real progress towards
{ts destination. Such "old datagrams” reduce internet bandwidth and waste
processing time. To prevent these probleas, IP provides a mechanism to
limit the lifetime of s dstagras, called time-to~live. Along with the other
sending parametes, s ULP specifies a maximua datagram lifetime in second
units. Each IP module on the gateway route decreases the time-to-live value
carried in the IP header. If an IP module receives an expired datagras, it
discards the datagram. The lifetime limit is in effect until the datagran's
data 1s delivered to the destination ULP. Thst is, 1f a datagram is frag-
mented during transaission, it can still expire during the reassembly process.
Section 9.4.4.3 defines the reasseubly algorithm use of the time-to-live data.

9.2.5 Type of service. In support of the virtual astwork service, the
type of service mechanisa allows upper layer protocols to select the trais=—
mission quality. IP passes the type of service (TOS) command set for
service quality to the SNP where it is mapped into subnetwvork-specific
transaission parameters. Not every subnetwork supports all transmission
cervices, but each SNP on the delivery path should make its best effort to
match the available subnet services to the desired service quality. The TOS
comzand set includes precedence level, a delay indication, a throughput
indication, and a reliability indication. Precedence is a mesasure of a
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datagran's importance. A subnetwork may treat high precedence traffic as
more important than other traffic by preferentially allocating subnetwork
resources especially during time of high load. The eight precedence levels
begin with the lowest, Routine, and increase up to the two highest levels,
Internetwork Control aud Network Control. The highest precedence lsvel,
Network Control, is intended for use only within a subnetwork. The Internet-
work Control level is inteunded for use by gateway control originators only.
The actual use and access to these precedence levels is the responsibilicy
of each subnetwork. Aside from precedence, the major service choice is 2
three-way tradeoff between low delay, high reliability, and high throughput.
In many networks better performance for one of these parameters ic coupled
with worse performance for another. Except for very umsual cases, not more
than two of these three indicetions should be set. The use of these service
quality indications may increase the cost (in soms sense) of the servica.
Section 9.3.15 specifies the legal walues of the type of service indicators
to be cartried in the datagram header.

9.2,6 Data options. Motivated by the virtual network service, IP provides
options to carry certain identification snd timing data in s standard menner
through the ianternet. The use of this mechaniss by the ULPs is optional, as
the name implies, but all options must bde supported by each IP implementation.
The data options carry three kinds of information: security, stresm identifi-
cation, and timing. The security data is usaed by Dad hosts nsediug to trans=
mit security ioformation throughout the internet in a standard msnner. The
security information (required if classified, restricted, or compartmsnted
traffic is pessed) inclodes security level, compartments, handling restric-
tions, and transmission zontrol code. The stream identification option
provides a way for a stresm identifier to be carried both through streem

oriented subnetworks, for example SATNET, and subaets not supporting the
stream concept.

9.2.6.1 Timing informstion. Timing information, in the form of timestamps,
is recorded by IP modulas as the datagram traverses the interuetwork to its
destination. The source ULP provides 3 tiasstasp l1iet and indicates timing
information is to bs reccrded. The timestamp can be recorded in one of
three formats. The first foruat rejuires each gatewvay IP module on the
gatevay route to register only its timestasp ic The next free list entry.
The second format ixquires each gateway IP to regis:ti: '3th its internst
address and its timestamp. The third format requires & .®:rtawn Lo be
registered only if the next lis: entry containing a praspeetifisd facnrnet
address matches the gatevay IP's address. These formats acc spccified in
section 9.2.15. A timestamp is a 32-bit value marking the curreant time in
ailliseconds since midnight Universal Time (UT). If the tims 1is not availasbdle
in milliseconds, or cannoat be provided with respect to wirizhe UT, then any
time may be inserted if the high order bdbit of ths timestamp fieid is =er to
one, indicating the use of a nomstandard valua. When using the timestamy
option, the source ULP must provide a large enough list to accommodaie #ll
the timestamp information expected. The size <! the optinn dods not change
due to adding timesatamps. The initial coutents of the timestamp liet must de
zero or internet address/zero pairs. I1f the timestamp data area is alreedy
full (the pointer exceeds the leagth) the detagram {s forwarded without
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ingerting the timestaap, but the overflow count is incremented by one, If ':a_‘_l
there is some room but not enough for a full timestsmp to be inserted, or AR
the overflow count itself overflows, the original datagram is considered .:].‘-
to be in error and is discarded. In either case, an ICMP parameter problem J
message may be sent to the source host. Errors encountered by the gateway
IPs during timestsmp processing are reported to the source IP. s
9.2.7 Error report datagrams. The error reporting service motivates a ;{ﬁ
mechanism to generate and process error information. The error mechanisa ,}_.:_
uses the datagram delivery service to transfer the error reports between IP e, %
modules. TN

9.3 Message format for peer exchanges. A summary of the contents of the
IP header follovs. Note that each tick mark represents s one bit position.
Each field description belov includes its neme, an abbreviation, and the
field size. Where applicable, the units, the legal range of values, and a
default value appears.

o
I!.'J
Y
1 b

AL

.

0 1 2 3
0" 2 345 6780 %012 3456780 901 234867 ¢ 901
Ld v L4 L4 L v LS v v A v v v L] ¥ LS LS LJ v LY v L L LR J L L4 L]
VERSION L TYPE OF SERVICE TOTAL LENGTH
ded b Al 4 F VD WY UHEE WO W S | O | i bt 4 2 3 1 1 2 2 1 4
IDENTIFICATION FLAGS FRAGMENT OFFSEY
WD B S B S B | ..l 4 41 1 32 1 1.1 L4 4 ¢ L a1 21 2 i 1
m PROTOCOL NEADER CHECKSUM
[ G TS U U S 1 T T U S S | | U U T ) b i i 4 11 1
SOURCE ADDARESS
dedecdobt A A Lt L 2t 2 2 & i 4 2 4 £ 3 4 4 2 £ 2 1 1 1 3¢ 1 1
OESTINATION ADORESS
Ak ot A A A & A & A2 1 3 & L2 & _: & 1 1 ¢t 1 ) T T U T W .
OPTIONS PADOING
A 2 4 2 ¢t 2.4 40 A 2 £ 2 2 1 & 3t 2.2 2 4 2 4 it 1 5 11t

FICURE 6. IP hsader format.

9.3.1 Version.

abbrev: VER field size: 4 bdits

The Version field indicates the format of the IP header.
describes version 4,

This document

l s

9.3.2 Internet header length,

abbrev: IHL field size: & bits
units: 4-octet group range: § - 15 default: 3 T
Internet Header Length is the length of the IP header fn 32-bit words and o
§-ints to the beglaning of the data. Note that the minimua value for a YA
correci l.:ader is S. el
',
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9.3.3 Type of service.

25
»
-

abbrev: TOS field size: 8 bits

The Type of Service field contains the IP parameters describing the quality
of service desired for this datagram.

A
.
. 7a

0 1 2 3 . 5 . 7 :'_',:'_-';
PRECEDENCE o 1 A 0 o s
| 1 "'
Bits 0-2: Precedence .-::.-:'.::
Bit 37 Delay o
Bits 4: Throughput N
Bits : Reliability i
Bit 6-7: Reserved for Future Use. A
Precedencs Delay ':::‘:]
11! - Network Control 0 - normal e
110 = Internetwork Coatrol 1 - low o
101 - CRITIC/ECP )
100 - Flash Override Throughput
011 - Flash 0 - normal
010 - Immediate 1 - high
00! ~ Priority
000 - Routiae Reifabilicy
0 - aormal
1 - high

FIGURE 7. Table of service field.

9.3.4 Totel length.

abbrev: 1L field size: 16 bics
units: octets range: 20 - 2##)6-) defaule: 20

Total Lengih is the length of the catagram, measured in octets, {ncluding
header partio. and the data portion of the datagraa.

$.3.5% ldertification.
ahbrev: 1D field stze: 16 ofits
An i{dentitylug valiuve used to assocliate fragmeants of a datagram. This value

is usually supplied by the sending ULP as an interface porameter. If not,
IP generates dutagram {dentifications which are unique for esch sending ULP.
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9.3.6 Flags.
abbrev: none field size: 3 bits

"don't fragment,” which prohibits

This field contaiuns the control flags
" which helps to identify a fragment's

IP fragmentation and, “wore fragments,
posicion in the original datagraa.

0 1 2
) M
Pl F ¢

Bit O: reserved, must be zero
Bit !: (DF) O = May Pragment, 1 = Don't Fragmeat.
Bit 2: (MF) O = Last Fragmeut, 1 = More Fragments.

FIGURE 8. Control flags field.

9.3.7 Fragment offset.

abbrev: O field size: 13 bits

units: 8-octet groups range: O - 8191 default: O

This field indicates the positions of this fragment's data relative to the
beginning of the data carried in the original datagram. Both a cosplete
datagram and a first fragment have this field set to sero., Section 9.2.2
describes the fragmeatation mechanism.

9.3.8 Tima~to—live.

abbrev: TIL field size: 8 bits
units: seconds range: 0 = 255(=4.25 mins) default: 13

This field {ndicates the maximum time the datagras is allowed to temain in
the faternet. If the value of this field drops to sero, the datagras should
be destroyed. Section 9.2.4 describes the time-to-live machanisa.

9.3.9 Protocol.
abbrev: PROT fiald eize: 8 Hits

This field indicates vhich ULP is to receive the data portion of the dutagram.
The rumbers assigned to comson ULPs are svaisble from the Dod Executive

Agent for Protocols.

9.3.10 Header checksum.

adbrev: none field sige: 16 dits
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This field contains the checksum covering the IP header. The checksum
mechanism is described in section 9.2.3.

9.3.11 Source address.

abbrev: sourcs field size: 32 bite

This field contains the internet address of the datagram's source host.
Internet address formats are discuseed in section 9.2.1.

9.3.12 Destination address.

abbrev: dest field sige: 32 bite

This field contains the internet address of the datagram's destination
host. Internet address formats are discussed in section 9.2.1.

abbrev: none field size: variasble

The option field is variable in length depending on the mumber and types of
options associated with the datagrmm. The options mechanisms are discussed
in sections 9.2.! and 9.2.6. Options hawe two formats:

a. a single octet of option-type, or
b. a variable length string containing:

l. an optioan-type octet,

2.
optioo-length octet ac well as the option-data octets, and

3. the actual optiou-data octets.

The option—type octet is viewved as having ) fields:

0 1 2 3 . ’ s 7
] 1 L |

cr CLASS NUMBER
1 1 { 1 1

bit 0 - copy flag
0 = not copied, | = copied
bita 1~2 -~ option class
00C « control
001 = reserved for future use
010 = debugging and measurement
011 = reserved for future use
bits 3~7 - option rumber (defined in the following table)

FIGURE 9, Fields in the optioo—type octet.

3

an optionlength octet = counting the option-type octet 3nd
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9.3.13,1 Internet options defined.. The following internet optior.s are
defined:

CLASS NUMBER LENGTH DESCRIPTION

0 0000 - End of Option list: This option occupies
only | octet; it has no length octet.

1] 00001 = No Operation: This option occupies only 1
octet; it has no length octet.

0 00010 11  Security: Used to carry security level,
Compar “mentation, User Group (TCC), and
Handling Restriction Codes competibie with
DoD requirements,

0 00011 wvar. Loose Source Routing: Used to route the
datagran based on information supplied by
the source.

0 01001 var. Strict Source Routing: Used to route the
datagraa based on information supplied by
the source.

0 0111 var. Record Route: Used to trace the route a
datagram takes.

0 01000 4 Stream ID: Used to carry the stress
{dentiffier.

2 00100 var. Internet Timestamp: Used to sccumulate timing
faformation in traneis.

9.3.14 Padding.
abbrev: none field stze: variable (8 to 24 bits)

The IP header padding is used to ensure that the IP hesder ends on a
32-bd1t doundary. The padding field is set to zero.

9.3.15 Specific option definitions. Each option format is defined below.
“Option type~ indicates the vilue of the option-type octet, and “length”
indicates the value of the length-octetr 1if appropriate.

9.3.15.1 Ead of option iist.

option type: O option length: N/A

This one-octet option marks the end of the option list when (t does not
coincide with the four—octet boundary indicated by the IP header length.
This fleld is ueed following the last option, not the end of each option,
and need only be used tf the last option would not otherwise colncide with
the end of the IP header. This option may be introduced or deleted upon
fragmntatioa as needed,
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L
7,7

9.3.15.2 No operation.
option type: 1 option langth: N/A

L A
LR Al

(4

":".‘T.;l" v
L4
* et

v
4

This option may be used between options, for example, tc align the beginning
of a subsequent option on e 32-bit boundary. This option may be introduced
or deleted upon frugmentation as needed.

“
'I

& |2

o

Ve

. r_e
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9.3.15.3 semritli
option typs: 130 option length: 11

e
Thie option (required if classified, restricted, or cospartmanted traffic is E
passed) provides a way for hosts to send Sscurity level, Campartmentation, '_-'_:f-:
. Handling Pestriction Codes and User Groups (TCC) parametars through subanet- et
o8 vorks in 3 etandard manner. This option must be copied on fragmantation. -'_.:)'._
0 This option appears at most once in a datagras. o
._o'_ ...‘.::“\
i The format for this option is as follows: h
. - A 'y Yy 7 A u’_'.‘.'
0 7/ 77 7/ v/ B
..'.-' 10000010 03001011 3] $s88 | ccc CCC | Hun o Tee A
& / 4 T . 7. L
TYPE = 130 LENGTH = 13 el
[ St ]
PIGURE 10. Security Option Pormat. u
BAANS
9.3.15.3.1 Security (S field). AR
length: 16 bite \
This field specifies one of 16 levels of security, sight of vhich ars reserved ﬁ

for future use.
00000000 00000000 - Unclaseified 5o
1111000} 00110101 - Coatidential
01114000 10011010 - EFTO
10111100 01001101 - 000 RERAN
01011110 0210G110 -~ PROG ‘
10101111 00010011 - Restricted iy
11010111 10001000 ~ Secret PRI
01161011 11000101 « Top Secret
00110101 11100010 = (Reserved for futurs use) RO
10011010 11110001 « (Reserved for futurs use) et
01001101 01111000 - (Reserved for future use) O
00100100 10111101 - (Resecved for future use) N
0C010011 01011110 = (Reserved for future use) e

10001001 10101111 = (Reserved for future use)
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11000100 11010110 - (Reserved for futura use) %

11100010 01101011 - (Reservad for futura use) :.J-"_‘_;:

. \..'

5 oo

9.3.15.3.2 Compartments (C field). ::::*.
length = 16 bits

This field contains at all zero value vhen the information tramsmitted s ;:-:::'

pot compartmsated. Other values for the compartments field may be obtained r:‘:{‘

from the Defense Intelligence Agency (DIA). e

T

9.3.15.3.3 Handling restrictions (B field). o

langth = 16 bite o

The values for the control and release markings ars alphamumeric digraphs "‘

and sre defined {n the Defense Intalligenca Agancy Manual DIAM (3-19,
“Standard Security Markings.”

9.3.15.3.4 Transmission control cods (TCC field).

langth = 24 bite

This field provides & means to segregate traffic and define controllad '.':;".f'
communities of interest among subscribers. The TCC values are trigraphe aand

ate available from Headquartars, DCA (Cods 530).

9.3.15.4 Loose sourca and record route.
option type: 131 option langth: variasble !

The loose source routs option provides & vay for the sourcs ULP of &
datagram to supply routing information to bs used by IP modules slong the
gatevay routs. At the same tims, the “inverse” routsa {s recorded ia the
option fiald. This option s nct copied on fragmentation. It sppears at
scst once in a datagrem. The option deglns with the option type code. Tha
secoad octet is the option langth vhich includes the option type octet, the
length octet, the pointer octet, and the source route list. The third octet
is a pointar into the route data indicating the octet which begins the next
source eddress to be processed. The polater is relative to this option, snd
1ts smallest legal walue fs 4. A locse source raute list ie camposed of ooe
or more internet eddresses identifying intermediste gatewsys to de vieited
{0 traneit. Rach internet address is & octets long. Vhen a gatewsy in the
source route list is visited, the gatevay address (as knowa {n the eaviroo~
ment {oto wvhich the datagram ie being forwarded) replaces that list eatry.
The size of this option is fixed Dy the source. It cannot change to accomr
sodate additional information. The routing options are described in section

’-1-1.1.
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9.3.15.5 Strict scurce and record route.

option type: 137 option length: varisble

The strict source route option provides a way for thes source ULP of s date
gram to name the exact set of IP wodules to be vieited along the gateway
route. At the same time, the "inverse” routs is recorded in the option
field. This option must be copied on fragmentation. It appears at most

once in a datagram. The option begine with the option type cods. The second
octet is the option length which includes the option type octet, the length
octet, the pointer octet, and the source route list. The third octet is a
pointer into the route data indicating the octet which bagins the next source
sddress to be processed. The pointer is relative to this option, and itse
snallest legal value is 4. A strict source route list is composed of one or
more internet addresses identifying the gateways to be visited in tramsit.
The datagram must vieit exactly the gateways listed, traversing only the
directly connected subnetworks indicated in the routs: list eddresses. When
a gatevay in the source route list is visited, the gateway address (as known
in the eaviromsent into which the datagram is being forvarded) replaces that
ligt entry. The size of this option {s fixed by the source. It cannot change

to accamwdate additional information. Routing options are descrided in
section 9.2.1.1.

9.3.i5.6 Record routs.

option type: 7 option length: variable

The record route option provides s vay to record s datagram's gatewsy route.
Thie option is not copied on fragmentstion. It sppears at most once in a
datsgram. The option degins with the option type code. The second octet {is
the option length which includes ths option type code, the langth octet,

and the return route list. The third octet is a pointer into the route data
indicating the octet which begins the next area to store a route address.
The pointer is relstivs to this option, and the smallest lega®l value for

the pointer {s 4, A record rwte lst is composed of a series of internet
addresses. Each internet address is 4 octets long. The source ULP providss
s route list with zero value entries. As esch gateway is visited in tramsit,
it regieters its address in the nexx free entry (indicated by the pointer).
When the pointer is greater than the length, the record route list s full,
No additional addressis are recorded, even if more are visited bdefore
arriving at the destination. The size of this option is fixed by the sourcs.

It cannot change to accomsndate additional tnformstion. The routing options
are described in section 9.2.1.1.

’03015.7 Streas {dentifier.

option type: 136 option length: &
This option provides s way for lé~Ddit streas identiffiers to be carried thromgh

the internet for use br subnetworks supporting the streas concept such ae
the SATNET. The streas f(dentifier zppears in the third and fourth octets of
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the option. This option must be coplied on fragmentation. It eppears at
most once in a datagram.

9.3.15.8 Internet timestamp.

option type: 68 option length: variadble

This option allows timing information to de gathered ss a datagranm travels
through the internet to its destinatfion. Thie option is not copled upon
fragmnatscion and so appesrs only in the firet fragment. This option may
appear at most onca in s datagrsm. The first octet 1s the option type. The
second octet is the langth of the option including the option typs octet,
the langth octet, the pointar octet, the overflow/flag octet, and sach time—
stamp or sddress/timsstamp pair. The third octet is & poiater into the
tinestamp 1ist identifying the octet beginning the space for the next time~
stanp. The pointer ies relative to the begluning of this option; its smallest
legal value is 5. The fourth octat is shared by overflow and format flag
{aformstion. The first four bits record the number of IP wodules that could
not register timestamps due to lack oi spacn. The seccod four bite indicate
the format of the timestamp list:

0 - timsstamps ouly, stored in consecutive 32-bit words

1 - each timestamp 1s preceded vith the internet addresa
of the ragietering entity

2 ~ ressrved for future use

3 - the {nternet address fields are prespecified by the
source ULP. An IP module only registers its timsstamp
1f its address matches the next one in the list.

The sise of this option is fixed by the source. It cannot change to accom
sodate additional information. The internst timestamsp option is deacribded
in section 9.2.6.

9.4 Extended stat. machine specification of IP entiry. The IP entity is
specified with an extended state machirce made up a set of states, a set
of tramsitions betvee: states, and a sat of input events causing the state
transitions. The folluwing specification ie ssde up of a machine instantia-
tion identifier, a state diagras, a state vector, data structures, an
event list, and a correspondence between events and actions. Ia sddicion,
an extended state machine has an initial state vhose values are assused at
state machine tustantiatioa.

9.4.1 Machine inszantiation identifier. Eac! datagras ‘5 an {ndependent
wit. Therelcre, one state machine instance exists for each datagram. Zach
stace sschine {s wiquely named by the four values, source address, destina-
tion address, protocol, and identificatioa. These values are drawm froa
parameters of the interaction  rimitives ¢pecified in sectiorw 6.2 and 8.2.

9.4.2 State disgras. The fo! ~wing diagram deplcts & simplified IP state
sachine.
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FICURE 11, A simplified IP state machine.

9.4.3 State vector. A state vector consists of the following elements:

-~ STATE BAME = (insctive, reansesli!.rg)

REASSEMBLY IEZSOURCES = control information and storage needed to
reassemble fragments into the original datsgram, includine:

1. reassendly sap: s rapresentation of each B-octet unit of
data and fts relsiive locztion within tha sriginal detagrem,

be timer: valua of the reassestly tiwer in unit seconds from
0 to 255.

t. total dets length: sfie or the data carried in datagraa
be' ng resssembled,

d. oniMer: storage area for the header portton of the datagram
bLeing reazzembled.

¢. dats: storage ares for tiic data portion of the datagram
being rearsembled.

A state machine's initial state i3 INACTIVE with unused reasseably reosourca:. ‘-
-

9.4.4 Dats structures. The IP state mechine references certain date areas ..‘
corresponding to Lhe state vector, and each interaction primizive: SEND, \
OELIVER, SKP_SEND and SNP DELIVER. For clarity in the events and actions e
section, data structures are declared 1u Ads for theee data areas. However, ‘:
e
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a data structure may be partially typed or ccapletely untyped where specific
formats or data types are implementation dependent.

9.4.4.1 State vector. The definition of an IP state vector appears in
gection 9.4.3 above, A state vector structure is daclared as:

state_vector: state_vector_ type;

type state vector type is

record
state name: (INACTIVE, REASSEMBLING);
reassembly map
timer
total_data length
header
dats

end record;

9.4.,4.2 Prom ULP. The from ULP structure holds the interface parameters
and data associated with the SEND primitive, as specified in section 6.2.1.
The from ULP structure is declared as:

from UL2: from ULP_type;

type from ULP type is
reeord
gource_addr
destination addr
protocel
type of servi:* is
record
precedence
delay
throughput
reliability
end record;
tdentifier time to live
Jdo.c fragment
length
data
options
end record;

9.4.4.3 To ULP. The to ULP structure holds {nterface parameters and data
associated with the DELIVER primitive, as specified fa wection 6.2.2. The
to_ULP structure is declared as:

to ULP : to_.ULP_type;
type to UL? tvpe is
record

source_addr

41
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Ry " :g x
d /::fmk.'r T

destination addr
protocol M
type_of_service is %

record

precedence
delay .5-';“
throughput :‘:.:
reliability o
end record; e
length A
data Rt
options g
error N
end record; ":_

9.4.4.4 From SNP. The from SNP structure holds the interface parameters
and datagram associated with the SN? DELIVER primitive, as specified in
section 8.3.2. The from SNP structure is declared as:

v“v"n .
F

Lo

RERER 1

Ltype from SNP_type is
record
local dutination addr
degn: datagram type;
error
end record;

1
:l

o

The dcgm element is itself a structure as specified below.

. o=
R

)
® oe®s

Y

9.4.4.5 To SNP. The to_SNP structure holds the data and parameters
associated with the SNP smn primitive specified in section 8.3.1. The
to_SNP structure is declared as:

-'_‘a .cl
s .“ .t

type to_SNP type is
record
local_destination addr
type of service indicatux:
length
degm: datsgram type;
end record;

-

luC
I'.

.
. .
e

’,
i" a‘_ of o

".IIEL

The dtgm elemant is itself a structure as specified belos.

9.4.4.6 Dtgm. A dtgm structure holds a datagram made up of a header
portion and a datas portion as specified in section 9.3. A dtgm structure
is declared as:

. ° 4
. ..,
R L

type datagran_type is
record
version: HALF OCTET;
header lenxth. HALPMOCX'!T;
'ype__of__u'v_ce. OCTZT;
totai length: TWO_OCTETS;

- . a0
“..‘,..'0".- »
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% identification: TWG OCTETS; Th

he dont_frag flag: BOOLEAN; RSy

W wore_frag_flag: BOOLEAN; AL
Ay fragment_offset: ONE N FIVE EIGHTHS OCTETS;

time_to live: OCTET;
protocol: OCTET;
header_checksun: TWO_OCTETS;

; g (4 v ;

-
-
P

~HE

3

&~ source_addr: FOUK_OCTETS; s
t‘_. destination_addr: FOUR_OCTETS; AN
P:: options: OPTION TYPE; ;-.':_-.:
e data: array(l..DATA LENGTH) of INTEGER; R

end record;

L

subrecord HALF OCTET is INTEGER range 0..15;
subrecord OCTET is INTEGER range 0..255;
subrecord ONE_N_PIVE‘!IGETHS_OCTETS is INTEGER range 0..8191;
subrecord TWO_OCTETS is INTEGER range 0..65535;
subrecord FOUR_OCTETS is INTEGER range 0..4294967296;
subrecord OPTION TYPE i{s zero or more of the following:
security;
locse source routing;
strict source routing;
record route;
stream identifier;
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" i{nternet timegtamp;

L 9.4.5 BEvent list. The event list is aade up of the interaction primi- i

; tives specified in sections 6.2 and 8,2 and the services provided by the e

::-. execution eavironment defined in section 10. The following list defines f:. D

e the set of possible events in an IP state machine:

=" S

’ a. SEND from ULP — A ULP passes interface parameters and data S
to IP for delivery across the internet (see section 6.2.1.1), -

] b. SNP DELIVER from SNP — SNP passes to IP a datagram received ot

from subnetwork protocol (see section 8.2.2.1).

c. TIMEOUT — The timing mechanism provided by the execution
envirooment indicates a previously specified time interval has
elapsed (see section 10.3).

a,4.6 Events and actions. This section is organized in thi=a parrs. The
f. rst part contains a decision table representation of state machine events

ard r~tions. The decision tables are organizad by state; each table corre- R
sponds to one event. The second par: specifies the decision functions
appearing at the top of each column of a decisfon table. These functions .o
examine attributes of the event and the state vector to return a set of [ ]
decision results. The results beccme the elements of each column, The third """
part specifies action procedures appearing at the right of every rowv. Each S
rov of the decision table coabines the decision results to determine appro- A
priate event processing. These procedures specify event processing algorithas ,"-‘
in detail. :_'._.:.‘

)
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9.4.6.1 Events and actions decision tables.

9.4.6.1.1 State = inactive, event is SEND froa ULP.

TABLE I. Inactive state decision table when event is SEND from ULP.

Actions:
UlP | WHERE | NEED | CAN
PARAMS | DEST T0 FRAG
VALID? ? FRAG? ?
NO d d ¢ | ERROR TO ULP (PARAM_PROBLEM)
YES uLp d ¢ | LOCAL DELIVERY
ves | ReMOTE | NO d | BULD & 3END
ves | memove | ves NO | ERROR TO ULP (CAN'T_FRAG)
ves | RemoTe | ves YES | FRAGMENT & SEND
Comments:

A ULP passes data to IP for internet delivery. IP validates the interface

parameters, determines the destination, and dispatches the ULP data to its
destination,

Legend
d = “"don't care” condition

9.4.6,1.2 State = inactive, event is SNP DELIVER from SNP.

TABLE II. Inactive state decision table when event is SNP DELIVER from SNP,

Actions:

CMECK-| SNP TTL WHERE A ICMp
SUM | PARAMS | VALID TO FRAG | CHMECK-

VALID? { VALID? ? ? ? SUM?
NO d d d d d DISCARD 7
YES NO d d d ERROR TO SOURCE {PARAM_PROBLEM)
YES YES NO d d ¢ ERROR TO SOURCE (EXPRED_YTL)
YES YES YES uLe NO d REMOTE DELIVERY
YES YES YES uLpP YES d REASREMBLE: STATE. « REASSEMBLING
YES YES YES icMP NO NO | DISCARD
YES YES YES icmp NO YES | ANALYZE
YES YES vrs icmMP YES d REASSEMBLE: STATE: = REASSEMBLING
YES YES YES | REMOTE ] d ERROR TO SOURCE {HOST_ UNREACH)
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Comments: t&\;

The SNP has delivered a datagram from another IP. IP validates the data- A
gram header, and either delivers the data from a complete datagram to its '
destination within the host or begins reassembly for a datagram fragment.

Legend s
d = "don't care” condition __i.g:._
DIt
9.4,6.1.3 State = reassembling, event is SNP DELIVER from SNP. t.::‘-
A
:\' 0
. t‘y.. 1
TABLE II1. Reassembling state decision table when event is SNP DELIVER m
from SNP, o
.':;':‘.
Actions: TR
CHECK- | SNP TTL | WHERE A REASS | ICMP
SUM | PARAMS | vaLID T0 FRAG | DONE | CHECK-
VALID? | VALID? ? ? ? ? SUM?
NO d d d d d d DISCARD
Yes NO d d d d d ERROR__TO__SOURCE (PARAM_PROBLEM|
YES YES NO d d d d ERROR_TO__SOURCE {EXPIRED__TTL)
YES YES YES uLe NO d d REMOTE__DELIVERY; STATE: = INACTIVE
YES YES YES uLe YES NO d REASSEMBLE
VES YES YES uLe YES YES d REASS__DELIVERY; STATE: = INACTIVE
YES YES YES tcme NO d NO | DISCAHD
ves YES YES iCMP NO d YES | ANALYZE: STATE: = INACTIVE
YES YES YES Icmp YES NO d REASSEMBLE
Yes YES YES | REMOTE d d d ERROR _TO._SOURCE (HOST_UNREACH)

Comments:
The SNP has delivered - deltagram associated with an earlier received data—
gram fragwent. IP validates the header and either continues the rcassembly
process with the datagram fragment or delivers the data from the completed
datsgraa to its destination within che host.

Legend

d = “don't care” condition

9.4,6.1.4 State = inactive, event i3 TIMECUT.

Actions: resssembly timeout; state: = IHACTIVE u

.

Comment :
The tise~to-live perfod of the datagram being reasceambled has elapsed.
The {ncomplete datagram is discarded; the source [P is informed.
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9.4.6.2 Decision table functions. The following functions exsmine infor—
mation contained in interface parameters, interface data, and the state
vector to make decisions. These decisions can be thought of ss further
refinemente of the event and/or state. The return values of the functions

repregent decisions made. The decision functions sppear in alphabetical
order,

9.4.6.2.1 A frag? The & frag function exsmines certain fields in an
incoming datagram’'s header to determine whether the datagram ie a fragment
of a larger datagran. The data effects of this algorithm are:

s. Data examined only:

from SNP.dtgm.fragment offset
from SNP.dtgm. wre_frag flag

b. Return values:

NO = the datagrem has not been fragmented
YES - the datagram 1s & part of a larger datagraa

if ((tro-_SNP.dtg-.tugunt_otfut = 0) --coutains the
beginning

and (from SNP.dtgm.uore frag flag = 0)) —-and the end

of the data

than return NO --therefore it is an unfragmented datagram

else return YES; --otherwise it contains only a portiom of
the data
--and is a fragmenot.
end 1f;

9.4.6.2.2 Can frag? The can_frag function examines the “don't fragment®

flag of the interface parameters allowing fragmentation. The data effects
of this function ara:

s, Datas exsmined only:
from ULP.dont_fragment

b. Return values:

NO - “don't fragwent™ flag is sat, preventing fragwem
tation

YES ~ “dou't fragment® flag is NOT set, to allow frag-
mentation

1f (fros ULP.dont_fragwent = TRUE)
thea return NO

else return YES

end 1f;

E,i’?

,.
.
<

:.-"_?:;

-« 0

L
3
.

o
‘¢

.

Y
‘e b
.

] "
"'".
& e

-,
- .

1-120

e



W’_‘.

L e T

Lh
L8

MILITARY STANDARDS: IP MIL-STD 1777

MIL-STD~-1777
12 August 1983

9.4.6.2.3 Checksum valid? The checksum valid function examines an incoming
datagrsma's header to detemmine whether it is free from transmission errors.
The dsta effects of this function are:

a. Data examined only:

from SNP.dtgm. version

from SNP.dtgm.header length
from SNP.dtgm.type_of service
from SNP.dtgm.total length
from SNP,dtgn.identification
from SNP.dtgm.dont_frag flag
from SNP.dtgm.mre frag flag
from SNP.dtgu. fragment offset
from SNP.dtgm.time to live
from SNP.dtgm.protocol

from SNP.dtgm.source_ addr
from SNP.dtgm.destination addr
from SNP.dtgm.options

b. Return values:

NO == checksua did not check, indicating header fields
coantain arrors
YES -= checksum was consistent

=-The checksum algoritha is the 16—bit one's complement
—of the one's complement sum of all 16~bit words in
==tha IP header. PYor purposes of computing the checksum,

—the checksun field is set to zero.
==i{mplementation dependent action
9.4.6.2.4 Icwp checksua? The icmp_checksum function computes the check-
sua of the ICMP control message carried in the data portion of the incoming
datagram. The dats effects of this procedure are:
a. Data examined:
from SNP.dtgm.data

b. Return values:

NO  — checksum did not check indicating the control
message contains errors
YES —-- checksua war comsistent

=~The checkeum algoritha {s the 16-bit one's complement of
-=the one's complement sum of all 16-bit words

—in ICMP control messags. For purposes of computing the
checksunm,
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2 |6

==the checksum field (octets 2-3) is set to zero.

2,
-
1%

==implementation dependent actiocn

(55

2

§+4.6.2,5 Need to frag? The need_to_frag function examines the interface
parameters and dats from a ULP to determine whather the data can be transmit-
ted as a single datagram or must be transmitted as two or more datagram
fragments. The data effects of this functinn are:

¥

LAPRENY
e oy

o O
Lj!.i
. -
|

s

a. Data examined only:

from ULP, length
from ULP.options

b. Retura values:

NO = one dategraz is small enough for the submetwork
YES - datagram fragments are needed to carry the data

==Coapute the datagram's length based on the langth of data,
=-the length of options, and the standard datagram header size.

1f (( from ULP.length + (number of bytes of option datas)
+ 20) > maxitum transmission unit of the local
subnetwork)

then returan YES

else return NO;

2, e

end {f; _’:\-_:::
9.4.6.2.6 Reass done? The reass done function examines the incoming date- :;'-::‘
gran and the reassembly resources to determine whether the final fragment 'r;-':

has arrived to camplete the datagram being reassemblad. The data effects of
this function are:

s. Dats examined only:

state vector.reassesbly map
state vector.total data length

from SNP,.dtgw.total length
from SNP.dtgm.more frag flag i
from SNP.dtgm.header length
b. Return values: ~.
NO - more fragments are needed to cumplete reassembly v,
YES - this is the oniy fragment needed to completa !
reassembly S
-=The total data length of the original datagram, as computed ::‘:-:'.j
==from “tail” fragment, must be known bdefore completion is .:.:.:;
=-=possible. e
N2

48
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{::- 1f (state_vector.total dats_length = 0)
i then
> ~-Check incoming datagram for “tail.”

v

Lf (from SNP.dtgm.more frag flag = FALSE)

then
-=Compute total data length and see if data in
~-this fragmant fill out reasssxbly map.

1f (state_vector.reassembly map froa 0 to
(((from_SNP. dtgu.total length - -= total data
(froll SNP. dtgn.hudcr 1ength*4)+7)/8)-—- iength
+7)/8 1is set)
then return YES;
end 1f;

else
--Reassembly cannot be complete if total dats length unkaown.
return NO;
end 1if;

else —-Total data length is slready known. Sce if data
--in this fragment fill out reassembly map.

1f ( all reassembly map from 0 to
(state_vector.total data lengt+7)/8 ia set)
then return YES; -~ final fragment
else raturn NO; -— wmwore to come
end if;
end {f;

9.4.6.2,7 SNP params valid? The SNP_params valid function examines the
interface parameters and the datagram received from the local subne’work
protocol to see if all values are within legal ranges and no errors have
occurred. The data effects of this function are:

a. Dats @.amined only:

=3 from_SNP.dtgm. version

B from |  SNP, dtga.header_length
frc- SNP.dtgm.total length

from | , SNP. dtgl.protocol

other information/errors from SNP

b. Return values:

NO - some value or values are {llegal or sn error has
occurred
YES -~ examined values are vithin legal rangss and no

Te
e
.
-
-
“ .
.

.
v, .
2.

errors have occurred K
Y

" -
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1f ( =-The current IP header version number is 4. A
(from SNP.dtgm,version /= &) i"\
.*":;
—The minimal IP header is 5 32-bit wnits in length. !
or (from SKP,dtgm.headar_length < 5)
==The smallest legal detagrsa contains only a header and is ::',j:-".
==20 octets in length,. PNt
or (from SNP.dtgm.total length < 20) P
—~The legal protocol identifiers are ‘.__
~-gvailable from the DoD Exscutive Agent for Protocols. &
or (from SNP.dtgm.protocol is not one of the acceptadle identi- h
fiers

U
* .
e
e
"t
-

than return NO

else if (any implementation dependent valuss recsived from the

SNP ara illegal or indicate erroer conditions) R

then return MO S

else return YES; —Otherwise, all valuas look good. T

end 1f; e

end if; g

9.4.6.2.8 TTL valid? The TTL_valid function examines the IP header time- o
to~live field of an incoming datagram to determine whether the datagras has e
exceeded its allowed lifetime. The date effects of this function are: e

a. Dats examinel only:

from S¥P.dtgu.time to live
b. Return valuss: '_::E:::
o
NO - the datagram has expired ":
YES - the dategram has some life left {m it K
W
-~Decrement from SNP.dtgu.time_to_live field by the saximum ST

=—of either the amount of tims elspsed since the last IF module s
-=handled this datagrem (1f known) or ons second.

-
1

1f ( from SWP.dtgu.tims to live

~ seximun (oumber of saconds elapsed since last IP, 1)
(= 0)

r
&
*,

P

f -

- Ve e
PR

- & L. . *

LY -
then return WO -,:.'\-‘
else retura YES; AN

o

-
(]

-
3

2,
[}
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9.4.6.2.9 ULP parame valid? The ULP params valid function exsmines the
interface parameters received from a ULP to see if all values are within
legal ranges and desired options are supported. The data effects of this

function are:
a. Dats examined only:
from ULP.tims to_live
from ULP.cptions
b. Return values:
NO - some value is illegal or a desired option is not
supported.

YES - exanined valuss are within lagal ranges aod desired
options can be supported,

it
==The time-to~live value must be greater than zero to
-=allow IP to transmit it at least omce.
(from ULP.time_to_live < 0)
or —The options reguested are inconeistent.

-~41mplementation dspendent action

or —Othar izplemsntation dependent values are invalid.
~—{implemantation dspendent action)

then return NO
alse return YRS;
end 1f;
9.4.6.2.10 Where dest? The wvhere dast function determines the deetine-
tion of asn outmt-a'uu by eu:'i-nlng the destination address supplied
by tha ULP, The dats earfects of this function are:
a. Dats examined only:
from ULP.destination addr
b. Return values:
UP ~ dastination #s an uppar layer protocol at this

iocation
REMOTE - destination 13 soae remote locatioa

~Exaafne the aestiuation ajdress field of the datagram
berder.

.
N3 by
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1f (from SNP.dtgm.destinstion addr /= this site's eddress)
then return REMOTE

else return ULP;

end {f;

9.4.6.2.11 Where to?! The vhere to function determines the destinstion
of the incoming a:upu by examining the address fields and options fields
of the datagram header. The da:a effects of this function are:

s. Data examined only:

from SNP.dtgu.destination addr
from SWP.dtgu.pratocol
from SNP.dtgm.optioms

b. Raturn values:

ULP - dastination is an upper layer protocol at this
location
ICMP - destination is this IP module bdscause the
dstagram carries an IOMP control message
RIMOTE - destination is soms remote location

=—The source route influsnces tha datagrem's gateway route.

1f ((from SMP.dtgm.options contains the source routing
option) and (all source route list addresses hawe
not bsen visited))

then return RENOIE;

end {f;

=Zxanine the destinetion address field of the datagram
headar.

1f (fram SNF.dtgm.destination addr /= this site's address)
then
~<It's destined for suother site.
returs RENOTR
elee
-~It's destined for this site.
1f (from SIWP.dtgu.protocol = the IO protocol identi-
fier)
then returs ICMP
alee returm ULP;
end f;
end Lf;

9.4.6.3 Decision tadle action procedures. The following action procsdures
represent the set of actioms an state machise should perform in resyonss to

32
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a particular event and internal stati. These procedures have been organized
and designed for clarity and are intended as guidelines. Although imple-
msntors may in fact reorganirs for better performance, the data effects

of tha resulting implementations must not differ fram those specified below.

9.4,6.3.1 Analyse. The analyze procedure examines dastagrams containing
ICHP coutrol msssages from other IP modules. In general, error handling 1is
implementation dependent. Howewer, guidelines are provided to identify
classes of errors and suggest appropriate actions. The data effects of this
procedurs are:

a. Data examined:

from SNP.dtgm.protocol
from SNP.dtga.data

b. Data modified:
implementation dapendest

Por simpiicity, it is sssused that the data area can be accessed as & bdyte
array.

—Zxanine the first octet in the datas portion %o identify the
-—grror type and subsequant format.

»

begin
case irom SKP.dtgm(l] of

@ 0

NN NN
_‘l _‘.l _'a 'y _‘t"l "-

v -
a,

. . e g_o
o . N
05056, 2 g% &
LI S
£ . 5 0%
., o .
s e oA

when 3} =) -~=Destitsiion Unreachabls Message

~—Ths errors in the “unreachadle” class

—should e passed to the ULP indicating data delivery
—to the destinatiou is unlikely if not impossibdle.
—The second octet identifies what level wvas unreschabla.

. -

r

1

F .

S" case from SWP.degm(2] of S5
J vhen 0 ») —met uareachadle ﬁ
[ vhen | =) -—host unreachadle

wvhen 2 =) --protocol uareschadle

vhen ) »> -—port uareachable *

when & =) ~—fragmsntation needed and dou’t fragmant set

33
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1S

I;-!

)'
>

when 5 =) -~—gource route failed

end case;

|

vhen 11 =) <«=Time Exceeded Messags

-
-
.

—The “"time-out" errors are usually not passed
==to the UI? but should be recorded for network
——monitoring uses.

ARV ':
(NI

A ]
[

o 0. G -.
PR o g
o' e .

case from SNP.dtgm of
vhen 0 => —Time to live exceeded in transit

vhen 1 =) -~Fragmeat reassembly time excseded

o
.
A s

end case;

vhen 12 => ~=Parameter Problam Massage

» - ..
. e Te e S
o, L0

B e
ata .

]

~-This error is generated by a gatevay IP !o indicate
——a problam in the options field of a datagram heade:r.
~-Octet 5 contains a pointer which identifies

—the octet of the origina’ header coataining the error.

e
0Ca
et

.
»

AT R

‘w" e e ",

.
. .
" . )
e,

vhen 4 «) <—=Source Quench Message

50

“~This message indicates that a dategram has deen 57
~~discarded for congastica control. Ths ULP should 2
—be ioformed so that traffic can b reduced. N
vhen 3 =) <—=Redirect Message m
ol

—~This message should result in a routing table updite e
=by the IP module. Octets 5-8 contafn the aev value RS
—for the routing table. It 1s not psssed to the ULP, o

vhen 8 =) —Kcho Datagram

when 0 «> -—Echo Reply Datagram

.
v e
n I.
.

vhean 13 =) —Timsstamp Ditagraa

*

0 1500 ° .
. v
. s Y
‘]. 0

vhen 14 o> —Timsstemp Reply Datagram

vhea 13 => -——laformstion Request Message RO

ol

when 16 =) —Inforestion Reply Message

S

end case; S
»

»

>
R
: n_,'.’u,’-

e

AT
"_’._"..’ L4
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==Call the route procedure to determine a lecal destination
——from the internet destination address supplied by the ULP,

o route;

J --Request tte execurion enviromment to pass the contents of to_SNP

r.:-i ==to the local subnetwork protocol for transmission.

;‘_;Z TKANSFER to SNP to the SNP.

I-

- NOTE: The format of the from ULP elements is uaspecified, allowing an imple~
mentor to assign data types for the interface parameters. If those
data types differ from the IP header types, the as-ignment statements
above become type conversicns.

9.4.6.3.3 Comoute checksum. The campute checksum procedure calculates

-"I b.

a checksum value for a datagram header so that transmission errors can be
detected by a destination IP, The data effects of this procedure are:

Data examined:

to_SNP.dtgm.version

to_!  SNP. dtgm.header_ length
to !  SNP. dtgm, type_ of _sexvice
to | "SNP, dtgu.cotnl length
to_| ) SNP.dtgm.identification
to_| "SNP, dtgm.dont_frag flag
to_!  SNP. dtgm.more frag flag
to_|  SNP. dtgu.fragmnt offset
to_  SNP. dtgm.time_to l.ive

to ! " SNP. dtg-.protocol

to_|  SNP. dtgm.source_addr
to_!  SNP. dtgn.destination addr
to_SNP dtgm. options

Data modified:

to_SNP.dtgm.header checksun
==The checksum algorithm 18 the 16-bit one's com;lement of
~=the one's complement sum of all !6-51it words
==-in the IP header. For purposes of computing the checksunm,
=-the checksum field is set to zero.

~=implementation deoendent action

$e4.6.3.4 Compute icwp checksum. The compule_icmp checksum procedure

computes ile checksum of the ICMP control message carried in the data
portion of an outgoing datagram. The data effects of this procedure are:

56
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9.4.6.3.2 Buildésend. The build&send procedure builds an outbound :-::j;
datagranm in the to_SNP structure from the interface parameters and data in ':-t ]
from ULP and passes it to the SNP for transmission across the subnet. The :‘\;‘
data effects of this procedure are: mi
a. Data examined: .:_-:}
r") i'
from_ULP.source_addr from ULP.time to_live Lih
from_ULP.destination_addr from ULP.dont_frag=ent S
from 1 _ULP.protocol from | UI.P.optiona e
fron ULP.type of service fto- ULP, length e

from ULP,identifler from ULP.data i

b. Data modified:

to_SNP.dtgm to_SNP.type of service indicators
to_SNP, length to_SNP.local destination addr

==Fill in each IP header field with information from from ULP or
«~=gtandard values.

to_SNP.dtgm.version: = 4; ==Current IP version is 4.
to_!  SNP. dtga, type of urvice.indicaton. = from ULP.type of service;
to_! , SNP.dtgm.identification: = from ULP, identiffer; --If ID is not given
—by ULP, the IP amust
--gupply its own.
to_SNP.dtgm.dont_frag flag: = from ULP.dont_fragment;
to ¢ "SNP, dtgm.more frag flag: = false;
to_SHP dtg-.fragmnt_offut. = falge;
to_SNP.dtgm.time to live: = fr oa ULP.time to live;
to_SNP.dtgm.protocol: = from ULP.protocol;
to SHP.dtgu.uource addr: = from 1 ULP.source_addr;
- to_|  SNP. dtgn.dutination addr: = fro- ULP.destination |_addr;
- to SN? dtgm.options: = from ULP.optiom,
to_! NP, dtgm.header length: = 5 + (mumber of bytes of option data)/é;
to_|  SNP.dtgm. total l.ength. = (to_SNP.dtgm.header length)*4
+ (from_ULP. leagth);

=~Call compute checksum to compute and set the checksunm.
compute_checksunm;

==-And, f111 in the data portion of the datagram.

to_SNP.dtga.data[0..from ULP.length -1]: « from ULP.dsta(0.. ?r

from ULP.length-1]; S

5 —Set the type of carvice and length fialds for tha SNF. e
. Oty
- to_SNP.type_of_service_indicators: = to_SNP.dtgm.type_of service; :J
" to_SNP.length: = to SNP.dtgm.total length; oy
.

55
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s .
Ot ]
Tha )
.J{l’

a. Data examined:

¥
)'. l.

"‘l: v
*
P

)
[

to_SNP.dtgm.data

b. Data modified:

1 4
»

HL
5 Y.

o
”,

r
L]
o a’le,

to_SNP.dtgm.data[2-3]

0 s -
.

o,

o«

o‘l

~=The checksum algorithm is the 16-bit one's complement of

~=the one's complement sum of all 16-bit words

=-in ICMP coatrol message. For purposes of computing the
checksum,

=~the checksua fleld (octets 2-3) is set to zero.

’»or
.
»
r
-

’
Je

. 0
¢ 4 .
27 s Iy

-—~implementation dependent action .t:::

3 ,r-

9.4,6.3.5 Error to source. The error to source procedure formats and . iN
1L ey

returns an ecrror report to the source of an erroneous or expired datagram.
The data effects of this prccedure are:

s

a. Parameters: N
o._:\

error_param : (PARAM PROBLEM, EXPIRED TTL,
PROTOTOL UNREACH), _“:

b. Data examined:

ot e,

FE W L
PRERE]

.. l‘l L) . '-

from SNP.dtga

c¢. Data modified: 3
to_SNP.dtgm to_SNP.local destination addr ]
to_SNP.length to_! " SNP. type_ of _service 1ndica:ora '

—--Format and tramsmit an error datagram to the source IP,

to_SNP.dtgm.version : =4 --standard IP version
to SNP dtgm.header_length : = 5; --standard header size -
to SNP dtgu.type__cf__urvice : = 0; =-routine service quality |
to_! “SNP. dtgm, identificntion = gelect new value; e

to_!  SNE, degn.more_frag_flag = PALSE;

to SNP dtgm.dont _frag flag = FALSE;
:o__SNP d'gn.fragmn:_offut ¢ =0 o
to_SNP.dtgm.time to_ live : = §0; --or value large enough to .':-1
- - ~—allow delivery .
to_SNP.dtga.protocol : = this number will be assigned by !
DcD Executive Agent fer Protocols;
to_SNP.dtgm.source_addr : = from SNP.dtgm.destinacion_addr; o
to_! SNP. dtgn.destlnation addr: = fron SNP .dtgm. source nddr, w
o
S7 N
1-131 oy
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--The data section carries the ICMP control message.
=—The first octet identifies the message type, the remaining
-=octets carry related information.

case error_param of

where PARAM PROBLEM =)

to_SNP.thm.data(O]: = 12; —ICMP type = Parameter Problem
to_SNP.dtgm.data(l]): = O; ~~Code = problem with option
to SNP.dtgm.data[4]: = position of error octet:

where EXPIRED TTL =>
to_SNP.dtgm.data[0]: = 11; ==ICMP type = Time Exceeded

to_SNP.dtgm.data(l]): = 0; ==Code = TTL exceed in transit '-:'-‘.
where PROTOCOL_UNREAGH => e
to SNP.dtgm.data[0): = 3; —]ICMP type = Dest. Unreachable
to_SNP.dtgm.data[l]: = 2; —=Code = protocol unreachable ﬁ

end case; NCN

==The bad datagram's header plus the first 64 bytes of its

~~data section (a total of "N” octets) is copied in following
==the ICMP information,

to SNP.dtgm.data[8,.N+3]: = from SNP.digu.data[0..N=1]; ’
to_SNP.dtgm.total length: = frca LN'.hea'er_length*s + N + 8;
compute_icmp checksum;

=-Compute checkeum, detemine the route for the error datsgraa,
==-the type of service indicators, and the datagram size for the SNP.

2
>

‘ H
[
. i

compute_checksum;

I&hh.
to _SNP.type of service indicators: = 0; -';.:,
to_SNP,length := to SNP.dtgm.total leugth; o~
route;

.:\.;

=Request the executfon emviromment to pass the coutents f to_SNP
==to the local subnet protocol for transmission.

ST

PR
0,80
PR

o 0
8 a
B )

TRANSFER to SNP to the SNP.

BRI
“n

9.4,6.3.6 Error to ULP. The error_to ULP procedure returns an error report

to a ULP which has passed invalid parameters or has requested a service that
cannot be provided. The data effocts of this procedure are:

&

(]
[ 4

a. Parameters:

Oy % % °
ALY

LN
.,

errox_param: (PARAM PROBLEM, CAN'T_FRAGMENT,
NET_UNREACH, PROTOCOL UNREACH,
PORT_UNREAQH);

e
Y

58
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b. Data examined: N
implementation dependent ;;
k.
c. Data wmodified: ﬂ
to_ULP.error ~:
'

implementation dependent parameters

—=The format of error reports to a ULP is implementation
--dependert. However, included in the report should be

~-a value indicating the type of error, and some information
«=to identify the associated data or datagram.

-

<, M

e

g

to_ULP.error := error_parac;
--implementation dependent action

¢

9.4.6.3.,7 Fragmentssend. The fragment&send procedure breaks data that is
too kig to be transaitted through the subnetwork as a single detagram into
smaller pileces for transmission in several datagrams. Normally, hosts do
not send datagrams too big to go through their own network. The data effects

of the procedurs are:

s. Data examived only:

from ULP.source_addr from ULP.length

from ULP.destination addr from ULP,data

from ULP.protocol from ULP.options

from ULP.identifier from ULP.time to_live
from ULP.dont fragment

b. Data modified:

to_SNP.dtgm to_SNP.type_of_se rvice_indicators
to_SNP.length

e, Local varisbles:

TR AN e e SN T RS Y

number_of fragments -- number of small datagrams created
from user data

data per_fragment =~ the muaber of octets in each small
datagram

aumber_frag_blocks -- the mumber of 8-cctet blocks in each
saall datagram

data_in last_frag — the muaber of octets in the last
datagran

j = loop counter for each fragmant generated

<2t T IE S

—-Compute the fragmentation variables.

. 8_0

—-The smount of data per {ragment equals the max datagraa size
less
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-—the length of the datagram header. e
data per_ fregment: = maximum subnet transmission umit oy
= (20 + number of bytes of option data); gy

)
number_frag blocks: = data per_fragment/S8; ﬁ

number_of_fragments: = (from ULP,length + (data per_frag- ?':‘:"',
ment-1)) / data per_ fragment; .

data in last frag: = from ULP.length modulo data per_ frag-
ment; e

-~Create the first fragment and transmit it to the SNP, DR

to_SNP.dtgum.version: = 4; o7
to_§  SNP. dtga. header lelﬁth = 5 + (number bytes of option - .':_.
data/é); N

to_SNP.dtgm.total length: = to_SNP,dtgm.header_length -
+ dnta_pcr fragment;

x to_SNP.dtgm.identification: = from ULP.identifier; S
- to_SNP.dtgm.dont_frag_flag: = from ULP.dont_fragment; P,
% —this will be false Rt
b to_SNP.dtgu.more_frag_flag: = TRUE; S

to_SNP.dtgm.fragment_offset: = 0;

to_SNP.dtgu.time to_live: = from ULP.time to_live; !

to_¢ SNFP, dtx:.protocol. = from ULP.protocol, '

to_  SNP. dtga.source_addr: = from L ULP.source_addr;

to  SNP, d:gn.deotimtlon addr: = frc- ULP.dectination _addr;
ENP.dcgu. options: = fro- ULP.options:

s l.. .. -s‘ ‘u. " 4'.

to  SNP.dtgm.data[0..data per fragment=1]: = ':L;;‘i

Trom ULP.dta[0..data_per_

fragment-1);

: ==Set the datagrsa's header checksum field. Fo dl
N compute_checkeu:x; T
-=Call route to determine the subnetwork address of the
~—destination, g
route; —

=-Also set the length and type of service indicators.

~ to_SNP.length := to_SNP.dtgu.total_length; T
X to_¢ , SNP. type_of i scrvice _indicators := to SNP.dtgm.type_
\ of_service; Lo
3 ~~Request the execution enviromsent to pass the first fragment a
. —to the SNP. e
o TRANSFER to_SNP to the local subretwork protocol. VAN
':: =-Format snd transait successive fragments. ’:_,
for j in l..mumber of fragments~1l loop m

e

..................
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hCh!

—~The header fields remain the same as in the first i;;_-}

~—~fragment, EXCEPT for: :&}'

L'b
if (“copy” flag present in any options) --most signi-
-~=ficant bit

-=of option ALY

--octet ;‘_:',:

.‘..’ﬂ'

then ==put ONLY “copy” options into options fields and '«.':;«

..

¥
.
S

-~adjust length fields accordingly.

L
»,

¥ “1X

to SNP.dtgm.options: = (options with “copy” flag);

to_SNP.dtgm.header_length: =5 + Lye
(oumber of copy options 0

octets/4); iy

else ——only standard datagram header present ::-‘.:“:

to_SNP.dtgm.header_langth: = 5;
end 1f;

-=-Append data and set fragmentation fields.
if () /= oumber_of fragments-l)

Sl
R R .
a LT e
LT, et
P

1
L)
]

then ~—middle fragment(s)

'a'\q
to_SNP.dtgm.more_frag flag: = TRUE; iy
to_SNP.dtgm.fragment of fset: = j*number_frag blocks; -
to_SNP.dtgm.total length: = to_SNP.dtgm.header_length AN

+ dnta_pcr fragment; 8

to_SNP.dtgm.data(0..data per fragment-l]:

from 1 uLr. data[j*dnu_pnt frag- L
ment.. (J*data_per_ fragment e
+ data per_{ frageent-1)]; O
else —~last fragment '\:r.-.

to_SNP.dtgm.more_frag fiag: = FALSE;
to_SNP.dtgm.fragment offsel: = j*number_frag blocks;
to_SNP.dtgm.total length: = to_SNP.dtgm.hsader_length#*4
+ data in lut ._Yrag; [
to_SNP.dtgm.data(0..data in last_frag-l]:

g

from ULPlj*dua_yor frq-nt.. .,

(j¥data_per_fragment+ data in_ &

last_frag-1)l; .

end 1f; NS
--Call checksum to set the datagram's header checksua field. A

checksum;

61
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e
—Call route to determine the subnetwork address of the f. NS
~~destination. Y
route; :;-':_-.',;
faj :'7"
~=Also set the length and type of service indicators.
to_SNP.length := to_SNP,dtgm.total length; M=
to_SNP.type of service indicators := to_SNP,.dtgm.typz of N
service; s
-<Request the execution enviromment to pass this fragment .
==to the SNP. » : -
TRANSFER to_SNP to the local subnetwork protocol. T
end loop;

A fragmentation algorithm may vary according to implementation concerns but
every algorithm must meet the following requirements:

a. A datagram must not be fragmented if dtgm.dont frag flag is true.

b, The amount of data in éach fragment (except the last) must be broken
on 8-octet boundsries.

¢e The first fragment must contain all optioms carried by the original
datagram, except padding and no-op octets.

d. The security, source routing, and stream identification options AN
(i.e. marked with “copy” flag, MSB in option octet) must b2 carried Taer
by all fragments, 1f present in the original datagras. RO

e. The first fragment sust have to_SNP.dtgu.fragment_offset set to e

zero.

f. All fragments, except the last, must have to SKP.degm.more frag flag
set true.

- . .
[N PR
» . * ’
v S
i) -, “y ¥
. N i r'y -, . B

g+ The last fragment must have the to SNP.dtgm.more frag flag set
false.

9.4.6.,3.8 Local delivery. The local delivery procsdurs movas the interface g
parameters and dats in the from ULP structure to the to ULP structure and
delivers it to an inhost ULP. The data effects of this procedure are:

a. Data examined:

fram ULP.destination addr from ULP.length
from ULP.source addr from ULP.data
fram ULP.protocol from ULP,.options
from ULP,type of service

€2
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b. Data modified:

to_ULP.source_addr to_ULP,length
to |  ULP, dutination addr to_ULP.data
to_m.ptotocol to_ULP.options
to_ULP.type of service

==Move the interface parameters and data from the inmput
—-structure, from ULP, directly to the output structure,
-=to ULP, for hnvery to a local ULP,

from ULP.destination addr: = to ULP.destination_addr;

from_ULP.source_addr : = to_ULP.source_addr;
fro‘ ULP. protocol : = to ULP.protocol;

fro- ULP.type of service : = to ULP.type of service;
from ULP,length ¢ = to_ULP.length;

from |  ULP.data : = to_ULP.dats;

from ULP.options ¢ = tc ULP.opticns;

--Rejuest the execution environment to pass the contents of
=—to_SNP to the local subnet protocol for transaission.

TRANSFER to ULP to to_ULP.protocel.

9.4.6.3.9 Reassembly. The reassembly procedure recomstructs an original
datagram from datagran fragments. The data effects of this procedure are:

a. Data examined:
from SNP.dtgm

b. Data modified:

pa state vactor.reasseambly map
state_vector.timer

state vactor.total_data length
state_vector.header

state vector.data

O e
. .
“’ - . . >

¢. Local variables:

' - '_Timr-.' 5

J — loop counter

data in frag — the mumber of octets of data {n received
fragment

.
.
.
-
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data in frag: = (from SNP.dtgm.total length-fram SNP.
dtgn.huder length#4);

-=Put data in its relative position in the data area of the
state vector.

state_vector.data{from SNP.dtgm.frageent offset*8..
fro- SNP, dtgm., frngunt offset*8+data_in frag): =
from SNP. .dtgm.datal0, .data_in frag-1);

~=F111 in the corresponding entries of the reassembly map
--representing each 8-octet unit of received data.

for j 1z (from SNP.dtygm.fragment offset)..
((fro- SNP. dtgn.frag-snt of feet + data in frag +
7)/8) Toop

state_vector.reassembly map(j): = 1;
end loop;

--Compute the total datagram length from the “tail-end”
—=fr.ugment.

1f (from SNP.dtgm.wore frag flag = FALSE)

then ltnn vector.total data length: =
f:e- SNP. dtgu. fragment_of fset*8 +
d.nta in frag;

end 1f;

--Record the header of *he "head—end” fragwent.

1f (from SNP.dtgu.fragment offset = C)
then state wector.header := from | SNP.dtgwm;
end {f;

--Reset the reassembly timer if its curreat value is less
~=than the time-to-live field of the received datagram.

state_wactor.timer: = saxisun
(from SNP.dtgm.time to_live, state_vector.timer);

A reassembly aigoriths msy vary according to implementation concerns, but
each one must meet these requiremcnts:

a. Pvery destinstion IP module must have the capacity to receive a
datagram 576 octets in length, either in one piece or ia fragments
to be reasseabled.
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b. The header of the fragment with from SNP.dtgm.fragmen: oifset equal ',t::."v::'
to zero (l.e. the “head~end” fragment} becomes the header of :the n‘.}:ﬁ
reassenbling datagraa. i}i\,

c. The total length of the reassembling datagram is calculated from the W
fragment with from SNP.dtga.move frag_ fiag equal to zerc (i.e., the M

“tail-end” fragment),

d. A reassembly timer is associated with each datagram being reassem—
bled. The current recommendation for the initial timer serting .

is 15 secounds. Note that the choice of this parameter value i3

related to the buffer capacity available and the data rate of the

transnission medium. That is, data rate su:tiplied by timer value e
equals reassembly capacity (e.g.i0Kb/s X 15secs = 150Kb). R

e. As eich fragment arrives, the reassembly timer i{s reset to the moxi-
mum of state vector.reassembly resources.timer and from SNP.dtgm.time
to_live in the incoming fragment.

f. The first fragment of the datagram being resssembled must contain
all options, except padding and no~op octets.

8. The source addr, destination addr, protocol, cnd identifier of the
first fragment received must be recorded. All subsequent fragments'
source_addr, destination_addr, protécol, and identifier will be
camparad against thosz recorded. Those fragments which do not
satch will be discarded.

h. As each fragment arrives, the security and precedence fields, {f
available, must be checked., If the security level of the fragment
does not match the security level of the datagrem or {f the prece-
dence level of the fragment does not match the precedence level
uvi the datagram, the datagram Seing assembled is discarded. Also,
an error datagram {s returned to the source IP to report the
“aismatched security/precedence” error.

O h ) ."--
'-’. i. If the reassembly timer expires, the datagram being reassembled is "~:_
. discarded. Also, an error datagran i{s returned to the source IP to RO
> report the "time exceeded during reassembly" error. ig
9.4.6.3.10 Reassembled delivery. The reassembled delivery procedure -
decomposes the datagram that has been reassembled in the state vector into
interface parameters and data, then delivers them to a ULP. The data effects
of this procedure are:
a. Data exaained: (-4
e
- state_vector.header.destination_addr .2
Q0 state_vector.haader.source_addr o
' state _vector.header.protocol e,
:: state_vector.header.type of service R
.3 A..}.'...l
65 I
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state vector.header.header length NOORRL
state_vector.header.total length -~
state vector.header.options f.\f .
state_vector.data Y

PR
b. Data modified: m

to ULP.destination addr to_ULP.length IO
to_ULP.source_addr to_ULP.data
to_ULP.protocol to_ULP.options T
to_ULP.type of service e

to ULP.destination addr: = state wector.header.destina S,
tion eddr; RN

to ULP.source_addr = state_wector.header.source_sddr; Y

. ' A S L
K4

to_ULP.protocol : = state_vector.header.protocol; NN
to ULP.type_of service : = state_wector.header.type of A
service;
- to_ULP.length i = state_vector.header.total .
% length; RN
- - state_wector.header.hesder_ e
['.' l.mg.‘; .-.‘_-:_-
5 to_ULP.options : = state_vector.header.options; s

to_ULP.data { = state_wector.data; P

(3

9.4.6.3.11 DReassembly timeout. The reassembly timsout procedure gensrates -
an error datagras to td source IP informing it of the datagras's expiration
duriag reassembly. The data effects of the procedure are: e

R

. N Y
RSN A
.
N )
a

S o
. . .
A
Ve ] o
P A
,‘4' . 0

a: Data exaained:

state_wactor.header
state_vector.dats
b. Data modified: ".'_'_-:",:
to_SNP.dtge to_SNP.type_of service indicators . ;‘. il
to_SNP.leagth to_SNP. header_length 5_—
~-Format and tramsmit an error detagram to the source IP. Lt

to SNP.dtgm. version e 4; ~~standard 1P version

to_SNP.dtgm.header length : = 5; ——standard hesder sise
to_SNP.dtgm.type of service: = 0; —routine service quality o
to_SNP.dtgm. identification : = nev valus selected !!!.!E
to_SMP digm more frog flsg : = PALSE; RO
to_SNP.dtgm.dont_frag flag : = PALSE; e
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to_SNP.dtgu.fragment offset : = 0;
to_SNP.dtgu.time to_live : = 60;
to_SNP.dtgu.protocol ! = this number will be as-
signed dy the DoD Exacutive
Agant for Protocols;
to_SNP,dtgm.source_addr : = state_vector.header.desti~
o oation addr;
o to_SNP.dtgu.destination addr: = state_vector.header.source_
. addr;
e —If the fragment received {s the first fragment, then the
. -~data section carries the ICMP error sessage, the header of the
. ==timed-out datagrem, and its first 54 bytes of data. If frag-
. =-ment gzero is not svailsble then no time exceeded need be seant
-, --at all.
% to_SNP.dtgm.data(0]: = 12; ~~ICMP type = Time Exceeded
L to_SWP.dtgu.dats(l]: =1; <==Cods = fragment reassembly

timsout

==Copy in the timed-out datagraa's hasder plus the first
—64 bytes of its dats section (assumed to ba of length "N°),

e
.
»
D)
.

e ™o
. T

to_SNP.dtgm.data[8..N+3] 1= state_vector{0..N-1];
to _SNP.dtgm.total length := to_SNP.header length*s + N + §;

compute_icmp checksum;
--Compute datagram's header checksum, deteraine the route for e
-=the datagram, the type of service indicators, snd the KX
~datagraa size for the SNP, DDA

compute_chacksum;

to_SNP.type_of_service indicators := 0;
to_SIP. length T= to_SWF.dtgm.total length;
. routle;

‘ ~-Raquest the execution enviromssnt to pass the coatents of
- —to_SNP to the locai subaet protocol for transmission.

TRANSFER zo_SNP to the SNP. ]

.
B

) . o
LA
e f

9.4.6.3.12 Remote delivery. The remote_delivery procedure decomposes a
datagram arriving from a remote IP into interface parameters and datas and
delivers them to the destination ULP. The data effecte of this procedure
ars:

KIS R
[ P
. *
»

F
LA

a. Data szamined:

s
. v

fram SNP.dtgm.source_addr
from SNP.dtga.destination addr

XA
» 4‘ -

[

-
.

Dl
>

1

s

L ]
L
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NN
from_SNP.dtgm.protocol o
from SWP.dtgm.type of service \‘ NG
from SNP.dtgm.total_length NN
from SNP.dtgm.header length N
from SNP.dtgm.data
from SWP. dtgu. opt ions m;_
b. Data modified: o
to_ULP.destination addr to_UL?.length -
to_ULP.source_addr to_UL?, dats e
to_ULP.protocol to_ULP.options T
to_ULP,type of service ;f,‘,.;.
RS
DRIOAN
to_ULP.destination addr: = from SNP.dtgm.destination addr; ."
tc ULP.source_addr  : = from SWP.degm.sourcs addr; ’,
!o-ULP.protocol t = from | Sﬁ?.dtgl.protocol.
to ULP.type of service : = from ¢ L SWP,dtgn. type of service;
to_ULP.length : e from SNP.dtgm.total langth - NN
from _SWP.dtgm.header_length®h; NS
to_ULP,data : = fru_!!.dtn.hn. '-' -
to_ULP.options : = fram SMP.dtgm.options; e
NOTE: The {ormat of the to ULP clemsnts is unspecified, allowing sa impla- W
mentor to assign data typen for the interface parsmeters. If those H
data types differ from the IP headsr types, the assignment statemsnts
above became type conwersious. R,
N
9.4.6.3.13 Route. The raute procedure examines the destination address PO
and optisns fields of an outbound datagram ia to_SWP to determine s local P
destinstion address. The deta effects of this procedure are:
:'.'- a. Data exsxined: :
g to_SNP.dtgu.destination_sddr 9. X
i to Sl'.d:n.optlou RS
. .
ﬁ b, Data modified: %
o ‘
to SWP.local_destinstion_sddr R
h to SI.dtgl.opuo- e
- The procedure: {f;;,':i.'
1f (to_SKP.dtgm.optioms includes timestamp) :‘_“'lf"'l at
q then N
. 1f (the next timestamp field ia to SKP.dtgm.options.timesiemp O
is availadle) 0

-
RN

thea e
|
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& —The timestamp or address/timestamp pair is inserted in .:'::"‘:
h ~=the next field in to_SNP.dtgm.optiors.timestamp. XA
end if; su'-'tq
. end 1if; IE?T
i N
; 1f (the network id fieid of destination matches the network id -:.-.'f-
: of the local subnet protocol ) OGS
b then Rt
—Translate the REST field of destination into the subneiwork v
F —address of the destination on this subnet. A
% ~=implementation dependent action 1
Ej.' else B
:'-", 1f (to_SNP.dtgm.options includes security) ::":.-'."
t then 0 5B
ia ~-Find the sppropriate gateway with security level equal to SRS
i —the security level of to SNP.dtgm. options.security. If Lava
r‘j' --none exists, send error message. E’!_
. end 1f;
{‘.-'. 1f (to_SNP.dtgm.options includes loose source and reccrd routing)
then S
i 1f (the network id field of next gateway in to_SNP.dtgm.option. L
; loose_source matches the network of the local subnet g*
t.:. protocol) S
‘:._' thea -
L --The gatevay address (as known in the enviromment inte e
P ~—which the datagram is being forvarded) replaces the 2o
~=the nectwork id field of next gateway in to SNP.dtgm N
--,options.loose_ gource |
end 1f;
end 1f;

1f (to_SNP.dtgm.options {ncludes strict source and 1ecord routing)
then

1f (che network id field of next gateway in to SN' .dtgm.optiou.
strict_source matches the network of the local sultuoet

protocsl)
then
~~The gateway address (as known in the emviroument into
-—ghich the datagram is being forwstded) replaces the '
~-the network id field of next gateway in to SNP.dctgm L.
--.options.strict_source. S2i s
else E‘
—The datagraa cannot be forwarded and error message sent.
end Lf;
end if;
g
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1f (to_SNP.dtgm.options includes record routing)
then .
if (the next record route field in to_SHP.dtgm.options.record
routing is available)

then
=-The gat'way address (as known in the environment iato
~=which the datagram is being forwarded) replaces the
--next record route field in to_SNP.dtgm.options.record
==routing.

end 1if;

end 1if;
end 1f;

«=Set the local destination interface parameter.

4
~
{
1(
-
~
=
5
s

'
R

to_SNP.local destination addr := (subnetwork address found above)

R 4 s S
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10. EXECUTION ENVIRONMENT REQUIREMENTS

’
v" »
0
.

10.1 Description. This section describes the facilities required of an
execution environment for proper implementation and operation of the Internet
Protocol. Throughout this document, the envirommental model portrays each
protocol as an independent process. Within this model, the execution environ-
ment must provide two facilities: interprocess communication and timing.

E}
&
ﬁ

k.
t" 10.2 Interprocess communication. The sgecution environment must provide
t: an interprocess communication facility to enable independent processes to

Sx,

exchange variable~length units of i{nformation, called messages. For IP's
purposes, the IPC facility is not required to preserve the order of messages.
IP uses the IPC facility to exchange interface parzmeters and data with
upper layer protocols across its upper interface and the subnetwork protocol
across the lower interface. Sections 6 and 8 specify these interfaces.

v

";—‘-
R s

-

.

10,3 Tjiming. The execution emviromment must provide a timing facility
that maintains a real-time clock with units no coarser than 1 millisecond.
A process must be able to set a timer for a spacific time period and be
informed by the execution eanvironment when the time period has elapsed. o,
A proceess must also be able to cancel a previously set timer. Two IP :-'..'jj.f
mechanisms use the timing facility. The internet timestamp carries timing
data in millisecond units. The reassembly mechanisa use¢s timers to limit -
the lifetime of a datagram being resassembled. In the mechanisa specification .
this facility is called TIMEOUT.

. J ." LA} .
a L. "

-
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APPENDIX A - DATA TRANSMISSION ORDER ot

o

The order of transmission of the header and data described in this document =1,
is resolved to the octet level. Whenever a diagrsm shows a group of octets, 3
the order of transmission of those octets is the normal order in which they T

are read in English, For example, in the following diagram the octets are L': i
transmitted in the order they are numbered. .

[} 1 2 3
0 12346567 8 9% 0 1234056789012 3406¢67819 01
LI L B AL TV v 1T ¥ 1T 73 T P oy T T
1 2 3 4
[l t 4 1 1 1 1 | N N N Y T . N Y R - | | S . ) | -
® L] 7 8
3t 1 4 1 1 [ T N . | J - —dedeead 2L 4 1 | S T S . | 1 1
] 10 1" 12
I T D N WY W | i U S U T N | [ T Y T I W | i S VO N T

FIGURE 12, Transmission order of octets.

Whenever an octet represents & numeric quantity, the left most bit in the iy
disgram is the high order or most significant bit. That is, the bit labeled .
0 1s the most significant bit. For example, the following diagram represents :
the value 170 (decimal).

012348567
T ¥V ¥ 7T ¥ ¥V

101010¢ 10

FIGURE 13, Significance of bits.

Similarly, wvhenever a multi-octet field represents a mumeric quantity, the 5
left most bit of the whole field is the most significant bit. When a multi- -
octet quantity is transaitted the most significant octet is transmicted
first.

1U.S. GOVERNMENT PRINTING OFFICR: 1983 4498 038 4028 "
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This document specifies the Transmission Control Protocol (TCP), a relfable
connection-oriented transport protocol for use in packet-switched communica-
tion networks and Internetworks. The document includes an overview with a
model of operation, a description of services offered to users, and a de-
scription of che architectural and environmencal vequirements. The nritecol
service interfaces and wechanisms are specified using an extended state
mcchine model,
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1. SCOPE

1.1 Purpose. This standard establishes criteria for the Transmission Con-
trol Protocol (TCP), a reliable connection-oriented transport protocol for
use in packet-switched and other communication networks and interconnected

sets of such networks.

1.2 Organization. This standard is organized into ten paragraphs. Begin-
ning with paragraph 4, the TCP's role is established in the evolving DoD
protocol architecture and the TCP's major services and mechanisms are also
introduced. Paragraphs 5 and 6 more formally specify the services TCP offers
to upper layer protocols and the interface through which those services
are accessed. Similarly, paragraphs 7 and 8 specify the services required

of the lower layer protocol and the lower interface. Paragraph 9 specifies N
the mechanisms supporting the TCP services and paragraph 10 outlines the co
functionality required of the execution enviroament for successful TCP ﬂ.:
operation. T
1.3 Application. The Transmission Control Protocol (TCP) and the Inter— T
net Protocol (IP) are mandatory for use in all DoD packet switching networks B¢
which connect or have the potential for utilizing connectivity across network ol
or subnetwork boundaries. Network elements (hosts, front-ends, bus interface o
units, gateways, etc.) within such networks which are to be used for inter e?}
netting shall implement TCP/IP, The term network as used herein includes :i&’
Local Area Networks (LANs) but not integrated weapons systems. Use of TCP/IP ,‘f

within LANs is strongly encouraged particularly where a need is perceived for
equiprment interchangeability or network survivability. Use of TCP/IP in
weapons systems is also encouraged where such usage does not diminish network
performance.
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2. REFERENCED DOCUMENTS

2.1 Issues of documents. The following documents of the fssue in effect
on date of invitation for bids or request for proposal, form a part of this

standard to the extent epecified herein. (The provisions of this paragraph
are under consideration.)

2.2 Other publications. The following documents form a part of this
standard to the extent specified herein. Unless otherwise indicated, the

issue in effect on date of invitation for bids or request for proposals shall

apply. (The provisions of this paragraph are under consideration.)
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3. DEFINITIONS :*'i-

L%

3.1 Definition of terms. The definition of terms used in this standard V.',

shall comply with FED-STD-1037. Terme and definitions unique to MIL-STD-1778 %
are contained herein. ;

4.

a. Acknowledgment Number. A 32-bit field of the TCP header contain- e

1ng the next sequence number expected by the sender of the segment. T

b. ACK. Acknowledgment flag: a control bit in the TCP header indicat-

ing that the acknowledgment number field is significant for this o

segment. s

e

c. Checkeum, A 16-bit field of the TCP header carrying the one's e

complement based checksum of bota the header and data in the Tk

segment.

d. connection. A logical communication path tdentified by a pair of

sockets. wha-

e. datagram. A self-contained package of data carrying enough infor- wy

mation to be routed from source to destination without reliance e

on earlier exchanges between source or destination and the trans- A

porting network. e

£, datagram service. A datagram, defined above, delivered in such a o

vay that the receiver can deteraine the boundaries of the datagran !

as it vas entered by the source. A datagram is delivered with -

high probability to the desirad destination, but it may possibly :.r::

be lost. The sequence in which datagrazs are entered into the \:-.

network by a source is not necessarily preserved upon delivery at N

the destination. %

g. Data Offset. A TCP header field containing the number of 32-bit
words in the TCP header.

h. Destination Address. The destination address, usually the network
and hont tdentifiers. Alchough not carried in the TCP header, this
value is passed to and received from the network protocol entity
with each segment.

{. Destination Port. The TCP header field containing a 2~octet value
fdentifying the destination upper level protocol of a segment's

LT . , a .
o v st N -
PO S T Sy e e
LI et

dsta. !
§. EFfP. Electronic File Transfer Protocol. Electronic mail. P
k. FIN. A control dit of the TCP header indicating that no more data '-".r:

LA
a e

Vill be sent by the sender. .

K
.

1. FTP. File Tranafer Protocol

e
*y %
PR A
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P

q.

Te

tl

Ve

X

8.

header. The collection of control informatinn transmitted with
data between peer entities.

host. A computer, particularly a source or destination of messages
from the point of view of the communication network.

Ideatification. A value passed with each segment ty the network
protocol entity (Internet Protocol). This fdentifying value

assigned by the sending TCP aids in assembling the fragments of
a datagram.

internetwork. A set of interconnected subnetworks.

internet address. A four octet (32 bit) source or destination
address composed of a Network field and a Local Address field.

internet datagram. The package exchanged between s pair of IP
modules. It is made up of an internet header and a data portion.

IP, Internet Protocol

ISN. The Inftial Sequence Number. The first sequence mumber used
for either sending or receiving on a connection. It is selected on
a clock based procedure.

local network. The network directly attached to host or gatevay.,

MSL. Maximum Segment Lifetime, the time a TCP segment can exist
in the internet-work system. Arbitrarily defined to be 2 minutes.

Options. The optional set of fields at the end of the TCP header
used in a SYN segment to carry the maximun segment size scceptable
to the sender.

packet network. A network based on packet-switching technology.
Messages are split into small units (packets) to be routed inde-
pendently on a store and forvard basis. This packetizing pipelines
packet transaission to effectively use circult bandwidth.

Padding. A header field trmerted after option fields to ensure
that the data portion begins or a 32-bit word boundary. The pad-
ding field value is zero.

PUSH. A control Mt of the TCP header occupying no sequence space,
indicating that this segment contains data that must be pushed
through to the receiving ULP.

push service. A service provided by TCP to the upper level proto-
cols. A push directs TCP to segment, send, and deliver data
received up to that point as soon as flow control permits.
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bb. receive next sequence number. The next sequence nunber a TCP 1is
expecting to receive.

cc. receive window. This represents the sequence mumbers a TCP is
willing to receive. Thus, the TCP considers that segments over—
lapping the range RECV_NEXT to RECV_NEXT + RECV _WND - 1 carry
acceptable data or control. Sagments containing sequence numbers
entirely outside of tnis range are considered duplicates and dis-
carded.

dd. Reserved. A 6-bit field of the TCP header that is not currently
used but must be zero.

ee. RST. A control Yt of the TCP header indicating that the connec~
tion associated with this segment is to be terminated.

ff. segment. The unit of data exchanged by TCP modules. This temm
may a.s0 be used to describe the unit of exchange between any
transport protocol modules.

gg. segment length. The amount of sequence number space occupied by
segment, including any controls which occupy sequence space.

hh, send sequence. This is the next sequence mmnber the TCP will use SR
to send data on the connection. It {s initially selected from an R

initial sequence mnumber curve (ISN) and 1is increaented for each
octet of data or sequenced control transmitted.

{1{. send vindow. This represents the sequence mumbers which the :-:-}:-j-
remote ICP is willing to receive, 1t is the value of the window o e
field specified in segments from the remole (data receiving) TCP. ‘:'
The range of new sequence numbers which may be eaitted by s TCP AN
lies between SEND NEXT and SEND_UNA + SEND WNDW - 1. (Retrans- R
i missions of sequence numbers between SEND UNA and SND_NEXT are w
r expected, of course.)
r jj. Sequence Number. A 32-bit field of the TCP header containing the '-;A'{t'
g sequence number of the 1) a sequenced control flag (1f present),
. or 2) the first byte of data ({f present), or, 3) for eapty seg-
i ments, the sequence number of the next data octet to be sent. ‘: >
kk. socket. An address which specifically {ncludes a port identifier,
that is, the concatenation of an Internet Address vith a TCP port.

11. Source Port. The TCP header field conrtaining a 2-octet value
Tdentifying the source upper level protocol of a segment’'s data.

nm. TCP segment. The nackage exchanged between TCP modules mide up e
of the ICP header and a text portion (which may be empty). 3

an. UDP. User Datagram Protocol
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Q0.

PP

qq.

rr,.

ULP. Upper Level Protocol: any protocol above TCP irn the layered
protocol hierarchy that uses TCP. This term includes presentation

layer protocols, session layer protocols, and user applications.

Urgent Pointer. A TCP header field containing a positive offaet
to the sequence mumber of the segment indicating the position of
urgent data in the connection's data stream. This field is
valid only when the URG flag is on.

URG. A control bit of the TCP header indicating that the urgent
field contains a valid pointer to urgent information in the
connection's data stream.

Window. A 2-octet field of the TCP header indicating the number
of data octets (relative to the acknowledgment number in the
header) that the segment sender is currently willing to accept.

.‘.‘.
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4. GENERAL REQUIREMENTS N
N
RYANAY
4.1 Goal. Oune goal of this standard is to avoid assuming a particular N
system configuration. As a practical matter, the distribution of protocol :?"-“:::
layers to specific hardware configurations will vary. For exaample, many é-‘ﬁg

computer systems are connected to networks via front-end computers which
house TCP and lower layer protocol software. Although sppearing to focus on W,
TCP implementations which are co-resident with the upper and lower layer
protocols, this specification can apply to any configuration given appropriate
inter-layer protocols to bridge hardware boundaries.

4,2 TCP defined. TCP is designed to provide reliable communication between
pairs of processes in logically distinct hosts on networks and sets of in-
terconnected networks. Thus, TCP serves as the basis for DoD-wide inter-process
communication in communication systems. TCP will operate successfully in an
enviroment where the loss, damage, duplication, or misorder data, and network
congestion can occur. This robustness in spite of unreliable communicstions
media makes TCP well suited to support military, govermmenta)l, and commercial
applications. TCP sppears in the DoD protocol hierarchy at the transport
layer. EKere, TCP provides connectiomoriented data transfer that is reliadble,
ordered, full-duplex, sand flow coutrolled. TCP is designed to support a wide
range of upper layer protocols (ULPs). The ULPs can channel contimious streans
of data through TCP for delivery to peer ULPs. TCP breaks the streams into
portions which are encapsulated together with appropriate addressing and
control information to form a segment--the unit of exchange between peer TCPs.
In turn, TCP passes segments to the network layer for transmission through the
comnunication systen to the peer TCP.

TELNEY FTe EFTP } 2 ¥ X K _§ ¥ X J

TCce uor }-------- * ce

HOST INTERNET PROTOCOL

SUBNETWORK PROTOCOL

FIGURE 1. Example host protocol hierarchv. w
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Vo 4.3 Network layer provisions. The network layer provides for data transfer :g-.':a
=~ betwveen hosts attached to s communication system. Such systems may range from p‘-,\::'
» a single network to interconnected sets of networks forming an internetwork. FJ"{.‘:
The minimum required data transfer service {s limited; data may be lost, dupli- w{h
cated, migordered, or damaged in transit. As part of the transfer service E\“’f:

though, the network layer must provide global sddressing, handle routing, -
and hide netvork-specific characteristics. As a result, upper layer protocols N
(including TCP) using the network layer may operate sbove a wide spectrum of .-:'i}‘.-
subnetwork systems ranging from hard-wire connections to packet-switched Lo
or circuit~switched subnets. Additionsl services the network layer may ':.*-'f.'c::
provide include selectable levels of transmission quality such as precedence, :-."‘ :_.‘
reliability, delay, and throughput. The network layer also allows data :&i‘--‘
labelling, needed in secure enviromments, tc associate security information é‘
with data. o

4.4 TCP design. TCP was specifically designed to operate above the Inter-
net Protocol (IP) which supports the interconnection of networks. IP's inter-
net datagram service provides the functionality described above. Originally,
TCP and IP were developed as a single protocol providing resource sharing
across different packet networks, The need for other transport protocols to
use IP's services isd to their specification as two distinct protocols.

4.5 TCP mechanisms. TCP builds its services on top of the netvyork layer's
potentially uarelifable ones with mecharisms such as error detection, positive
acknowledgments, sequence numbers, and flow control. These mechanisms require
certain addressing and control information to be initialized and maintained
during data transfer. This collection of infarmation is called a TCP connec—
tion. The following paragraphs describe the purpose and operation of the
major TCP mechanisms.

4,5.1 PAR mechanism. TCP uses a positive acknowledgement with retransmis-
sion (PAR) mechanism to recover from the loss of a2 segment by the lowver
layers. The strategy vith PAR is for a sending TCP to retransait a segment
at timed intecvals until a positive acknowledgement is returned. The choice
of retransmission interval affects efficiency. An interval that is too
long reduces data throughput while one that is too short floods the transais-
sion media with superfluous segments. In TCP, the timeout is expected to be
dynamically adjusted to approximate the segment round-trip time plus a factor

for internal processing, otherwise performance degradstion may occur. TCP :-,4.-;.-
uses a simple checksum to detect segments damaged in transit. Such segments g
ave discarded vithout being acknowledged. Hence, danaged segments are treated

identicaily to lost segments and are compensated for by the PAR nmechaniss.

TCF assigns sequence muabers to identify each octet (an eight bit byte) of

the data strean. These enable a receiving TCP to detect duplicate and out-
of-order segments. Sequence mumbers ave also used to extend the PAR mechaniss
by alloving a single acknovledgment to cover many segments wvorth of data.
Thus, a sending TCP can still send nevw data although previous data has not
been acknowledged.
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4,5.2 Flow control mechanism. TCP's flow control mechanism enables a t:-:

receiving TCP to govern the amount of data dispatched by a sending TCP. The h::ﬂ

mechanisn {s based on a “window” vhich defines a contiguous intervai of F"\-

acceptable sequence numbered data. As dats is sccepted, TCP slides the ‘:

window upward in the sequence number space. This window is carried in
every segment enabling peer TCPs to maintain up-to-date window information.

4,5.3 Multiplexing mechsnisa. TCP employs a multiplexing mechanisa to R
allow multiple ULPs within a single host and multiple proccesses in s ULP to 5
use TCP simultaneously. This mechaniso associstes identifiers, called ports, “-
to ULP's processes accessing TCP services. A ULP connection {s uniquely iden- o
tified vith a socket, the concatenation of a port and an fnternet address. -l

Each connection i{s uniquely named with a socket pair. This naming scheme
allows a single ULP to support connections to multiple remote ULPs. ULPs
vhich provide popular resources are assigned permanent sockets, called well-
known sockets.

R

590%6°% %0
P ]

4,6 ULP synchronization. When two UlPs wish tc ccmmunicate, they instruct
their TCPs to initialize and synchronize the mechanisa {nformation on each
to open the connection. However, the potentially unreliable network layer
can complicate the process of synchronization. Delayed or duplicate segments
from previous connection attempts might be mistaken for nevw ones. A handshake
procedure with clock based sequence mnumbers is used in connection opening to
reduce the possibility of such false connections. In the simplest handshake,
the TCP pair synchronizes sequence nunbers dy exchanging three segrents,
thus the namz three-vay handshake. The scenario folloving the overviev
depicts this exchinge. The procedure will be discussed more fully in the
mechanisa descriptions, Paragraph 9.2.
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4.7 ULP modes. A ULP can open & connection in one of two wmodes, passive Al
or active. With a passive open a ULP instructs {ts TCP to be “receptive” ":'\':
to connections with other ULPg. With ar active open a ULP {nstructs its oy

TCP to actively initiate a three-vay handshake to connect to another ULP.
Usually, an active open {s targeted to a passive open. This active/passive
model supports server-oriented applications vhere a permanent resource,

such as a dats-base managenent process, can alvays be accessed by remote
users. However, the three-way handshake also coordinates two simultaneous
active opena to open a connection. Over an open connectfon, the ULP-pair

can exchange a continuous stream of data {n both directions. Normally, TCP
trarsparently groupa the data into TCP segments for transmission at {ts own
convenience. Hovever, 3 ULP can exercise a “push” service to force TCP to
package and send data passed up to that point without vaiting for addittonal
data. This mechanisu is {intended to prevent possible deadlock situations
vhere a ULP wvaits for dats internally buffered by TCP. For example, an
{nteractive editor might vait forever for a single {nput line from a terainal.
A push will force dsta through the TCPs to the swaiting process. TCP also
provides a means for a sending ULP to indicate to a receiving ULP that
“urgent” data mppears {n the upcoming data stream. This urgent mechanisa

can support, for exaaple, interrupts or breaks. VWhen data exchange (s com-
plete the connection can bde closed by either ULP to free TCP resources for
other connections. Connection closing can happen in tvo vays. The first,
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called a graceful close, {s based on the three-wvay handshake procedure to
couplete data exchange and coordinate closurs between the TCPs. The second,

called an abort, does not allow coordination and way result in loss of un-
acknowledged data.

4.8 Scenario. The following scenario provides a valk-through of a connec-
tion opening, data exchange, and a connection closing as night occur between
the data base management process and user mentioned above. The scenario
glosses over many details to focus on the three-way handshake mecharisa in
connect {on opening and closing, and the positive acknowledgment with retrans-
wmission mechanisa supporting reliable data transfer. Although not pictured,
the network layer transfers the information between the TCPs. PFor the purposes
of this scenario, the network layer is assumed not to damage, lose, duplicate,

or change the order of data unless explicitly moted. The scenaric is orgam
ized into three parts:

8. A simple connection opening in steps 1-7,
b. Two-way data transfer in steps 8-17,
€. A graceful connection close in rteps 18-25,

4.9 Scenario notation. The following notation 1s used in the diagrans:

(-~ SEQf 200 (-- depicts information exchange
==> ATKS 201 - betseen peer TCPs
3 A depicts information passing
SEND DATA : acrass the {nterface betveen
3 DELIVER DATA a ULP and its TCP
v .
uLra wes
{: ACYIVE OPEN TO B ‘1 PASSIVE OPEN
TP A crs
3 SYN SEQ #200 >

FIGURE 2A. & siwple connection opet..ag.

a. ULP B (the DB manager) issues a PASSIVE OPEN to TCP B to prepare
for connection atteapts fram other ULPs in the system.

b. ULP A (the user) issues an ACTIVE OPEN to open a connection to
ULP B.

¢. TCY A sends a segment to TCP B with an OPEN control flag, called a

SYN, carrying the {irst sequence nusber (shown as SEQF200) 1t will
usc for data sent to B,
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ULP A UuLP 8
19. CONNECTION OPEN TO B t']. CONNECTION OPEN TO A
4. ACK #201: SYN SEQ #550
-
TCP A TCP B
5. ACK #551

FIGURE 2B. A simple connection opening.

d. TCP B responds to the SYN by sending a positive acknowledgment,
or ACK, marked with next sequence mimber expected from TCP A. Imn
the same segment, TCP B sends its own SYN with the first sequence

number for its data (SEQ#550).

e. TCP A responds to TCP B's SYN with an ACK showing the next sequence
number expected from B,

f. TCP A now informs ULP A that a connection is upen to ULP B,

g. Upon receiving the ACK, TCP B informs ULP B that a connection has
been opened to ULP A,

= Y ¢ ] £ x,
, ALA P AL A0
< ) g "‘
X 5 1, 8 3y 3,

ULP A uLr s

8. SEND DATA A
10. DELIVER DATA gt

9. DATA SEQ #201

TCP A TCPr B

o e Ok g TN ot
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l.l

11. ACK SEQ #221

YIGURE ?A. Two-way data transfer. &;

h. ULP A passes 20 octets of data to TCP A for transfer across the open . J
connect {on to ULP B. SRR

1. TCP A packages the data in a segment marked with current "A" sequence .'{,':-- i
nuaber. eva’ uy

J. After validating the sequence mnumber, TCP B accepts the data and
deli{vers it to ULP B,

k. TCP B acknowledzes all 20 octets of data with the ACK set to the
sequence number of the next data ociei cApected.
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m,

N

Q.

p'

T.

l ULP A ULP B

I lu. SEND DATA
prosmdp- 15. ACK #676 XXXXXXX

} 14 DELIVER DATA
TCP A TCP B

16. DATA SEQ #551
=

‘ -/ 13. DATA SEQ #5561
-t

17. ACK #676

-

FIGURE 3B. Two~way data transfer.

ULP B passes 125 bytes of daLa to TCP B for transfer to ULP A.

TCP B packages the data in a segment marked with the "B" sequeuce
number.

TCP A accepts the segment and delivers the data to ULP A,

TCP A returns an ACK of the received data marked with the sequence
number of the next expected data octet. However, the segment is
lost by the network and newver arrives at TCP B.

TCP B times out waiting for the lost ACK and retransmits the segment.
TCP A receives the retransmitted segment, but discards it because
the data from the original segment has already been accepted. How
ever, TCP A re-sends the ACK.

TCP B gets the second ACK,

ULP A uLr s

18 CLOSETO B
20. ULP A CLOSING
19 FIN SEQ #2210

TCP A P TCcP B

FIGURE 4A. A graceful connection close.

ULP A closes {ts half of the connection by issuing a CLOSE to TCP A,
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s. TCP A sends a segment marked with a CLOSE control flag, called a
FIN, to inform TCP B that ULP A will send no more data.

t. TCP B gets the FIN and fnforms ULP B that ULP A is closing.

ULP A uP s
21.CLOSETO A
sz CONNECTION CLOSED
] 22. FIN SEQ #676, ACK #222
TCP A TCP B
23. ACK #677 -

FIGURE 4B. A graceful connection close.

u. ULP B completes its data transfer and closes its half of the connec-
tion. TCP B sends an ACK of the first FIN and its own FIN to TCP A
to show ULP B's closing. TCP A gets the FIN and the ACK, then
responds with an ACK to TCP B. TCP A informs ULP A that the connec-
tion i{s closed. (Not pictured) TCP B receives the ACK from TCP A
ard informs ULP B that the connection is clesed.
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5. SERVICES PROVIDED TO UPPER LAYER

5.1 Goal. This section describes the services offered by the Transmission
Control Protocol to upper layer protocols (ULPs). The goals of this section
are to provide the motivation for protocol mechanisms and to provide ULPs
with a definition of the functions provided by this protocol. The services
provided by TCP can be orginized as follows:

a. mnultiplexing service

b. connection management services
c. data transport service

d. error reporting service

5.2 Service description. A description of each service follows.

5.2.1 Multiplexing service. TCP shall provide services to multiple pairs
of processes within upper layer protocols., A process within a ULP using
TCP services shall be identified with a “port“. A port, when concatenated
with an internet address, forms a socket which uniquely names a ULP through-
out the iaternet. TCP shall use the pair of sockets corresponding to a

”
‘l
L i3 LA

Lg
a

connection to differentiate between multiple users. :}:ljﬂ
PP

LS CSAS

5.2.2 Connection management service,. TCP shall provide data traunsfer capa- }ﬁ:}:}
bilities, called connections, between pairs of upper layer protocols. A comr A
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nection provides a communication channel betweesn two ULPs. Charscteristics
of data transfer are specified in the data transfer service description.
Connection management can be broken into three phases: connection establish-
ment, connection maintenance, and connection termination.

5.2.2.1 Connection establishment. TCP ghall provide a means ro open con-
nections between ULF-pairs. Connections arz endowed with certain properties
that apply for the lifetime of the connection. Thes. properties, including
security and precedence levels, are specified by the ULPs at connection
opening. Connections can be opened in one of two modes: active or passive,
TCP shall provide a means for a ULP to actively initiate a coanection to
another ULP uniquely named with a socket. TCP shall establish a connection
to the named ULP [f:

a. no cornection between the two named sockets already exists,

b. internal TCP resources are sufficient,

¢. the other ULP exists, and has simultaneously executed a match-
ing active open to this ULP, or previously executed a watching
passive open, or previously executed a “"global™ matching pas-
sive open. TCP shall provide a means for a ULP to listen for
and respond to active cpens from correspondent ULPs. Corre-
spondent ULP: are named in one of two wavs:

d. fully specified: A ULP is uniquely named by a socket. A con-
nection {s established when a matching active open {s executed
‘a. described above) by the named ULP,

14
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e. unspecified: No socket is provided. A connection is estab-
lished with any ULP executing a matching active open naming
this ULP.

5.2.2.2 Connection naintenance. TCP shall maintain established connections
supporting the data transfer service described in paragraph 5.2.3. And, TCP
shall provide a means for a ULP to acquire current connection status with
regard to connection name, data transfer progress, and connection qualities.

5.2.2.3 Connection termination. TCP shall provide a means to terminate
established connections and nullify connection attempts. Established con=
nections can be terminated in two ways:

a. Graceful Close: Both ULPs close their side of the duplex con-
nection, either simultaneously or sequentially, when data trans-
fer is complete., TCP shall coordinate connection termination
and prevent loss of data in transit as promised by the data
transfer gervice.

b, Abort: One ULP independently forces closure of the connection.
TC? shall not coordinate connection termination. Any data in
transit may he lost.

$.2.3 Data transport service. TCP shall provide data transporc over estab-
iished connections between ULP-pairs. The data transport is full-duplex,
titaly, ordered, labelled with security and precedence levels, flow controlled,
and error-checked. A more detailed description of each of the data transport
characteriscics follows.

a. full-dunlex: TCP shall support simultaneous bi-directional data
flow between the correspondent ULPs.

b. timely: When system conditions prevent timely delivery, as
specified by the user timeout, TCP shall notify the local ULP of
service failure and subsequeatly terminate the connection.

¢, ordered: TCP shall deliver data to a destination ULP in the
same sequence as it was provided by the source ULP.

d. labelled: TCP shall associate with each connection the security
and precedence levels supplied by the ULPs during connect.on » %qc
establishment. When this information {s not provided by the ULP- e
peir, TCP shall assume default levels. TCP shall establish a ’

connection between a ULP-pair only {f the security/compartment ,{{%

information exactly matches. If the precedence levels do not "\

match during connection, the higher precedence level is associ- h
ated with the connectioan. g

e. flow controlled: TCP shall regulate the flow of data across the :ui:‘

connection to prevent, among other things, internal TCP conges- ;:‘f

tion leading to service degradation and faflure. ."ﬂ%

l\. '
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- f. error checked: TCP shall deliver data that is free of errors S
:i within the probabilities supported by a simple checksum. ;

5.2.,4 Capabilities provided to ULPs by TCP. TCP shall provide two capabi-
lities to ULPs concerning data transfer over an established connection: data
stream push and urgent data signalling.

a. data stream push: TCP ghall transmit any waiting data up to and
including the indicated data portions to the receiving TCP with-
out waiting for additional data. The receiving TCP sghall deliver
the data to the receiving ULP in the same manner.

be urgent date signalling: TCP shall provide a means for a sonding
ULP to inform a receiving ULP of the presence of significant, or
"urgent,” data in the upcoming data stream.

5.2.5 Error reporting service. TCP shall report service failure stemming
from catastrophic conditions in the internetwork environment for which TCP
cannot compensate,
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i 6. UPPER LAYER SERVICE/INTERFACE SPECLFICATIONS _.‘:::.:'
2
r..: 6.1 Goal. The goal of this section is to specify the TCP services provided ,‘-'_':-'f:e'.
( to upper layer protocols and the interface through which these services are ac- t.:'-."-s.'l

cessed. The first part defines the interaction primitives and interface param- araYa
. eters for the upper interface. The second part contains the extended state W|
{_ machine specification of the upper layer services and interact.on discipline. - :_{::.
& S0
;:: 6.2 Interaction primitives. An interaction primitive defines the informa- :-:.'-':‘-f:
o tion exchanged between two adjacent protocol layers. Primitives are grouped .

<V

into two classes based on the direction of information flow. Information
passed downward, in this case from a ULP to TCP, is called a service request
primitive. Information passed upward, from TCP to the ULP, is called a

rs

»
s,
2y

.. B:
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d Ta e
F' . 0
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B B
X B

E service response primitive. Interaction primitives need not occur in pairs. e
E,- That {3, a service request does not necessarily elicit a service “response”; DSOS
o a service "response” may occur independently of a service request. e,
o _-:.‘a:.;‘.
E‘a 6.2.1 Interaction primitive categories. The information associated with ALY

an interaction primitive falls into two categories: parameters and data.
Parameters describe the data and indicate how it is to be treated. The data .

.‘.ik‘

itself is neither examined nor modified. The format of the parameters and 5N
data is implementation dependent and therefore not specified. TCP implemen- 3
tations may have different interaction primitives imposed by the execution N
environment or system design factors. In those cases, the primitives can be f‘"_‘.
mod{fied to include more information or addit{onal primitives can be defined i:.a
to satisfy system requirements. However, all TCPs must provide at least the
information found in the inceraction primitives specified below to guarantee e
that 211 TCP implementations can support the same protocol hierarchy. Addi- RSN
tional primitives that affect the protocol mechanisms may not be used. -::;::::\.
2 e,
6.3 Service request primitives. The TCP service request primitives enable :'\f:»
connection establishment, data transfer, and connection termination. The ALY
request primitives are:
a. Unspecified Passive Open, :*__\‘-
b. Fully Specified Passivz Open, ,-:-.-:,{
¢. Active Open, SE
d. Active Open With Data, :'_-.::-,‘_:-
e. Send, S
f. Allocate, m
g. Close, L L
k. Abort, and _
i. Status. - o

.4 Parameter descriptions. A description and list of parameters for each
service request follows. Optional service request parameters are f~lilowed by
“lopticnal].”

6.4.1 Unspecified passive open. This service request primizive allows 3
ULP to listen for and respond to connection attempts from an unnamed ULF 3¢
a speciffed security aid precedence level. TCP accepts {n an Yaspezi:iied
Passive Open at least the following {nformatlon:

17
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a. source port

b. ULF timeout [optional]

¢. ULP timeout action [optional]
d. precedence Toptional)

e. security range [optional]

TS ¥ .F TR N N A A4
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6.4.2 Fully specified passive open. This service request primitive allows
a ULP to listen for and respond to connection attempts from a fully named ¢
ULP at a particular security and precedence level. TCP accepts in a Fully .

1.
3
Y
*- %59
5 .
PR

" e

Specified Passive Open at least the following information: el
a. source port i

b. destination port E..!_

c. destination address N

d. ULP timeout [optional) o

e. ULP timeout action [optional] '*

f. precedence [optional] N

g. security range [optional) _;;

6.4.3 Active open. This service request primitive allows a ULP to initiate E‘
a connection attempt to a named ULP at a particular security and precedence ‘-‘_."-".'
level. TCP accepts in an Active Open at least the following information: e

a. source port

b. destination port

¢. destination address

d. ULP timecut [opticmall

e. ULP timeout action [optional}

f. precedence [optional] :‘:-:4:-

g. security [optional]

6.4,4 Active open with data. This service request primitive allows a ULP NN
to initiate a connection attempt to a named ULP at a particular security and ﬁ

precedence level accompanied by the specified data. TCFP accepts in an Active

Open With Data at least the following information:
a. source port B
b. destination port ROy
c. destination address E
d. ULP timeout [optional] ;

e. ULP timeout actiosn {opiicnal]
f. precedence [optionalj ‘

X g. security [opticnal] v

. h., data 5
{. data length
j. PUSH flag

k. URGENT flag

6.4.5 Send. This rervice request primftive causes data to be transferred
2a:ross the named connection. TCP accepts in a Sead at least the following
inforsation:

18 o
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a. local connection name

b. data

¢. dats length

4. PUSH flag

e. URGENT flag

f. ULP timeout [optiocal]

g. ULP timeout_action {optional]

6.4.6 Allocate. This service request primitive allows a ULP to {ssue TCP
an incremental allocation for receive data. The parameter, data length, is
defined in single octet units. This quantity is the additional mumber of
octets which the receiving ULP is willing to accept. TCP accepts in an
Allocate at least the following information:

a. local connection name
b. data length

6.4.7 Close. This service request primitive allows a ULP to indicate that
it has completed data transfer across the named connection. TCP accepts in a
Close at least the following information:

a. local connection name

$.4.8 Abort. This service request primitive allows a ULP tc indicate that
the named connection is to be immediately terminated. TCP accepts in an Abort
at least the following information:

a. local connection name

6.4.9 Status. This service request primitive allows a ULP to query for the
current status of the namad connection. TCP accepts in a Status at least the
following information.

a. local connection name

6.4.9.1 Status responses. TCP returns the requested status information
in a Status Response, defined in Section 6.4.10.7.

6.4.10 Service response primitive: Several service response primitives
are provided to enable TCP to infor . user of connection status, data
delivery, connection termination, & . arror condirions. The Tesponse priai-
tives are Open Id, Open Fatlure, Open Success, Deliver, Closing, Terninate,
Status Response, and Error. Each is fully defined in the following paragraphs.

6.4.10.1 Open 1d. This service response primitive {nforms a ULP of the
lozal connection name assigned by TCP to the connection requested in one of
the previous service requests, Unspecified Open, Fully Specified Open, or an
Active Open. TCP provides {n an Open 1d at least the following information:

a. local connection name

b. source port

¢c. destination port [1f known)

d. destinazlon address [if Xknown]

19
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6.4.10.2 Open failure. This service respouse primitive informs a ULP of
the failure of an Active Open service request. TCP provides in an Open
Failure at least the following informatica:

a. local connection name

6.4.10.3 Cpen success. This service response primitive informs a ULP of
the completion of one of the Open service requests. TCP provides in an
Open Success at least the following information:

a. local connection name

6.4,10.4 Deliver. This service response primitive informs a ULP of the
arrival of data across the named connection. TCP provides in a Deliver at
least the following information:

a. local connection name
b. data

c. data length

d. URGENT flag

6.4.10.5 Closing., This service response primitive inforas a !lLP that the
peer ULF has issued a CLOSE service request. Also, TCP has delivered all
data sent by the remote ULP. TCP provides in a Closing at least the following
information:

a. local connection name

6.4.10.6 Terminate. This service response primitive informs a ULP that
the named connection has been terminated and no longer exists. TCP generates
this respcnse as a result of a remote connection reset, service failure, and
corneztion clnsing by the local ULP, TCP provides in a Terminate at least
the foilowing information:

a. local connection name
b. description

£.4.10.7 Status response. This service resporse primitive returns te a
ULP the current status i{nformation assoctated with a connection named in a
previous Status service request., TCP provides in a Status Response at least
the folloving information:

a. local connection name
b. source port

c. source address A
d. destinatior port |
e.- destinattisn address 35 f',)

. connectinn state

g. ad.unt of data in octels willing to be accepled bv the lacal TTP
h. anuwunt of data in octets allowed to send to thr remote TCP

f. amorunt of data in octets awalling acknowledpmenr

20
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1. precedence
3. security

n. ULP timecut

information:

a. local connection name
b. error description
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je amount of data i{n octets pending receipt by the local ULP

6.4,10.8 Error. This service response primitive informs a ULP of {llegal
service requests relating to the named connection or of errors relating to
the enviroment. TCP provides in an Error respongse a: least the following

6.5 Extended state maschine specification services provided to upper layer.

by EXCHANGE), thus modellirg communication delay.

TCP performs in a distributed environment. Hence, an effective model of TCP
services can be comtricted through the coanosition of two extended arare
aachines, called local service machines. Figure 5 shows a summary of this
“split-state” model. Each local machkine is coupled with one ULP of the
ULP-pair. Each ULP provides stimul{ to its local service machine, in the
form of service requests, and receives the resulting reactions, as service
responses. Each local machine raintains a :oamplete state record, called a
state vector, maintaining a leocal perspective of the state of the connection.
At undeterained intervals, the local machines exchange information (denoted
An extended state machine
definition 1{s composed of a machine ider:.fier, a state diagram, a state
vector, a set of data scructures, an event list, and an events and actions

TCP COMPORITE SLRVICE MACIENE

correspondence.
WP A Wuwre
AEOVESTS MouEsTS
aesronsts AESPONSES
LOCAL SEAVICE LOCAL 32avics
MACHwE A e
STATE_VICTOR_A EXCRANGE STATI_VECTOR O

FIGURE S. Split-state model of T P services.
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6.5.1 Machine instantiation identifier. Each local service machine {s
uniquely identified by the values:

Y.

a. port of ULP A
b. address of ULP A
c. port of ULP B
\ d. address of ULP B

6.5.1.1 Local connection name. After the first open service request, a
TCP uses a shorter name, called a local connection name, to identify s con-
nection in the interactions with its coresident ULP. The Unspecified Passive
Open service request does noi designste the purt and address of the remote
ULP and such "half-named™ service machines are distinguished by local con
nection name. A fully-nssed service machine (1f {t exists) will bde connected
to a remote open request rather than s half-named service machine with the
same source port and source address. Then, if more than one half-named
service machine ex!sts, they are connected to matching fully-named remote
open requests at rendom.

6.5.2 State diagrams. Because of the split-state model presented, both
the local service machine state diagranm and the cosposite service aachine
state diagram are presented. Figure 6 summarizes the service provided by
the composite TCP service machine as derived froam the composition of two
local service sachines. The boxes represent the state of the composite
service machine; the arrcws represent state transitions resulting from the
service requasts snd sarvices respomsss shewn, Ths "EX™ 13%als tepresent
state changes resulting from the periodic exchanges betveen local service
machines. This diagram serves only as a guide and does not supersede the
full definition of the composite service machine {s Section 6,5. Adboormal
connection rtermination states are enclosed in the dotted box. These states
result frcm an Abort service request or from TCP service failure.

6.5.2.1 Service state machine defined. Figure 7 summarizes the definition
of the service stste machine for the local service machine appearing in
Paragraph 6.5. This diagram presents the sequence of state charges from the
point of viev of a single ULP accessing TCP's services. Ths boxes reprasent
the states of the state mschine; the arrowvs represent stote transitions
resulting frox the service requests and service responses shown. Please
note that the diagras {s {ntended only as s summary and does not supersede
the formal definftion of Paragraph 6.5.

6.5.) State vector. The service machine vector of 2z local service machine
consists of the folloving elements:

s. state - (CLGSED, ACTIVE OPEN, PASSIVE OPEN,
FSTARL ISNED  CLOSING):

- Al e ——y e e

b. source port - identifier of the local ULP,

¢. source address (sv. source_addr) - the internet address naaing
the location of the local ULP.
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T AOORS . |
] ']
EX X
= J
- » e X K X ]
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v )
[ v ¢
Lo i i
CLOSING poos X soad CLOSED

FIGURE 7, TCP local sarvice state machine summary.

TCP LOCAL SERVICE STATE MACHINE SUMMARY

Service Requests

PO - passive open,
either unspecified
or fully specified

AD - active open,

with or without data

S -~ send
C = close

TCP Service Machine

Internal Events

"l.l'.l.....ll'.l.)

EY -~ exchange between
service entities

T - temmination of service
due to service failure

A - abort(alvays lem.: to CLOSED state)
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d. destination port - identifier of the remote ULP.

e. destination address - internet address identifying the location
of the remote ULP.

£. local connection name - the shorthand {dentifier used in all
service responses and service requeste except for open requests.

g. original precedence - precedence level specified by the
local ULP {n the open request.

h. actual precedence - precedence level oegotiated at connection
opening and used during connection lifetine.

{. security - security information (including security level,
compartment, handling restrictions and transaission control code)
defined by the locas ULP.

§. ssc_ranges = security structure which specifies the allowed ranges

{n compartment, handling restrictions, transaission controi cudés
and security levels.

5

-
b

| Ao

k. ULP timeout - the longest delay allowed for data delivery before
automatic connection teraination.

o

1. ULP timeout action - in the eveat of a ULP timeoul. deternines

1f the conoection is terminated or an ervor is reported to the ULP,

[ &

‘.
®. open mode - the type of open request issued by tha local ULP f-\.-é
{ncluding UNPASSIVE, FULLPASSIVE, and ACTIVE. }.\:
Ce
n. send queue - storage location of data sent by the local ULP ;

before transmission to the remote TCP. Each data octet is
stored vith a timestamp indicating its time of entry.

)
.
.

0. send queue length - number of entries in the send queue aade up N
of data and timestamp inforwstion. N
.f.

8,0
o2

p. send push - an offset from the [ront of tha send queus indicating
the end of push data.

)

-“1
o
"

.
i

q. 3end urgent - an of fset from the froat of the send queue indicat-
ing tha end of urgent data.

r. teceive queua - storage location of data received {rom the remote o
TCP before delivery to the local ULP, Su
s. receive queue length = number of data octets in the receive g
queve, 2.
‘.‘-'
t. receive push - an oftset from the front of the receive queue .\:::
{ndicating the ond of push dats. e
W
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U, receive urgent - an offset from the front of the receive queue
indicating the end of urgent data.

ve receive allocation = the number of data octets the local ULP {s
currently willing to receive.

6.5.3.1 Initial stste. A state machine's initial state is CLOSED with
NULL values for all other state vector elements.

6.5.3.2 Sec range structure. The structure of sec_ranges is largely
implenentation dependent. In the simplest case, it could be {mplemsnted as
8 quartet. For example:

(compartment )(handling restriction)(transmission control code)(tec_level range)

In a more camplex scenario, the iaplementation could be tree stryctured, with
the number of branches being ((# compartmenta) x (# handling restrictions) x
(# transnission control codes)). In Figure 6, each branch has {ts own
security level range.

comr 1
| HANDLING
| RESTRICTION
' 1
!
T [ TRANSMISSION
SECURITY _LEviEL
: | coum‘n coot P
| ! R
| ' T 'u' X
! !
| 1
I |
TRANSMISSION
' ] comnmmcool ucu::x&uvu
~ e
J NANDUNG ' R
RESTRICTION
K., a0
come n, .

FIGURE 8. Complex sec range structure.
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6.5.4 Data structures. PFor clarity in the events and actions section, data
structures are declared for the interaction primitives and their parameters.
A subset of ADA data constructs, commoi to most high lavel languages, is
used. However, a data structure may be partially typed or completely untyped
where specific formats or data types are {mplementation dependent.

6.5.4.1 State vector. The definition of the TCP service machine state
vector appears in paragraph 6.5.3. The service machine state vectors for
the two local TCP service machines are declared as:

sv_A : state_vector type;
sv_B : state_vector type;

type state_vector_type is

record
A “etate : ( CLOSED, ACTIVE OPEN, PASSIVE OPEN,
o ESTABLISHED, CLOSING );

source_addr : address type;

source_port : TWO_OCTETS;

destination addr @ eddress_type;

destination_port : TWO_OCTETS;

len : len_type;

sec : security_type;

sec_ranges : security structure;

original_prec : 0..7;

actusl_prec : 0..7;

ULP_timsout : time_type;

ULP_timeout_action : integer;

open_mode : (UNPASSIVE, FULLPASSIVE, ACTIVE);

send_queue : timed queue_type;

send_queus_length : integer;

send_push : integer;

send_urg : intager;

recv_queue : quasue_type; i

rccv_quouc_hngth : integer; 2

recv_push : integer; K

tecv_urg : integer; ‘

recv_alloc : integer; :
end record; l

" o “ERENE WV TV O R W e N e N B I S WV S TR R Ty

type timed_queue_type is queue (1..SI2E_OF SEND RESOURCE) of
record
ta_octet : OCTET;
tingstamp : timm type;
end record;

type ~usue_type is quaue (1..S1ZE_OF_RECV_RESOURCE) of
data_octet : OCTET;
end record;

27

 SNERL. 8 s B PP SRRV _Y_ V.,




DDN PROTOCOL HANDBOOK - VOLUME ONE 1985

MIL-STD-1778
12 August 1983

type address_type is FOUR_OCTETS;

type lcn_type : undefined; =-implementation dependent
type security struct : undefined; --implementation dependent
type time_type : undefined; =--implementation dependent

subtype OCTET {s INTEGER range 0..255;
subtype TWO_OCTETS 1s INTEGER range 0..,2%%16-]
subtype FOUR_OCTETS is INTEGER range O..2%*32-];

6.5.4.2 From ULP, The from ULP structure holds the interface parsmeters
and dats associated with the service request primitives apecified in Section
3.1.1. Although the structure is composed of the paramsters fros all the
service requests, a particular service response vill use only those structure
elenents corresponding to its specified paramsters. This structure directly
corresponds to the froc ULP structure declared in entity state machine speci-
fication, paragraph 9.4.4.2. The from ULP structure 1¢ declared as:

type froa ULP type is
record
request_name : (Unspecified_Psssive Open, Full Passive Open,
Active_Open, Active Open with data,
Send, Allocate. Close, Abort, Status);

source_addr
source_port
destination_eddr
destination port
len d :t.{t
timeout 525
precedence ‘::.-*.
security 5,\.‘; ]
sec_ranges )
datas
data_length 5%
push_flag '5"; '
urgent_flag 5008
end record; oo
::.-:e-
6.5.4.3 To ULP. The to _ULP structure Wlds interface parameters and data ot
associated vith the setvice response primitives, as specified in Section
6.4,1C, Although the structure is composed of the parameters fros all the Y
service requests, s particular service response vill use only thoss structure .‘{.:-:
elemerts corresponding to its specified "arameters. This structure directly Y
corresponds to the to ULP structure declared in paragraph 9.4.4.) of the .\"'--:
sechanise specification. The to_ULP structute is declared as: ‘::u;.
type to _ULP_type is -
record e
service_response : (Open_ld, Gpen Fail, Open_Success, A
Deliver, Status_Response, Terminate, AN
Error); e
source_addr :::'.;
source_port
28 R
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destination addr

destination port

lcn

dats

data_length

urgent_flag

error_dssc

status_block : status_block type;
end vecord;

type status_block_type is

record
connection state
send_window
receive_vindow R
amount_of_unacked data ‘.f’.\-:.
amount_of_unreceived_dsta Mo
urgent_state N
precedenca
security H
sec_ranges *.;(
timsout_sction N
end record; il
\C 2

6.5.5 Event list. The events for the TCP service machine are dravn from
the service request primitives defined in Section 6.3. Optional service
request parsseters are showvn in brackats. The capitalized list of parameters
represent the actual values of the paramsters passed by the sarvice prinitive.
The event 1ist:

a. Unspecified Passive Open (SOURCE PORT,
(,TEOUT] [, TIMEOUT ACTION]

[,PRECEDENCE] [,SEC_RANGES));

-

e el T b )
o

b. Pull Passive Open (SOURCE PORT,
DESTINATION PORT, DESTIMATION ADDRESS,
{,zneout) T,TIMEOUT_ACTION] T,PRECEDENCE]
(,SEC_RANGES));

c. Active Opec (SOURCE PORT,
DESTIMATION PORT, DESTINATION ADDRESS

[, T1MOUT] T,TIMEQUT_ACTION] T,PRECEDENCE]
(. secuRITY]);

d. Active Opeo w/dsta (SCURCE PORT,
DESTINATION PORT, DESTINATION ADDRESS

{,TIME0UT! T,TTMEOUT_ACTION) T,PRECEDENCE]
[ SECURITY]); DATA, DATA_LENGTR, PUSH _FLAG,
URGENT_FLAG);
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e. Send (LCN, DATA, DATA LENGTH, PUSH FLAG, URGENT_FLAG [,TIMEOUT)
{,TIMEOUT_ACTION);

f. Ailocate (LCN, DATA LENGTH)

g. Close (.7°N)

h. Abort (LCN)

4, Status (LCN)

Jo NULL = Although no service request is issued by s ULP, certain
conditions within the TCP service machine produce a service

o, response. ,
'»:. i:
N 6.5.6 Events and actions. For the purposes of this definition, the ULP and ;-.
f::. TCP entities &#re identified with the capital letters "A” end “B.” The first S
ULP to make a service request is labelled ULP "A"; its local service smachine :
is TCP "A." The peer ULP and its TCP are lebelled ULP B and TCP B, The eervice
requests are labelled with the identifier of the issuing ULP, euch as Close/A.

The sarvice responses are similarly labelled, such as Terminate/B. A service
request appearing with a "*" identifier say be issusd by either ULP A or uLr
B. The appropriate TCP handles the request updating its own stete vector ¥4
necessary. The service respons: corresponding to such e request is directed
to the appcopriate ULP. When e service request is invalid for the current

stete of the state sachina, the service request appears without ¢ paraseter

list. In this service machine model, “siuultenecus’ services ars treeted as

PR

2.

)
o
%

P,

3 kO

UeT e T MY

'.:a unordered sequential events. Hence, CLOSE/A occurring “simultanecusly” with

Ty CLOSE/B is vepresented as occurring sequeantially without fatervening events.

e The order chosen for the event sequance should not slter the resulting state, 3
\ 80 that a sequence such as (CLOSE/A, CLOSE/2) shoulc lead to the saue state K

o

es the (CLOSE/B, CLOSE/A) sequence. The STATUS event produces the same
service response from the TCP service machine in every state. Rath:tr than
shov these in each state, the STATUS request end STATUS RESPONSE response

ere shown once here,

4 MNNET..Y

Event: STATUS (LCX)

Actions: STATUS_RESPONSE (LCN, SOURCE_PORT, SOURCE_ADDRESS,
DESTINATIOK PORT, OESTINATION ADDRESS,
PRECEDENCE, SECURITY, CONNECTION SIATE,
RECEIVE_WINDOW, SEND_VINDOW,
AMOUNT_HUAITING_ACK, AMOUNT_MAITING RECEIPT,
URGENT_MODE, TTMEOUT, TIMEOUT_ACTION);

6.5.6.1 Event/ections speciffications. The following section is organized
by cospositc state. Mirror-image compasite stetes, such as PASSIVE/ACTIVE
end ACTIVE/PASSIVE, eppenr as just one. Only one-vey data transfer is repre-
sented by the service machine since the dats transfer service is syssetric.
Thus, 2 definition of bi-directional de%a transfer can be provided by dupli-
cating the existing one-vay detinition. Certain conditions, checks, and

30
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groups of actions occur ia several places and have beea formed into decision
functions and action procedures. The decisioms funcition definitions appear
1o paragraph 6.5.€.2. The action procedure definitions appear in paragraph

6.5.6.3.

6.5.6.1.1 State A = closed, state B = closed.

Zvent: Unspecified Passive Open/A (SOURCE PORT [,TIMEOUT] [,TIMEOUT ACTION)
[,PRECEDENCE] [,SEC_RANGES))

.,

., ",

Actions: record open_paramsters (A, UNPASSIVE);
sv_A.lcn := assign_nev lcn; .
open_id (sv_A.lcn, sv_a.source port, lv_A.aourcc_addr. NULL, NULL);
TRANSFER to_ULP to the ULP named by sv_A.source port; m
sv_A.state :® PASSIVE_OPEN;

h i

Event: Pull Passive Open/A (SOURCE_PORT,
DESTINMATION PORT, DESTINATION ADDRESS (,TIMEWT)

[, TIMEOUT_ACTION] [,PRECEDENCE] [,SEC_RANGES])

Actions: record_opeo_paramsters (A, FULLPASSIVE);
sv_A.lcn := assign nev_lecn;
open_1d( sv_A.lcn, sv_R.source_port, sv_A.source_sddr,
sv_A.destination port, sv_A.destination_sddr);
TRANSFER to_ULP to the ULP named by sv_A.eource port;
sv_A.state o PASSIVE OPEN;

Event: Active Open/A (SOURCE_PORT, CESTINATION PORT, DESTINATION ADDRESS
[,TIMECTT) [, TIMEOUT_ACTION] {,PRECEDENCE] T,SEC_RANGES))

Actions: Tecord_opes_paramsters (A, ACTIVE);
sv_A.lcn := assign_nev len;
open_1d( sv_A.lcn, av_A.source pott, sv_A.source_addr,
ov_A.destination_port, sv_A.destination addr);
TCANSFER to _ULP to the ULP naned by sv_A.source_port;
sv_A.state 1= ACTIVE OPEN;

Kvent: Active Open with daca/A (SOURCE PORT,
DESTIMATION PORT, DESTINATION ADDRESS

{,zgout) T,TIME0UT_AcTION] T,PRECEDENCE]

(,SEC_RAMCES) DATA, DATA_LENGTH, PUSH_FLAG,
urcEsT_rac)
Vi
Actions: sv_A.lca t® sssign_nev lco;

open_1d( sv_A.lcn, sv_A.source _port, sv_A.source sddr, o,
sv_A.destination_port, sv_A.destination_addr); o
TRANSFER to ULP to the ULP camed by sv_A.source port; D
1t (zoom_talav_A.send_queve) RN
then N
l.‘q'. |

n
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add_to_send_gusue(sv_A);
record_open_paramsters(A, ACTIVE);
sv_A.state := ACTIVE OPEN;
else
openfail (sv A.len);
TRANSFER to_ULP to the ULP nemed by s\ A.source_port;

Event: Close/A (LCN)
or Abort/A (LCN)
or Allocste/A (LON, DATA_LENGTH);

Actions: error (sv_A.len, “Comnection does not exiet.);
TRANSFER to_ULP to the ULP named by sv_A.socurce_port;

6.5.6.1.2 State A » passive open, state B » closed.

Event: Close/A (LON)
or Abort/A (LOY)

Actiors: {nftialize (sv_A);
sv_A.stete := CLOSED;

Tvent: Unspecified Paseive Open/B (SOURCE_PORT (,TIMEOUT) [,TIMEOUT_ACTIOM)
( rrecEoEnce] (,SBC_RANGES))

Actions: ev_B.lca :® assign newv_lcn;
record open ‘r:-ouu (3, UWPASSIVE);
open_{d (sv_B.lcn, sv_B.source_port, sv_B.source_sddr, WILL, WILL);
TRANSTER to_ULP to the ULP named by ev_B.eource port;
sv_B.state := PASSIVE OPEN;

Event: Tull Passive Open/B (SGURCE PORT,
DESTINATION PORT, DESTIMATION ADDRESS
{ ,sIneout) T,TINEOUT_ACTION] T,PRECEDENCE)
{,S8C_RANGES))

Ac:fons: ev_B.lcn :® assign_new lcn;
record_open parameters (B, FULLPASSIVE);
open_1d (sv_b.1cn, sv_B.source_port, ov_B.eource_sddr,
ov_B.destination port, sv_B.destination addr);
TRANSPER to_ULP to the ULP nasmed by ev_B.source port;

~ ;3 e 2w IR N o By YL B

NS - LN s ool . L oo it g &
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sv_B.state o PASSIVE OPEN; 'i

Cvent: Active Open/B (SOURCE_PORT, DESTINATION PORT, DESTINATION ADDRESS :
{,TIMEOUT) l.ﬂﬂmﬂ’_‘ﬂlﬂl {,PRECEDENCE) IJICUIITY]) .
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Actions: record _open psramsters (B, ACTIVE);
sv_B.lcn := assign_oew_len;
open_1d (sv_B.lco, sv_B.source_port, sv_B.source_addr,
sv_B.destination port, ev_B.destinstion sddr);
TRANSFER to ULP to the ULP named by sv_B.source port;
ov_B.state := ACTIVE OPEN;

Event: Active Open wich data/B (SOURCE PORT,
DESTINATION PORT, DESTINATION ADDRESS
{,TIMe0UT) T,TIMEOUT ACTION] T,PRECEDENCE]
[,SECURITY] DATA, DATA_LENGTH, PUSH_FLAG,

URGENT_FLAG

o

"!r i

o
_.:

.‘

Actions: sv_B.lcn := sssign_nev lco; N
opan_1id (ev_B.lcn, sv_B.source port, ov_B.source_addr, \f_'\:
sv_B.destination port, sv_B.destinstion_addr); N

-

TRANSFER to_ULP to the ULP named by sv_B.sovrce_port;
1f (roos_tn(sv_B.send_queue)
then
odd_to_send_queus (sv_B);
racord_opeo_psramsters (B, ACTIVE);
sv_B.state = ACTIVE OPEN;
elee
openfail (sv B.len);
TRANSFER to ULP to the ULP cemed by sv_B.source_port;

In

P

o~

o LV

-

L&

.
(] ‘.
By

Event: Allocate/A (LON, DATA_LENGTH)

¥ N Al W R 3

AP N N % J
et

‘ »
s

Actions: av_A.vecv_alloc := sv_A.recv_alloc + DATA_LENGTH;

Event: Pull Passive Open/A ( )

or Send/A () :“fs'«

s,

Actions: error (sv_A.len, “lllegsl requast.”); f'-::
TRANSFER to_ULP to the ULP nased by ev_A.source_port; ol

w0

Cvant: Close/3 ( )

’ & >
LA
-
L)
o .
P

or Abore/B ( )
or Send/8 ( ) A
or Allocate/B ( ) e
Actions: error (sv_B.len, “lllegel requast.”); s;_\
TRANSFER to ULP to the ULP named by sv_B.scurce port;
oy
e
n":d'.
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6.5.6.1.3 State A = gctive open, state B = closed.

Even:: Close/A (LCN)
or Abert/A (LCN)

Actfons: {nitialize (sv A);
sv_A.state := CLOSED;

-
'I
o2

iy

Event: Allocate/A (LON, DATA_LENGTE)

%3
" o

-
AR

Actioms: sv_A.recv_slloc := sv_A.recv_slloc + DATA_LENGTH;

»

Event: Send/A (LON, DATA, DATA_LENGTH, PUSH FLAG, URGENT FLAG
[,ThET] [, TIFEOUT _ACTION}Y

Actions: 4f (rooe in(sv A.send queue})
chen 1f (TIMEOTT /= WOLL)

X -\

then ov_A.ulp_timsout t= TIMEOUT; g
8dd_to_send queue (sv A); &‘
else error(ov_A.Tco, “Insulficient resources.”); o
TRANSFER to ULP to the ULP camed by sv_A.source_port; )

Ewent: Unspecified Passive Open/B (SOURCE PORT [, TIMEOUT] ([, TIMEOUT_ACTION)
[, reeckoEnce) {,$EC_RANGES))

Actions: ov_B.lcn := aseign new lcn:
vecord_open_patasaters (B, UNPASSIVE);
open_1d (sv_b.lcn, sv_B.source_port, sv_D.source_esddr, WILL, WLL);
TRANSTER to_t ULP to the ULP named by sv !.mru_’on'
sv_B.otate Te PASSIVE_OPEN;

Event: PFull Passive Open/B (SOURCE PORT,
DESTINATION PORT, DESTIMATION ADDRESS
(. T10UT] T.T1E0T - ACTION) T.PRECEOENCE)
[, $BC_RANGES))

Actions: sv_B.lcn := sesign_nev len;
record mu_’.unuu (B, FULLPASSIVE);
open_td (ev_b.1ca, ov_B.source_port, sv_B.source_addr,
ov_B.dastination port, sv_B.destinstion_addr);
TRANSFER to ULP to the ULP nesed by ev_B.source_port;
sv_B.otote 1o PASSIVE_OPEN;

f.'.

.‘\"
:«
i

“

Event: Active Open/B (SOURCE_PORT,
DESTIMATION PORT, DESTINATION LDDRESS
{.TIOuT) T TINOUT ACNOII T PRECEDENCE] [ SECURITY])

. @
."-
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o

‘v "
o

/X

R

.
"
- e
’
"
‘.
‘[.
.
.
e,
I
9
o




MILITARY STANDARDS: TCP MIL-STD 177
MIL-STD-1778
12 August 198)
2 Actions: sv_B.lca := assign nev lcn;
. record_open parassters (3, ACTIVE);

open_1d (ev_B.lca, sv_B.source_port, sv_B.source_addr,
ev_b.dsstination port, ev_B.destination addr);

TRANSFER to ULP to the ULP named by sv_B.source port;

ov_B.state := ACTIVE OPEN;

H‘

\

" Event: Active Open vith data/B (SOURCE PORT,

'~ DESTINATION PORT, DESTINATION ADDRESS

N {,TI}e0UT] T,TIMEOUS ACTION) T,PRECEDENCE)

{,SECURITY] DATA, DATA_LEXGTH, PUSH_FLAG,
URGENT_FLAG)

Actions: ov_B.lcn := assign_nev lcu;
open_1d (ev_b.lecn, ov_B.source_port, sv_B.source_eddr,
sv_b.destinstion_port, sv_B.dastination_sddr);
TRANSFER to ULP to the ULP named by ev_B.source port;
t¢ (room_talev_B.send_queus)

Vi

then add_to_send_queuve (sv 3);
record_opes_paramters (B, ACTIVE);
ov_B.otate = ACTIVE OPEN;

R,
L%

—a R

else openfail (ev_S.1ce);
TRANSTER to ULP to the ULP nsmed By ov_B.source porti

Ewat: Pull Passive Open/A () :,:::,';
or Active Opan/A () oo
or Active Open with data/a () NN

LSRN

Actions: error (ev_A.les, “lllegal request.®); -

TRANSFER to_ULP to the ULP nased by sv_A.soutce_port: e

Eveat: Send/s ( ) o

or Close/s ( ) e
,;2-¢

or Abort./d ( )

T

IR

Actlons: error(ev B.lcn, “1llegal request.”);

TRAXSFER to_ULP to the ULP nasad by ev_B.source port; §
i
Cwvent: WL L
Actions: Interaal Evemts g
v
1) tf timsout_exceeded (av_A) e
then tf (ULP_TIMEOUT_ACTION = 1) S
o

y

I
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then openfail (sv A.len);

TRANSFER zo_ULP to the ULP named by sv_A.source_port;
initislise (ov A);
ev_A.state :e CLOSED;

else

REPORT_TIMEOUT (sv A);

6.5.6.1.4 State A * passive open, state 3 = gctive open.

Evant: Close/*(LCN)
or Abort/e (LX)

Actions: {fnitialisze (ov 8);
ov_*.state :~ CLOSED;

Event: Allocste/*(LCN, DATA_LENGTH)

Actious: sv_%.recs alloc i® sv_®.recv_alloc ¢ DATA LENGTH;

Bvent: Send/B (LCN, DATA, DATA LENGTN, PUSH FLAG, URGENT_FLAG
[,TEoUT) (,TIFEOUT ACTION]Y

Actions: 1f (roas_tn(ev_B.send_queuc)
thes

odd_to_send_qusue(ov 3);
1t TriEouT ™/ wLL)

then sv_B.ulp_timecut = TIMEOUT;
nlse

error (ov B.lcn, “Insufficiert resources.®);
TRANSFER to_ULP to the ULP naumed by v_B.source_port;

Event: Send/a ( )

Actions: error (av_A.len, “Illegal request.®);
TRANSFER to UL? to the ULP named by ov_A.source _port;

Event: Full Paseive Open/e( )
or ActiveOpgn/e( )
or Act iveOpen with data/*( )

Actions: error (sv_%.lce, “lllegal request.”};
TRAKSTER to ULP to the {12 semed by ov_%.s0urce_port;
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Event: NULL

Actions: Internal Events

1) 1f not SEC_RANGE_MATCH (sv_A);
then
openfail (sv B.len);
TRANSFER to ULP to the ULP named by sv_B.source_port;
init{alize (sv_B);
sv_B.state := CLOSED;

else —Take greater precedence level to wodel precedence negotiation;
—1f negotiation is not supported, mismatched precedence
=<1s handlasd the same as mismatched security.
if (nv_A.original pre: /= sv_B.original prec)

bl

A2A
then R4
sv_A.actusl prec := maximunm (sv_A.original pree, PO
sv_B.original prec); P

sv_B.actual prec :» maximua (av__A.ort;inal ,_prec,
sv_B.original _prec); w
1f (sv_A.open_wode = UNPASSIVE) i
then o
sv_A.destinstion addr := sv_B.source addr; A7
sv_A.destination_port t= sv_B.source_port; oo
load_securicy (sv A);-J’o ndl Ed

sv_A.state := ESTABLISHED;

open_success (sv_A.lcn);

TRANSPER to ULP to the ULP namad by sv_A.source port;
sv_B.state := ESTABLISHED;

open success (sv_B.len);

TRINSFER to ULP To the ULP named by sv_B.source_port;
i€ timeout_exceeded (sv_B);

then {f (UTP_TIMEOUT_ACTION = 1)

X 1%

»y

-
x

o
e
g gy

%

.-

OR,
2) 1f timeout_exceaded(sv_B)
then
opanfail (sv_B.lcn);
TRANSFER to ULP to the U!? named by sv_B.len;
tnitialize Tav_B);
sv_B.state t= CLOSED;

AP

*

T
WG

v
<

'
else ‘(:.‘.'
REPORT_TIMEOUT (sv_B); ,-'{.‘
\‘\"
6.5.6.1.5 State A = passive open, stste 3 * nasysive open. ;::!

Event: Allocate/*(LCN, DATA_LENGTH)

X

Actions: sv_®.recv_aslloc :» sv_*.recv_alloc + DATA_LENGTH;

-‘.‘;.'

Eh‘k

P
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Event: Close/*(LCN)
or Abort/#(LCN)

Actions: 4initialize (sv_*);
sv_*.state := CLOSED;

Event: Full Passive Open/*( )

2 or ActiveOpen/*( )

3¢ or ActiveOpen with data/*( )
or Send/*( )

Actions: error(sv_*.lcn, “Illegal requast.”);
TRANSFER to_ULP to the ULP named by sv_*.source_port;

s:f 6.5.6.1,6 State A = active oren, state B = active open.
o«
3" Event: Allocate/*( LCN, DATA_LENGTR )
K: Actions: sv_*.recv_alloc := sv_",recv_alloc + DATA_LENGTH;
e :
Ly Tvent: Close/*( LOX ) N
.\ or Abor:/*( LCN ) \‘: \
[N \
Actions: initialize( sv_* ); ﬁ
- sv_*.state := CLOSED; .
¥ '.-:,:.;:_
53 YA
} Event: Full Passive Open/*( ) RS
( or Active Open/*( ) e

or Active Open with data/*( )

- " 'y
)

7 g
bn® o I o

Actions: error(sv_*.lcn, “Illegal request.”);
TRANSFER to_ULP to the ULP naned by sv_".source_port;

LA
y a0t e

Py
“

Event: Send/*( LCN, DATA, DATA_LENGTH, PUSH FLAG, URGENT_FLAG e
[, TIMEOUT) [, TIMEOUT_ACTION]Y

“»
.,
.
.

Actions: {f (romm_in(sv_*.send_qusue)

than
add_to_send_queue(sv_*);
1 (TIMEOUT /= NULL)
then sv_*.ulp_timeout := TIMEQUT;

elee
error( sv_*.len, "Insufficient resources.”);
TRANSFER to ULP to the ULP named by sv ‘.source_purt;

)
%q
F 4

»

N e S
e_o
'c;o)\-
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()
A
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Event: NULL

Actions: Internal Events

1) 1f (sv_A.sec /= sv_B.sec)
then

openfail( sv_A.lcn );
Transfer to ULP to the ULP named by sv_A.source_port;
openfail( sv_B.lecn );
Transfer to ULP to the ULP named by sv_B.source_port;
initialize( sv_A ); sv_A.state := CLOSED;
initialize( sv B ); sv_B.state := CLOSED;

:

R

else --take greater precedence level to model precedence negotistion;
—1f negotiation not supported, mismatched precedence
=={s hendled just as aismatched security
1f (sv_A.original_prec /= sv_B.original_prec)
then
sv_A.actual_prec :» maxinmus(sv_A.original prec,
sv_B.original prec);
sv_B.actual prec := maximun(sv_A.original prec,
sv_B.original_prac);

TEENYNY Y VUV N e RS LA

e,

sv_A.state := ESTABLISHED;

sv_B.state := ESTABLISHED;

open_success( sv_A.len );

TRANSFER to_ULP to the ULP named by sv_A.source_port;

open success( sv_B.lcn );

TRANSFER to_ULP to the ULF named by sv_B.source_port;
Lf timsout_exceeded (sv_A)
then if (ULP_timeout_sction = 1)

LN %

OR,
2) then openfsil( sv A.len );
TRANSFER to_ULP to che ULP named by sv_A.source_port;
initialize(rv_A);
av_A.state := CLOSED;

- RN ey v v R

OR,
3) if timeout_exceeded (sv_A)

then f (ULP timeout_action = 1)

then
openfail (sv B.lcn);
TRANSFER to ULP to the ULP nomed by sv_B.source_port;
tntcialize Tav_B);
sv_B.state := CLOSED:

else
report threat;

¥ ¥ SREEERYY v P T _r

e

- AR

6.5.6.1.7 State A » gstadlished, state B = gstablished.

Evenc: Send/*( 1.ON, DATA, DATA_LENGTH, PUSH_FLAG, URGENT FLAG
[ TIMEWUT) [, TINEOUT_ACTION}Y

- .o -_-_
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Actions: if (rocm_in(sv_*.send_queue)
add_to_send_queue(sv_*);
1f (TIMEOUT /= NULL)
then sv_*.ulp timeout := TIMEOUT;

else
errvor( sv *.len, “Insufficient resources.”);

TRANSFER to ULP to the ULP named by sv_*.source port;

Event: Allocate/*( LCN, DATA_LENGTH );

Actions: ev_*.recv_alloc := sv_*.recv_alloc + DATA_LENGTH;
1 (sv_*.Tecv_queue_length > 0)
then try_to_deliver;

Event: Abort/*( LCN )

Actions: terminate(sv_*.lcn, “User abort.”);
TRANSFER to_ULP to the ULP named by sv_*.source_port;
initializel sv_* J;
ov_*.state = CLOSED;

Event: Close/*( LCN )
Actions: ov_*.send_push := sv *,send_queue_length;

sv_%*.state := CLOSING;

Event: Full Passive Open/*( )
or Active Open/*( )
or Active Open with data/*( )

Actions: error(sv_%.lcm, “lllegal request.”);
TRANSFER to_ULP to the ULP named by sv_*.soutce port;

90

s

-

Cwvent: NULL

v
[P

Actions: laternal Events

My

'

-=For clarity, one-vsy data transport, from TCP A to TCP 3 is shown.
--Bgcause the data transport service is sysmetric, the following
~=text could be duplicsted to represent bi=directional data transport.

-

- J'.c' R

27

W

1) if timeout_exceeded(sv_A)
then 1f (ULP_timeout_action = 1)

then
terainate(sv_A.lcn, “ULP timeout.”); -
TRANSFER to_ULP to the ULP named by sv_A.source _port; ke,
inittalizse(sv_A); e
av_A.stete :® CLOSED; :)'N
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else
report_timeout;

OR,

2) 1f (conditions exist such that no data can be exchanged
by local state machines )

then

terainate(sv_A.lcn, “Service failure.");
TRANSFER to_| ULP to the ULP named by sv A.lourcc _port;
terainate(sv  B.len, “Service fatlure.®
TRANSFER to_| ULP to the ULP named by ev l.lourco_port.
inttialize(sv  A); ev_A.state e CLOSED;
{nitialize(ev !). ov_| S.0tate :* CLOSED;

OR,
3) 1f (the data exchange btetvesn local state machines is triggered)
then
¢ (sv_A.send_urg /= 0)
then
ov_B.recv_urg t= (sv_B.recv_queue_length + sv_A.send_urg);

Dequeus some portion of data equal to “amount”
(smount may be >= 0) from sv_A.send_quaue
and append to sv_B.recv_queus;

1f (amount > 0)
then
ev_A.send_quaue_length i@ av_A,send_queue_ length - amount;

ov_| " B.recy _queue longth te gv_|  B.recy _Queue_ lcn;eh + amount;

1f (ev_A.send_urg =< amount)
then lv Acsend _urg = 0;
eloe av_ | A, send_\ _urg t® sv_A.send_urg - asount;

1f (ev_A.send_push «< amount)

then sv_B.recv_push := sv_B.recv_push + sv_A.send_push;
sv_A.aen' push :e O;

else ov_A.se1d_push := gv_A.send push - amount;

try_to_delivur;

6.5.6.1.8 State A = estadblished, state B = closing.

Event: Send/A( LON, DATA, DATA_LENGTM, PUSH_FLAG, URGENT_FLAG
(, TIPGWTI {, TIMEOUT ACHONI)

Actions: 4f (room_tn(sv_A.send_queue)
add to send queucTu A);
¢ TTIMEOUT /= NULL)™
then av_A.ulp_timeout := TIMEOUT;
elese
error( sv_A.len, “Insufficient resources.”);
TRANSFER :o ULP to the ULP named Y sv_A.source_port;
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Event: Close/A( LCN )

Actions: sv_A.send_push := gv_A.send_queue_length;
sv_A.state := CLOSING;

Event: Allocate/*( LCN, DATA_LENGTH );

Actions: sv_%.recv_alloc :® sv_*.recv_slioc + DATA_LENGTH;
if (sv_*.recv_queue_length > 0)
then try_to deliwer;

Event: Abort/*{ LCN )

Actions: dinitialize( sv * );
sv_*.state := CLOSED;
terminate(sv_%.lcn, “User abort.”);
TRANSFER to_ULP to the ULP named by ev_*.source_port;

Event: Send/3( )
or Close/3( )

Actions: error(sv_B.lcn, “Connection closing.”);
TRANSFER to _ULP to the ULP named by sv_B.source_port;

Event: Active Open/¢( )
or Active Open with data/*{ )
or Full Passive Open/e( )

Actions: error(sv_®.lcmn, “lllegal request.”);
TRANSFER to_ULP to the ULF nased by sv_*.source_port;

Event: NULL
Actiong: Ianternal Evente

1) 4 timeout_exceeded(ev_*)

then 1f (ULP_timeocut_sction = 1)

then
terninate(sv_*.1cn, “VLP timeout.”);
TRANSFER to_ULP to the ULP named by sv_%.source_port;
inttializse(sv_¢);
sv_%.state := CLOSED;

alse
report_timeout (sv_%);

42

e
L
e @

[

e SN

4+

i
-
(]
",
."
s
‘s
-
.
.

L
on e S "

-

g | or At |

R
’.:".,"., :bfﬁ .

™
[N

N 1B



MILITARY STANDARDS: TCP MIL-STD 1778

MIL-STD-1778
12 August 1983

OR,

2) 1f (conditions exist such that no data can be exchanged
by local state machines )

then

terainate(sv_A.lcn, “Service failure.");
TRANSFER to ULP to the ULP named by sv_A.source_port;
terainate(sv_B.lcn, “Service failure.");
TRANSFER to ULP to the ULP named by sv_B.source_port;
initialize(sv_A);  sv_A.state := CLOSED;
initialize(av_B); sv_B.state := CLOSED;

OR,
3) 4f (contents ov_B.send_queue have all been transferred
to sv_A.recv_queue and subsequently delivered to ULP A )
then

% A,
‘4’ z 3

7
’
AN
’ ,
.'."'J 'l

closing( sv_A.len ); :"s‘.\ )
TRANSFER to_ULP to the ULP named by ev_A.source port; :.rzi’;.»:
O

oR,

4) --For clarity, one-way dats tramsport, from TCP A to TCP B is shown,
~=Because the data transport service is sysmetric, the following
-=text could be duplicated to vrepresent bi-directional dsta transport.
~-Note that TCP B is still responsible to reliably transport any
-=data reasining in ev_B.send_queue.

22 |

1f (the data exchange batvaen local state machines has been triggered)
thea
1€ (ov_A.esend_urg /= 0)
thes
ov_B.recv_urg equal = (sv_B.recv_queue_length + sv_A.eend_urg);

Dequeue soms portion of dats equal to “smount”
(amount say be >= 0) from sv_A.aend_queue
and append to sv_l.recv_gqueue;

1f (emount > 0)

then
ov_A.0end_queue_length :v sv_A.send_quevs _length = amount;
sv_B.recv_queus_length := av_B.recv_queue_length + amount,
tf (ov_A.send urg =< amount)

then sv_A.send_urg := 0; Y

else ov_A.send_urg := sv_A.send_urg - amount; M0
AR

1f (ov_A.send_push =C smount) ‘._'-,1

then sv_B.recv_push := gv_B.recv_push + asount;
sv_A.send_push t= 0;

else sv_A.send_push := gv_A.send push - amount;

try_to_deliver;
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6.5.6.1.9 State A = closing, state B = closing.

Event: Auwc..’/?( LCN )

Actions: initiali-e{sv_*);
sv_%.state -+ CLOSED;
terainate(sv_*.lcn, “"User Abort.");
TRANSFER to_ULP to the ULP named by sv_?.source_port;

Event: Allocate/*( LCN, DATA_LENGTH );

Actions: sv_*.recv_allcc := sv_%*.recv_alloc + DATA_LENGTH;
1f (sv_*.recv_queue_length > 0)
then try_to_deliver;

Event: Send/*( )
or Close/*( )

Actions: error(sv_*.lcn, “Connection closing.”);
TRANSFER to _ULP to the ULP named by sv_*.source_port;

Event: Active Open/*( )
or Active Open with dats/*( )
or Full Pascive Open/®( )

Actions: error(sv_*.lcn, “lllegsl request.”);
TRANSFER to_ULP to the UL? named by sv_*.source_port;

Zvent: NULL

Actions: Internal Events

1) -=For clarity, one=way dsta transport, from TCP A to TCP B §s shown.
--Becsuse the dats transport service is sysmetric, the following
-=text could be duplicated to rcpresent bi-directional dats transport.

==Note that TCP B i{s st1l] respoasidle to reliadbly transport any
==dats remaining {n sv_B.send_queus.

tf (the data exchange bdetween local state machines has been triggeared)
then

1f (sv_A.send urg /= 0)
then

sv_B.recv_urg equsl :e (sv_B.recv_gueue_length ¢ gv_A.send urg);
Dequeuve some portion of data egual to “amount”

(smount may de >= ) from sv_A.send_queue
and append to u_l.ncv__quouc;

&é
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1f (amount > 0)

then
ov_A.send_queue_length := gv_A.send_queue_length -~ amount;
sv_B.recv_queus_leagth = gv_B.recv_queue_length + amount;

1f (sv_A.send_urg =< amount)
then sv_A.send_urg := 0;
else sv_A.send_urg :® sv_A.send_urg - asount;

-y
-
.

e

EERE
.

v’

1f (sv_A.send_push =C ssmount)

then sv_B.tecv_push :* sv_B.recv_push + amount;
sv_A.send_push := 0;

else sv_A.send_push 1= av_A.send_push = smount;

try_to_?ouvn;

R

vaN S

ok

W VB

2) 1f ((contents av_B.aend_queue have all been trarsferred
to sv_A.recv_queus and subsiquently delivered to ULP A )

6
(contents ev_A.send_queue have all been tramsferred
to sv_B.recv_queus and subsequently delivered to UiP B ))

L/

then

‘e

terninate(av_A.lcn, “Connection closed.”);
TRANSFER to_ULP to the ULP named by sv_A.source_pott;
teruinste(sv B.1lcn, “"Connection closed.”):
TRANSFER to ULP to the ULP named by sv_B.source_port;

V

I

g

Pl
e

intetalize(sv_A); sv_A.state = CLOSED; Ll
tnitialtze(sv_B); sv_B.state = CLOSED; ‘-:'4'
oS

~"
A

oR,
3) if timeout_exceeded(sv_*)
then ¢ (ULP_ttwsout_action = 1)

LS

then )
tetninate(sv . lcn, VULP timeout."); e
TRANSFER to ULP to the ULP naned by sv_*.source_port; '
initialize(sv_*); 2
sv_%.state = CLOSED; e
else

report_timeou: (sv_*)

-=The composite states, CLOSED/ESTABLISHED, CLOSED/CLOSING,
~~ACTIVE/ESTABLISHED, ACTIVE/CLOSING, PASSIVE/ESTABLISNED, AND
«=PASSIVE/CLOSING, are reached after abdnormal

==connect ion termination caused by either an Adbort cequest or
=~gervice failvre. Because the service request lists for ULP A
=~=already appear in other states, these lists are referenced rather
==¢than duplicated.
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6.5.6.1,10 State A = closed, state B = estadlished.

==ULP A's service request list appears in the CLOSED/CLOSED state.

Event: Send/B( LCN, DATA, DATA_LENGTH, PUSH FLAG, URGENT_FLAG
{,TIMEOUT) [,TIMEOUT_ACTION]Y

Actions: 1f (room_in(sv_B.send_queue))
1f (TIMEOUT /= NULL)
then sv_B.ulp_timeocut := TIMEOUT;
odd_to_send_queus(sv_B);
else
error( sv_B.lcn, “Insufficient resources.”);
TRANSFER to_ULP to the ULP nased by sv_B.source_port;

%

G

o
.
=~ 4

~AEP

L4

Y

VACK AN
LN

2, |5

Event: Allocate/B( LCN, DATA_LENGTH );

Actions: sv_B.recv_alloc :® sv_B.recv_alloc + DATA_LENGTH;
if (sv_B.recv_queue_length > 0)
then try_to_deliver;

s
(-

LIRS
LI I Y AN

Event: Close/3( LCN )

Ly
L)
P d
v“.
e

Actions: sv_B.push := gv B.édend_qusus_langth;
sv_b.stats := CLOSING;

Event: Abort/B( LCN )

Actions: tersinate(sv B.len, “User abort.”);
TRANSFER to_ULP to the ULP named by sv_B.source_port;
intttalize(sv_3);
sv_B.state t= CLOSED;

Event: Full Passive Open/B( )
Acrive Open/B( )
Active Open with Data/B3( )

Actions: errorisv_B.len, “lllegal reguest.”); :f".:
TRANSFER to_ULP to the ULP samed by sv_B.source_port; e

h.‘,.‘u

Event: MNULL !:4

Actinng: 1lnternal Events

“e"n
D
e %
A {.

1) teratnate(sv_B.lcn, “Remote Abott.");
TRANSFER to_ULP to the ULP named by sv_B.source_port;
inftialize(sv_B);
sv_B.state := CLOSED;

% s %
PhP )

LA

L}
w 3

46 (: .‘
-

-~

::\

1-206 =

LY

Ny |




MILITARY STANDARDS: TCP MIL-STD 1778

MIL-STD-1778
12 August 1983

OoR,
2) 1f timeout_exceeded(sv_3)

then 1f (UEP_cimecut_sction = 1)

then
teruinste(sv_B.lcn, “User timeout. B H
TRANSFER to ULP to the ULP named by sv_B.source port;
initializse(sv r 8);
sv_B.state := " CLOSED;

else
report_timeout (sv_8);

6.5.6.1.11 State A = closed, state B = closing.

«=UlP A's service requast 1ist appears in the CLOSED/CLOSED state.

Bwvent: Abort/B( LON )

Actions: terminste(sv B.lcn, “User Adort.”);
TRANSFER to ULP to the ULP named by sv_B.source_port;

Iatudtu(w 3);
sv_i.state := » CLOSED;

Event: Allocate/B( LCN, DATA_LENGTH );

Accions: sv_B.recv_salloc := sv | B.recv_alloc + DATA_LENGTH;
1 (av_| B.Tecy _qusue_ length > ' 0) then ery_ to _daliver;

Event: Close/B( LON )
or Send/3( LON )

Actions: error( sv_B.lecn, “Connection closing.”);
TRANSFER to_ULP to the ULP named by sv_B.source_port;

Event: Pull Passive Open/B( LCN )
Active Opsn/B( LCM )
Active Open with Data/B( LCN )

Actfons: error( sv_B.lcn, “Illegal request.”);
TRANSFER :o ULP te the ULP named by sv_B.source_port;

Cvent: MULL
Acticns: Interaal Events

1) terninate(sv_B.lcn, “Resote Abort.”);
TRANSFER to_| ULP to the ULP named by sv_B.source_pore;
tnittalize(sv )5
sv_b.state :* " CLOSED;
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OR,
2) 1f timeout_exceeded(sv_B)

then 1f (ULP_timeout_action = 1)

then
terainate(sv_B.lcn, “User timeout.”);
TRANSFER to_| ULP to the ULP named by sv _R.source_port;
initialize( v B );
sv_B.etate :» CLOSED;

else
report_tiseout (sv_B);

6.5.6.1.12 State A = active, stats B = sstadlished.
==ULP A's service requast list appears in the ACT'IVE/CLOSED state.

Event: Send/B{ LON, DATA, DATA LENGTR, rusn FLAG, URGENT_FLAG
{, mcour] [, TIEOUT Acnon)

Actions: 4f (room in(sv B.send queus)
1t ToewT /e wil)
theo sv _B.ulp_timsout := TIMEOUT;
sdd to_ send_queue(ay D);
eloe
srror{ sv_B.lcn, “Insufficient resources.”);
TRANSFER to_ULP to the ULP named by sv_B.source port;

Zvent: Close/B( LON )
Actions: sv_B.pus’ i~ gv_B.send queue_ length;
sv_b.state :» CLOSING;
Event: Abor:/B( LCK )
Actions. tereinste(sv_B.len, “User adbert.”);
IRAKSFER to_| ULP to the ULP nased dy sv_B.source_port;
tnittalize(ev 2 )H
sv_B.state := - CLOSED;
Lvent: Allocate/B( LCX, DATA_LENCTH );
Actions: v _B.recv_ alloc := ov_B.recv_alloc + DATA u:sc'u.

1 (sv_| B.Tecy _queue_ length > 0)
then try to d-uur.

Event: Full Passive Opan/B( )
Active Open/i( )
Active Open with Deta/B( )

it
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Actions: error{sv_B.lecn, “lllegal request.”);
TRANSFER to _ULP to the ULP named by sv_B.source port;

Event: WILL
Actions: Isnternal Events

1) termicate{sv B.1lca, “Remots Abort.");
TRANSFER to ULP to the ULP uamed by sv_B.scurce port;
initialize(sv_B);
ov_B.state t= CLOSED;

CR,
2) if cimsout_exceeded(sv D)

then 1 (ULP_cimsout_action = 1)

then
tersinste(sv B.1lem, Vse: timeout.”);
TRANSTER to ULP to the UL? named by sv_B.source_port;
intetalize(ov_D);
ov_B.state := CLOSED;

else
report_tissout (sv_B);

oRr,
3) 1f ~tmscut_exceeaded(sv_A)
the  1f (VP timsout_action © 1)
th.n
tereinate(sv A.len, “User tissout.®);
TRARSFER to TLP to the ULP named by sv_A.source_port;

-
>

A

»
K

‘.« N5,
o« N0
AL
ol e

fxry

"

tatetaltse(sv_A); o
sv_A.state i+ CLOSED; *,
else
teport_timeout; .
-:.'J
6.9.6.1.1) State A = sctive, state B closing. ;}:-“
N
~LP A's service request liat sppsace ia the ACTIVE/CLOSED state. :',-:-;
L PN
, Evene: Send/B( )

’{{- or Close/B( ) o
-, Actions: error{sv_B.lcm, “Comnection closing.”);
5 TRAXSFER to_ULP to the TLP named by sv_B.source_port] L

Event: Allocate/B( LCN, DATA_LINGIN );

Actions: sv_B.recv_alloc := sv_B. ecv_slloc ¢ DATA_LENGTH;
$f (sv_B.recv_queve_lexge:s 0)
then try_to_deliver;

&9 3
- :‘ .:=.
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Evant: Abort/B( LCN )

Actions: terminate(sv B.lcn, “User sbort.”);
TRANSFER to ULP to the ULP nawed by sv_B.source_port;
inictialize(sv_B);
sv_B.state t= CLOSED;

Event: Full Passive Open/B( )
or Active Open/B )
or Active Open with Deta/B( )

Actions: error{sv B.lco, "lllegal request.”);
TRANSFER to ULP to the ULP named by sv_S.source port;

Event: WULL
Actions: Internal Events

1) terminste(sv B.lcn, "Remote Adort.");
TRANSFER to ULP to the ULP wamed by sv_B.scurce port;
initialize(sv_B);
sv_B.state = CLOSED;

oR, '
2) if timeo.*_exceeded(sv_B)
the $f (ULF timsout_ection = 1)
then
terninate(sy B.len, “User timsout.”);
TRAXSFER 2o ULP to the ULP named by sv_B.source_port;
initialize(sv_3);
sv_B.state :® CLOSED;
else
repor:_tiseout (sv_B);

EES AL RS & A SRS [ S ARy 5w &N R %GR WX

AT

oR,
3) 1f ciseout_enceaded(sv_A)
the 1f (ULF_timmout_ection = 1)
then
terainste(sv_A.lcn, “User timeout.”);
TRANSFER to ULP to the ULP nased by ov_A.source_port;
tntttalize(ov A);
sv_A.state te CLOSED;
else
tupore_tiseout (sv_A);

€.5.6.1.14 State A » passive, state B © estadiished.

==Ulr A's reguect list sppears ia the PASSIVE/CLOSED state.
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€.5.6.3.1 Add to send queue (sv*). The add_to_send_gueue action procedure
enqueues the dats provided in an Active Open with Data or Send request onto
the send_queue of the state vector named by parameter, The data effects of
this procedure are:

= Data examined:

v Ta
A

from ULP.data from ULP.urgent_flag
from ULP,data_length from ULP.push_flag

20 |y

= Data modified:

sv_*.send_queue sv_*.send_push
sv_*.send_queue_length sv_*.send urg P': y
o
-=Add the data, urgent and push informstion provided by the ULP -;;:'
.
-

~=in a SEND to the send queue of the state vector.

Enqueue contents of from ULP.data to sv_*.send_queue, stamping each
data octet with the current time;

¢~‘

)

sv_*.send_queue_langth := sv_*.send queue_length + from ULP.dats length; Lk
Y

if (from ULP.push flag = TRUE) b
.

s
>

then sv_*.send_push := sv_*.send_queue length;

if (from ULP,urgent_flag = TRUE)
then sv_*.send_urg := sv_*.send_queue_length;

6.5.6.3,2 Assign nev len, The assign nev lcn action procedure assigns o §
N
a
p
I

local connection name not currently usad for a nev open requast and subsequent
connection. The data effects of this procedure are:

-~ Dats exanined: internal resources
~ Dats modified: none

-=The procedure returns the value to be used as the nev
-=local connection nams.

6.5.6.3.3 Error (local connection name, error description). The error .
action procedure copies t ocal connection name and error description text o
supplied by parameter into the to_ULP structure. The service response field
s assigned to ERROR for subsequant transfer to the ULP. The data effects o
of the procsdure are: o

- Data examined: procedure parameters 'é
- Data wodified: tc ULP.lcn, to_ULP.arror_desc, to ULP.service response :-.“'

to_ULP.ler :e local connection name;
to_ULP.error_dasc :» error_description;
to_ULP.service response := ERROR;
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6.5.6.2 Decision functioms. The decision functions represent condition
checks made in several places in the service state machine definition.

6.5.6.2.1 Room in (state vector name). The room in decision function
compares the smount of space available in the send_queue of the state vector
(named by the parameter) against the amount of datas provided by the ULP in

an Active Open with Data or a Send service request. The data effects of
this function are:

= Data exaained:

from ULP.data length SIZE_OF_SEND_RESOURCES
sv_*.send_queus_length

= Return values:

FALSE ~ The send_queue cannot sccommodate all the data
provided in the service request.

TRIE = There is enough room {n the send_queue for the data.

if (from ULP.data_length >

(SIZE_OF_SEND RESOURCE - ev_*.send_queue_length))
then return (PALSE)
elee return (TRUE);

6.5.6.2.2 Timeout exceeded (sv*). The timeocut_exceeded decision function
compares the current time against the age of the data in the send_queue and
the spacified ULP timeout ltmit to determine if the ULP timecut has been ax-
ceeded. The data effects of this function are:

= Data examined: sv_%.ulp timeout sv_*.send queue

= Return valuas:

FALSE = The data in the send_queue does not exceed the ULP
defined timeout limit.

TRUE - Data in the send_queue has exceeded the timecut limfit.
~-The data at the front of the queus {s the oldest.

1f (ev_*.send queue_langth > 0)

then (¥ (CURRENT_TIME > sv_%.send_queue[0]timsout + sv_%.ulp_timecut)
then retura (TRUE)
else return (PALSE);

6.5.6.3 Action procedures. These routines appear in several places in
the service machine definition. The “*" can be replaced by either A or B for
delivery to the asppropriate ULP,

33
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6.5.6.1.15 State A = passive, state B = closing.

—ULP A's request list appears in the PASSIVE/CLOSED state.

Event: Allocate/B( LCN, DATA LENGTH );

Actions: sv_B.recv_alloc := sv_B.recv_alloc + DATA_LENGTH;
if (sv_B.recv_queue_length > 0)
then try_to deliver;

Event: Abort/B( LCN )

Actions: terminate(sv_B.icn, “User abort.");
TRANSFER to ULP to the ULP named by sv_B.source_port;
initialize(sv_B);
sv_B.state := CLOSED;

Event: Clogse/B( LCN )
or Send/B( LCN )

g
E
|

Faadh tad 2ol

Actions: error( sv_B.lcn, "Connection closing.”);
TRANSFER to_ULP to the ULP named by sv_B.source _port;

Event: Full Passive Open/B{ LCN )
or Active Open/B( LCN )
or Active Open with Data/B( LCN )

LW PR )

Actions: error( sv_B.lcn, “lllegal request.");
TRANSFER to_ULP to the ULP named by sv_B.source_port;

Event: NULL ?
d
Actions: Internal Events :

1) terninste(sv_B.lcn, "Remote Abort.");
TRANEFER to_ULP to the ULP named by sv_B.source_port;
initialize(sv_B);
s _B.state := CLOSED;

!
OR, !
2) 1f timeout_exceeded{sv_B) I
then 1f (ULP_timeout action = 1) .
then '
tersinate(sv_B.lcn, “User timeout."); :
TRANSFER to ULP to the ULP named by sv_B.source_port; |
initialize(sv_B); i
sv_B.state := CLOSED; ]
else ‘\
report_timeout (sv B);
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Event: Send/B( LCN, DATA, DATA LENGTH, PUSH_FLAG, URGENT_FLAG
{, TIHEOUT] ls TIMEOUT ACIION])

Actions: {f (room_in(sv_B.send queue)
1f (TIMEOUT /= NULL)
then sv_B.ulp timeout := TIMEOUT;
add_to_| send_queue(sv_B);
else
error( sv_B.len, “Insufticient resources.”);
TRANSFER to ULP to the ULP named by sv_B.source port;

Event: Close/B( LCN )
Actions: sv_B.push :» sv_B.send _queue_length;
sv_B.state :~ CLOSING;
Event: Aborz/B( LCN )
Actions: terainate(sv B.len, “User abort.”);
TRANSFER to_ULP to the ULP named by sv_B.source_port;

mmmu(w 3);
sv_B.state := " CLOSED;

Event: Allocate/B( LCN, DATA_LENGTH );

Actions: sv_D.recv_alloc := sv_B.recv_alloc + DATA_LENGTH;
1 (sv_] B.recy _queue_ length > 0)
then try to dclivcr.

Event: NULL
Actions: Internal Events
1) terminste(sv_B.lcn, “Remote Abort.”);
TRANSFER to_| ULP to the ULP named by sv_B.source_port;

initislize(av _3);
sv_B.state > CLOSED;

OR,
2) f timeout_exceedcd(av_B)
the 1f (ULI’ timeout action = 1)
then

[N

terminste(sv_B.)cn, “User timeout.®); ?
TRANSFER to_ULP to the ULP named by sv_B.source_port; e
tnitialize(sv_B); N2
ev_B.state :® " CLNSED; -.:-
else e
report_timeout (sv_B); ".
~~
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6.5.6.3.4 Load security. The security parameters (including security
level, compartment, trarsmission control code, and handling restrictions) in
an incoming segment are loaded int~> the state vector. The data effects of
this functicn are:
= Data examined:
from NET.options [security}
= Data mndified:

sV.sec

=<This vould occur after a successful
==sec_rangs_match.

sv.gec i= from NET.optlons [security]
6.,5.,6.3.5 Inicialize (sv*)., The initialize action procedure clears all

valuas of the state vector named by parameter. The data effects of this
procedure are:

= Dats examined: procedure parameter
- Deta modified: all fi1elds of sv_*

doqunuc(av_*.und_qumu.ov_*.und_qum_hmth);
dequeve(sv_*.recv_queue,sv_*.recv_queus_length);
v _* e m'fl_atato_nctor;

6.3.6.3.6 Open fail (local connection name). The open_fail action pro-
cedure copies the local connection nams supplied by parameter and the OPEN_

FAIL service response into the to_ULP structure for subsequent transfer to

the ULP. The data effects of this procedure are: f.:-."
= Dats axaained: procesur> paraseter :,-:j
o

(4
L

~ Data modified: to_ULP.len to_ULP.service response

"

v,
'

to_UlP.lcn := local_cennection name;
to_ULP.service_response := OPEN FAIL;

6.35.6.3.7 Open 1d (locsl connection name, source port, source addrass,
destination port, destination addr). The open_id action procedure copies
the parameters and the OPEN ID service response into thu to_ULP structure
for subsequent transfer to the ULP. The data sffects of this procedure are:

e v,
4 . .
w
.
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= Data examined: procedure parameters
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- Data modified:

to_UlF.len to_ULP.service_response
to_ULP,source_port to_ULP.destination port
to_ULP.source_sddr to_ULP.destination addr

to_ULP.lcn := local_connection name;

to ULP,.source_port := source_port;

to_ULP,source_addr := source address; Y
to ULP.destination port := destination port; i
to_ULP.destination_addr := destination addr;

to_ULP.service_response := OPEN ID;

6.5.6.3.8 Open success (local connection name). The open_success action
procsdure copies the local comnection name supplied by paranster, and the
OPEN_SUCCESS service response into the to ULP structure for subsequent transfer
to the ULP. The dats effects of this procedure are:

ER S 2 ey

n

- Dsta examined: procedure parameter
- Data modified: to_ULP.len to_ULP.servize_response

to ULP.lcn := local connection name;
to_ULP.service_response := OPEN_SUCCESS;

6.5.6.3.9 Report timeout (sv_*);. The report_timsout action procedurs
informs the ULP that s ULP_timeout has occurred. The oldest dats in the send
oqueaue is requeued and the timsout time reset.

The data ef fects of this function are:
= Dsta examined:
« Data modified:

begin
error(sv_*.1lcn,“ULP_timeout)
traasfer to_ULP to the ULP named by sv_*_source port;
requeue_oldest(ev_*);

end;

6.5.6.3,10 REQUEUE OLDEST (sv *);. The requeue_oldest action procedure
removes the oldest data from the send_queus and requeues the dats, msking it
the youngest.

MO RS> LTS APPSR YWty | IR A . S e )

The data effects of this procsdure are:
= Dats exsained:

sv.*send_queue
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6.5.6.3.11 Terminate (local connection name, description). The terminate
action procedure copies the local connection name and description supplied
by parsmeter, and the TERMINATE service response into the to ULP structure
for subsequent transfer to the ULP. The data effects of this procedure are:

- Data examined: procedure parameters

- Data modified:
to_ULP.service response to_ULP.lcn
to_ULP.error_desc

to ULP.lcn := local connection nanme;
to ULP.crtor desc := description;
to_ULP.oervice_rupome t» TERMINATE;

6.5.6.3.12 Sec range match? The sec_range match function checks 1f the
security parameters (including security level, compartment, transmission
control code, and handling restrictions) in the incoming segment fit within
the security ranges specified in the security list.

The data effects of this Zfunction are:
= Data examined only:
from_net.options [security) su.sec_ranges
= Retura values

NO == The values in the inconing segmant are not within the
tanges specified in the state vector.

YES == The values in the incoming segment are vithin the
ranges specified in the state vector.

6.5.6.3.13 Record open parameters (ULP identifier, open mode). The record_
open_parameters action procedure copies the values provided by the ULP in an
open request to the state vector. The data effects of this procedure are:

- Datas exaained:

from ULP.source_port from_ULP,precedence
!ro- ULP.rource_addr from | 3 ULP.security
froe ULF .t imeout

- Data wodified:
ev_*.source_port sv_".or{ginal_prec
sv_*.scurce_addr sv_%.security
sv_ _*,dastination p~rt v ‘.ttmeout
sv_ R +destination_addr w_‘.open_node

~=Record the socket-pair and connection information
=-provided in the open service request in the state_vector.

)
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sv_*.port := from ULP.source port;
sv_*.addr := the address of this TCP;
sv_*.open_mode := open mode;

—=Record timeout, security, snd precedence for ULP #
==1f provided, otherwise assign default values;

1f (from ULP,security /= NULL)
then sv_*.security :» from ULP.security
else sv_*.security := DEFAULT SECURITY;

if (from ULP.sec.ranges /= NULL)
then sv_%.sec_ranges := from ULP.sec_ranges
else sv_*.sec_ranges := DEFAULT SEC_RANGES;

1f (from ULP.precedence /= NULL)
. then sv_*,original_prec := from ULP.precedence
o else sv_*.original_prec := UEFAULT PRECEDENCE;

1f (from ULP.timecut /= NULL)
then sv_%.ulp timeout := from ULP.tisecut
else sv_®.ulp_timeout := DEFAULT TIMEOUT;

1f (sv_*.open_mode /= UNPASSIVE)

then sv_®.destination port := from ULP.destination port;
sv_*.destination_addr := from ULP.destination_addr;

else sv ®.destination port := NULL;

sv_®.destination addr := NULL;

6.5.6.3.14 Try to deliver. The try_to_deiiver action procedure deternines
from the receive allocation, the receive queus size, and the receive push
and urgent variables hov much data to deliver to the local ULP. This pro-
cedure is called from seweral places for both ULP A and ULP B in the service
machine definition. Where the sv_* notation is used, the appropriate state
vector name should be replaced. The data effects of this procedure are:

- Data exasined: sv_*.source port

- Data mndified:

to_ULP.data sv_*.recv_push
to_ULP.data_length sv_%.recv_urg
to_ULP.urgent_flag sv_*.recv_slloc
to_ULP.len sv_%.recv_queue_length
sv_%.Tecv_qusue

--The amount of data delivered is based on the amount of pushed
~=dats waiting and the receive allocation.

‘.
- tf (sv_*.recv_push /= 0)

s then ==As such pushed dats ailowed by the recv allocation
s -=i{s delivered.
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1f (sv_*.recv_alloc > sv_*.recv_push)
then

to ULP.data length := sv *.recv_push;

sv_*.recv_push := 0;
else

to_ULP.data length := gv_*.recv_slloc;

sv_*.recv_push := sv_*.recv_push - to ULP.data_length;
=<Without a PUSH, there is no guarantee of delivery.
==Deliver some amount of data less than or equal to receive
~--allocation (possibly none).

to _ULP.data length :~ some value;

1f (to_ULP.data length /= 0)
thed -~Update state vector elements and prepare data

--ard parameters for delivery.
to_UlLP.lcn := sv_*.lcn;

~=Urgent data cannot be delivered followed by non-urgent data.
==1f “end-of-urgent” falls in data to de delivered, make
==tvo sepatate daliveries.
1f ((sv_*.recv_urg /= 0) and
(sv_*.recv_urg < to_ULP.dstas_length))
then bdegin
==Deliver urgent data alone,
save := to ULP.data length;
to_ULF.dats_length := gv_*,recv_urg;
sv_*.recv_urg := 0;
to_ULP.urgent_flag :* false;
Dequeue to _ULP.dats_length octets frow sv_%.recv_queue
and place in to ULP.data;
sv_*.recv_alloc := sv_*.recv_alloc - to_ULP.dsts_langth;
$v_*.recv_queue_length :» gv_*.recv_quaue_length -
to_ULP.data_length;
TRANSFER to ULP to the ULP named by sv_*.source_port;

-=-Prepare to daliver remaining non-urgent data.
to_ULP.data_length :~ save;
end;

==1f urgent data follows the data deing delivered, tnform ULP.
1f (sv_*.recv_urg > to_ULP.data_length)
then

to_ULP.urgent_flag :* TRUE;

sv_%.recv_urg := sv_*.recv_urg - to_ULP.data_length;
else

to_ULP.urgent_flag := PALSE;

sv_%.recv_urg := 0;
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7. SERVICES REQUIRED FROM LOWER LAYER

7.1 Goal. The goal of this section is to describe the minimum set of
services required of the network layer protocol by TCP. The services required
ave:

a. dstas tramsfer service
be generalized network setvice
C. error reporting service

7.2 Service descriptions. A dsscription of each service follows.
7.2.1 Dats transfer service. The lower layer protocol must provide data

transfer tetween ICP modules in a coamunication system. Such a systes sy
consist of a single network or a set of interconnected networks forming an

& {nternet. Data must arrive at a destination with non-zero probadility; some
data loss may occur. The data transfer service is not tequired to praserve

the order in which portions of data are supplied by the source upon delivery

at the destination. Dats dslivered is vot necessarily error-free. The lower
f.':. layer protocol must provide data tramsfer throughout the systes. TCP need e
L:: only supply glodal addressing and control foformation with each portion of . '-Q
data to b delivered. Routing and network specific characteristics are A
L handled by the network layer protocol. Por example, TCP need not bde swvare et
N of current topology ot packet size restrictions to transait segments through uti
s particular netvork. ﬁ
7.2.2 Geveralized netvork service. The lower layer protocol must provide a -:::-ﬁ'
means for ICP to seisct from the transmission service qualities provided by :J;\‘-r‘
the communication eystes for each portion of data delivered. The transmisaion .;,-.’-:
Qquality paramaters must include precedance. Also, the lower layer protocol '4_-::}
sust provide a meamw of labelling each portion of data with security inforuws- o

tion including security level, compartmentation, handling restrictiona, and

transmission control code (i.e., closed user groups). N
AR
7.2.3 Brror reporting service. The lower layer protoce’ ®sust provide error ‘:':'.j
B

¢
‘t
L

b

5 reports to TCP indicating discontinuation of the above services caused by
pe catastrophic conditions in this or lower layer protocols.

[/

4
‘-’.

J

¥

(3
o 5

00,00,
»
.
]

" .
D"U.O
AT
«
LA

-
&
b
»

4
A

..'.,."" ,-I’.o'-/'.'-'_-
""f.;;') L

R B

b0 T L I
olerals,
a8 D

! |

......
""""""
............




DDN PROTOCOL HANDBOOK - VOLUME ONE 1985

MIL-STD+-3778
1& ‘Sugust 1983

8. LOWER LAYER SERVICE/INTERFACE SPECIF1CATIONS

8.1 Goal. Thea goal of this section is to apecify the minimal subnetwork
protocol services 1~quired by TCP and the intetface through which those
services are access : The first part definmes the interaction primitives
and their parameters icr the lower interface. The second part contains the
abstract aachine specification of the lowsr layer services and interaction
discipline,

8.2 1Interaction primitives. An intersction primitive defines the purpose
and content of information exchanged between two protocol layers. Twvo kinds
of primitives, based on the direction of information flow, are defined.
Service requests pass information dounward; service responses pass informa-
tion upward. These primitives need not occur in paits, nor in a syachronous
nanner. That is, & request does not necessarily elicit a “response”; a
“responae” may occur independently of a request. The information associated
with an interaction primitive falls into two categories: parsmeters and
data. The parameters describe the dats and indicate how the data is to be
trested. The data is not examined or wodified. The format of interaction
primitive informstion is iwplementation dependent and so is not specified.
A given ICP implemsntation may have slightly different interfaces imposed
by the nature of the network or execution enwiromment. Under such cireus~
stances, the primitives can be modified to {nclude more paramsters or addi-
tional primitives can be defined. However, all TCPs must provide at least
the interface specified belov to guarsntee that all TCP implemantations
can support the same protocol hisrarchy,

KRR RFCATS

e

8.2.1 Service request primitives. A single service request primitive is
required from the netvork protocol, NET_SEND.

8.2.1.1 NET SEND. The NET_SEND primitive contains complets control infor-
mation for each unit of dats to be delivered. TCP passes in a NET SEND ot
least the following information:
s. source address = address of TCP sending data.
b. destination sddress = address of the TCP to receive data.
c. protocol - identifier assigned to reciptient TCP.

d. type of service fndicators - relative transaission quality
associated with wit of dats.

- precedence - one of eight levels: (PO, PI, P2, PY, P, P53,
P6, P7) vhate PO (o Pl (= P2 (o P} (= Pé (= PS (= P6 (o P2,

.
a*

' |

~ reliadility one of two levels: (RO, R}) wvhere RO = sorwsl

A
reliadility and R} = high reliabilicy. :.‘..':
L)
- delay - one of tvo levels: (DO, DI) vhere DO = normsl delay A
and D} = low delay. N

X
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= throughput = one of two levaels: (TO, T!) where TO = normsl
throughput and T1 = high throughput. :

{ s. identifier = valus distinguishing this portion of data froa
others sent by this ULP,

f. don't fragment indicator = 7lag showing whether the network
protocol cas fragment dats to accosplish delivery.

g. time to live - value in seconds {ndicsting msximus 1ifetime of
dats vithin the netvork.

h. dats length - length of data being transmi”ted.

1. option dats - options requested by TCP from those supported by
network protocol including at lesst security labelling. (The
Internst Protocol supports security istelling, source routing,
raturn routing, stream identification, and timestamping.)

§. data - pressnt vhen dats length {s graster than zero.

8.2.2 Service response primitives. A single service response primitive,
DELIVER, {s nqutza of the natvork delivery service.
8.2.2.1 MET DELIVER. The NET DELIVER primitive contains the dats pessed

by 8 source TCP in a NET SEWD, n'fuu vith eddressing, quality of service,
and option information. TCP receives fo s NET_DELIVER at lesst the following

{aformation:

LA

%

s. source sddress <= address of serding TCP.

b. destinatira sddrass - address of the racipient TCP.

IR

c. protocol = identifier assigned to TCP as supplied by the
Ytine 1.

':.‘f»'

4. ¢t of service ivdicators - ralative transsission quality ::';f:
associated vith unit of data. ou

~ precedance - one of eight lavels : (PO, PI, P2, P3, P4, PS5,
Pé, P7) vhars PO <o Pl <= P2 Co P} (= Pb (o PS (o P6 (= P7,

~
.l.‘
.
)

*
e *
*

-
2

S
.

~ peltadility ~ one of tvo levals: (RO, R1) vhere R0 = porwsl
rellabdility an! Rl = high reliadility.

..".f-
o

| A

- dalay - one of tvo lavels: (DO, D!) where D0 * morwsl
delay and Dl = low dalay.

1R

.
.'

~ throughput = one of two levels: (TO, T1) vhere TO = normal -
throughput and Tl = high throughput. :;
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e. deta length - langth of received data (possibly sero).

f. option data - options requested by source TCP as aupported by
the network including at least sscurity ledelling. (The later-
oat Protocol supports security labelling, source routing,
return rosting, stream identification, and timestamping
options.)

g- dats ~ present vhen data length is greaster than sero.

8.2.2.1.1 MNET DELIVER error reports. In addition, a NET DELIVER msy con-
tain error reporte from the network protocol either together with parametsrs
and date listed above, or, independently of that information. The deteils
of the error reports are netvork depandent.

8.) Extended stete machine specification of services required from lower
1!!.:- L
the entire netvork protocol ssrvice machine from the perspective of TCP.
This service sachine 1s wodellad as & "bDlack box™ vhose internal actions are
hidden from the TCPs using the network protocol's services. The TCP-pair
provides stimuli, in the forw of service requests, and receives the resulting
netuork protocol reactions, im the Sore of esrvice responses. An abstract
maching Jefinition is composed of & machine fdentifier, & otate dlagram, &
state veactor, a set of data structures, an event list, and an events and
actions sorrespondence.

8.).1 Machine instsntistion identifier. Kach upper interface state machine
is uat-audy Tdsntitied by the four intersction priaitive paramsters:

8. source address

b destinstion addrvess
¢. protocol

d. ldentifier

. One state sachine instance exists for the NET_SEND and NET_DELIVER primttives
0 whoss paremsters carry the same valuss.

0.).2 Stete diagres. The upper iokterface state machine has a single state
which never changes. Mo disgres is needed.

r 8.3.3 State “ector. The upper ioterface state sachine has 3 single state
g which never changes. MNo state vector i{s seeded.

8.3.4 Deta structures. For clarity im the events and sctions section,
dats structures are deciared for the intersction priaitives and their psrame~
ters. A subeet of ADA dats comstructs, canmon to most high level languages,
1s weed. Hovever, s data structure may bs pertially typed ov completely
untyped wvhare spr=ific formats or dsie types are isplessentation dependent.
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8.3.4.1 To NET. The to_NET structure holds the interface parameters and
dats associated with the NET SEND primitive specified above. This structure
directly corresponds to the to NET structure declared in paragraph 9.4.4.4 of
the mechanisa definition. The to_NET structure is declared as:

type to NET type is

A record

5, source_addr

e destination_addr

i -

o protocol "
type_of service is gy

record

~ precedence m

E. reliability y

A d.hy ,:.:_::

™ throughput !

; end record; N
tdentifier g

h time_to_live H

L dont_fragment o

e length ‘

e data

o options .

end record;

s %0

£.3.4.2 From NET, The from NET structute holds {nterface parameters and
data sssociated with the NET_DELIVER primitive, as specified in paragraph
8.2.2. This structure directly corresponds to the from NET structure declared
in paragraph 9.4.4.5 of the mechanisn definition. The from NET structure is

declared as:

)

o,
P e

LAMRSANY g

SN P
Cas

Ay

4

type fros NET_type is

zTecord
source_addr n.,;_.;_
destination addr ,;4.}
protocol LA
type_of_service is :-:-
record ,:::,]
precedance 2
reliablility -
delay o
throughput o
end record; K
length
dlt. ;.v.:_;
opticns
error g
and reccrd; »_i
o
a_:'*,
-
LS
\:‘\
i o
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8.3,5 Event list. The events are drawn from the interaction primitives
specified in Section 8.2. An event is composed of a service request primitive
and an abstract timestamp to indicate the time of even: initiation. The event
list 1is as follows:

a. NET SEND( to NET ) at time t.

b. NULL = Although no service request is issued by TCP, certain con
ditions within network layer or lower layers produce a service
response. These conditions can include duplication of data and
subnet errors.

8.3.6 Events and actions. The following section defines the sat of pos-
sible actions elicited by each event.

8.3.6.1 EVENT = NET SEND (to NET) at time t. Actions:

a. NET DELIVER from NET at time t+N to TCP at destination to NET.
destination_addr with all of the following properties:

= The time elapzed during data transaission satisfies the
time-to-live nﬂit. {.¢. N ¢= to_NET-tilO_to_live.

= The quality of data transmission is at least equal tc the
relative levels specified by to NET.type of service.

- 1f (to_NET.dont_fragment = TRUE) then network layer fragmen-
tation has not occurred in transit.

= 1f (to_NET.options includes locse source routing) then
from NET.data has visited in transit at least the gatevays
naned by the source provided by NET_SEND,

= 4f (to NET.optioms includes strict source routing) then
from NET.data has visited in transit only the gateways
naned by source route provided by NET_SEND.

-~ 1f (to_NET.options includes record routing) then the list
of nodes visitsd in transit {s delivered in from NET.

- 4f (to_NET.options includes security labelling) then the
security label is delivered in from NET.

.
.

- 4f (to_NET.options includes stream identifier) then the
stream identifier is delivered in from MET.

P
9%
.
4

B

- 1if (to_NET.options includes internet trimestamp) then the

internet timestamp is delivered in from NET, :::::‘,'4:
e

ﬁ*.:

66 =~ :
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OR,

b. NET DELIVER to TCP source to NET.source_addr indicating one of
the following error conditions:

= destination to NET.destinaticn addr unreachadble

= protocol to_NET.protocol unreachable

§
H
d

o

= 1f (to_NET.dont fragment = TRUE) then fragmentation needed
but prohibited

AL,

fERRIE S S e s.cLc . MEME a A LA LA SEENE Y. e EEENLY.® et T T L AT 8 e VA AERENIY S VT LT IRR T

= 1f (to_NET.options contains any option) then parameter prob-
len with option.

OR,
c. no action

8-30602 EVENT = NULL- Action.:

a. NET DELIVER to TCP at source to_NET.source_addr indicating the
following error condition:

= error conditions in network or lower layers

OR,

b, NET DELIVER from NET at time t+N to TCP at destination to_NET,
dutimtton oddr with all of the following properties:

= The time elapsed during data transmission satisfies the
time-to-live limit, f.e. N <= from NET.time_to_live.

= The quality of data tramsaission is at least equal to the
relative levels sp-~ified by from NET.type_of service.

- 1f (fros NET.dont_fragment = TRUE) then network layer frag-
mentation has not occurred in transit.

= 4f (from NET.options includes loose source routing) then
to N'ET.dna has visited in transit at least the gatevays
nased by the source provided by NET SEND.

= 1if (from NET.options includes strict source routing) then
to NET.data has visited in transit only the gatevays named
by source route provided by NET_SEND.

= 1f (from NET.options includes record routing) then the Lst
of nodes visited in transit is delivered in to NET.

= 4f (from NET.options includes security labelling) ther the
security label is delivered in to NET.

6?
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= 4if (from NET.options includes stream identifier) then the
strean identifier is deliwred in to NET.

if (from NET.options includes intermet timestamp) them the
internet timestamp is delivered in to NET,

WA o | e AR e ool
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9. TCP ENTITY SPECIFICATION

: 9.1 Goal. The goal of tiils section is to define the mechanisms of each
TCP entity supporting the services provided by the TCP service machine. The
first subsection motivates the specific mechanisms chosen and discusses

the underlying philosophy of those choices. The second subsection defines
the fornat and use of the TCP segment header fields. The last subsection
specifies an extended state machine representation of the TCP entity.

S |

st
| ST W

9.2 QOverview of TCP mechanisms. The TCP wechanisnms are motivated by TCP
services, described in Seztion 5:

b 9n Sn adl 4
b

E('

a. uultiplexing service
b. connectisn management services

|

) c. data transport service i
;-,- d. error reporting service R
b 3y
K 9.2.1 Service support. Each service could be supported by any of several :.r]

mechanisas. The selection of mechanisms is guided by design standards includ- ;:;-q

o,Of
g

ing simplicity, generality, flexibility, and efficiency. The mechanisu
descriptions identify the service or services supported and explain how the

»

,) mechanisns work. This overview begins with an introduction to some basic o
-, terainology used throughout the TCP entity mechanisas discussions. The ;..‘-f
:»:: mechanisns present in a TCP entity are: &
'y :ﬁ

a. flow control windovs

b. duplicate and out-of-order data detection
¢. positive acknowledgmsnts with retransaission
4. checksun

'.l

o e. push h

e f. urgent 0

"y g. ULP timsout i
h. ULP_timeout_action )

. 1. security and precedence

Y j. security ranges N

[;,- k. wmulti-sddressing '

1, paseive and active open requzsts
u. three-vay handshake for SYN sxchange

n. open request matching
a. three=vay handshake for FIN exchange

ps Tesets

rc

3y

PR R ekl
a%a®a

>
-
o o

Y

e e
.

-
Py

9.2.2 Background and terminology. Thie section presents the terminology
used in the mechanisn descriptions. The concept of sequence numbers and
sequance space, the variables asintained in a state vector (defined in para-
graph 9.4.4.1) and segnent header fields (defined in Section 9.3) are intro-

-.. ‘o' ..' .

duced. Also presented is a list of the states within the TCP state machine -
= (defined 1n Section 9.4).
: 9.2.2.1 Sequence nusbers. A fundamental notion in the design of the TP C::
o entity is that every octet of data sent over a connection has a sequence ::.~
. {.
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.
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number. These sequence mumbers are used by several mechanisms (data ordering,
duplicate detection, positive acknowledgment with retranswission, and flow
control windows) to provide reliable, ordered data transfer. The sequence
number carried in a TCP header is a four octet value designating the sequence
number of the first octet of data in the segment. Each successive data octet
is numbered gequentially. Thus, each segment is bound to as many consecutive
sequence numbers as there are octets of data in the segment,

9.2,2.1.1 Numbering scheme. The numbering scheme is extended to include
certain control information as well. This is achieved by {mplicitly including
some control flags in the sequence space so they can be reliably transmitted
without confusion (i.e., one and only one copy of the control will be acted
upon). Control information is not physically carried in the segaent data
space, Consequently, we must adopt rules for implicitly assigning sequence
numbers to control. The "SYN" and “FIN" flags are the only controls requir—
ing this protection. These2 controls are used only at connection opening and
closing. For sequence number purposes, the "SYN" is considered to occur
before the first actual data octet of the segment {n which it occurs. When
a "SYN" {s present thzn SEG.SEQ is tke sequence number of the "SYN."™ The
FIN 15 considered to occur after the last actual data octet in a segment in
which it occurs. The segment length (LENGTH) includas both data and sequence
space occupying controls. It is essential to remember that the actual sequence
number space, ranging from O to 2%*32-1, 1s finite though very large. Because
the space is finite, all arithaetic dealing with sequence numbers must be
performed modulo 2*#%32, This unsigned arithmetic preservas the relationship
of sequence rumbers a3 they wrap around from 2*%*32-1 to 0 again.

e &
LA e

-
L RN

9.2.2.2 Connection sequence variables. To maintain a connection, a TCP
entity records and updates connection status information in a state vector.
(This is also called a Transmission Control Block, or TCB.) Among the status
{uformation stored in the state vector are sequence variables descriding
the data exchange over the connection. A connection carries data in tvo
directisns, and so each TCP entity maints.ns sequence vaviastles for bdoth the
data 1t sends and the data {t receives,

Co RN SRR NV o A T

9.2.2.2.]1 Send variables. Send variables are used to track the status of ]:
the send data stream with regard to acknowledgnents, urgent data, pushed data, ‘¢

window size and position, and the initial sequence munder. This list is a
subset of the complete list of all send variables appearing in the state
vector definition, paragraph 9.4.3.

a. SEND NEXT - send next, the sequence number of the next octet
of data to i sent,

B TR

N o &

b, SEND _UNA - send unacknowledged, all octets up to but not
including this sequence number have been acknowledged.

c. SEND WNDW - gend window, the number of data octets curreatly
allowed to be sent relastive to SEHS_UM.

d. SEND URG - send urgent point, the sequence nunaber of the last
octet of urgent data.
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SEND_PUSH - send push point, the sequence number of the last
octet of pushed daca.

SEND_LASTUP1 - last window update one, the sequence number
carried by the incoming segment used for last window updatae.

SEND_LASTUP2 - last window update two, the acknowledgment muaber
carried by the incoaing segment used for last window update.

SEND ISN ~ initial send sequence number, the sequence maber
of the SYN sent on this connection.

elenents defined in paragraph 9.4.3.

1f the space of send sequence numbers is

9.2.2,2.2 Send sequence space.
pictured as a ruaber line, the following diagram shows the relationships among

some of the variables defined above.

1 2 3 4

(W SN

[

9,2.2.2.3 Receive variables.

strean in regard to acknowledgments,
snd tnitial sequance nuader. These variables are a subset of

the state vector elements defined in paragraph 9.4.3.

and positien,

b.

Ce

d.

| |
SEND_UNA  SEND_NEXT SEND_UNA
+ SEND_WNDW

0ld sequence numbers wvhich have been acknowledged
sequence rumbers of sent but as yet unacknowledged dats
scquence nunbers alloved for nev data transuission

(i.¢. the unused send window)
future sequence numbers vhich are rot yet allowed

The raceive variables track the receive dats
urgent dats, pushed dats, window size

RECV_NEXT - receive next, the gejuence rumber of the next
dats octet to be received.

RECV_WNDW =~ the runber of data octets that can currently be
received starting from RECV_NEXT.

RECV_URG - receive urgent point, the sequence number of the
last octet of urgent data.

RECV_PUSH - receive push point, the sequence rumber of the
last octet of pushed data.

RECV_ISN - inicial receive sequence muaber, the sequence
runber of the SYN received froa the resote TCP.
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9.2,2,2.4 Receive sequence spece. If the space of receive sequence nusbers
1 pictured es a number line, the following diegran shows the relationships
smong some of the varisbles defined edbove,

1 2 3
RECY_NEXT RECV_NEXT
+ RECV_WNDW

] = 0ld sequence numsbers vhich have already been accepted
2 = sequence rumbers allowed to be ruciived

({.e., the receive window)
3 - future sequence mumbers not yet allowed

9.2,2.3 Current segment variables. TCP entitfes comnunicate in units of
exchange called segments. A segment is made up of a header, containing
sddressing and control information, and a text area, containing s portion of
the ssnd or receive data stresas. A formal definition of the segmant header
format appeeru in Paragraph 9.3, The following header fields sud related values
sre used in the mechanisn descriptions.

“r
R

a. SEG.SEQ segmant sequence rumber, the sequence number carried in
the segment heeder. It may number the first octet of carried
data, nuuber a sequance control flag, or (in an empty segment)
ind‘cate the next octet to be sent.

b. SEG.ACK ~ segment acknovledgment mumber, the acknowledgment
from the sending TCP. That is, the next sequence number
expected fram the receiving TCP.

¢, SEC.WNDW - segnent wvindow, the curreat number of octets that
the sending TCP will accept as counted from SEG.ACK.

A A Y

é. SEG.URGPTR - segment urgeat pointer, the number of date octets :':
remaining before the end of the urgent data, ss counted from 2
SEG.SEQ- ,"'2

.!.ll

-

by

¢. LENGTH - segmant length, number of octets of header and text
carried in the segment. This value is supplied as a service
response parameter.

9.2.2.4 Connection states. A TCP connection progresses through three
phases: opening {or synchronisetion), =aintensnce, end closing. The three
phases are broken down further intc states which represent significant stages
in the handshake mschanisas of connection opening and closing. These states
correspond to the velues sssumed by the primary element of the state vector
structure, sv.stste. The TCP entity states ere:
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a. LISTEN - after a passive open request from the local ULP,
tepresents waiting for a connection request from a remote TCP

(in the form of a SYN segment).

b. SYN_SENT - after an active open requast from the local ULP
and having sent an open raquest {(i.e., 8 SYN), represents
waiting for a matching connection open request (1.e., another

SYN) froa the remote TCP.

c. SYN RECEIVED - represents waiting for s confirming connection
request acknovledgment (i.e., the ACK of the SYN) after having

both received and sent connection reguests.

4. ESTABLISHED - represents an open connection on vhich dats can
be passed between ULPs in both directions.

e. FIN_WAIT! = after a close service request from the local ULP,
represents vaiting for either a close request (in the form
of & YIN segment) from the remote TCP, or an acknovledgment

of the close request already seat (i.e., an ACK of the FIN).
Data received from remote TCP is deliwered to the local ULP,

£. PFIN VAITZ - represents vaiting for a connection teruinstion
request (i.e., a FIN) from the resote TCP. Data received
from vewote TCP is delivered to the local ULP,

g. CLOSE WAIT - represents hsving received a comnection clore
request (i.e., a FIN) from the remote TCP and wvaiting for a
connection close requast froms the local ULP. Data sent by

the locsl ULP 1s sent to the remote TCP.

h. LAST_ACK ~ represents having both sent and received a con~
nection close request, having acknowledged the resote close
tequast, and vaiting for the last ascknowledgment from the

remote TCP.

1. CLOSING - reprasents waiting for the scknovledgmant of a con
nection close request (i.e., an ACK of the FIN) from the remote
P,

J. TIME_WAIT - represents vaiting for enough time to pass %o
ensure the remots TCP has received the acknowledgment of icts
connection close reguest.

k. CLOSED - represents no connection.

The full definicion of the TCP states, events, and processing appears {n
Section 9.4.
3.2.3 Flov control vindow. TCP provides s flow control mschaniss, called

a window, to enable a receiving TCP entity to govern the amount of data
traremitted by a sending TCP enticy.

A vindov is an “absolute” flow control

........

........
..........
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technique. Absolute flow control defines an interval of sequence numbers
corresponding to the amount of data an entity is willing to accept. This
technique prevents ambiguity introduced by duplicate segments because per—
uission to transmit is specified as a specific range of sequence nuabers
rather than an incremental value. The receiving TCP maintains the amount of
data allowed for acceptance in the receive variable RECV_WNDW. This value
is bound to the receive sequence space Lzginning at RECV_NEXT, the next
expected data octet. A TCP entity comaunicates its current receive window
to the remote TCP by placing the window in each outbound segment header in
the following manner. The window field of the segment header, SEG.WINDOW,
is a positive integer valus expressing the number of acceptable data octets.
The acknowledgment number in the segmsnt header, SEG.ACK, associates that
quantity to the receive sequence space. Thus, the receive window starts with
SEG.ACK and continues through the number of octets indicated by SEG.WINDOW,
As each incoaing segment is validated by sequence muaber and acknowledgment
(Sections 9.2.3 and 9.2.4), the TCP entity records the window size in the
send variable, SEND_WNDW.

9.2.3.1 Shrinking wvindows. A TCP entity is strongly discouraged from
“shrinking” its receive window. A window is said to shrink when a TCP
entity advertises a large window and subsequently advertises z smaller one
without having accepted the difference in data. Such behavior complicates
the send data algorithms of the peer entity. For example, & sending TCP
may act upon a large window allocation by sending all of the advertised
asount. WUhen the windov shrinks, data already sent becomes outside the
vindow. The sender must either set back the send variables and remove
data from the retransmission queues to “"unsend” the data, or else ignore
the smaller window. The robustness principle mandstes that although
a TCP entity does not shrink its own receive vindow, it will be prepared
for such behavior by other entities.

2
-

9.2.3.2 Zero vindows. Windows can close, that is become zero in lsngth,
vhen a recelving ICP hés no more room to receive data, either because
the ULP has stopped accepting or because system resources have been

.
) s

temporarily exhausted. In this situstion, the sending TCP normally would -

not send data. And, if no data is generated by the other ULP, the sanding '

entity will receive no nev window ypdates, Without special mechanisus, :\::'

zero vindovs could halt dats transfer. With a zero send vindow, a sending -:.-',

TCP must be prepared to accept from the local snd send to the remote TCP at {o o
least ons octet of nev duta. Also, a sending TCP must transeit segmants at

regular intervals into the sero window in order to guarantee that the re=

opening of the receive vindow will be reliably reported. The racomssnded XN

transaission interval in this situation is two minutes. With a zero receive e

vindov, a8 TCP entity receiving a segment with data must still] sand an acknowl- -f:-,'

edgusnt shoving {ts next expected sequance nuaber and current vindov even -

though it does not accept the data. 1f the recefving TCP emits an empty ACK Mo

segment vhen opaning its receive vindow, it may rerums receiving dsta more -

quickly. Even vith a gero receive window, a TCP must process the ACK, RST, 7

and URG flelds of all acceptadle incoming sagmsnts. ’
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9.2.3.3 Vindow updates with one-way data flovw. In a connection with data
flowing primarily in one direction, the window information will be carried
in segments marked with the same sequence number. If such segments arrive
out-of-order, they cannot be reordered. This situation is not serious, but
it does allov tha windov information to occasionally be basec on old reports
from the receiver. A strategy to avoid this problem ie to check both the
sequence nuaber and the acknowledgment nuader when deciding to update the
send vindow. That is, use the windov {nformation from segments carrying
either a higher sequence nuaber than previously seen, or the sames sequence
muaber and the highest acknowledgment number. The highest sequence nuaber
of an incoming segment used for a window update is recorded in the send
variable SEND_LASTUPl; the higheet scknovledgment muaber in SEND_LASTUP2.

9.2.3.4 Vindov management suggestions. A TCP entity's msthod of menaging
1ts window has significant influence on performance. The following sections
discuse certain window msnagement policies and their effects.

9.2.3.4.1 Vindow size vs. actual capacity. In general, advertised window
size is based on the amount of nvadabh tecei{ve storage. Although indicating
large vindovs encouragee trarsmissions, falee vindow promises can degrade per-
formsnce. If the window is larger than actual storage capacity, wore data may
srrive than can be sccepted. The axcess data is discarded, causing its retrans-

uission, sdding unnecesaarily to the load on the communications systes and the
ssnding TICP.

9.2.3.,4.2 Small viodovs. Allacsting very small wvindows causes data to be
trarsuitted in many ssall segments. Better performance say be achieved using
fever large seguents. In general, if both sending and receiving windov manage-
ment algorithms actively sttempt to combine small window sllocstions into
larger vindows, the tendency tovard small segmsnte can be avoided. One
suggestion to avoid smsll windows {s for a receiving TCP to defer updating
a vindov wmtil an allocation is at least X percent of the maximum allocation
possible for the connection (vhere X might be 20 to 40). Thus, the TCP could
send an ACK vhen s segment srrives (vithout updating the window information),
and later send another ACK with the larger vindov. Another suggestion is
for the sending TCP to avoid sending small segments by vaiting until the

TSNP
Ol
U, &,
P
'\‘.‘0(

vindov {s “large” before sending data. (Note that acknowledgments should x N
not be delayed or unnaceesary retrarsaissions will result.) ,:’,;’_’
e

9.2.4 Duplicste and out-of-order dats detection. The network protocol [

layer may duplicate or change the order of segments submitted by TCP for

< 5
-
e '
- o
)
- e
R

transuission. To compensate, s TCP eutity uses sequence nusbers to detect .
out~of-order snd duplicate segments. Duplicate segments are discarded. g

Segments arriving out of order may, depending on {splementation choices, be N
either discarded or saved for subsequent processing. The duplicate detection e
and sequencing algorithas rely on the unique binding of segment data to el
sequance space. The algorithms are tased on the assusption that all 20432 PR
sequence rusber valuea are no: cycled through before the segment data bound -

to those sequence ruaders has been delivered and scknowledged by the receiver
and all duplicate copies of the segments have “drained™ from the internet.
Vithout such an assumption, tvo distinct TCP segments could conceivably de
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assigr~d t.> same or overlepping sequence rumiers, causing confusion et the
rece: vcr ¢« to which data is new end vhich is old. A sending TCP entity
keeps tro.kh ¢ the sequence rumber of the next data octet to send in the
variable SEND 1tXT. In eech outgoing segment, the entity records the
sequence mumber 2 ii's first data octet in the segment header field, SEG.SEQ,
and advences SENC_N.h. ny the total emount of data carried in the segment.

A receiving TCP entity keepe track of the sequence ‘umber of the next dete
octet expected in the varisble RECV_NEXT, That value end the variable RECV_
WNLW rcpresent the receive window, or iaterval of acceptable date octets.
This interval is compared egainst incoaning segsent gequence numbers to
determine their “ecceptebility.”

9.2.4,1 Incoming end uneccepteble segments. An incoming segment is defined
to be ecceptable if any error-free data it carries falle within the receive
window. If the segment does not carry data, the segment sequence tumber must
fell within the receive window. When the receive vindov is zero, a segment
is acceptable 1f {ts sequence rumber equals the next expected sequaence tumber,
RECV_NEXT. The processing of unacceptable segments is discussed in 9.2.3.

9.2.4.1.1 “In order” dats acceptance. The control inforeatina, including
velid acknowledgmant, window and urgent i{nformation, must be ured frou every
ecceptahle segment. However, the policy for teking (i.e., adding to the
receive queue) the data of an acceptable sagment can be approached in two
ways. The first approach takes only in~order dste. That {s, only data
octets vith sequence nusbers starting et RECV.NEXT and continuing through te
either the end of the segment or the end of the receive window (whichever is
shorter) are teken. The data octets of acceptable segments with sequence

>
7y
‘
]

numbers starting beyond RECV.NEXT are not taken. This “imorder” approach L:'.::::’_
allows immediete acknowledgrment and deliwery to the ULP, oy
9.2.4,1.2 “ln window" data acceptsnce. The sscond approach, called “in- -,\r

vindov™ dats acceptence, takes any dats falling vithin the receive window. 1f
the dats {s not contiguous with previously received data, it is saved for pro-

£

cessing until the intervening data arrives. Thus, acknowledgment and delivery ':"
vill be deleyed until s contiguous interval of date arrives. vy

9.2.5 Positive acknovledgment with retransaission. Another mschanise ,:'."_?.
conpensating for network protocol behavior is positive acknowledgment with _.ﬁ
retrensaission. This ssechanisa replaces data lost or damaged in transit Tt

through the use of sequance rumbers and ackrovledgmants. The basic etrategy
vith PAR (s for e sending TCP to retrznsmit e segasnt at timed intervals until
s positive acknowledgment is returned. The sechaniss requizements for segmant
retransaission, ecknovledgment acceptance, transaission intervals, and sequence
variable manipuletion are dascribed belowv. The PAR stretegy requires TCP to
keep copies of all segments in nrder on e “retransmission queue.” As each
segnent is sent, & segment copy is placed on the end of the quaus. The re
transalusion queue holds the date octets vhose sequence numbders begin vith
SEND UNA, the oldest unacknowledged sequence nusber, and enda with SEND NEXT,
the next octet to be sent. When ell sent dats has been acknovledged, SEND_UNA
equals SENU_NEXT, end the retrarsaission queue is empty. When date is placed
on the retransmission queve, 5 timr {s set for the interval expected to

76
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*,: elapse before its acknowlegment returns. When a segnent or an acknowled3nent
\ 1s lost, the retransnission timer will expire and the TCP will retransmit the
N unacknowledged data. If the original segment was lost or discarded due to

damage, the retransmitted segment {s accepted as the original at the receiving
TCP, If the acknowledgment wvas lost, the receiving TCP discards the retraans-
mitted segment as a duplicate, but resends its acknowledgmint,

9.2.5.1 Acknowledgment generstion. Every TCP segment, oxcluding an inftial
SYN segment, must carry an acknowledgmant indicating curreat receive variable
information. Acknovledgments are carried in the TCP segment header in a
four octet field designating the sequance mumber of che next expected data
octet. The acknowledgement mechaniss is cunulative so that an ACK of sequence
muaber X indicates that all octets up to but not inciuding X have been received.
Thus, 8 TCP ent{ty sets the ACK field of esch ocutgoing segment Co the value
of RECV_NEXT, iwplicitly stating that it has successfully received every
data octet up to that sequence nuaber. An acknowledgament does not guirantee
that dats has been delivered to the ULP, but only that the destination TCP
has taken the responsibility to do eo.

9.2.5.2 ACK validation. Incoming acknowledgments are compared with the

send variables to datermine their “acceptadility.” An “acceptable ACK™ is

one for which the fnequality holds: SEND UNA =< SEG.ACK =¢ SEND NEXT. In

- other vords, the acknowledgoent refers to data equal to or bdeyond that already

scknovledged, and yst does not exceed the sequence mumber of data yet to be
sent. I1f SEG,ACK < SEND UNA, {t is an old ACK and s unacceptadble. 1!
SEG.ACK > SEND NEXT, {t acknovledges data not yet sent, and so is unacceptatle.

L Vhen an acceptable ACK equals SEND UNA, no new dats is scknovledged but new

n‘ vindov information may be present. When an acceptable ACK is greater thsn
o SEND_UNA, it becomes the nev value for SEND_UNA,
9.2.5.3 Retransmission queue removals. Acknovledgments are not only used
to update SEk'S_WSﬁ and SEND UNA, they are also processed with . espect to
e the retrarsnaission quave. when an ACK arrives fully acknow'edging a segment
on the retransaission queue, the segmant copy is resoved from the queus. An

ACX 13 said to fully acknowledjge a segment copy on the retransmission queue
1f che sus of the segment copy's sequence rumber and length is less than or
5 equal 2o the acknovledgment mumber of the incoming segmant.

<« e s 8 ®

9.2.5.4 Retransmission strategies. A TCP fsplemsntation may enploy one
of several retransnission strategies.

a. Figst-onlv retrarsmission ~ The TCP entity maintains one

~ retransaission timer for the entire queuve. when the retrans- A«,.'-f::?'l
alssion tiwer expires, it sends the sagment (or a segment's ey
L3 worth of data) at the front of the reiransmission queus and T

+

teselzr Che timer.

»
D
.

. A: 2
t:

b, Batzh retransnission = The TCP entity mafataing one telrans-

.
o aission timer for the entire quive. Uhen the retzansaission ’_.: .:-‘
3:. timer expires, 1t sends all the segacncs on the retransalssion v
0 queue and resets the timer. O

R
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¢s Individual retramnmnission = The TCP entity maintains one timer
for each segment on the retransmission Quaue. As the timers
expire, the segments are retransmitted individually and
their timers reset.

A drief discussion of retransmission strategy trade-offs and their relationship
to the acceptance policy appears in Appendix A.

9.2.5.5 Retransuission timeouts. The value of the retransmission timer
can have s ﬁrn effect on the performunce of beth the connection and
the network. A timeout interval that is too short results in unnecesssry
retrancaissions, vasting both TCP processing time and setwork resources,
vhile one that is too long results in poor throughput and poor response
time for the ULP. 1ldeally, the retrensmission interval should equsl exactly
the time required for & segmant to traverse the network to its destinstion,
be processed, and its ACK to traverse the network back to the source. This
sun is called the Round Trip Time (RTT) (see Appendix B). Realisticslly,
however, this valus is rsrely known or constent. Instesd, sn spproximation
of this sum can be dynanicslly computed during the lifetime of s connection.
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9.2.6 Checksum. The checksus mmchanisa supports error-free data transfer
service by enabling detection of segments damaged in tramsit. A checksus
value is computed for each outdound segment and placed in the header's
checksun field. Similarly, the checksus of esch incoming segaent is computed
and compared against the value of the hasder's checksus field. 1f the values
do not satch, the incoming segment is discarded without being scknovledged.
Hence, & damaged segment sppears the sams as & lost segasnt and is compen-
sated for by the PAR mechenisn. TCP uses 3 simple ove's complement algorithm
vhich covers the segaent boader, the seguent dats, and & “psevdo header.”
The pseudo header s made up of the source address, the destination adéress,
TCP's protocol identifier, and the length of the TCP segment {excluding the
pseudo header). By including the extrs pseudo header inforwmation in the
chacksum, TCP protects itself from wisdelivery by the natwork protocol. The
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; checkoun slgoritim is the 16-bit one's complement of the ooe's complement sus &
E- of sl) 16=-bit words in the pseude header, segmant heasder, and the segment o
} text. 1f s segment contains sn odd number of octats, the last octat {s padded .
: on the right with zaros to form a 16~bit word for checksus purposes. While :
comput ing the checksum, the chechsus field iteel! {s vaplaced vith zeros, .
9.2.7 Push. The dats that flows on s connection i conceptually s sivean E
of octets. A sending TCP is allowed to collect dots from the sending UL®
and to seguent and send the date et its own conwenience. The sending UL? :-{
has no veay df knowing 1f the dats has been sent or is retained by the locil -
TCP or remote TCP while waiting for & more suitsdle segsent or delivery .
size. This mechanise enzbles a ULP to push dats through both the locsl and N
remote TCP entities. When “push” flag is eet §n o SEND recuest, the sending E
TCF segments and sends all internally stored dats within flov control limits. 3
Upon receipt of 8 pushe? segmnt, the tecelving TCP wust prosptly deliver
the pushed data tu thw receiving ULP. Successive pushes ssy not be preserved .
because two or aore units of pushed date may be joined tnto & single pushed .
unit by eithar the sending or receiving TCP. Pushes sre not visible te the i
tecelving ULP and ere not intended to eerve a3 & record boundary markar. i
q
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9.2,8 Urgent. TCP provides a means to communicate to a receiving ULP
that some point in the upcoming data stream has been marked urgent by the
sending ULP. Also, the receiving TCP can indicate when all the currently
known urgent data has been delivered to the receiving ULP. The objective
of the TCP urgent mechanism {s to enable the sending ULP to stimulate the
receiving JLP to accept some urgent data. TCP does not define what the ULP
is required to do with the urgent state information, but the general notion
1s that the receiving ULP will take action to process the intervening data
quickly. The urgent mechanisa permits a point in the data stream to be
designated as the end of urgent information. Whenever this point is in
advance of the variable RECV_NEXT at the receiving TCP, that TCP aust tell
the ULP to go iuto "urgent mode;" when the receive sequence number catches
up to the urgent pointer, the TCP must tell the ULP to go into “normal mode.”
If the point is updated while the ULP is in urgent mode, the update will be
{nvisible to the ULP, Note that urgent data cannot be delivered together
with any non-urgent data that may follow., The mechanism employs an urgent
field vhich is carried in all segments transmitted. The URG control flag
indicates that the urgent field is meaningful. The urgent field must be
added to the segment sequence number to yield the sequence number of the
last octet of urgent data. The absence of this flag indicates that chere
1s no urgent data outstanding. To send an urgent indication the ULP must
alsc send at least one data octet. If the sending ULP also indicates a
push, timely delivery of the urgent information to the destination process
is enhanced, When an urgent indication appears in a Send service request
but the send window does not allow data to be sent immediately, the TCP
stould send an empty ACK segment with the new urgent informatiom.

9.2,9 ULP timeout and ULP timeout action. The timeout allows a ULP to
set up s timeout for all data submitted to the TCP entity. If some data is
not successfully 3elivered to the destination within the timeout period, the
state of ULP_timeout sction is checked. If ULP timeout sction is I, the TCP
entity will terninate the connection. If it is 0, the TCP entity informs
the ULP that a timeout has occurred, and then resets the timer. The timeout
appears as an optional parameter in tke open request and the send request.
Upon receiving either an active open request, or & SYN gegment after a
passive request, the TCP entity must maintain a timer set for the interval
specified by the ULP. As acknowledgments arrive fros the remote TCP, the
timer {s cancelled and set again for the timeout interval. As paranmeters
of the SEND request, timeout and timeout_action can change Juring connection
lifetime. If the timeout is reduced below the age of data waiting to be
acknowledged, the event dictated by UlP_}ineout_pction will occur. The
inplementor may choose to allow additional options when informing the ULP
in case of & timeout; for example, informing the ULP only on the first
tiaeout,

9.2,10 Security. TCP sakes use of the Iaternet Protocol (IP) options to
provide security and precedence on a per connection basis. The security
and precedence parameters used {n TCP are those defined in IP. Throughout
this TCP specification the term "security information” indicates the security
parameters used {n IP, including sacurity level, compartment, user grcup,
and handling restrictions. In order for a TCP connection to be estaplished,
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the modules at each end of the connection must agree on the security infor-
mation and precedence to be associated with the connection. During a passive
open, the option exists to pass a security structure of compartmeiits, user
groups, and handling restrictions valid for that connection. The implementa-
tion of this data type is dependent on local security policy. For each
permutation, there exists a security-level range composed of a high and low
link. If only one security level is required, the high and low limits would
be the same. If no security structure is passed, the implementation dependent
default structure is used. When an active open request contains security
parameters within the ranges specified by the passive open, a connection is
established, Those exact parameters ace then used for the duration of the
connection.

9.2.11 Precedence level. The precedence level of the connection is uegoti-
ated through the exchange of lower bounds by each end during connection
opening. The higher of the two values is assigned to the conncction. If it
is impossible for the end with the lower precedence to raise its lievel to
the higher, or to get the security information to natch the connection
must be rejected. The inability to match security information or precedence
levels is indicated by the receipt of segments after the connectios opening
with the non-matching information. The connection is then rejected by sending
a reset. In sddition to sending a reset, the connection attempt with mis-
matched security information msy be reported or recorded in accordance with
local standard operating procedures. After the connmection is established,
the TCP modules must mark wutgoing segments with the agreed security informa=-
tion and precedence level. Any incoming segment with security information
or precedence level not exactly matching that of the cranection causes the
termination of the connection. A reset in sent to the remote TCP and the
local ULP {s informed of the error.

9,2,12 MHultiplexing. TCP provides a set of addresses, called port identi-
fiers, to allow for many ULPs within a single host to use TCP communication
facilities simultaneously and to identify the separate data streans that a

ULP may request, Fort identifiers are selected independently by each TCP N
entity. To provide unique adiresses, TCP concatenates an internet address .
identifying its internet location to a port fdentifier creating a “socket.” e
Thus, sockets are unique throughout the internetwork and a pair of sockets ¢2
can uniquely identify each TCP connection. A socket say participate in many ;\

connections to different foreign sockets. TCPs are free to associate ports
with processes however they choose. However, seversl basic concepts are
necessary in any implementation. There are “well~known” sockets which a

TCP entity associates only with the “appropriate” ULP by some means. Well-
known sockets are a convenient mechanism for a priori associating a socket
address with a standard service. For instance, the “Telnet~Server” process

is permanently assigned to s particular sccket, and other sockets are reserved
for File Transfer, Remote Job Entry, Text Generator, Echoer, and Sink processes
(the last three being for test purposes). A socket address aight be reserved

»
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for access to 2 "Look-Up™ service which would return the specific socket at f}
which a newly created service would be provided. The concept of = well~known \:
socke: 15 part of the TCP specification, but the assignment of sockets to b
services is outside this specification. ::
ii
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9.2.13 Conmnection opening mechanisms. Several mechanisas are used to
establish connections between two ICF entities. These mechanisus, including
open requests, sequence number synchronizationm, and {nitial sequence number

generation, are discussed below,

9.2.13.1 Connection open requests. TCP provides a ULP with two ways of
opening a connection, called passive open requests and active open requests.
The open requests have certain parameters including the local socket and
foreign socket naming the connection.

o
o
»

Ay

9.2.13.1.1 Passive open request. With a passive open request, the TCP
entity assigns a state vector for the connection variables, returns a
local connection name, and becomes “receptive” to connections with other

:

LY

ULPs. The foreign socket parameter in a passive open request may be either 0
fully specified or unspecified. That is, vhen the foreign socket parameter K
is set to a specific socket value, only the ULP with that socket identifier 3

w

can be connected. If the foreign socket is unspecified (denoted by all
zeros) any ULP can be connected. Such unspecified foreign sockets are
allowed only on passive open requests. A service ULP that wished to provide
services for unknown other ULPs would issue an unspecifed passive open
request, supplying its own vwell-known socket for the local socket.

PRI

9.2.13.1.2 Active open request. With an active open request, the TCP
entity oot only assigns a state vector and a local connection name, but also
actively {nitiates the connection by sending a SYN segmant. A connection
1s initisted by the rendezvous of an arriving segment containing a SYN and a
vaizing state vector. The matching of local and foreign sockets deteraines
vhen a connection has taen initiated. There are tvo principal cases for
matching the sockets /n the local open tequests to the foreign sockets in
arriving SYN segments. In the first case, the local open has fully specified
the foreign socket so the match must be exact. In the second case, the
local passive open has left the foreign socket unspecified so any foreign
socket iz acceptable as long as the local sockets match. Other possibilities,
left up to the implementor, include partially restricted matches. 1f there
are several pending open requests with the saae local socket, a foreign
active open will be matched to a fully specified open, if one exists, before
selecting an unspecified passive open.

9.2.13.2 Three-vay handshake. The "three-vay handshake” is the aechanisn
used to establish a connection. This procedure 7armally is initiated by one
TCP and responded to by another TCP. The procecure also works if tvo TCPs
sisultanecusly initiate the procedure. When two ULPs vish to communicate,
they issue open requests as described above, instructing their TCPs to

(N AL ANASIN] YA ANANAN . elmlusg oy, o )$

Jelel

{nitialize and synchronize the mechanism information on each side, However, f
the potentially unreliable network layer can complicate the process of <
synchronfzation. Delayed or duplicate segments from previous connection i
attempts might be mistaken for new ones. A handshake procedure with clock v
based sequence numbers {s used in comnecticn upening to reduce the possibilitv ﬂ
of such false connections. 4
>
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9.2.13.2.1 Simplest handshake. In the simplest handshake between an
active open request and a passive oper request, the TCP pair synchronizes
sequence numbers by exchanging three segments. The actively opened TCP
entity emits a segment marked with a synchronize control flag, called a
"SYN" segment, which {s matched at the receiving TCP eiutity to the passive
open request. The receiving TCP entity emits its owa YN also carrying an
acknowledgment of the first SYN, That segment is resporded to with an
acknowledgment. Thus, a three segment exchange establishes the connection.
When simultaneous active open requests initiate the connection each TCP
receives a SYN segment which carries no acknowledgment after it has sent a
SYN., Each respond with an acknowledging segment and a connection is
established in four exchanges. Of course, the arrival of an old duplicate
SYN segment can potentially make it appear, to the recipient, that a
sinultaneous connection initiation is in progress. Proper use of "reset”

W e af

2,
]

=

I FPRVUR S

vy
E: segments will avoid ambiguity in these cases. %
by .
tf 9.2.13.2.2 Examples of connection initiations. Several examples of con- g
. nection initiation follow. Although these examples do not show connection P
synchronization using data carrying segments, this is perfectly lefitimate, '
! so long as the receiving TCP does not deliver the data to the ULP until {t by
B, is clear the data is valid (i.e., the data must be buffered at the receiver oY
L. until the connection reaches the ESTABLISHED state). The three-way handshake
et reduces the possibility of false connections. It is the implementation of

w
)
-

s trade~of f between memory and messages to provide information for this
checking. The simplest three-way handshake is shown in the scerario in
Sectifon 4, Other examples are shown below. The figures should be interpreted
in the following way. Each line is numbered for reference purposss. Right
arrows (==») indicate departure of a TCP segment froz TCP A to TCP B, or
arrival of a segment at B from A. Left arrows (<--) indicate the reverse.
Ellipsis (...) indicates a segment which 15 still in the network (delayed).

An "XXX" {ndicates a segment which is lost or rejected. Comments appear in
parentheses. TCP states represent the state AFTER the departure or arrival

of the segment (vhose contents are shown in the canter of each line). Segaent
contents are shown in abbreviated form, with sequence rumber, control flags,
and ACK field. Other fields such as window, addresses, lengths, and text

have been left out in the interest of clarity.

* 0 :;’l‘ o, J
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9,2.13.2.2.1 Simultaneous connection infciation. Simultaneous initiation
1s only slightly more conplex than a three-way handshake. Tach TCP cycles
from CLOSED to SYN-SENT to SYN~RECEIVED to ESTABLISHED., The principal reason
for the three-way handshake i{s to prevent old duplicate connection initistions
from causing confusion. To deal with this, & special control message, reset,
1s used. 1f the receiving TCP is ia a nonsynchrooized state (i.e., SYN=SENT,
SYN=RECEIVED), {t returns to LISTEN on receiving an acceptable reset. 1f
the TCP is in one of the synchronized szates (ESTABLISHED, FIN-WAIT-],
FIN=WAIT-2, CLOSE=-WAIT, CLOSING, LAST=ACK, TIME-WAIT), it aborts the con-
nection and informs {ts ULP. This case is discussed under "half-open”
connections below,
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TCP A TCP B
1. CLOSED CLOSED
2. SYN-SENT ==> ¢(SEQ=100><CTL=SYN> ses
3. SYN=-RECEIVED <-- ¢(SEQ=300><CTL=SYN> {== SYN-SENT
4, eee CSEQ=100><CTL=SYN> ~-=> SYN-RECEIVED

5, SYN=RECEIVED ==) <SEQ=100><ACK=301><CTL=SYN,ACK> ...
6. ESTABLISHED (== <SEQ=300><ACK=101><CTL=SYN,ACK> (== SYN-RECEIVED
7. eos <SEQ=101><ACK=301><CTL=ACK> ==> ESTABLISHED

9.2.13.2.2.2 01d duplicate SYN detection. As 2 simple exanple of recovery
from old duplicates, consider the following figure. At line 3, an old dupli-
cate SYN arrives at TCP B, TCP B cannot tell that this is an old duplicate,
so it responds normally (line 4). TCPF A detects that the ACK field is incor—
rect and returns a RST (reset) with {ts SEQ field selected to make the segment
believable. TCP B, on receiving the RST, returns to the LISTEN state. When
the original SYN finally arrives at line 6, the synchronization proceeds
normally. If the SYN at line 6 had arrived before the RST, a more complex
exchange might have occurred with RSTs sent in both directions.

TCP A TCP B
1. CLOSED LISTEN
2, SYN=SENT =) (SEQ=100><CTL=SYND ses
3. (duplicate) ... <SEQ=90><CTL=SYN> ~=> SYN-RECEIVED

4, SYN-SENT ¢== ¢SEQ=300>CACK=91>CCTL®SYN ,ACK> <=-- SYN-RECEIVED

S. SYN-SENT ~=> <(SEQ=91><CTL=RST> ==> LISTEN

6- e e (SEQ'IOO)(CTL'SYN) -=) “N‘RECEIVED

e s R U AL P LA LD NIRRT L 0 PR S ST T S § RTINS T TS I A AN

7, SYN-SENT (== CSEQu400><ACK=101><CTL=SYN,ACK> (== SYN-RECEIVED
8. ESTABLISHED ==> <(SEQ=101><ACK=40]><CTL=ACK> ==> ESTABLISHED

9.2.13.2.2.3 Half-open connections. An established connectic: is said
to be “half-open 1f oae ol the TCPs has closed or aborted the connection
at its end without the knowledge of the other, or if the two ends of the
connection have become desynchronized owing to a crash that resulted in
loss of semory. Such connections will automatically become reset tf an

" c e 2 = 2 4 0 v _mmm-aoa




DDN PROTOCOL HANDBOOK - VOLUME ONE 1985

MIL-STD-1778
12 August 1983

attempt 1s made to send data in either direction. However, half-open con-
nections are expected to be umsual, and the recovery procedure is somewhat
involved., If at site A the connection no longer exists, then an attempt by
the ULP at site B to send any data on it will result in the site B TCP
receiving a reset control message. Such a message indicates to the site B
TCP that something is wrong, and it is expected to abort the connection.
Assume that two ULPs A and B are communicating with one another when a
crash occurs causing loss of memory to A's TCP, Depending on the operating
system supporting ULP A's TCP, it is likely that some error recovery mechanism
exists. When the TCP is up again, ULP A is likely to atart again from the
beginning or from a recovery point. As a result, ULP A will probably try
to OPEN the connection again or try to SEND on the connection it believes
open. In the latter case, it receives the error messsge "connection not
open” from the local (ULP A's) TCP. In an atteampt to establish the coo-
nection, ULP A's TCP will send a segment containing SYN. This scenario
leads to the exanple shown in figure 10, After TCP A crashes, the ULP
atteapts to open the connection again. TCP B, in the meantime, thinks the
connection is open. When the SYN arrives at line 3, TCP B, being in a

synchronized state, sees the incoming segment outside the window and responds
vith an acknowledgment indicating what sequence it next expects to hear (ACK
100). TCP A sees that this segment does not acknowledge anything it sent and,
being unsynclronized, sends a reset (RST) because it has detected a half-open
connection. TCP B aborts at line S. TCP A will contimue to try to establish
the connection; the problem is now reduced to the basic three~way handshake.

CP A CP B g
R

1. (CRASH) (send 300,receive 100) ;::;;-
ls .':

2. CLOSED ESTABLISHED o
3. SYN-SENT =--> (SEQ=400><CTL=SYN> -=> (1?) h}
ae (11) (== CSEQn300>CACK=100>CCTL®ACK>  ¢== ESTABLISHED !
» -.".

5. SYN-SENT ==> (SEQe]100>CCTL=RST> -=> (Abore!!) f’
N

6. SYN-SENT CLOSED ™
7. SYN-SENT ==> (SEQmb00>CCTL=SYN> -> o

IR
t e s

LA .
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.
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‘
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9.2.13.2.2.4 Alternate case 1. An interesting alternative case occurs
vhen TCP A crashes and TCP B tries to scnd data on what it thinks 1is a syn-
chronized connection. This is {llustrated in the next figure. 1In this
case, the data arriving at TCP A from TCP B (line 2) is unacceptable because
no such connection exists, so TCP A sends a RST. The RST ts acceptable so
TCF B processes it and aborts the connection. s
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TCP A TCP B
l. (CRASH) (send 300,receive 100)
2. (M) == <SEQ=300><ACK=100><DATA=]0><CTL=ACK> {— ESTABLISHED
3. ==> <SEQ=100><CTL=RST> ~=> (ABORT!!)
9.2.13.2.2.5 Alternate case 2. In the following figure, TCPs A and B

with passive opens are waiting for SYNs. An old duplicate arriving at TCP B
(line 2) stirs B into action. A SYN-ACK {s returned (line 3) and causes TCP A

o
e

to gerierate a RST (the ACK in line 3 1is not acceptable). TCP B accepts the b2
reset and returns to ite paseive LISTEN state. E
CP A P B .

1. LISTEN LISTEN ‘\
2. ees CSEQ®ZD>(CTLeSYND ==> SYN-RECE1VED :;:
3. (27) == <SEQeXD>CACK=Z+1><CTL®SYN,ACK> <~= SYN-RECEIVED ?
4, ==> (SEQZ+]><CTL=RST> => (retura to LISTEN!) J
S, LISTEN LISTEN ’
A variety of other cases is possible, all of wvhich are accounted fcr by the i
reset generation and processing. .,::
9.2.13.3 1lInitial ssquence number selection. TCP imposes no restrictions ':‘

-~
-

on a particular connection being used over and over again. A connection

is only named by a pair of sockets. Nev i{instances of a connection will be
referzed to as incarnations of the connection. The problem that arises

is tov to identify duplicate segmants from previous incarnations of the
connection. This probler becomes apparent if the connection is deing
opsned and ciosed in quick succession, or if the connection breaks with loss
of memory and {s then reestablished. To avoid confusion, segments from one
incarnation of a connection must not be used vhile the same sesquence nuubers
say still be present in the network {ros an earlier {ncarnetion., This must
de assured, even {f a TCP crashes and loses all knowledge of ths sequance
nusbers it has been using. Thus, a clock-based initial sequence number
generation procsdure has deen dzfined.

9.2.13.4 ISN generator. When nev connections are created, an initial
sequance runtet !ISNS generator is employed which selects s new 32-bit ISN.
The generator is bound to a (possibly fictitious) 32-bit clock whose low
ovder bt is incremented roughly every & microseconds. Thus, the ISN
X cycles aspproximately every 4.55 hours. Assuaing segments will stay in the
e network no more than the Maximum Segnant Lifetime (MSL) and that the MSL is
o, leas than 4,35 hours, ISNs will be unique.
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9.2.14 Connection closing synchronization. Connection closing is handled
similarly to connection establishment. The following mechanism, including
close request and fin exchange, support the reliable data transpert and
graceful connection closing services.

9.2,14,1 Close requests. A close request indicates that the local ULP
has completed its data transfer over the connection. A ULP may close a
connection at any time on its own initiative. Closing coanections is intended

N A, L

s

to be & graceful operation In the sense that ocutrtanding send requests will f{
be transmitted (and retransmitted), as flow control peraits, until all have -
been serviced. Thus, it should be acceptable to make several send requests, f:;.,
followed by a close request, and expect all the data to be sent to the %
destination ULP. It should also be clear that ULPs should continue to accept (]
data on closing connections, since the other ULP may be trying to transmit r
the last of its data. Thus, a close request means “I have no wmore to send” o
but does not mean "I will receive no more.” It may happen (if the 'ﬁj
upper level protocol is not well thought out) that the closing side is unable ::;

to get vid of all its data before timing out. In this event, a close turns
into abort request, and the closing TCP gives up. Because closing s connection
requires communication vith the foreign TCP, connections may remain in the
closing state for a short time. Attempts to reopan the connection before

the TCP replies to the close request will result in error responses. A

! close service request also implies the push function.

RO RAR, o oL

M - o

Ol of )

-,

9.2.14,2 FIN exchange examples. The FIN cootrol flag in the segment
header is exchanged with the sams synchronization mechanisn, the three-wvay
hardshake, used for connection opening. From the TCP entity perspective,
there are essentially three cases for FIN exchange. Omne, the local ULP {n-
itiates connection closing wvith a CLOSE service request. Two, the remote
TCP entity sends a FIN segment indicating that the remote ULP has issued a
close request. Three, doth UlPs simultaneously issus close requasts.

- o v
B

9.2.14,2.1 Case }: loca)l ULP initistes connection close. In this case,
a8 FIN segment can be constructed and placed on the outgoing segasnt quaue.

<,

No further send requests frow the ULP will be accepted dy the TCP, and it Ry
enters the FIN-WAIT=] state. All segments preceding and including FIN will o
be retransmitted until acknowledged. When the othar TCP has both scknowledged :4
the FIN and sent a FIN of ftes own, the first TCP can ACK this FIN, Note that "
s TCP receiving a FIN will ACK but not send {ts own FIN until its ULP has b

closed the connection also.

TCP A P 3 i

1. ESTABLISHED ESTABLISHED -

20 (CI“.) td

FINWAIT=1 == (SEQ=100><ACK=300><CTLeFIN,ACK> =-> CLOSI-WAIT B

4

3. FIN-VAIT-2 <=- <SEQ=300>CACK=101><CTL=ACK> {= CLOSE-VAIT s

1Y

4, (Close) -

TIME-MAIT  <== (SEQ=300>CACK=101><CTL®F1.,ACK> (== LAST=ACK o

" i
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5S¢ TIME-WAIT ==> {SEG=101><ACK=301><CTL=ACK)>

6. (2 MsL)

CLOSED

9.2.16-2.2 Case 2:

TCP receives FIN from remote TCP.

FIN arrives from the network, the receiving TCP can ACK it snd tell the ULP

The ULP will respond with a close request,

upori which the TCP can send a FIN to the other TCP after sending any remaining
The TCP then waits until its own FIN {s acknowledged whereupon it

If an ACK {s not forthcoming, after the ULP timeout

that the connection is closing.

data.
deletes the connection.
the coanection is aborted and the ULP {s informed.

MIL-STD-1778
12 August 1983

Tl B

2%

==> CLOSED

2 e ¥
MAYIAIS

If an unsolicited

3

g - MR

9.2.14,2.3 Case 3: ULPs close simultsneously. Simultsneous close requests r{:
by both UlPs at each end of a connection cause FIN segments to be exchanged. "-
When all segments preceding the FINs have been processed and acknowledged, :
each TCP can ACK the FIN it has received. Both will, upon receiving these .
ACKs, delete the connection. )

TCP A TCP 3 E

1. ESTABLISHED ESTABLISHED »

2. (ULP A fssuss CLOSE) (ULP B Lssues CLOSE) o
FIN-WAIT~] «==> (SEQ=100>CACK=300><CTL®FIN,ACK> .,, FIN=WAIT-l -~

== CSEQ=300>CACK=100><CTL®FIN,ACK> (== !
eos CSEQe100>ACK=300X<CTLSFIN ACK> <~=> ~

3, CLOSING ==> (SEQ=101><ACK=301XCTL=ACK> oo« CLOSING

== <SEQ=301><ACK=101><CTL=ACK> C—
vos CSEQu101>CACK=I01 XXCTL=ACK> -e)

&, TIME-WAIT TIME-WAIT .
(2 MsL) (2 ¥sL) ‘e,
CLOSED CLOSED w

9.2,16.) Quiet time concept. While the clock-based ISN generation prevents ;..
overlap of sequence nuaber use under normal conditions, special messures must v

be taken {n situations vhere s host crashes (or restarts), resulting in a
TCP's loes of knowledge concerning the sequence nuabers {n use on active
connections, and the current ISN value. After crash recovery, s TC? say
create segments containing the same or overlsapping sequence nusdars as
those in precrash connection incarnstions, causing confusion and aisdelivery
at the receiver. Even hosts msnaging to remsmber the tiae of day used as a

.:x

- ..
.

.
4y o e M
P I

basis for ISN selection sre nol imsune to this problem, as the folloving ~a
exasple illustrates: E‘
l"‘

“Suppose, for example, that a connection is opened K7

starting with sequence number S. Suppose that this v

connect {on {s not heavily used and that eventually the t.-‘

initial sequence nusber functios (1SN(t)) takes on a e

)
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value equal to the sequence number, say Sl, of the last
segment sent by this TCP on a particular connection. Now
suppose, at this inetant, the host crashes, recovers, and
establishes a new incarnation of the connection. The
initial sequence number chosen is S1 = ISN(t) ~=- last

used sequence number on the old incarnation of the con-
nection! If the recover occurs quickly enough, any old
duplicates in the network bearing sequence numbers in the
neighborhood of S1 way arrive and be accepied as uew packets
by the receiver of the new {ncarnation of the connection.”

o

-

The problem is that the recovering host may not know for how long it crashed,
nor does it know whether there are still old duplicates in the systen frow
earlier connection {ncarnations.

-

4

>

<

¢,
9.2.14.3.1 “Keep quiet” concept. One way to handle these situations is -::
to require that a TCP must "keep quiet”™, that 1is, refrain from emitting ::'-':'
segments, for s maximup segment lifetime (MSL) before assigning any sequence ¢;::-:
L,

£

numbers. This quiet time restriction allows the segments from earlier con-
nection incarnations to drain from the network.

A i3
i: For this spacification, the MSL 1{s assumed to be 2 minutes. This is an :‘-:-:f
,-:- engineering choice, and may be changed as experience dictates. TCP A
o inplementors violsting this restriction run the risk of causing some old :‘,',:

O.\'

data to be sccepted as new or nev data rejected as old duplicates. Note
that {f a TCP is reinitialized yet retains its imowledge of sequance mumbers
in use, the quiet time restriction does not apply; however, care should be
taken to use sequence numbers larger than those recently used.

-l

9.2.15 Resets. Ope of the control flags of the TCP header is th: reset
flag. A segnent carrying s reset flag set true is cailed a reset. Resets
are used to abruptly close established connectioos, refuse connection attespts,
and respond to segments apparently not intended for the current incarnation
of s connection. The following paragraphs define the rules for reset genera-
tion and for reset validation and processing.

9.2.15.1 Reset generation. Each peragraph below spacifies vhen a reset
should be sent, the sequence nuaber and, vhen needed, the acknovledgment
nunber necessary to make the reset segment acceptable to the remote TCP.
When either ULP of the communicating ULP-pair issues an Abort service
tequest, its local TCP informs the vemote TCP with a reset segment carrying
s sequence nusber field equal to SEND NEXT. As a general rule, reset (RST) :
sust be sent vhenever & segment arrives vhich spparently {s oot intended fot
the current connection. A Teset sust not be sent if it & not clear that o
this is the case. Specific examples of reset generation in response to )y
migdirected segmnis alc presenied in three groups of states:

9.2.15.1.1 When connection does not exist. When the connection does not

exdist (1.e., its state {5 CLOSED) then s reset is sent in response to any :-.:,-

incaming segment except snother reset. In particular, SYNs addressed to -,:@'

nonexisten! connections are rejected in this manner. 1f such an incoming 0L

Ky

2 ]
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A

~
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T SR G SN

segment has an ACK field, the reset segment takes its sequence number from
the ACK field of the incoming segment; otherwise, the reset segment takes &
sequence nusber value of zero and an acinowledgment number equal to the sum
of the sequence mumber and text length of the incoming segment. The con-
nection remains in the CLOSED state.

SR

9.2.15.1.2 When connection is in a nchronized state., When the con
nection is in any nonsynchronized state (LISTEN, SYN-SENT, SYN-RECEIVED), a
reset is sent in the following cases: The incoming segment acknowledges
something not yet sent (that is, the segment carries an unacceptable ACK),
or an incoaiung segment carries security information vhich does not exactly
match that designated for the connection. Rasets generated in the nomsynchro-
nized states are made acceptable as follovs. When the incoming segnment has
an ACK field, the reset segment takes its sequence number from the ACK field
of the incoming segment; othervige, the reset segmant carries 8 sequence
nuaber equal to zeto and acknovledgment field set to the sua of the seguance
nuaber and text length of the incoming segment. The connection remains in

S TR, LS T

A

:,-: the sane state.

’ 9.2.15.1,3 When connection is in a s achronized state. If the connection

. is in a synchronized state (ESTABLISRED, FIN-WAITI, FIN-WAIT2, CLOSE-WAIT,

;- CLOSING, LAST=ACK, TIME-WAIT), any unacceptable segnent (such as one with

- sn out-of-windov sequence number or an unacceptable acknovledgment nuaber)

:;. sust elicit only an empty acknowledgmant segment containing the current send

) sequence nuaber (SEND NEXT) and an sciknovledgnent indicating the next sequance

i ousber expected to be receivad (RECV NEXT). (Note that if the unacceptable
segnent is an empty ACK segment, replying with an ACK may result {n a cascade

;:: of ACKs. In general, do oot ACK an unacceptadble empty ACK segmant.) The

connection remsins in the same state. If an incoming segmert has security

'_". {nformation or a precedence level vhich does not exsctly match those designated

- for the connection, a reset is sent; the connection enters the CLOSED state.

PREINERENES  ~¢

The reset segmant Cakes its sequence number fros the ACK field of the incoming
seguent.

9.2.15.2 Reset processing. 1In all states except SYN-SENT, all reset (RST)
segments are validated by checking their sequence nusbar fields. A reset
is valid 1if icts sequance nusber is {n the connection’s receive vindov. In
the SYN-SENT etate (a RST receivad {n response to an i{nitial SYN), the RST
1s valid {f the ACK field acknowledges the SYN., The recetver of a RST first
validates it, then changes state. If the receiver vas in the LISTEN state,
1t ignores it. If the receiver vas in SYN~RECEIVED state and had previously
been in the LISTEN state, then the receiver treturns c¢o the LISTEN state;
otherwige, the receiver aborts the connection and goes Lo the CLOSED state.
If tha receiver was in aay othar state, {t sborts the connection and advises
the ULF and goes to the CLOSED state.

F e

.

B! POACIFRENENEREN .} .8

9.3 TCP header formst. A summary of the contents of & TCP header follows:
Note that each tick mark represants one dit posttion. Each field descripzion

::’: delov includes its name, an abbreviation, and the field size. Vhere applicadle, s
:.} the untts, the legal range of values, and a default value appears. “
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FIGURE 9. TCP header format.

9.3.1 Source port.
abbrev: SRC PORT field siza: 16 Dits

The source port nuabsr.

9.3.2 Destination port.

abbrev: DEST PORT field size: 16 bits
The destination port rumber.

9.1.) Sequence number.

abbrev: SEQ field size: 32 bits :

units : octets tange: 0 =~ 20¢32-)
Usually, this value tepresents the sequence musber of the first data octes e
of » segmant, Hovever, if a SYN {s present, the sejuence ruaber is the 54

fnizttal sequence rumdber (1SK) covering the SYN; the first dats octet is then
nuebared 1SNel,
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9.3.4 Acknovledgment sunber.

abbrev: ACK field size: 32 bits
units: octets tange: O = 2%%32-]

--..
7 25

A

-y

N3 LR e -k

1f the ACK control bit is set, this field contains the value of the next
sequence tusber that the sendsr of the segment is expecting to receive.

9.3.5 Dats offaet.

adbbrev: none field oize: 4 bite
unite: 32-bits gange: S = 15 default: 3

This field indicates the musber of 32 bit words in the TCP header. From
this valus, the beginning of the data can de computed. The TCP hesder

(even une including options) is an integral rusber of 32 bits long. i
_\

9.3.6 hl.ﬂld. ‘-::
i

ATy

‘e

abbrev: ovone field size: 6 bits

s .1': o

Reserved for future use. Must de set to saro.

9.3.7 Control flags.
abdrev: balow field size: 6 bdize(from left to right)

URG: Urgent Pointer field eignificant
ACK: Acknowledgment field significant
pS8: Push Function

RST: Reset the connection

SYN: Synchronize sequence numbers
FIN: Mo more datas from sender

RIIR - Dy

A

These flags carry control {aformation used for connection estadblishment,
connection termination, and connectiom saintenance.

5w
-

.

9.).8 Vindov.

sbdrev: WNDW field size: 2 octats
white: octets tange: 0 = 2%¢16-i defsult: none

.t

Pt

.- ;
LI

The runber of data octets beginning vith the one tndiceted in the acknowl-
edgmant field vhich the sender of this segment is villing to accept.

P
»

Je TERY

9.3.9 Checksun.

abbrev: oone f1eld size: 2 octets

e
[

The checksus field s the 16 Bit one's complensnt of the one's complemsnt
sum of all 16 bit vords i1 the header and text. The thecksus also covers a
96 bit pseudo header conceptually prefixed to the TCP header. This pseudo

N
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hoadur contains the Source Address, the Destination Address, the Protozol,
snd TCP segment length. The checksus algoritha is defined in paragraph
9.2.6,

$.3.10 Urgent pointer.

abbrev: URGPIR field size: 2 octats
units: octets rangs: O = 2¢¢1f=) default: O

This field indf{cates the current value of the urgent pointer as & positive
offeat fros the sequence number in this segment. The urgent pointer points
to the ssquance mumdber of the octet following the urgent data. This field
is only to be interpreted in segments with the URG control bit eet.

9.3-11 ﬂt‘mo
abbrev: OPFT fiald size: wvariadle

1f present, options occupy space st the end of the TCP header and are o
sultiple of 8 dits {n langth, All options are included in the checksua. An
option may begin on any octeat boundary. There are two cases for the formst

of an option:
a. A single octet of optionkind.

b. An octet of option~kind, an octet of option—length, and
the actual option~dats octets. ’

The option=length counts the two octets of option~kind and option-length as
wvell as the optiondata octets. Mote that the list of options may be shorter
than the dats offest field might tmply. The content of ths headar deyond
the End=of~Option option wust be headar padding (i.e., ze¥o).

Currently defined options include (kind indiceted in octal):

Xind Langth Meaning

0 - End of opiion let.
] - No-Operation.
2 4 Naxisus Segment Size.

9.3.11.1 Specific option definitioms.
9.3.11.1.1 Enéd of option list.

20 = ¢

FIGURE 10. End of option list code.
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This option code indicates the end of the option list. This might not
coincide with the end of the TCP header according to the Data Dffset field.
This 1is used at the end of all options, not the end of each option, and
need only be used {f the end of the options would not othe:wise coincide
with the end of the TCP header.

9.3.11.1.2 No-operation.
KIND = 1

FIGURE 1l. No—-opera-ion option code.

This option code may be used between options, for example, to align the
beginning of a subsequent option on a word boundary. There is no guarantee
that senders will use this option, so receivers must be prepared to process
options even if they do not begin on a word boundary.

9.3.11.1.3 Maximum segment size.

[ 00000010 1 00000100 | MAX SE3 SIZE |

KIND = 2 LENGTH = 4

FIGURE 12, Maximum segment size option.

1f this option is present, then it communicates the maximum receive segment
size at the TCP which sends this segmenc. This field must caly be sent in
the fnitial connection request (i.e., in segments with the SYN control bit
set). If this option is not used, any segment eize is allowed,

9.3.12 Padding.
abbrev: none field size: variable

The padding {s used to ensure that the TCP header ends and data begins on a
32 bit boundary. The padding is composed of zeros.

9.4 Extended state machine specification of TCP entity. The TCP protocol ot
entity is specified with an extended state machine made up of a set of states, e
a set of transitions between states, and a set of input events causing the DO
state tramsitions. The following specification is made up of a machine LR
fnstantiation identifler, a state diagram, a state vector, data structures, L]
an event list, and a correspondence between events and actions. In addition, ",,"‘_ ’
an extended state machine haa an initial state wvhose value {s sssumed st ?_-".:-‘.
state machine instantfation. f\f-'-‘;'

'.;*i.'f‘
7 ’.-.\.‘
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8.4.0 Machine instantiation identifier. One state machine instance exists
for ea... - 'mection. A connection, and hence a state machine, is uniquely
named by .¢.h 1 of the two machine instantiation identifiers that exist: the
socket pair anc ¢ic local connection name.

9.4,1,1 Socket pair jueatifier. TCP segments delivered by the network
and connection establishment service requests (Active Open, Active Open with
Data, Full Passive Open, anc Unspecified Passive Open) carry and thus are
bound tu & connection with the foliowing values:

a., source address

b. source port

c. destination address
d. destination port

9.4.1.0 Local counnection name. A TCP entity assigns an identifier, &
local conaection name, that appears in all service responses and all service
requests except for active and passive open requests.

9.,4.2 State diagram. The following diagram summarizes the state machine
for the TCP entity.

Please note the diagram is intended only as a summary and does not supersede
the formal definicion that follows,

v e R EEEERT. "s s VYT WRRE LS vl IR T 2 N n R P i w T S RN

9.4,3 State vector. The elements comprising the state vector of a TCP
entity appear below. Each element nane is followed by the name of the
corresponding record element in the state vector structure “sv" declared in
Section 6.3.4.1.

a. state name (sv.state): the current state of the entity state R
machine from the following list: CLOSED, LISTEN, SYN_RECVD, i
SYN SENT, ESTAB, FIN_\\'AITI FIN | WAIT2, CLOSE HAIT CLOSING
IAST__ACK, TI!‘E_‘UAIT.

b. source address (sv.source addr): the internet address naming
the location of the local ULP, 1

c. source port (sv.source port): the identifier of the local ULP.

d. destiuation address (sv.destination uddr): the internet address
of the location of the the ULP at the other end of the connection.

e. destination port (sv.destination_port): the identifier of the
ULP at the other end of the connection.

f. len (sv.len): local connection name, the identifier associated {
wvith this end of the connection. ]

g. open mode (sv.open mcde): the type of opan request issued by
the local ULP, either ACTIVE or PASSIVE,

94
1-254
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5
ACTIVE OPEN OR ACTIVE UNSPECIFIED PASSIVE OPEN OR E
OPEN WITH DATA FULLY SPECIFIED PASSIVE OPEN
INIT 8V: SEND - CLOSED ot y INITSV !
SYN B
_CLOSE__ —_CLOSE A
CLEAR 8V CLEAR SV J
.
RECY SYN recy syn |
SYN SENT P  svN RECVD LISTEN
SEND SYN, ACK SEND SYN, Ackt 5
3 b ) o
RECV ACK \ )
OF SYN \ )
\ -
\ ;
P N\ RECV FIN. ACK OF SYN i
g ‘ Q
_> ESTAS \ 3END ACK
SEND ACK \ )
S ¢
\ !
cLO8E _RECV FIN N :
SEND FIN SEND ACK !
\ ;
FIN WAIT Cree—{  CLOSE WAIT !
— | B
RECV e cLdse :
ACK OF FIN “SINDFIN
RECV FIN. ACK Ll '
$END ACK ;
FIN WAIT 2 CLOSING LAST ACK
RECV r'u. ACK nva |
RECV FIN SEND ACK ACK OF FIN ;
SEND ACK ,
TIMEOUT
TIME WAIT CLOSED !
12 MSL) ‘

FIGURE 13, TCP entity state sumnary.

ssws ssas LEGEND eausas sssssssneas
recv = NET DELIVER of segment SV = state vector
send = NET SEND of segment ifnit - initialize

2 MSL = 2 max segment lifetimes  clear - nullify

Note that the above figure is intended only as a susmary and does not supercede
the formal definitions that follow.

§1-255
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h. original precedence (sv.original prec): one of eight levels of
special handling requested by the local ULP in the open request.

1. actual precedence (sv.actual prec): ome of eight levels of
special handling negotiated during connection establishment
and verified throughout connection lifetime.

!li: j. security (sv.sec): information (including security level, com- oy
g partment, handling restrictions, and tracsalssion control code) }‘
Ff. defined by the local ULP. o
s bosd
k. sec_ranges: security structure which specifies the allowed o]
ranges in coapartment, handling restrictions, transaission
control codes sand security levels. »:.1;
n
| 1. ulp timeout (sv.ulp timeout): tte maximum delay allowed for E::
'S data tramsmitted on the connection. (an
f
a. ULP timeout action: in the event of a ULP timeout, deteraines
1f the connection is terminated or an error is reported to the e
ULP. s
»}!
send unacknovwledged sequence mumber (sv.send una): oldest o

unacknovledged send sequence mumber (i.e. left edge of send
window).

Lo

e 1S

send next sequence mumber (sv.send_vext): sequence mumber of
the next data octet to be sent.

send free saquence rumber (sv.send_free): sequence mumber of
the first free octet in the send queue ({.e. the next octet to
be received from the local ULP).

“JE

send wvindov (sv.send_vndv): allowed rumber of octets that msy o
be sent to the remote TCP relative to the send unacknowledged RY
sequence number. ‘;.::

L
send urgent sequence mumber (sv.send urg): sequence maber of ;{
the last octet of urgent data in send streas. s
send push sequence rumber (sv.send_push): sequance mumber of o
the last octet of pushad datz in the send strean. 5

e

B
_‘n.

send last windov update 1| (sv.send_lastupl): sequence musber
of the incoming segment used for last windov update.

C ¢
‘n' E)

send last wvindov update 2 (sv.send_lastup2): acknowledgment
mmber of the incoming segment used for last window update.

I
7 a

l‘l".l
s P "

send initial sequence rumber (sv.send_isn): sequence number of
the original SYN sent.

v, -
., ",
2F o
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send fin flag (sv.send finflag): 4indicates that the local ULP
has {ssued a Close request.

send maximun segment size (sv.send_max seg): maxiounm sized
segment to be sent to the remots TCP on this connection.

send queue (sv.send queue): location of data received froa the
local ULP and either awaiting acknovledgment, or avaiting trans-
nission. This ares i{s sccessed only by the data management
routinee,

receive next sequence mumber (sv.recv_next): sequence mumber of
next dats octet expected to be received.

receive save sequance number (sv.recv_next): sequence rumber
of next dats octet to be delivered to the local ULP.

teceive window (sv.recv_wndv): alloved mumber of data octets
to ba received from the remote TCP starting with the receive
next sequence maber.

receive alloc (sv.recv_alloc): the mumber of data octets that
will be accepted by the local ULP.

receive urgent sequence rumber (sv.recv_urg): sequence number
of the last octet of uyrgent data in receive straas.

receive push sequance rusber (sv.recv push): sequance rumber of
the last octet of pushed data in receive strean.

veceive initial sequence number (sv.recv_isn): sequence
rumber of the SYN received from resots TCP.

receive fin flag (sv.recv_finflag): indicates that fin hes
been received from the remote ICP,

teceive queue (sv.recv_queue): location of data accepted from
resote TCP before delivery to local ULP. This area is accessed

only by the data management routines.

a structures. The TCP entity state machine references certain

data areass ¢
responses on

tially typed
tion depende

9.4.1 abovae.

9.4.4,1 State vector.

orresponding to the state vector, the service requests and
the upper interface, and the service requests and responses on

the lower interface. For clarity in the events and actions section, these
data structures are declared in ADA. Howewer, s data structure msy be pat=

or untyped vhere specific formats or data types are implenments
nt.

The corresponding structure is declared as:

The TCP entity state vector is defined i{n paragraph

-----
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sv: state_vector_type;

type state_vector_type is
record

state: (CLOSED, LISTEN, SYN RECVD, SYN_SENT
ESTAB, FIN WAITl, FIN WAITZ,
CLOSE_WAIT,CLOSING, LAST ACK, TIME_WAIT);
source_addr: address_type;
source_port: TWO_OCTETS;
destination addr: aeddress type;
destination_port: TWO_OCTETS;
len: 4nteger;
open wode: (ACTIVE, PASSIVE);
original_prec: precedsnce type;
actual_prec: precedence_type;
sec: security type;
sec_ranges: security_struct;
ULP_timeout: {unteger;
ULP_timecut_asction: integer;
send_una: ‘sequence_number_type;
send_next: sequence_tumber_type;
send_free: sequence_number_type;
send_wndw: integer;
send_urg: sequence_tumber_type;
send_push: sequence_number type;
sedd_lastupl: sequence_tumber_type;
send_lastup2: sequsnce bumber_type;
send_isn: sequence rumber_type;
send finoflag: boolean;
send_max_seg: integr;
send_qusue: timed_queue type;
recv_next: sequence_ruaber_type;
recv_save: sequence_bumber_type;
recv_vndv: integer;
vecv_alloc: integer;
tecv_urg: sequance tumber type;
recv_push: sequence_number_type;
recv_isn: sequence_number_type;
recv_finflag: bdoolsan;
recv_Queue: queue_type;
eod record;

[y
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9.4.4,2 Fros ULP. The from ULP structure holds the service request
parameters and data associsted with the service request primitives as
specified {n paragraph 6.3, The fros ULP structure is declared as:

type fros ULP type is
record
requsst_uame: (Unspecified Passive_Open, Full Passive Open,
Active_Open, Active Open_vith_data,
Send, Allocate, Close, Abort, Status);
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source_addr
source_port
destination_addr
dastinstion port
len
ULP_timecut
ULP_timsout_action
precedence
ascurity
sec_ranges
dats
data_length
push_flag
urgent_flag

end record;

9.4.4.3 To ULP. The to ULP structure holds service response paraseters
and data as specified {in paragraph 6.4, Although the structure is coaposed
of the paruseters from all the service requasts, a particular service
response vill use ounly those structure elemsnte corresponding to ite specified
peramsters, The to_ULP structure is declared as:

type to ULP_ type is

record
service response : (OPEN ID, OPEN FAIL, OPEN SUCCESS,

DELIVER, CLOSING, TERMINATE, ERROR);

source_addr

source_port

destination_addr

destination port

len

data

data_length

urgent_flag

error_desc

status_block: status block type;
end record;

type status_block type is

record
connection state
send_wvindow
receive_vindov
asount_of_unacked_data
asount_of unreceived_data
urgeat_state
precedancs
sscurity
sec_ranges
ULP_timsout
ULP_timecut_action

end record;
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9.4.4.4 To NET. The to NET structure holds the service request parameters
and data associated with the NET SEND service request specified in paragraph
8.2, This structure directly corresponds to the to NET structure declared

in paragraph 8.3.2 of the lower layer service requirements section. The
to NET structure is declarad as:

type to NET type is

vy

recor N,
source_addr ?{%ﬂ
destination addr 223
protocol e
type_of_service is %

Tecord e
precedence DN
reliability KA
delay -:’-"i;
throughput Ny ':S
reserved 'ﬁ

end record;
time_to_live DAY
dont_fragment RIS
length A
seg: segmant_type; e
optious YO

"

-

ead record;

9.4.4,5 From NET. The from NET structure holds the service Tesponse
peramsters and data associated with the NET DZLIVER service response, as
specified in paragraph 8.2.2. This structure directly corresponds to the
from NET structure declared in paragraph 8.3.) of the lover layer service
tequirements section. The from NET structure is declared as:

type from NET type is
record
source_addr
destination_addr
protocol
type_of_ service ie
TeCOT
precedence
reliabilicy
dalay
throughput
reserved
end record;
length
seg: segment type;
options
error
end record;

100 e
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9.4.4.6 Segment type. A segment type structure holds a TCP segment made
up of & header portion and s data portion as specified in Section 9.3. A
segment_type structure is declared as:

type segment type is
record
source_port + TWO_OCTETS;
destination_port : TWO_OCTETS;
seq_oum : FOUR ( OCTETS;
ack mum : FOUR OCRTS.

data offset : BALY OCTET;
reserved : SIX | IIGITHS OCTET;
urg_flag : ONE_BIT;
ack_flag : ONE_BIT;
push flag : ONE_BIT; R
st flag : ONZ | ,_BIT; .
syo_flag : ONE_BIT; A
fio flag : ONE_BIT; el
wndv : ‘TWO_OCTETS; A
checksum : TWO_OCTETS; H
urgptr : TWO_OCTETS; A
options : is array of OCTET; "
padding : is array of OCTET;
data : 48 array of OCTET; W
end record; :.',-..
*
9.4.4.7 Supplemental type declarations.
14
type address_type is POUR_OCTETS; s
Ltype sequence_ruaber_type 18 FOUR ._OCTETS; -.'2-‘
type precedence_type is INTEGER range 0..7; “w
Lype security_type is -F:-
record d
security_level : HALF OCTET;
compartaent : TWO_OCTETS; o
hand1ing : TWO_OCTETS; -
trans_control_code : THREE_OCTETS; P
end record; bR
4n¢ record PN

[ ]

oubtype OCTET s INTEGEZR range 0..255;

subtype HALF_OCTET {s INTEGER range 0..15;

subtype FIV! EIGHTHS _OCTET is INTEGER range 0..31;
subtype TWO OCTETS is INTEGER range 0..2%%16-1;
subtype THREE OCTETS {s INTEGER range 0..29024-1;
subtype FOUR OCTETS is INTEGER range 0,.29%32-l;

MULL_RESERVED : constant FIVE ncurus_ocnr = 0; G
OPTIONLESS HEADER : constant INTERER := S; N
NORMAL : constant INTEGER := 0; -~
NULL : constant INTEGER := O; ‘e
-=NULL assumed to be ouiside the sequence rumber space.
DEFAULT_PRECEDENCE : constant INTEGER := 0; a
RN

-
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DEFAULT_PRECEDENCE : constant INTEGER := O;
DEFAULT_TIMEOUT : constant INTEGER := 01111000(8);
DEFAULT_TIMEOUT ACTION : constamt INTEGER := ];
DEFAULT_SEC_LIST : security list]

ONE_MINUTE_TTL : constant INTECER := 00111100(8);
THIS_ADDRESS : constant INTEGER; ~--impl. dependent
TCP_ID : constant INTEGER; -=-reference (5]

>N WA LT

,{l

9.4.5 Event list. The events for the TCP entity state machine are drawvn
from the service request primitives defined in the service dafimition of
Section 6.2. Optional service request parameters are shown in brackets.
The capitalized list of parameters represent the actual values of the d
paraseters passed by the service primitive. The event list: .

P v
¢« s
P

e
a. Unspecified Passive Open (SOURCE_PORT, a
[, TIMEDUT) {,TIMEOUT_ACTION] I
{,PRECEDENCE] [,SEC_RANGES]);

b. Full Passive Open (SOURCE PORT, u;
DESTINATION PORT, DESTINATION ADDRESS, ¥
(,7nEorr) T,r1MEoUT ACTION) §

[, PRECEDENCE] [,SZC_RANGES));

c. Active Open (SOURCE_PORT, :}-
DESTINATION PORT, DESTINATION ADDRESS ’
[, 110Ut} T,TIMEOUT_ACTION] %
{ ,PRECEDENCE) [,SECURITY)); i

4. Active Open w/data (SOURCE_PORT,
DESTINATION PORT, DESTINATION ADDRESS i"

{,T1ME0UT] T,TIMEOUT ACTION] T,PRECEDENCE) s

(,SECURITY] ); DATA, DATA_LENGTH, PUSH_ A\

FLAG, URGENT_FLAG); N

. Send (LCN, DATA, DATA_LENGTH, PUSH_FLAG, URGENT_FLAG [, TIMEOUT]): i
>

f. Allocate (LCN, DATA_LENGTH) :
g. Close (LCN) s
o

h., Abor: (LCN) '!

1. Status {LCN)
g P.'ET_DELIVER (SGURCE ADDRESS, DESTINATIOK_A.DDR!SS. PROTOCOL ,

TOSIpr:ccdcnce. reliability, delay, throughputl,
OPTIONS [security], LENGTH, DASA)

k. HRetransmssion Timeout 5

1. ULP Timeout

g. Time Wait Timeout s
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9.4,6 Events and actions. This section is organized in three parts.
The first part contains a decision tadble representation of state machine
events znd sciicas. The decision tables are organized by state; each table
corresponds (o one event. The second part specifies the decision functions
appesring at the top of esch column of a decision tadble. These functions
exanmine sttributes of the event and the state vector to return a set of
decision results. The results become the elements of sach columm. The
third part specifies action procedures sppesring at the right of every
rov. Zach row of the decision tabls combines the decisfon results to
determine sppropriate event processing. These procedures specify event
processing algorithms in detail.

§

&

¥

L mer an an T B 3

9.4,6.1 Decision tables. The Status event can occur in sny state eaxcept
closed; TCP's action is to return the current state_vector inforsation as
specified in the STATUS RESPONSE service response. If the primary state
vector element is not changed in the decision table row corresponding to an
event, the “primary” state remai:s unchanged. The checksus is assumed to be
computed for all incoming segments. When ths computed checksua does not
match the segment's hesder checksua field, the segment is discarded without

being scknowledged.

Lot oty pg o o s
" " , .. " '.
L TS

-

3 90‘-6-1.1 State ® closed. ::
P

. '\
;- Legend ;:-.
4 = "don't care” condition ;:
Eveut: Active Open (LOCAL_PORT, REMOTE_PORT, REMOTE_ADDRESS -

(TIMEOUT] (TIMEOUT_ACTION] (PREFEDENCE] {SECURITY]) Ky

X

e

TABLE I. Active open event in a closed state.

ks

H -~

Ace foss: e RS
RESOURCES $IC i
SUFRIC mec <
OPEIN' | ALLOWED y

%0 . EAROR [ INSUSFICHENT ARSOURCES ) .

‘a

vis NO SAAOR (" SECURITY/PAECIDINCE NOT ALLOWED ) -:.

vis ves OPEN. GEN_SYN LALONEL SV STATE » SYN_SINT E

Event: Active Open with Dsta (LOCAL_PORT, REMOTE_PORT, REMOTE_ADDRESS,
(TIMEONT] lT!PIOUT_AC‘.’ION] [PRECEDENCE}
[SECURITY] DATA, DATA_LEMETH. PL‘SH_FLAC.

e T, 4, 0 L

URGENT FLAG) "

?

R

i

’i
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TABLE I1. Active open with data event in a closed state.

Actions:
PEEENRNEGNGCONGBRE DS
RESOURCES $EC

SUFFIC PREC

OPEN? ALLOWED

NO ¢ ERROR ("INSUFFICIENT RESOURCES ")
\{13 NO ERRORA {"SECURITY/PRECEDENCE NOT ALLOWED."}
YES YES OPEN. GEN_SYN (WITH_DATA); V. STATE » SYN_SENT

Event: Full Passive Open (LOCAL PORT, REMOTE PORT, REMOTE ADDRESS,

(TIMEOUT] [TIMEOUT ACTION) [PRECEDENCE) [SEC_RANGES])

TABLE I1l. Full passive open avent in a closed stata.

Actions:
i 2 113121131313 ]JJ71;171]7]
AESOURCES SEC
SUFFIC PREC
OPEN? ALLOWED
NO ¢ ERROR (“INSUFFICIENT RESOURCES )
vis 0 ERAORN {"SECURITY/PRECEDENCE 10T ALLOWED ™)
YES ves OPEN. 8V STATE = LISTEN

Event: Unspecified Passive Open (LOCAL PORT, {TIMEOUT] (TIMEOUT ACTION]

(PRECEDENCE) [SEC_RANGES) )

TABLE 1V, Unspecified passive open event in a closed states.
Actions:
(1 1211 11X 111131212 7]
ALSOURCES 114
SUSIC miC
orEN? ALLOWED
ND . LRROR 1" IMSUFFICITNT RESOUNCES )
ves NO TAROR i ‘SECURITV/PRECEDENCE NOT ALLOWED I
ves YES OPEN SV STATL « LISTEN

Event: Send ()

or Close ()
or Adbort ()

or Allocate ()

Actions: error

("Connect tan doss not esier.”)
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Lok
Ty
E’?‘..%

Event: N‘!T_DELIVER (SOURC!_ADDRZSS. NSTINATION_ADDRESS, PROTOCOL ,
TOS{precedence, reliability, delay, throughput],
OPTIONS[security], LENGTH, DATA)

TABLE V., Net deliver event in s closed state.

DODEMMMN S IRERAA S X

Actions:
[yt P it Py I 111 121)
neY ACK
ON ON
' ’
O NO RESET (SEGI
NO ves AESET 15EC)
YES ] == NO ACTION

AP RS

gy g ——

9,4.6.1.2 State = listen.

G- 0

BAad

Event: Close (LCN)
or Abort (LCR)

—
h

N

Actions: reset_velf(UC); sv.state~CLOSED

Bvent: Allocate (LCN, DATA LENGTH)

Actions: nev_allocation

Event: Send ()
Actiona: error (“lllegsl rvequest.”)
EZvent: Active Open ()

or Active Open with data ()
ot Full Pansive Open ()

-
.

o

e g
‘.

ot Unspecified Passive Opan () “ted
Actions: errer (“Connection alresdy exists.”) }.
Bvent: NET DELIVER (SOURCEZ_ADDRESS, DESTINATION_ADDRESS, PROTOCOL, AN
T0S{precedence, reliadility, delsy, throughput], 1o,

OPTIONS[securicy], LENGTH, DATA) )
.I '- '.'
A
2
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TABLE V1. Net deliver event in & listen state.
Actions:
RS ACK SYN (11 SV PREC
ON ON ON MATCM vs
] ? ? ? S84 PREC
nO NO NO ] d - = NO ACTION
NO NO ves NO ] RESEY (8EQ)
NO NO ves vis GATATER | AECORD_SYN: GEN__SYN (WITH_ACK::
OR EQUAL | BV. STATE = 3YN_REICVD
NO (] vis vis LESS | RECORD__SYN: RASE__PREC: OEN_ SYN IWITHM _ACK):
V. STATE « $YN_.RICVD
NO W13 ‘ ] ] NESEY (SEQ)
ves ] ‘ [ ] - = NO ACTION

9.4,6,1.3 State = SYN SENT,

Evant: Close (LCN)
or Abort (LON)

Actions: reset_self(UC); sv.state=CLOSED

Event: Send (LCN, DATA, DATA_LENGTH, PUSH_FLAG, URGENT_FLAG (TDEOUT))
[TIMEOUT_ACTION)

TABLE VI11. Close or abort evant in a SYN SENT atats.
Actions:

AMEOURCES
SUFFIC
LM

N0 SRAOR :“WEUFFICIENT RESOURCES )
vis SAVE_8IND_DaTA

Event: Allocste (LCN, DATA_LENGTH)
Actions: nev_allocation

Event: Active Opan ()
or Active Open with date ()
or Full Passive Open ()
ot Unspecified Passiw Opan ()

Actions: error (“Connuction alresdy exists.”)
v
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Event: Retransmisson Timeout

Actions: retransmit

Event: ULP Timeout

Actions: if (ULP timeout_action = 1)
then open fail; sv.state = CLOSED;
else report_timeout;

Event: NET DELIVER (SOURCE_ADDRESS, DESTINATION ADDRESS, PROTOCOL,
TOS{precedence, reliability, delay, thrzughput],
OPTIONS[security], LENGTH, DATA)

TABLE VIiI. Net deliver event in a SYN SENT state.

Actions:
ACK RST SEC SV PREC SYN FiN
STATUS ON MATCH vs$ ON ON
TEST 1 ? ? $8G PREC ? ?
NONE NO NO d d d RESET (SEG)
NONE NO Yes d NO d - = NO ACTION
NONE NO vEs GREATER YES NO | RECORD_SYN; SEND_ACK (SV. RECV_ISN + 1); SV, STATE =
OR EQUAL SYN__RECVD
NONE NO vEs GREATER ves YES | RECORD__S5YN; SEND__ACK (SV. RECV__ISN + 1); SAVE__FIN:
OR EQUAL SV. STATE = SYN__RECVD
NONE NO YEs LESS ves NO | RECORD_SYN: RAISE_PREC: SEND_ACK (SV. RECV_ISN + 1);
8V. STATE « $YN_RECVD
NONE NO YES LESS YES YES | RECORD_SYN: KAISE_PREC: SEND_ACK (8V. RECV_ISN « 1);
SAVE_FIN: 8V. STATE = SYN_RECVD
NONE YES d d d d - = NO ACTION
INVAL NO d d d d RESET {38G)
INVAL ves d d ¢ d ~ = NO ACTION
VALID NO NO d d ] RESET (SEG)
VALID NO vEs GREATER d d RESET ($EG)
VALID NO ves LESS NO d - = NO ACTION
OR EQUAL
VALID NO Yes LESS YES NO | RAISE_PREC: CONN__OPEN: SV. STATE = ESTAB
OR EQUAL
VALID NO Yes LESS YES YES | RAISE_PAEC: CONN_OPEN: SET_FIN; SV. STATE = CLOSE. Vo
OR EQUAL
VALID YES ¢ d d q OPENFAIL: SV. STATE = CLOSED
107
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9.4,4.1,4 State = SYN RECVD.

Event: dJlon (LCN)

Actions: send I : rv.state=FIN WAITI

Eveat: Abort (LCN)

R

£

Y

Actions: reset (CURRENT); reset_self(UA); sv.state=CLOSED

Event: Send (LCN, DATA, DATA_LENGTH, PUSH_FLAG, URGENT FLAG {TIMEOUT]

AL T

(TIMEOUT_ACT1ON]™
: TABLE IX, Send event in a SYN RECVD state.
Q Actions:
\ t 3 1 1 1 1 31 3 31 3 1]
RESOURCES
SUFFIC
SEND?

NC ERROR (" 'INSUFFICIENT RESOURCES .}
VES SAVE_SEND_DATA

Event: Allocate (LCN, DATA LENGTH)

ey Pl e

Actions: new_allocation

(B Bl
-

Event: Active Open ()
or Active Open with data ()
or Full Passive Open ()
or Unspecified Passive Open ()

Actions: error (“Connection already exists.”)

Event: Retransmission Timr .ut

Actions: retrammit

Event: ULP Timeout

¢
.

.

o o
.

Actions: 4f (ULP timeout_action » 1) e
then reset {CURRENT); openfail; sv.state=CLOSED e

else report_timeout; .j,_.:,.::,

:'.'.'*.-"

-‘.‘u'$n";
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Event: NET DELIVER (SOURCE_ADDRESS, ESTINATION__ADDRESS, PROTOCOL,
TOS[precedence, reliability, delay, throughput],
OPTIONS [security], LENGTH, DATA)

TABLE X, Net deliver event in a SYN RECVD state.

Actions:
SEC SYN ACK ZERO

stQs AST PREC OPEN IN STATUS | RECV FIN

STATUS | ON? | MATCH? | MODE? | WNDOW | TEST 1 | WNDOW | SEEN?

INVAL NO d d d d d d SEND_ ACK (SV. RECV. NEXT)

IKVAL YES d d d d d d ~ = NO ACTION

VALID NO NO PASS d d d d AESET {SEG) PART_RESET: SV, STATE = LISTEN

VALID N0 NO ACT d d d d RESET (SEG): OPENFAIL; SV. STATE = CL( 3D

VALID NO YES d NO NONE d d - = NO ACTION

VALID NO YES d NO INVAL d d RESET (SEG)

VALID NO YES d NO VALID NO NO | CONN_OPEN: SV. STATE = ESTAB

VALID NO YES d NO VALID NO YES | CONN__OPEN: SET_FIN: SV. STATE =

CLOSE_WAIT

VALID MO YES d NO VALID YES d | UPDATE: CHECK__URG. SV. STATE = ESTAB

VALID NO YES d YES d d d RESET (SEG): OPENFAIL: SV. STATE = CLOSED
F VALID VES | d PASS d d d d PART_RESET: SV. STATE = LISTEN

‘ { VALID YES d ACT d d d d | OPENFAR. SV. STATE « CLOSED

90‘.6.105 st!te = ESTAB.
Event: Close (LCN)

Actions: send fin; sv.su:e-FIN__HAIT!

Event: Abort (LCN)
Actions: reset(CURRENT); reset_self(UA); sv.state=CLOSED

109
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Event: Send (LCN, DATA, DATA LENGTH, PUSH FLAG, URGENT_FLAG {TIMEOUT]
[TIMEOUT_, AC’I'ION]

TABLE X1, Send event in an estadb state.

Actions:

RESOURCES
SUFFIC
SEND?
NO ERROR ('INSUFFICIENT RESOURCES.")

YES DISPATCH

Event: Allocate (LCN, DATA_LENGTH)

Actions: new_allocation

-

[ a

Event: Active Open () »’S:
or Active Open with data () ",

or Full Passive Open () Y

or Ungpecified Passive Open ()

Ir | §

,'-’ '

Actions: error ("Connection already exists.”)

Event: Ketramsmission Timeout

- -
P SN

Actions: retransmit

.
CRRY
P

Event: ULP Tiweout

S —

A i TP ERUSSE BS EACMON AR NIR, SRR

Actions: 1f (ULP_timeout action = 1)
then reset (CURRENT); reset _self(UT); sv.state~CLOSED

else report_timeout

Event: NET DELIVER (SOURCE ADDRESS, DESTIHATION ADDRESS, PROTOCOL,
TOS[precedence, reliability, delay, throughput].
OPTIONS[Iecurity] LENGTH, DATA)

110
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TABLE XII, Net deliver event in an estab state.

Actions:
SEQs | RST SEC SYN ACK
STATUS 1 9 | watowr | wwbow | FesT 22
INVAL | NO d d d | SEND_ACK (SV. RECV_ NEXT)
INVAL | YES d d d¢ | --noacTion
VAUD | NO NO d ¢ | RESET(SEG:: RESET __SELF (SP): SV. STATE = CLOSED
vAUD | NO YES No | None | —- No acTiON
vauo | No YES NO | INVAL | SEND_ACK ISV. RECV_NEXT)
VALD | NO YES NO | VALID | uPDATE
VALID | WO vEs YES G | REISLT iSICH MESST _SELF 1SN SV STATE » CLOSED
vauo | ves d d d | RESET_SELF (RA) SV STATE = CLOSED

A caorrpaiairset

PN

Be »

Actions:

RESOURCES
SUFFIC
S$END?

KO

9.4,6.1.6 State = CLOSE WAIT.

Event: Send (LCN, DATA, DATA_LENGTH, PUSH FLAG, URGENT_FLAG {TIMEOUT)

(TIMEOUT_ACTION]™

TABLE XIII. Send event in a CLOSE WAIT state.

EAROA i INSUFFICIENT RESJURCES ")

Yes

DISPATCM

111
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Event: Active Open ()
or Active Open with datas ()
or Full Passive Open ()
or Unspecified Passive Open ()

Actions: error ("Connection already exists.”)

\]

\

ﬁ-: Event: Close (LCN)

F: Actions: send fin; sv.stateslAST ACK

! Event: Abort (LCN)

5]

?’3 Ac‘tions: reset (CURRENT); reset_self(UA); sv.state=CLOSED
o

Event: Retransmission Timeout

Actions: retramsmit

Event: ULP Timeout

Actions: {f (ULP_timeout_action = 1)
then reset (CURRENT); reset_self (UT); sv.state=CLOSED
else report_timeout

vy v
”l"u' o
-2y

Y

N ,t
Event: NET DELIVER (SOURCE_ADDRESS, DESTINATION ADDRESS, PROTOCOL, i
TOS [precedence, reliability, delay, throughput], :'."-

OPTIONS[security], LENGTH, DATA)

TABLE XIV, Net deliver event in a CLOSE WAIT state.

» %y
"

Actions:
SEQP asT SEC SYN ACK 2ERD Fin
sTatus | ON PREC IN lsTaTUs | mecv | sEEN
) ’ matcH | wnpow | TEST 2° | whDOW )
INVAL NO ¢ ¢ ¢ o d | SEND_ACK ISV RECV_ NEXT)
INVAL YES [ g ] d [} ~= NO ACTION
VALID NO NO ¢ ¢ (] ¢ | RESEY (SEG) RESEY_SELF ($PI. SV SYATE » CLOSED
VALID NO YES NO NONE d d - - NO ACTION
VALID N vES NO INVAL d ] SEND_ ACK (SV AECV__NEXY: -
VALID NO YES NO vaLID NO N0 | uepate acceet N
VALID st | vES NO VALID Ne YES | UPDATE ACCEPY SET_FIN SV STATE s CLOSE__ WA :::
N
VALID NG YES NO VALID vES ¢ UPDATE CMECK _URG ‘\a"
vauo | wo vES vES ¢ ¢ o | WESEY!SEG: RESCY_ BELF 1SF) SV STATE » CLOSED -
e 00 00 = q Oy £ Rt iR o ]
vauo | ves | ¢ e ¢ e o | meser_seis ma s\ STATE o CLOSED
<,
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9.,4,6.1.7 State = closing.

Event: Allocate (LCN, DATA LENGTH)

Actions: new_allocation

Bvent: Send ()
or Close ()

Actious: error (“Connection closing.”)

i,

- Event: Active Open ()

r or Active Open with data ()

N or Pull Passive Open ()

£ or Unspecified Passive Open ()

S Actions: error (Connection already exists.”)
P

Event: Abort (LCN)

2%

Actions: reset (CURRENT); reset_self(UA); sv.stateeCLOSED;

B ’ .-'

"‘v
.." [} ‘.
A Dy ‘l_ .4 L

2

Event: Retransaission Timeout

[N\
’

+
"'
2"

Actions: retrarsmit

Yoo
Y

AL
- ‘..

o
Iy
Y

Zvent: ULP Timeout

.

)
o’
)

Actions: if (ULP timeout-sction = 1) ]
reset (CURRENT); reset_self(UT); sv.state=CLOSED A

else report_tiseout

Evant: NET_DELIV!I(SOUIC!_ADM’CSS. D!STIMTION_ADN:SS. PROTOCOL,
TOS|precedence, reliability, deisy, throughput),

OPTIONS[security], LENGTH, DATA)
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TABLE XV, Net deliver event in & closing state,

Actions:
i || R | A | a
’ ’ MATCH | WNDOW | TEST 2° ?
INVAL NO d d d ¢ SEND.. ACK {§V. RECV.. NEXT)
INVAL YES d d ¢ d = = NO ACTION
VALID NO NO d d d RESET (SEG): RESET_SELF (SP); 8V. STATE = CLOSED
VALID NO YES NO NONE d ~ = NO ACTION
VALID NO YES NO INVAL d SEND..ACK {SV RECV_NEXT)
VALID NO vES NO VALID NO | UPDATE
VALID NO YES NO VALID YES | START_TIME_WAIT: 8V _STATE = TIME_WAIT
VALID NO YES YES ¢ d MESET (SEG): RESET_SELF (SF): SV. STATE = CLOSED
VALID YES d d d d RESET.. SELF (RA) 8V. STATE » CLOSED

R et
¢ 4
"y "

-
.
.

[ AR
0]

9.4.6.1,8 State = FIN WAITI.

Event: Allocate( LCN, DATA_LENGTH )

——y
-

Actions: nev_allocation

o

)
“““0

1
%
T a

Event: Send()
or Closs()

K

Aciions: ertor{"Connection closing.”)

e,
[
. e le

RV

Event: Active Open()
or Active Open with deta()
or Full Passive Opea()
or Unspecified Passive Open() !

-

% St
v o

W et

2% Te s

N S

A

Actions: error(“Connection already exists.”)

-
.

.
)
()
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Event: Abort{ LCN )

Actions: reset(CURRENT); reset_self(UA); sv.state=CLOSED

Event: Retransaission Timeout

Actions: retramsmit

Ewnt: ULP Timeout

Actions: {f (ULP_timeout action = 1)
then reset(CURRENT); reset_self(UT); sv.state=CLOSED
else report_timeout

Tvent: N!T_DILIVER(SOURCE_ADMESS, DESTINATION_ADNESS. PROTOCOL,
T0S[precedence, reliability, delay, throughput],
OPTIONSsecurity], LENGTH, DATA)

TABLE XVI. NET deliver event in a FIN WAIT] state.

Actions:

| wr oMo | o [, | | o

’ > MATCH? | WNDOW | TEST 2° | WNDOW ’ >
INVAL NO ¢ ¢ ¢ d ¢ ¢ SEND_ACK ISV RICV _NEXT:
WAL vis ¢ ¢ ¢ (] [ ¢ - = NO ACTION
VALID NO NO [ d d U ¢ MESET. REBET_SELF (851 3V STATE « CLO2ED
VALID NO ves ND NONE d d [l - = NG ACTION
VALID N0 vEs NO INVAL ¢ d ¢ SEND_ACK (SV RICV _NEXT)
VALID NO vis NO VALID NO NO NO | UPDATE. ACCEPY
VALID NO vis NO VALID NO NO YES | UPDATE. ACCEPY. SET_FIN. SV STATL = CLOSING
VALID NO vis NO VALID NO vEs NO | UPDATE. ACCEPY, SV STATE = FIN_WAIT 2
VALID N0 vis NO vALID NO ves YES | UPDATE. ACCEPT. SEY_PiN: START_ TIME_WAIT AR

b SV STATE » TIME_WAIY
VALID NO vis NO VALID Y. ; NO . UPDATL
VALID NO ves NO VALID vis | ves . UPDATE. SV STATE o AN _WAIT 2
vALID NO ¥is ves ¢ . . ¢ | RESET GEG). NESEY_SELF (S5
SV SYATE = CLOSED
VAL ves ¢ [ . o . . RESEY_SELF 'RA: Sv STATL « CLOSED
115
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9.4.6.1.9 State = FIN WAIT2.

Event: Abort( LON )

Actions: reset(CURRENT); reset_self(UA); sv.state=CLOSED

Event: Allocate( LCN, DATA_LENGTH )

Actions: oevw_allocation

Zvent: Send()
or Close()

Ay P

"

Actions: error(“Ccmnection closing.”)

o
x

Event: Active Open()
or Active Open with data()
or Full Passive Open()
or Unspecified Passive Open()

F'-}‘r{"' e

Actions: error(“Connection already exists.”)

Event: Retransuission Timeoyt

Actlons: retransmit

K XA Pod
Al

Evant: ULP Timeout

Actions: 1if (ULP_timeout action = 1) ¢
then reset(CURRENT); reset_self(UT); sv.state=CLOSED AN

else report_tiseocut S

A

MU

Event: NBT_DELN!R(SW!C!_ADNESS. DESTINATION ADDRESS, PROTOCOL,
TOS|precedence, reliedility, delay, throughput),
OPTIONS[security), LENGTH, DATA)

“ e
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TABLE XVII. Net deliver event in a FIN WAIT2 state.

Actions:
svatus | ‘o | emec | ‘W [starus| Ay | on
? ? MATCH? | WNDOW { TEST 27 | wNDOW ?
INVAL NO d d d d d SEND_ ACK (SV. RECV_ NEXT)
INVAL YES d ¢ d 4 d -~ NO ACTION
VALID NO NO d d d d | RESET (BEQG): RESET_SELF (SP): SV. STATE = CLOSED
VALID NO vES NO NONE d ¢ ~ = NO ACTION
VALID NO vis NO INVAL d [ SEND. ACK {SV. RECV._NEXT)
VALID NO vES NO VALID NO NO | UPDATE: ACCEPT
VALID NO ves NO VALID NO YES | UPDATE: ACCEPT; SET_PFIN. START__TIME_WAIT,
$V. STATE » TIME_WAIT
VALID NO YES NO VALID YES (] UPDATE
VALID NO YES vES ¢ ¢ d AESEY (SEG). RESET__SELF (S¥); SV. STATE = CLOSED
VALID YES YES d d d ¢ RESET._ SELF (RA): SV STATE = CLOSED

9.4,6.1.10 State = lsse ACK.

.

o o =
o

Zveot: Abort( LON )

Actions: reset self(UA); sv.state=CLOSED

Event: Send() =
or Close() 5
or Allocate()

w A, o

-
v
+

Actions: error(“Connection closing.”) . :,_:
Ve

. % N

vent; Active Open(

ot Active Opan with daca() ﬁ

or Pull Passive Open() A

or Unspecified Passive Open() :}:-: -
Actions: error(“Connection already exists.”) :'::r"
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Event: Retransmission Timeout

Actions: retransamit

Event: ULP Timeout

Actions: if (ULP_timeout_sction = 1}
then reset (CURRENT); reset_self(UT); sv.state=CLOSED
else report_timsout

Event: NET DELIVER(SOURCE_ADDRESS, DESTINATION ADDRESS, PROTOCOL,

TOS|precedence, reliability, delay, throughput], Tatals
OPTIONS[security), LENGTH, DATA) aene
Q.-.'.c"‘o
TABLE XVIII. Ket delfver event fn s LAST ACK state. AL,
>,
Actions:
— R o3
$100 | ngt sic sYn AcK N ety
STATUS | ON PREC W | sTATUS | ack'D DS
’ ’ MATCNH? | WNDOW | TESY 2? ] ._{-;_‘
N e
VAL NO ¢ 4 ¢ ¢ | SEND_ACK 1SV RECV_ NEXT ;." ',-'f'
wvat | vas ‘ ¢ ¢ ¢ | --moacmon
vaue | %S %0 ‘ ¢ ¢ | RESEY (SEG) RESTY. SELF (S V. STATE = CLOSLD _
vaup | wo ves no | wownt s | --woacnon o
Y o
vauo | wo vis N | mvAL o | sano_acxisv mecv_wexn AN
vao | ko | vee ! wo I vaw | wo | -- moacron :~:?-l;'
ot
vauo | wo ves NO | vauo | vES | mESEYT_SELP CI SV STATE = CLOSED X
vaue | ves vis vis ¢ o | RESEY (520) RESTY_SELS (85): SV. STATE « CLO%IOD
vauo | vis o | . ¢ | RESEY_suurimai SV STATE « CLOSID
$.4.6.1.11 State = TINE WAIT.
Swant: Adort( LON )
Actions: reset self(UA); sv.eta:s=CLOSDD
118
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Event: Send()
or Close()
or Allocate()

Actions: error(“Connection closing.”)

Event: Active Open()
or Active Open with data()
or Pull Passive Opan()
or Unspecified Passive Opan()

Actions: error(“"Connection already exists.”)

EZvent: Tims Wait Timaout

Actious: reset_self(UC); sv.state=CLOSED

Legend

d = "don't care” condition

Event: NET_DELIVER(SOURCE_ADDRESS, DESTINATION ADDRESS, PROTOCOL,
70S(precedence, reliability, delay, throughput],
OPTIONS [security), LENGTH, DATA)

: TABLE XIX, Net deliver event in a TIME WAIT state.

Actioms:
nsY | sic | svw ™ .

sTatus | ow | eagc | W |sTatus | ow
’ ? MATCH? | WNOOW | TEST X7 ? o \.‘,
WvaL | wNO ) ) ‘ ¢ | SINOD_ACK sV AfCV_MEXT) Nede
INENN
WVAL | vES ‘ . s ¢ | -- woacmon S
vauo | %0 | wo P . o | MsET 188G:. NEBET_SELF 18 v STATE » CLOSID KSR
av e,
VALID (7.} s N0 nONE ¢ | ~-wnoACTION O 4Y
vawo | wo | vis | wo [ wvar | o | sewo_ecxisv mecv_mexn
. VLD | MO | YE6 | 0 | vAiD | WO == N0 ACTION S
j vauo | wo | ves | wo | vauo | vES] SENO_ACK SV MECV_neXT: AESTAAT_TWE_warr S
) VAo | w0 ves vis . ¢ | mesET (55G) MESET_S80P (55 SV STATE < CLOSED et
4 vauo | vas o o ¢ ¢ | masav_saus A Sv STATE « CLOBED NN
'e,‘.-ff,
. 1 ..lf.."
PN
N
PG
...~-.%’
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9.4,6.,2 Decision functions. The following functions exsmine information
contained in interface parameters, interface data, snd the state vector to
sake decisions. These decisions can be tiought of as further refinemants
of the event and/or stete. The return values of the functions represent

decisions wmade.

9.4.6.2.1 ACK on? The ACK on function deternines whether the acknowledg=
ment fleld of the incoming segment is in use. The data effects of this
function are:

s. Data exsmined only: from NET.seg.ack_flag

b. Return values:
NO — indicates the ACK flag is false and the ACK number
should not be examined

YES — {ndfcates that the ACK flag {s true and the ACK oumber
is in use

1f (from NET.seg.ack_flag ® TRUE)
then return (YES)
else return (NO);

9.4.6.2.2 ACK status testl? The ACK status_test]! function compares the
ACK nuanber of the incoming segment with the curreant send varisbles to deter-
minc vhether the ACK is valid. This function {s intended for uee during
connection establishment when “old duplicste” ACKs cannot occur. The dats
e fects of this funcrion are:

¢ q_?\,',“.‘n...

a. Data examined only: o
fros NET.seg.ack_mus sv.send next
from NET.seg.ack_flag sv.send_una

Y,

PAN

b, Return values:
NONE == no ACK sppears in the incosing segmsnt
INVALID = the incoming segment carries sn ACK wvhich ls
outside the send window
VALID == the incoming segment carries an ACK inside the send
vindow vhich should be used for uypdate

—During connection establishment, an ACK is valid if
~-it fells imeide i< send window because old ACKs do not o
~—exist for this connection {ncarnation.

~=Check for presenca of ack flag. ::‘.
1f (from NET.weg.ack_flag = FALSE ) :
then return (NONE)
else ~Validate ACK agains' current send vindow

1f (from NET.sep.ack_rua = sv.send_una)
or (from NET.seg.ack_pums > s7.send_next)
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then return (INVALID ) --present but unacceptable
else return (VALID); —present and inside send window
9.4.6.2.3 ACK status test2? The ACK status_test2 function exanines the
ACK number of the incoming segment against the current send variables to
deternine whether the ACK is valid. This function is intended for use after
connection establishment when old duplicate ACKs can legally occur. The
data effects of this function are:
a. Data examined only:
fros NET.seg.ack_flag sv.send_next
from NET.seg.ack rum
b. Return values:
NONE == no ACK asppears in the incoming segment
INVALID — the incoming segment carries an ACK for
sonething which has not yet been sent.
VALID = the incoming segment carries an ACK which either
falls in the windowv (and should be used for update)
or duplicates a previous ACK. e
—-After a coanection is established, an ACK is valid if ."'.'»
-=it ACKs somsthing sent on this connection incarnation. :.',7
==Check for presence of ack flag. ﬁ
17 (from NET.seg.ack_llag = FALSE) et
)
then return (NONE) ;;}
L)Y
else =-Validate ACK against current send window a
1f (from NET.seg.ack_rum > sv.send_next) %
Pt
than return (INVALID) -——present but unacceptable :.ﬂ
'-“'n
else return (VALID); <==-prasent and okay &
’L-i
9.4.6.2.4 Checksum check? The checksum check function computes the check= !
X sun of an incoming segment and cowmpares it against the checksum field in the RO
e header of the incoming segment. The data effects of this function are: S
a. Data examined only: :.*:-?.':‘

all fields of from NET.se3 from NET.protocol
from NET.source_ addr from NET.length
from NET.destination_addr
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b. Return values:
NO = indicates that the computed checksum does not match
the value in from NET.seg.checksua

YES — indicates that the computed checksum matches the
value in from NET.seg.checksum

4

==The checksum algorithm is the 16 bit one's complement of the
~=one's complement sum of all 16 bit words in the segment

==header and segment text. If a segment contains an odd mumber N
==of octets, the last octet is padded on the right with zeros !._.n::
==to form a 16-bit word for checksum purposes. GG
-=While computing the checksua, the checksum field itself is replaced o
-=with zeraos. .
~=The checksum includes a 96-bit pseudo heade: prefixed to the ':-:.
~-actual TCP header. The pseudo header contains the
-=source address, the destination address, the protocol identifier iy
--gnd the length of the TCP segment (not counting the pseudo header) o
-~as passed by the NET DELIVER service primitive, E
= + -t v
SOURCE ADDRESS 3
&
DESTINATION ADDRESS !
X

2ER0 PROTOCOL SEGMENT LENGTH

.

LJ

PIGURE 14. Checksum check function.

==The sctual computation is implementation dependent.

9.4,6.2.5 FIN ACK'd? The FIN ACK'd function exsanines the acknowledgment
field of the incoming segment to determine whether this segment ACKs a pre-
viously sent FIN. The data effects of this function ars:

AL

e 2 4«
‘O .O ‘l
2 .‘ v

a. Data exanined only: o
from NET.seg.ack_flag sv.send_finflag -f.ﬂ
from NET.seg.ack_mnua sv.send_next -

b. Return values: Co
NO == the incoming segment does not ACK the FIN :.:-j
YES — the incoming segment does carry an ACK of the previously C',']‘

sent FIN o

==The sv.send_finflag indicates that the ULP has
--issued a CLOSE. The FIN's sequence number is one less than

==sv.send_next.

KRR &

" .,

o
1f (sv.send finflag = TRUE) R
then \-:1
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if ((from NET.seg.ack flag = TRUE) and
(from NET.seg.ack nua = sv.send_next))

then recturn (YES)

else return (NO)

9.4.6.2.6 FIN on? The FIN on function determines whether the incoming seg-
ment carries a FIN indicating the remote side has no more data to send. The
data effects of this function are:

a. Data examined only: from NET.seg..)in flag

b. Return values:
NO == the segment does not contain a FIN
YES == the segnent does carry a FIN

==~The segment header field seg.fin flag indicates the
~=presence or absence of a FIN,

1f (from NET.seg.fin flag = FALSE)
then return (NO)
else return (YES);

9.4,6,2.7 FIN seen? The FIN seen function exanines both the incoming seg-
sent and the sv.recv variables for the previous or current presence of a FIN
from the remote TCP., This function is used in the established state because
& FIN may have been recorded during connection opening. The data effects of
this function are:

s. Data exaained only:
from NET.sey.fin flag sv.recv_finflag

b. Return values:
NO == No FIN has been received from the remote TCP in this
or previous segments.

YES == A FIN has been received, either in the incoming seg-
nant or a previous segnent,

==A FIN receivad during connection opening is saved in
-~gv.recv_finflag. A FIN is present in an
~={incoming segmant if from NET.seg.fin flag is set true.

1f (( sv.recv_finflag = TRUE ) or
(from NET.seg.fin_flag = TRUE ))

then return (YES)

else return (NO);

123
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9.4.6.2,8 Open mode? The open_mode function deternines wvhat kind of open
service request the local ULP issued. The data effects of this function

are:

a. Data examined only: sv.open mode

b, Return values:
ACTIVE «-= the ULP requested an Active Open with or
without data for this connection.
PASSIVE =— the ULP request a Full Passive Open or an
Unspecified Passive Open for this connection.

==The type of open request is recorded in sv.open_mode.

1f (ev.open_mode = PASSIVE)
then return (PASSIVE)
else return (ACTIVE);

9.4,6.2.9 Sv prec vs seq prec? The sv_prec _vs_seg prec function compares
the precedence recorded in the state vector against t precedence level of
the incoming segment. The data effects of this functioun are:

a. Data exsained only:
sv.original_prec fro-_NE't.typc_of_utvtco.pnccdcnce

b, Return values:
LESS = precedence in sv { segment precedence
EQUAL - precedence in sv = gegment precedence
GREATER = precedence in sv > segmant precedence

1f (sv.original _prec ¢ from NET.precedence )
then return (LESS)
else 1f (sv.original prec = from NET.precedence )
then return (EQUAL)
else return (GREATER);

9.4.6,2.10 Resources suffic open? The resources_suffic_open function
exanines the internal resources available in this TCP entity to deteraine
vhether another connection can be supported. The data effects of this

funct {on are:

a. Data examined only: =—implementation dependent

b. Return values:
NO == indicates that another connection cannot be supported

at this time.

YES == indicstes that internal resources are sufficient to
support another connection

124
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«=This function is based on the assumption that a TCP entity
—~has finite rasources made up of table space, storage capacity,
—and other implemsntation dependent areas. Although the amount
-=gf these resources may either be fixed at system configuration
~-or vary dynamically according to systes usage, more connections
~~may be requested than can be supported by the entity.

. 1f (enough resources are available for another connection)
o then return (YES)
;:.“ else return (NO);
9.4.6.2.11 Resources suffic send? The resources_suffic_send function
o exanines the resources of this TCP conuection to determine if more duta can r
be sccepted from the ULP for tramsfer. The data ef facts of this function o
- are: R
g RG0S
s. Dats exsmined only: =-—implemsntation dependent :::; )
w

b. Return values:
NO == indicates that data cannot be accepted from the ULP
at this time,

YES = {ndicates that internal resources are sufficient to
accept and trsnsfer more ULP dsta

~<This function is based on the assusption that a TCP
——connection has finite resources. Although the samount of
~=these resources may be fixzed at counection establishment,
~—or vary over comnection lifetime, at some point a sending
—ULP might exceed the TCP entity's capacity.

1f ( enough resources are available to handle this SEND )
then return (YES)
else return (NO);

9.4.6.2.12 RST on? The RST on function examines the reset flag of the
incoming segment's headsr to daterwine the presence of & RST. The data
affects of this fumction are:

a. Dats examinad only: from NET.seg.vrst_flag

b. Return values:
NO =-- the incoming segmant does not contain a PESET
YES — the incoming segment does carry a RESET
if (from NET.seg.ret_flag © PALSE)
then returs (NO)
¢lee return (YES);

9,4.6.2.13 Sec match? The sec_match function compares the security para~
maters (including security level, coapartment, transmission coatcol code,
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and harilirg restrictions) defined in the state vector against those accom=
panying *le {ncoming segment. The data effects of this function are:

a. Dota examined only:
z¢» _NET. opt {ons[security] sv.sec

b. Return values:
NO == The values ’n the state vector do not match those of
the inconing segment.

YES = The security information exactly satches that in the
state vector.

-=The security inforaation is not carried in the segment header
-=but is passed by the network protocol entity in the
==NET_DEI IVER option parsmeter.

O
h‘

PJ

o

1f (from NET.optious{security] = ev.sec)
then return {YES)
else return (NO);

s | EHoy

":V
ol

9.4.6.2,16 Sec prec alloved? The sec_prec_allowed function examines the
securi*; and precedence information requested by a ULP in a connection open
tequest and based on the implementstion enviromsent (i.e., secure host,
unclassified system, etc.) determines vhether this TCP entity can support
then. The dats effects of this function are:

.

v
‘e 4
-

L)

-

8. Data exaained only:
from_ULP.precedence fros ULP.security

v » »
R )

o e
e®e’s

P

P
"-_"-"": .

be Return values:
NO == This TCP entity cannot support “he requasted security
and precedancs.

«

.m‘

YES = The security and precedence requasted can bs supporte’

2t S

DN REN

==This decision is implemsntation dependent.

9.4.6.2,15 Sec range match? The sec_range_match function checks if the
sacurity parameters (including security level, compartment, transaission
control code, and handling restrictiors) in the incoming segment fit within
the security rangee specified in the security list.

Tl

.
"%y
b 5%

The data effects of this function are:

'O".f‘. o
. .
et LT, .

W
L]

== Data examined only:

from_net.options [security]) sv.sec_ianges ,P.:;.
:

&
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== Return values

MO == The values in the incoming segmant are not wwithin
the ranges specified in the state vecotr.

YES = The values in the incoming sagment are withn the
ranges specified in the state wvector.

Gl anal

Tmerm

i 9.4.6.2.16 Sec prec match? The sec_prec_mstch function compares the prece- A
dence level and security informstion (Tacluding security level, compartment, }
i transmission control code, and hendling restrictions) defined in the state o
' vector against those of the incoming segment. The data effects of this 3
b function ars: A
* b-.'
. s. Dats examined only: S
% from_NET. type_of service.precedencs sv.sec s:'.-
~ from NET, options[security] sv.actual_prec :;.;j

b. Return values:
X0 == The security and precedence of the segment do not

mstch thoss of the state vector.

sy,

-
LS

>

YES — The security and precedence DO mstch.

N

Y,

1f ((sv.sec » from NET.options[sscurity]) and
(ev.ectusl_prec = from NET.type_of_service.precedence))

[] ','.‘
y then retura (YES) .l
] else vetura (NO); N
. w

9.4.6,2,17 Seqf status? The seql_status function compares the sequence
wabsr of the incoming segment against the currzent recv variables in the
.tate vector to determine vhether the segmant coatains date in the recv
dndov. The data effects of this function are:

e

i ACARIL PRI

e. Dats exaained only:
from NET.seg.seq_mum sv. recv_wodv
sv.recv_next

5. Return vglues:
VALID = This segment does not contain data vithin

the tecv window,
IWALID == This segmant DOES contsin dats in the recr
vindow.

v »
i%a’s

s ey v, N
B " : o
-ﬂla;' K

~<Dus to seto langth recv vindov and zero langch segments,

~=thiyv decision function must examine four cases.

~~Thase canes are expressed in the following conditional
statemsnts.

'27
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if (from NET.length = 0)
then 1f (sv.recv_vndv = 0)
than
=<then the seguent contains no data, and the receive
~—vindov 1¢ closed, the segment sequence number
=-must equal the Daxt expected to be acceptadble.
1f (from net.seg.seq_tus ® sv,recv_next)
then return (VALID)
else return (INVALID)

elee
=<When the segment contains no dats and thr receive
==window is open, the segment sequence muider sust * >
-=fall withia the receive window, o
1t ((sv.recv_next =< from NET.seg.seq_mus) and P
(from NET.seg.seq_ous < sv.recv_next+sv.recv_wndv)) &,

N
>

then retura (VALID)
else return (INVALID)

else 1f (sv.recv_vndv = 0)
then
=«iihen the segment carries dats and the receive
==wvindov {s closed, slthough no dats can be

o T

o
c®

~-scceptead, the control information is scceptadble he

=={f the segment sequence muumber exactly mstches

==the next expected. .

1t (from _net.seg.seq_rus = gv.recv_next) '

then return (VALID) P

else returs (INVALID) >
else o

e . . Rk .4

=<Uhen the segment carries dats snd the receive window
=~=ig opan, the segment is acceptable if asny data
=~falls vithin the receive window.

)

it .
~=Does the front of the data lie within the window? o
(((sv.recv_next =X fros NET.seg.seq tua) ]
and (from NET.seg.seq _mum ¢ f-"
sv.recy_next+sv,.recv_vndv)) "

or
==Does the back of the data lie within the vindow?
((sv.recv_next =< from NET.aeg.seq_rustfros NET.
hnth‘f
and (from NET. lengtirtfrom NFT.seg.seq mwe <
SV, Tecv_oext+sv, recv_wndv))

*,
LN

.

.
l‘n'.’l)l)
Y

el
o?s
L e S
% e
» s

%

:,A.'ﬂ

-

or

==Does the middle of the dets lie vithin the window?
({sv.recv_nexx > from net.seg.seq_fus)

and ( sv.recv_pextsv,recv_wndw <

g

(from WET.lengthfrom NET.seg.seq_rus)))) &':
then return (VALID) 5
e.se return (INVALID) 'j
128 .:"
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9.4.6.2.18 SYN on? The SYN on function examines the SYN flag of the
incoming segment. The data effects of this function are:
a. Data exsmined only: from NET.seg.sya_flag
b. Return values:

NO == No SYN is present in the {ncoming segment.
YES == A SYN is present in the segment.

Ky » g k
7 B
(S b R “

3
)
el

.l,

it (from NET.seg.syn_flag = TRUE) ‘:.s:.s )
then retura (YES) pnene,

alse retura (NO)

9.4.6.2.19 SYN 1o wndow? The SYN_in wndow function determines vhether an
incoming segment cootains & SYN, and if so, vhether its sequence nuaber lies
in the recv wvindow. The data effects of this finction are:

s. Data examined only:
fros NET.sog.syn_flag sV, recv_next
from NET.seg.seq_mus sv. recv_wndv

b. Retura values:
MO == No SYN {s present, ot & STN is present but it does
pot fall in the recv window,

YES == A SYN is present and falls in the :ecv vindow,

=After 8 connection is estadlished, no segmsnts should contain
==SYNg. However, certain situations may produce a SYN.
—=Shortly after s connection opeas, a duplicate of the original
~~5YN may sarrive. It will not lie in the recv vindow, having
~~already been accepted. Or, during s connection of long
-=duration, very very rare error conditions may pcoduce a SYN
vith
==the recv vindow. This situation must de destected.

{f ((from_NET.seg.oyn_flag = TRUE ) and
(from_NET.seg.seq_tus >= sv.recv_next) and
(from_NET.seg.seq_rus < sv.recv_next + ev.recv_vadv))

then return (YES)
slse retura (NO);

9.4.6.2.20 Zero recv wvndow! The zero_recv_vndow function examines the
recv_variadles to deteruine whethar the recv window {a zero, preventing the

accaptance of any data from the remote TCP. The data af fects of thie
function are:

”
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a. Data examined only: sv.recv_wndv
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b. Return values:
NO == The recv windov is not zero. Deta can be sccepted.
YES == The recv window IS sero. No data can be accepted.

if (sv.recv_wndw = 0)
then return (YES)
else return (NO);

9.4.6.3 Action procedures. The following action procedures represent the
set of ectionc performed by a TCP entity state machine. They are called dy
the stete and event correspondence defined in Scction 9.4.6. These proce-
dures have been organized end designed for clarity and are provided as guide-
lines. Although isplesentors can reorganise for better performance, the data
effects of the resulting implementations must uot differ from those specified
below., Certain aspscts of the actions described in the following procedures
are subject to desipgn choices. Spacificaily, "he relection of strategies lor
handling retracsmissions, sending acknowledgments, segrenting dats, accepting
date from the remote ICP, and delivering date to the ULP are governed by
implenmentation dependent criterie. These strategies ar: encapsulated in
“policy” procedures such ae accept_policy. A policy procedure discusses the
available spproaches and returns information to an sctiom procedure iodicat-
ing appropriate processing. The policy procedures defined in the following
section are: accspt_policy, ack policy, deliver policy, retramsamit policy,
and send_policy. The actions procedures iovoke the emscution eavironment
primitives, dafined in Section 10, to pass messages betveen protocol lavels
(TRANSFER), to read current time (CURRENT TIME), and to eet and cancel timers
(SET_TIMER, CANCEL_TIMER).

9.4.6.3.1 Dats mansgement routines. This spscification is {ntended to b
as detailed and accurate as possible withou: implying a particular {mplessnta-
tion approach or eoviromant. RNowever, ¢ difficulty lies in the sanipulation
of internal data storage areas vhich is, by nature, implemsntation dependent.
Thus, ¢ sat of data sanagement routines are defined to manipulate tha quaues
for sand and receive data vhile specific dats structures (such as arrays,
linked lists, or circular buffers) remain undefined. The state vector can
record end send end receive veriadles in terws of sequance nusders because
the data routines correlate sequance nusbers to the physical position of
date vithin the dsta etructures. The data msnagemsnt routines defined ia
the folloving section ere: dm_add to_recv, de_sdd to_send, du_copy_from_
send, du_rewove_fros_send, and ds_remove_from_recv.

>

A

LI MAN

-
-

r

-‘_"‘\, -

cals

LA . N

A

P B L
- e B e

-

9.4,6.3.2 Accept. The accept action procedure sccepts dats from the
incoming seguent and places it in the receive queve. The amovant of dats
accapted is governed by the implementation dependent acceptance policy.
An ACK 1s ganerated for the accepted data sccording to the ACT policy which
is isplementation dependent. Also, eome data may de delivared according to
isplemsntation dependent delivery policies.
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The data effects of this procedure are:

a. Data examined:

sll fields in fros NET sv.recv_alloc
b. Data modified:
sll fields of to NET ov.recv_vndvw
SV, TeCv_next sv.Tecv_push
sv.recv_urg
c. Local varisbles: start_seq amount  offset

~=The sccept_policy procedure returns how ouch
~~dsta 18 to be accepted, its beginning sequence mumder,
——gnd 1ts location within the incoaing segment.

AT Ve o R IR v N SR X &4

L

aceapt_policy( amount, start_seq, offeet 'H

1f (smount > 0)
then
ds_sdd_to_recv( start_seq, amount, offset );

SIS .. | Ay

~=Updste the recv _next sequence rusber if necessary.
1f (sv.recy_next = start_seq)
then ev.recv_next e start_seq + amount;

=-Record PUSH and URGENT information.
1t ((from WET.seg.push_flag = TRUE) and
(sv.racv_push < start_seq ¢ amount))
then sv.recv_push i~ start_seq ¢ amount;

1t ((from WET.seg.urg_flag ® TRIE) and
(sv.recv_urg ¢ from NET.seg.scq_rus + from FIT.seg.ucgptr))
then ev.recv_urg := fros_NET.seg.seq oum ¢ fros WET.seg.urgpte}

PR L

~=Refer to ack_policy to determine vhether an ACK should be
generated
==gt this poiat.
to_sck :» ack policy();
8t (to_ack = ThUE)
then send_ack( sv.recv_sext );

—1f the allocatton allovs, deliver data to the ULP.

1t (sv.vecv_alloc > 0)
then deliver;
end}

. As ooe of the policy procsdures, accept_policy

9.4.6.3.3 Accept poliey
discusses the alternative strategies for accepting the data of incoming seg~
sents ard returne to the calling procedura the musber of dats octets to be

sccepted. The paramters are:
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a. otarting_seq - sequence musber of the first octet of data
to be accepted

b quantity -~ the mumber of octete of dasta to be sccepted

c. oegment dats_offeet - the position of the first dats octet
vithin the {ncaming segment's text to be accapted.

9.4.6.3.4 Accept etrategy. A TCP implemantation msy use one of seversl
strategies to accept dats vithin the Teceive windov fras an incoming segmsnt.

e. Accept fo-order data only. The acceptance test is:
fros NET.seg.00Qq_mua = 9v.recv_next
Thet s, the sequance tuabsr of the incoming segment must
exactly equal the next ssquencs tumder expected to s
received,

b, Accept any data vithin the receive vindow. The acceptance
test han seweral parte:
ev.recv_saxt = fram NET.eeg.0eq_mus
o sv.TeCY_BARt ¢ §V.TeCY_Vadv

sv.racv_next oK from MET.seg.oeq Wl ¢ leagth
o pv.Tecv_dext + 9V, recv_wadv

That s, any portion of the text falling within the receive
vindov (f.e., 10 the interval detvesn tha aext saquence
musler expected to be received snd the ‘ast sequence mimber
in the vindov) 19 ecceptaed.

9.4.6.3.3 “lIn-order” strategy. The “is—order” strstegy allows & eimple
scoaptance test snd o etraightforvard schame for dats storage. WNowever, the
l1css of » eingle segment can rvesult in the remote TCP retransmitting every
succeeding segment. The “fo-the=vindow”™ sirategy requites & sore imvolved
acceptance test and o sophisticated date storage schems to kaep track of
data accspted cut of order. Also, as each segmnt is aceapted, the dote
storage wust de checked so that ¢ costiguons interval of owt=of-otder dats
can ' recognized. This stirategy allows the remote TCP to rvetrassalt oaly
l1cet esegmsots.

9.4.6.3.6 Ack policy. As ose of the policy procadutes, sck _policy diecus
ses the alternative stretegins for acknowledging date accepted from {ncoming
segusnts and returns to the calling actios procedure & BSoolesn value inficat~
{ng vhether an acknowledgment should ba sent. A TCP isplemsntation msy epply
one of tvo acknovledgmnt timing schemes.

s. When dsta 1s acospted from remote TCP, fomdiately gew-

erate an cmply aegment coatsiming curtent ackooviedgemest
taeformation and return it to the remote TCP.

m

.
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AR

b. When data is accepted from remote TCP, record the need to
acknowledge data in the state vector, but wait for an out-
bound segment with data on which to piggyback the ACK.
However to avoid a long delay, set an “ack timex” to lmit
the delay to a reasonable iaterval. Thus, if oo outbours
seguent with data is produced within the chosen ack timeout
interval, the timer expires and an empty ACK gegment {s

n

R,@ generated and sent to the remote TCP, If a data segment is LaNy
d produced before the timer expires, the timer is cancelled t{‘:
P;‘ and the need to acknowledge record is erased from the state W4
e vector. (Note that mo “ack timeout” event appears in this Y
a standard. This event and the resulting call to the send sck iy
. action procedure should be added 1{f the this approach is o,
t:l t*‘no) E:‘ z
P-;: The trade-off betveen the (wo spproaches is processing time versus control f-_-;{
e overhesd. The “"sutomatic” ack approach is simple, but results in extra p
E segment generation. The "timed" ack approach requires more processing but Oy
will reduce the nuaber of segments generated on connections with tuc=-way o
data tramsfer. i-‘tﬁ

: K
; 9.4.6.3.7 Check urg. The check urg action pracecure examines the head:r '-,:{-f
of the incoming segment to determine vhether new u:gent information 1is
[ present. If so. rhe urgent pointer is tecordad {n the recv variables.
' The data effects of this procedure are: el
a. Data exauined: ﬁ
from NET.seg.urg_flag from NET.seg.data_offset R
from NET.seg.urgptr from NET.length
from NET.seg.veq_mum s

4
L4
PN

b. Dats modified: sv.recv_urg

<

begin
~=Check urgent flag and urgent pointer.

=
.- '4"

Ca 2
T
'a .-'

: l‘_li

’: tf (from NET.seg.urg_flag = TRUE) .
::‘ then = Chack to see {f a new urgent pointer is presant. :::T'.:,

1t (sv.vecv_urg < froa NiT.seg.seq_nua + from NET.seg.urgptr)
then
1¢ (sv.recv_urg < sv.recv_save)
then --If the ULP 1s oot in “urgent mode”, it must be
-={nformed of the presence of urgent information.
~-{mpleaentation dependent action
sv.recv_urg := froa NET.seg.neq _oum + from NET.seg.urgptr;

o°

. b’
R
a .

end;

. IR
ﬂ".‘"-
2
ettt

(4

9.4.6,3.8 Compuce checksum. The compute checksum procedure computes the
checksua of an outbound scgment and places the value in the header's checksua

field.

/-"?' ':'l._ o4
.‘.’.J') "

o

The data effects of this function are:
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a. Data examined
all fields of to NET.mseg to_NEl.protocol
to_NET.source_addr to_NET.length
to_NET.destination addr

b. Data modified: to_NET.seg.checksum

begin
~=The checksum algorithm is the 16=bit one's complement of the
-~one's complement sum of all 16-bit words in the segment
==header and segment text. If a segment contains an odd mumber
-=0f octets, the last octet is padded on the right with zeros
-=to form a 16-bit word for checkesum purposes. While computing
==the checksum, the checksum field {icself is replaced with zeros.
==The checksum {includes a 96-bit preudo header prefixed to the
-=gctual TCP header. As, the diagrins shows, the pseudo header
-=contains the source address, the destination address, the
==protocol ideatifier, and the length of the TCP segment
~=(not counting the pseudc header).

- d 4 1
1 L R
SOUKCE ADDRESS
DESTINATION ADDAESS
IERO PROTOCOL SEGMENT LENGTH
1

FIGURE 15. Compute checksum procedure.

==The actual computation is implementation dependent.
end;

9.4.6.,3.9 Conn open. The conn_open action procedure is called just bdefore
a connection enters the ESTABLISHED state. According to the isplemsntation
policy, the procedure updates the ACK and window informatior, delivers
any waiting data, and acknovledges any received data. The ULP {s notified
of the newly opened connection vith an OPEN SUCCESS service response. The
data effects of the procedure are:

= Data examined: sv.len

Data wodified: to ULP.service_rcsponse to_ULP.len
= Llocal variables: deliwry asount need_to_ack

begin
==Ilnfora the ULP,
to ULP.service_response := OPEN_SUCCESS;
to_ULP.lcn := gv.lcn;
TRANSFER to ULP to the ULP identifiec Dy sv.source port;
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—The {ncoming segment contained cither & SYN and an ACK of
—-our SYN, or just an ACK, In either case, use the new
=~ACK to update the send variables.

update;

~~Based on implementation dependent policies, deliver any waiting
=~data to the ULP.

delivery_amount := deliver policy();

1f (delivery aasount > 0) then deliver;

-=Based on implementation dependent acking policy, ack the
—-incoming segment,
need_to_ack := ack _policy();
1f (need_to_ack = TRUE) then send ack;
end;

9.4.6.3.10 Deliver. The deliver action procedure moves data sccepted from
the remote TCP {nto the to ULP structure for delivery to the ULP. The amount
of data delivered is based oo the receive sllocation, the amount of pushed
data, snd the laplementation dependent delivery policy. The data effects of
this procadure are:

a. Data etamined:

sv.recv_push sv.recv_next
sV.recv_urg sv.recv_finflag
sv.lcn sv.source nort

b. Dats mcdified:
sv.Tecv_save all fields of to _ULP
sv.recv alloe
c. Local varisbles: pushed  delivery_smount  urgent_length

begin
~=Does pushed data svait delivery?
1f (sv.recv_push > sv.recv_save) i~
then ~~Pushad data waits so compute ssount needing delivery. -
1f (sv.zecv_push > sv.recv_next) .
then pushed :® sv.recv_next = SV.recv_save "
else pushed :» sv.recv_push « sv.recv_save;

td

-=Is there encugh allocation for all the pushed data?
1f (sv.recv_alloc < pushed) I
then delivery smount := sv.recv_alloc

else delivery _smount := pushed; ..

A

else ~~No pushed data waits. Refer to the deliver policy o
-wta detetaine how much data should be passed to the ]
-l at this point. M
delivery_smount := deliver_poltey(); -
~=Teliver casputed amount of dats to ULP, {ncluding urgent :-"_::{
—information. S
“..':l
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1f (delivery_asmount > 0)

then begin
~=Check for "end of urgent” in data which cannot be delivered
==in the same delivery unit with subsequent non-urgent data.

1f ((sv.recv_urg > sv.recv_save) and
(sv.recv _urg < sv.recv_save + delivery amount))

then ==Deliver the urgent data alone first.
begin
urgent_length := gv.recv_urg ~ sv.recv_save;

dz remove_from recv(sv.recv_save, urgent_length);
to_ULP, dats hmgth - urgcnt length; G

.

—Note that i-plonnution doper..ant delivery unit ‘t
--size restricticns are ot handled. A
to_ULP.urgent_flag :» TRUE; sk
to_ULP.len := sv.len; R
to_|  ULP.service _response := DELIVER; :
TRANSFER to_| ULP to the UL’ named by to _ULP,source_port; ,
o
SV.TECY_B8VE % sV.Tecv_ury; ‘-,',_.
SVl TECV 4 " alloc = sv.recv_alloc - urgent_length; ity
dclivuy amount := deliwry swount - urgent length; Ll
end; s

~Hove dats without an end of urgent into to ULP.data
~egnd deliver to ULP.
dn_remove_from_recv(sv.tacv_save, delivery_amount);

')

e
'W

0°

to |  ULP.dats hnnh i» dcltwry amount; :::::
-=Note that {mplesentation dependent delivery init A
~=gize restrictions are not handled. L

to_ULP.lcn := gv.len;
1f (nv.ncv save < sv.recv_urg)

.-.
.'m

then to_ULPLurgent_flag := TRUE
else to Uu.u?unt ,_flag :* FALSE; o
TRANSFER to ULP to the ULP named b~ sv.source_port;

w .
.
»

e s
.
N {. y
. N .

-'.t‘ LA

tﬁ

==Update recv variablees.
SV.TECV_Save ™ av,recv_save + dalivery_ssount;
BV.TeCY_ " alloc :® ov.ucv alloc - dcu\nry asount ;

-

==1f the remote side has closed, and this data clesars the
~=receive queue, the ULP must be notified.
1t ((sv.recv_finflag = TRUE) and
(lv.ncv next ® sv.recv_saw))

.
%
L3
e o

5
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Jq'

then
begin
to ULP.service response := CLOSING;:
to_ULP.lcn := sv.lcn;
TRANSFER to ULP to the ULP named by sv.source_port;
end;

"

X
’."

>

-

end; =-of data delivery to ULP

end;
erd; ..{
9.4.6.3.11 Deliver policy. As one of the policy procedures, deliver policy :.%":;
discusces the alternative strategies for delivering data to the ULP. It wias

returns to the calling procadure the mumber of octets of data to be delivered.
Barring zero receive allocatioas and pushed data, the TCP specification allows

an izplementation to Jeliver data to the ULP gt its own convenience. However, e,
performance considerations should be exaanined. On one hand, data availabdle K
for delivery should be delivered with reasonable proaptness; it should not be r:;:-:
delayed indefinitely while vaiting for a delivery unite vorth to arrive. Om Pas
the other hand, the data should not be delivered an octet at a time wasting kL

. both jinternal TCP processing time and external execution ezavironment resources.
.":: A reasonable campromise can e schieved guided by system design criteria. g
b, S -‘
b 9.4.6.3,12 Dispatch. The dispatch action procedure accepts the data and ?:ff\'
3 i{nterface paraseters pessed by the ULF in & send request, adds the data to :s"'i
g the send queue, and adjusts sppropriate send varisblas. Depending on the I
sand policy, the procedure may segasnt and transmit some portion of dats to a
the remote TCP. The data effects of this procedure are: g
I'\Q‘
a. Dats «xanined: ..'
from ULP.lcn fron ULP.push flag o)
from ULP.data from ULP.urgent_flag y
from ULP.data_langth from ULP.ulp_tiseout A

b. Datas modified:

sv.send free sv.send_next ‘o

sv.ulp timeout sv.send una o)

sv.send_push sv.send_wodw N

sv.send_urg ::,'_v

begin !

==Save the data along vith timertamp, starting at sv.send free,
~=then update the send variasbles. :

add_to_serd(av.send_free, from ULP.data length, CURRENT TIME()); ::;::

a

sv.send_free :* av.s¢nd_{rse + fros ULP. leagth;

.

1f (from ULP.push flag = TRUT)
then sv.send push :*= iv.serd_free;
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Ely

if (from ULP.urgent_flag = TRUE)
then sv.send urg := sv.send free;

PETLe

-=Depending on implementation, the ULP timeout timer may

=-need to be restarted when the interval is changed by the ULP,
1f ((from ULP.uip timeout /= NULL)

=-option exercised to set timeout and (from ULP,ulp timeout /e
sv.ulp_timeout)) then ev.ulp_timeout :» from ULP.ulp timeout;

=—=Call the send newv_data procedure to determine if sny
--nevly received data can be sent at this time.

send new_data;

eod; --non-zero send windov processing
end;

¢

9.4.6.3,13 Dm add to send. As one of the dats management routines, the
ds_add_to_send procedure adds the dsts provided by the ULP in from ULP.dats
to the send storage area. The calling sequence is:

.
i
3

o
.
...
.
5

£ z
E}_ de _add_to_send( seq_rum, length, time ) e
-
N Peq_tuwn © the sequence mamber of the first octet o
N being added to the storage sres e
- e

lergth = the rumder of octets to be added e
oY
- time = the current time to he associated with sach O
data octet for later derermination of data age R
% for the ULP timsout. oy

9.4.6.3.16 D& add to recv. As one of the dats management routines, the
dw_add_to recv procedure copies dits from an {scuming segment, found in
froc NET.seg.dats, into ths receive atorage arex. This routine is called
as segments are velidated and porticws of their data are found to be in the
receivé windov. The calling sequance is:

da_add_to_recv( seq_rum, length, offset )
seq_nus = the sequence tumber of the first octet te be copied.
length ® the musber of dats octet to be copied.

of feet = the location of first octet to be taken from the
dats portion of the segmant.

9.4.6.3.15 Dm copy frow sund. As one of the data management routines,
the da copy_from_send procedure copies dats from the send storage ares ioto

to_NET.seg.dats. This routine is used as data 1is segmented and transmitted A
initially, and a» retrosnsaissions are required. e
The calling sequence is: A

[N
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da_copy_from send( seq_rum, length )

seq_mum = the sequence number of the first dats octet to be
copied into to NET.eeg.data

laigth = the number of octets to be copied

9.4.6,3.16 Dm remove from recv. As one of the data mansgemsnt routines,
the da_reaove_fro recv routine removes data from tha receive storage ares
snd places it in the to_ULP.dsta structure. This is called as dats 1s

dalivered to the ULP. The calling sequence is:
da_rewove_from_recv( seq_rum, length )

seq_mum = the sequence number of the first octet to
be removed and copied

length = the mumber of dats octets to bs removed and copied

9.6.6.3.17 Du remove from send. As one of the dat: management routines,
the da_temove_fram_send procedure deletes data from the send storage area.
This routine 1s called as data is acknovwledged by the remote TCP and removed
from the retrscemission "queve.” The calling sequenca is:

dn_remove_from_send( seq_rum, length )
seq_tum = the sequence mumber of the first octet to be resoved.
length = the number of data octcts to de rewoved.
9.4,6.3.18 Error. The error procedure fills in the fields of to ULP wvith

the local connection name, the ZRROR esrvice response, and the srror description
passed by parameter. This information {s peased to the loeal ULP,

s. Data examined: sv.lcn sv.s0urce_port
b. Datswodified: to 'P.len to_ULP.service responie
to_ULP.error_desc
bagin

—Congtruct an error asssage for the local ULP.
to_ULP.service_response :* RRROR;

to_ULP.len := av.lenm;

to_ULP.error_desc :® paramster;

TRANSTER to_ULP to the ULP named by sv.soutce pott;
end;

1)
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9.4.0.3,19 Format net params. The format net params procedure fills {n
the paraneters used by the network protocol entity after the calling procedure
has filled ‘n the outgoing segment header. The size of the segment’'s text
portion is passed by parameter.

a. Date exanined:
to NET.seg.data of fset

sv.destinat{ion_addr sv.source_adir
sv.destination port SV.s0urce port
b, Data modified:

to_NET.identifier to_NET.type_of service

to NET.protocol to_NET, length

to NET,destinution addr to_NET,source addr

to NET.scg.source_port to_NET.destination port

to | NET. dont fuglent

begin
-=Fill in the network parametets.
to_KET.seg.source_port t* gv.source_port;
to NET.oeg.destination port :» gv.destinstion port;
to | NET.swrce addr 1= pv.source_addr;
to_ NET.dutinauon addr 1= gv.destination _addr;
to NET.protocol t» TCP_1ID;
tc NET.tvpe of service.precedence e sv.sctusl prec;
to_| “NET. type_ " of urvxcc.uunbtu:y s» NORMAL;
te | " NET. type_! " of urviec.dahy ;= NMORMAL;
to N’ET, type_ " 0f | _service.throaghput = NOIMAL;
to_NET,tdentifTer i gen_1d();
to N'ET.dom _fragment tw» PALSE:
to NBT.:m to_live te ONE MINUTE_TTL;
to_NET.length t= to NET.eeg.dats_offset +
pataseter;
to NET.options{security] 1o gv,.eec;
end;

9.4.6.3.20 Gen 1d. The gen id sction procedire returns an identifier to
the calling procedure to be puud to the uetwork protocol eatity when &
segment is trarsmitted with a NET SEND primitive.

s. Dsta exsnined: ~={mplewentation dependent
b. Datas modified: ~-none

begin
-=The generation of the identifier is implementstion dependent.
-=The network protocol entify uses the identifier, along with
--sddrecsing informating, to distingutsh betveen sending units
~~(4.¢. datagrams) {f fragaentatior and reassemdbly are required.
-~50, TCP sust generate unfgue 1deniifiers for each segment if
=~the data {e¢ to be transaitted without confusion.
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==Algso, if a retransmitted segment is accoapinied by the
—=identifier used for its original transaission, the network
—=protocol entity may be able to piece together parts of the
=—original and the retransmission to improve its performance.
—=Note that if repackaging is performed during retransmission,
=~the original identifier cannot be used.

S 77 i

end;
9.4.6.3,71 Gen fsn. The gen isn procedure returns an initial sequencc :::j:‘
ousber to the calling procedure for use during the three-way handshake of Tas
connection establishment. I
[N

E 3

s. Data axsmined: --implesentation dependent

o2z
L]
g

b. Data wodified: - none -

'a.v .,
Y X
P

--{mplemcntation dependent action

7 Y

A,

9.4.6.3.22 GCen len. The gen_lcn procedure returns a local connection nawe, A
or lco, to the calling procsdure to bs used as a shorchand tdentiffier by ICP

and the local UL? in service requests and responses pertsining to a connectiou: . o

.J",

s. Data examined: ~-implementation dependent s:’,

W

Data wodified: - none -

RF 1K

bagin
~==The generation of the len is implementation dependent. N
==A TCP entity usually supports msny connactions. DA

.
-

D
...
a

~=1f the Jecn 1is a pointer or tadble index, service requasts
-~can b quickly matzhed to their state vector.

"
L)
-

W)
»y
l' -

end; KN
9.4.6.3.2) Gen syn. The gen syn accion procsdure formats and transmits 3 -
segmant containing a SYN to the remote TCP. As part of the SYN generation, o
an inftlal sequance rumber ie selected. The procedure accepts one paraseter
vhose values are ALONE, WITH ACK, and WITH DATA, indicating vhether the
segment vill contain an ACK or deta. This procedure does not handle generating
s SYN carrying a FIN flag becsuse the specified service interface doas not
support @ transaction priattive descrided in Appendix C. MNowever, if such !
priaitive were created, this procedure would have to be wodified to handle
ft. The data effects of this procedure are: T
s. Data examined: .
sv.source_port sv.Tecv_{sn S
sv.source_adir sv.recv_next 2

sv.destinstion port sv.send_next
sv.destination_sddr sv.send_free o
sv.recv_wndv sv.sand_push o
sv.send_urg .::'.
N

g
[

o
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b. Data modified: ’..;_':'..'
sv.send_ien sv.send_next -‘b\:
sll fields of to NET sv.send_una .

¢. Local warigbles: amount

T R T R N

begin

o ~—Cenerate the initial sequenca mumber to be used for
: -—-data sent to the remote TCP. t'rﬂ-j
sv.send_ien := gen isn(); .i:_\i
sv.serd_next := gv.send_isn +1; <==SYN uses the first seqf. -"$‘:
sv.send_una :® sv.send isg; %
to NET.seg.seq_tum := gv.send_isu; 5":
~~Check parameter to determine exact type of SYN. oy
case parazeter of oj.:-j
:‘.-.‘
vhen ALONE > LN

to NET.seg.ock_flag := FALSE;

to_NET.seg.vwndv ir 0} D4
to_NET.seg.push_flag:= PALSE; b
to NE'!’.ng.utLuq s® FALSE; o
amount :e 0} o
e

vhen WITE ACK =)
to_NET.eeg.ack_flag :» TMUE;

to NET...‘. Hd .'o"“ M '-.“
to NET.sag.ack mum :® BV. Tecy Ton ¢ 1; S
to NET.seg.push flag : FALSE] o

o -
L,
l.‘

-.!
. -+

to_NLT.seg.urg Tlag :o FALSE;
amsount := 0;

vhen WITH DATA )

to NET.eeg.ack_fleg :» PALSE; -
to l!‘r.ug.vmh it 0; oo
"::1

=~The data supplied by the UlP 1s 1o the send qusue.
~Hovever, the amount of date to sccompany the SYX
-~is deternined by the send_policy.

’ m v\:'-{.

amount :» send_policy();

1! (smount > 0)

then dn_copy_fras seod( sv.send next, amount )i
it (n.'end_push - cv.nnd next + smount)
then tc_NET.seg.push_ flag := TRUE;
cv.unﬂ next :e ".ud naxt ¢+ asount;
else to lt‘l.ug push !lq :» PALSE;

end case;

A I
o L
Lt e,

P
[
"~

Vs N ".f L"."‘, .
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~=Add the urgent information regardless of data length.
1f (sv.send_urg >= to NET.seg.seq_nus)
then to_!l!'r.oq.utg_f'fu 1» TRUE;
to_NET.seg.urgptr :* sv.send urg =
to_NET.seg.seq_tum;
else to NET.seg.urg_flag := }ALSE;

AR |

1f (MAX_SEGMENT_SIZE option used in this iuplemsntation)

then O
to_WET.seg.options[1] te 2; ==Max hesder size o
option kind rod

co_ll!‘r.oq.opuoulzl 1w & -=option length = Hh

4 octets “

to_lllt.ug.optiouﬂ..ll t® MAX_SEGMENT SIZE; NG
=={upl.dep valus '-.-;

to_l!?.lq.dnu_oﬁut is 6; AN

elee I:E

"

ol

to_NET.seg.dats offset :o OPTIONLESS_HEADER;

format_set_parans(asount);
campute_checksun;
TRANSFER to_MET to the netwvork protocol entity.

end;

The security perameters (including security

9.4,6,).24 Load nmruf
level, compartment, transmission control code, and handling restrictions) in
an incaming segmant are losded into the state vector.

The dats effects of this function are: o
~ Dats «aainud: ff::f
from_net_options [security] ﬁ

= Data wodified: ::::

v

o

sv.sel

~~This wvould only ocour after a successful sec_range_match.
sv.eec: = from_net.options [securityl

AN - LA

9.4.6.3.25 Nev allocatfios. The rev_sllocstion sction procedure takes the
aev valus provided by the ULP tn an allocstion service tequest end adds
1t to the current receive sllocstion. Data vaiting for this allocation s
delivered to the ULP. The data effacts of this procedute are:

-
av.*

a. Data exsmined: fram ULP.dsta langth

b. Dats modified: sv.recv_alloc

| X XEEA ’ f‘.\__!.‘_'-‘_',‘;-‘;. > ;1. B te et

---------
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begin
~=Add in the new receive allocation.
sv.recv_alloc := gv.recv_alloc + from ULP.dats _length;
--Dcpcndim oo hplcuuuuon dependent vindov management strategy,
==thic nev receive allocation may be factored into a nev
==value for the receive window.

-

~=1f dats awaits this allocation, deliver it.
deliver;
end;

DA AP

9.4.6,3.26 Open. The open action procedure records the paramsters from an
open service request (either Active Cpan, Fully Specified Pasasive Open, or
Unspecified Passive Open), sssigns & local conneciion nase, and returns it
to the ULP in an OPEN_ID service response. The data effects of this procedure
are:

RIGR - 3 A

DN

8. Dats exemined:
fras ULP.request_nane

Lo ISP -, . P

from | UU.noutce_yon from ULP.precedence
!tul ULP.destination_port from ULP.security

fra_m.l' destination_addr trc- ULP.sec_ranges .,
from | y ULP. timeout A
from ULP.timeout_action 0
;’\
b. Data wodified: i
sv.source port sv.len g
sv.source_addr sv.original_prec N
sv.destinstion port sv.0eC, SV.86C_Yanges )
sv.destination addr sv.ulp timmout, sv.ULP timeout .
action -
to_ULP.service_response to_ULP.destinstion_sddr \
to_ULF.soutrce_port to_ULP .destination_port i
to_ULP.source_sddr to_ULP.lcn .,

begin
~-Assign a local connection name according to
=={uplemantation dependant algorithms.
sv.len o gen_len();

=«The security, precedence, and timeout parameters are
-~optional. 1f they are not provided by the ULP, defsult
~=values arTe assigned. For security snd precedence defaults

~={n nonsecure snvironments, the lovest levels are generally used.
-=A timeout default is more arditrary, dul the curren:
~=guggested value {s twd minutes.

T v v Y

e %o o

1¢ (from UlP.security is present)
then sv.sec :* from ULP.security
else sv.sec :o DEFAULT_SECURITY;

jea

- _ - L 8 ¢+ 9 * ¢ » 2NN
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1f (from ULP.precedence is present) %Y
then sv.original_prec := from ULP.precedence; ';\,
sv.actual_prec := from ULP.precedence; ;-;‘j
else sv.original prec := DEPADLT_PRECEDENCE; oy
ev.sctual_prec  te DEPAULT_PRECEDENCE; ﬁ

1f (from ULP.timecut is present)
then sv.ulp_timeout := from ULP.timeout
else sv.ulp_tiseout := DEFAULT TIMEOUT;

1f (fros ULP>timeocut_sction is present
then sv.UL?_timecut_sction: = from ULP.timeout_action
else sv.ULF timecut_action: = DEPAULT TIMEOUT sction

-

SRE

ry
-

-=The source port is provided in all open requests. The source

—-address is the address of this TCP entity. S
sv.source_port := from ULP.source_pore; ¥
sv.source addr := THIS ADDKESS; Ay

- - ’..::‘

==The remsining paraseters vary according to opet requast type.

% )¢

case from ULP.request naw of

when Unspecified Passive Open =)
—This requast does not carry the destinatios
—~gocket. 1t remains unassigned until s satching
«=SYN from & remote TCP arrives.
sv.open_wode := PASSIVE;

sv.sec_tanges:* fron ULP.sec_ranges: -~
e

vhen Full fsesive_Open => e
sv.destination addr i+ from ULP.destinstion_sddr; o

Sy

AN

sv.destination port :e !ru_UU.dutluuon_pott;

sv.open_®ode :* PASSIVE;
sv.sec_tanges:= froo ULP.sec_ranges;

<% ~
n\' ,'.A

vhen Active Open *> ...::.:
sv.destinacion addr := from ULP.destination addr; DO\
sv.destination port :* from ULP.descination port; s
ov.open_mode := ACTIVE; "

vhen Act XV._’Opln_Ulth_Dltl )
addr t= f{rom ULP.destination_addr,

e p
A

LR

»

O _0_g

sv.dastingtior

sv.destination_port :® !ra-_bu.duttmucm_.pon:
sv.open_mode :» ACTIVE; N
~=Record data sccompanying open request. <50
save send data; i
end ca: e - T g
o:\i
'(":
|*~.
o"c|
ey,
)
&
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-=Return the lccal connection name assigned.

to ULP.service respoase := OPEN_ID;
to_ULP.source_port := sv.source port;
to_ULP.source_addr := sv.source_ addr;
to_ULP.destination_addr :» gv.destination port;
to_ULP.destination_port := sv.destination_addr;
to_ULP.len = gv.len;

TRANSFER to ULP to the ULP unamed by sv.source port;
end;

9.4.6,3.27 Openfail. The cpenfail action procedure {nforus the ULP that
the attempted connection could not be opened. It sleo clears the state
vector. The datas effects of the procedure are:

a. Dats examined: sv.lcn sv.source_port

b. Data wodified:
all state vector elements
to_ULP.lca to_ULP.service respotse

~-Coms:ruet an OPEN FAIL message for the ULP.
to_UlP.service _response := OPEXN _FAIL;
to_ULP.lcye := sv.len;
TRANSFER to ULP to the ULP camed by sv.source port;

~—The state vactor .s clearcéd vithout genststing s ULP message.
Teset_self(NO_REPORT);

9.6.6,3.28 Part reset. The part_reset actios procedure clears the send
and recv veriables vithout tersinsting the comnection. The data affects of
the procedure are:

a. Dats exenined: sv.open mode
b. Dats wodified: al)l send and receive varladles
begin

~~The remote ICP address and port are cleared {f the cennection
~=open mode vas PASSIVE,
1f (sv.open_mode * PASSIVE)
theo
sv.destination port :=» WILL;
ov.dastination_addr :* WLL;

=<Clear all wmrisdles set during the connection openicg
==handeshake.
ds_rewove_fros_send{ov.send una, QUELT S12L);
du_rewove_from_recv(sv.recv_free, QUELE_SIIE);
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sv.actual_prec = NULL; sv.send next ts NULL;
sv.recv_isn s= NULL; sv.send una := NULL;
sv.recv_next = NULL; w.lend_wndw := NULL;
sv. recv_wndv t= NULL; sv.send push i= NULL;
sv.recv_alloc :t= NULL; 4v.send_urg t= NULL;
sv.recv_push s= NULL; sv.send finflag := NULL;
sv.recv_urg ¢= NULL; sv.send free 1= NULL;
SV.Tecv_save t= NULL; sv.send lastupl := NULL;
sv.recv_finflag := NULL; sv.send lastup2 := NULL;
sv.send_isn t= NULL; sv.eend_max seg := NULL;
end;

9,4,6.3.29 Raise prec. The raise precedence action procedure raises the
precedence level recorded in the state vector to the level provided by the
remote TCP. paragraph 9.2.11 of the entity overview discusaes precedence
negotiation during connection establistiment. The data effects of this
procedure are:

a. Dats exanined: from NET.type_of_service.precedence

ey

'_“.’__.'

b, Data mndified: sv.actual prec ;-,:;_,:;
-~A SYN from the vemote TCP carries a precedence level l‘?_

o
L
0

-=greater than that indicated by the local ULP.
==Precedence is carried as a type of service parameter.
sv.actual_prec t= from NET.type of service.precedence;

9.4.6.3.,30 Record syn. The record _syn action procedure records the
control {nformation from the incoming segment containing a SYN flag.
The data effects of this procedure are!

a. Data examined: all fields of from NET

b. Data modified:

ovV.recv_next sv.send_wndw
svV.Tecv_urg sv.send una
sv.recv_isn sv.destination port
sv.send_max_seg sv.destination_addr
sv.recv_push
c. Local variadles:  start_seq amount  of fset el
begin L
=-=1f this half of the connection was opened passively, the AR
==renote information should be added to the state vector. oy
1f (sv.open mode = PASSIVE) -
then g
e
fod,
sv.destination port := from NET.seg.source_port, Ry
sv.destination_addr := from NET.source_addr; ".t_f;
r -
A
S
.
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==Record recv_data.
sV.recv_: isn := from s NET.seg.seq_num;
sv.Tecv_ | ' next i= sv.recv _demtl;

==Record send data.
1f (from NET.seg.ack flag = TRUE)
then sv.send_una := from NET.seg.ack num;

==Record maxinun segment size if present in option field.
1f ((from NET.seg.data offset > 5) -—optionless header size
and (from NET.seg.options{0) = 2)) —-Max Seg Option Kind
then
sv.send_max_seg := from NET.seg.option[3..4]);

=-If data accompanied the SYN, apply the implementation

==-dependent data acceptance policy to determine how much
—=data should be saved, its position in the recv_queue,

==_nd its position in the incoming segment.

accept_policy( start_seq, amount, offset );
if (asount > 0)

then
ldd_to_tecv( start_seq, amount, offset );

==Update the recv_next sequence number if necessary.
1f (sv.recv_next = start _seq)
then sverecv_next := start_seq + amount;
elge —=racord data positicn in receive storage area
=-~{mplementation dependent action
- -Record rUSH and URGENT information.
1f ((froc_NET.seg.push_flag = TRUE) and
(sverecv_push < start_seq + amount))
ther. sv.recv push := start_seq + amount;

if ({from_NET.seg.urg_tlag = TRUE. and
(sverecv _urg < from s NET.seg.ceq_nun + from NET.seg.urgptr))
then =-record the nes urgent date position
sverecv_urg := from NET.se3.seq run + from NET.seg.urgptr;
end;

9.4,6.3,31 Report timecut (sv *). The report_timeout action procedure
informs the ULP that a ULP_timeout has occurred. The oldest dsta in the send
queue is requeued and the timeout time reset,

The data effects of this function are:
= Data exanmined:
-~ Datz modified:
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begin
error(sv_*.lcn, ULP_timeout)
transfer to_ULP to the ULP names by sv_* source port;
requeue_ oldest (sv  *);

end;

9.4.6.3.32 Requeue oldest (sv *). The requaue_oldest action procedure
temoves the oldest das from the send queue and requeues the data making it

the youngest.

The data effects of this procedure are:
= Data examined:
sv.*send_gusue

9.4.6.3.33 Reset. The reset action procedure formats and sends a segment
with a reset flag to the remote TCP to terminate the connection. RESET
segments must be formatted so that the remote TCP finde the segments accept-
able., The procedure accepts one parameter indicating the format of the
RESET segment to be sent. The parameter value "SEG" indicates that the
incoming segment determines the format. If the segment contains an ACK,
this forms the basis of the sequence mumber in the RESET segment. If the
segment does not contain an ACK, the RESET segment is made acceptable bdy
carrying an ACK of the incosing segment's text. The parameter value CURRENT
indicates that thc RESET is not the result of an incoming segment, but
bezsuse of & ULP abort request or the ULP timeout. In such situations, the
RESET segment is formed with a sejuence ruaber based on current state vector
values. The dats effects of this procedure are:

a. Data examined:
sv.source_port sv.sec

sv.source_addr sv.actual prec
sv.destination port sv.send next
sv.destination addr sV.recv_next

b, Data modified: -mnone-

Legin
-=Based on the parameter, set the sequence and ack numbers.
1f (parsmeter = SEG)
then =Check the incoming segaent for ACK presence.
1t (from NET.seg.ack flag = TRUE)
then
to NET.seg.seq_mua i= from NET.seg.ack nus;
to_NET.seq.ack flag :» PALSE;
else
to_NET.seg.seq_mua := 0;
to NE‘!.ug.ack flag := TRUE
to NET.seg.ack_num := from NET.seg.seq_nua +
(from_! NET. length - frowm ) NET.eeg.data_offeet*s);
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else --parameter = CURRENT, so use current stete vector values.
to_NET.seg.seq_num = sv.send_next;
to_NET.seq.ack flag t® PALSE;

==Form a segment using current state vector data, set the
--Teset flag, and tramsmit to the remote ICP,
to_NET.seg.rst_flag = TRUE; WA

to_NET.seg.syn flag  := PALSE; o
to_NET.seg.urg_flag  t= PALSE; - §
to_NET.seg.pust: flag := PALSE; Loy
to_NET.seg.fin flag  := PALSE; ek
to_NET, seg.windov te 0; L
to_NET.seg.dsta_cffset := OPTIONLESS_HEADER; (.

Ly

fornat_net_params( 0 );
coapute_chscksunm;
TRANSFER to_NET to the network protocol entity;

’..,.

.
-t

end;

9.4.6,3.34 Reset self. The reset_self action procedure informs the ULP
that the connection is terminating, and then sets the state vector eslements
to their initial values. The reset_self procedure has one parameter indicating
the reason for connection teraination. If the parameter equals NO_REPORT,
no service response is prepared for the ULP. All other valuas produce service
responses including RR for remote reset, NF for network failure, UT for ULP
timeout, SP for security or precedence mismstch, UC for user close, and UA
for user asbort. The data effects of this procedure are:

a. Data exanined: sv.len
b. Dats mndified: all state vector elements

begin
1f parameter /= NO REPORT
then begin

case paranmeter of

vhen RA =>

to_ULP.error_desc := “Remots abore,”
vhen NF =)

to_ULP.error_desc := “Network failure.”
vhen SP =)

to_ULP,error_desc := “Security/precedsnce mismatch.”
vhen UT =)

to_ULP.error_desc := “ULP timeout.®
vhan UA =)

to_ULP,error_desc :» “ULP abort.”
vhen UC =)

to_ULP.error_desc := “ULP close.”
vhen SP =)

to_ULP.error_desc := “Service failure.”

end case;
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to UiP.lcn := sv.len;
to_ULP.service_response := TERMINATE;
TRANSFER to_ULP to the ULP identified by sv.source port;

end;
~=Regardless of the cgues, clear all queues and initialize state
vector.
part_reset; sv.len = NULL;
sv.source_port := NULL; sv.sec := NULL;
sv.source_addr := NULL; sv.original prec := NULL;
sv.destination port := NULL; sv.actual prec := NULL;
sv.destination addr := NULL; sv.ulp_timeout := NULL;
end;

9.6.6,3.35 Restart time wait. The restart_time wait action procedure
restarts the currently running "time wait" timer. This procadure is
called after a retransmitted FIN is sesn from the remote TCP. The data
effects of this procedure are:

8 Data examined: - none =~
b. Data modiffed: ~ none -

-=Cancel the existing tizer and start it up from scratch.
cancel_timer( TIME WAIT, sv.len );
start_timer( TIHE_WAIT, sv.len, TIMZ_WAIT_INTERVAL IH

9.4,6.3,36 Retransait. The retransmit sctions procedure resends data
that has not been acknowledged within the retransmission tiseout interval.
Because the amount of data resent is implementetion dependent, this deci-
sion is encapsulated i{n the retransait policy procedure. The data effects
of this procedure are:

a. Data examined:

sv.send_una sv.send_wndw
ev.send next sv.send_nax_seg
sv.send _push sv.send urg
sv.send_finflag sv.send_free
sV.recv_sext sv.recv_vndv

b. Data modified:
all fields of to NET
retransaission timer

c. Local veriasbles: retrans_smount start_pt pushed_smount
begin
-=Determuine how such data should be retramsmitted to the

--gemote TCP,
retrans_amount := retraremit_pollcy{};
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if (retrans_amount » 0)
then
begin
=-Starting from the front of the retransmission quaue,
=-segment and retransait data indicated by amount.

stsrt_pt := sv.send una;
to_NEl‘.ug.u:l_ml i= start_pt;
to NET.seg.rst_flag := FALSE;

1f (start_pt = sv.send imn)
then ==The SYN is being retramsmitted.

to_NET.seg.syn_flag t= TRUE;
1f (sv.recv_isn = NULL) ——Has the remote TCP been heard from?
thes to NET.seg.ack flag := FALSE;

to_NET,seg.vndv te 0;

else to_NET.seg.ack mum i sv,recv_next;
to_NET.seg.ack flag t= TRUE;
to_NET.seg.wndvw i sv.recv_wndw;

1f (MAX_SEGMENT_SIZE option used i{n this implementation)

then
to_NET.seg.options|1] te 2; ==See section 6.2.11
to_NET.seg.options(2) t= 4; ==for option format.
to_NET.seg.options|3..4) :» MAX SPGMENT SI2E;
to_NET.seg.dats_offset := 6;

else to NET.seg.dats offset := OPTIONLEZSS HEADER;

elss ——Normal data retransmission.
to_NET.seg.ack bum i® gv,Tecv_bext;
to_NET.seg.ack flag t» TRUE;
to_NET.seg.syn_flag te FALSE;
to NET.seg.data offset := OPTIONLESS HEADER; :
to_NET.seg.vndw ® gv, recv_wodv; =

==Note that this section assumes that this segment's size
~=is less than sv.send_max_seg-

==The end of pushed data cannot be packaged with !
=-gubsequent nom~pushed data. L
~-Prepare snd traussit data. 5
de_copy_from_send{ sv.send una, retrans_amoust ); :;:-"
DL

=1f pushed data within or following dats in this segment,
~=set the PUSH flag to inform remote ICP. N
if (sv.send una =C sv.send_push) t:
I~
"":!
1,
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thea to_NET.seg.push flag := TRUE
else to _NET,seg.push flag := FALSE;
~If urgent data lies withio or foilows data in thia segment,
-=record urgent data position in leader.
if (sv.send_urg > start_pt)
then to NET.seg.urg flag := TRUE;
to_NET.seg.urgptr := sv.send_urg - start_pt;

else to NET.seg.urg_flag := FALSE;
—I1f this segmeut contains that last octet of data froa
==the ULP, set the FIN to infcra the remote TCP.
if ((sv.send finflag = TRUE) and

(sv.send_frea = start_pt + retrans_amount))
then to NET.seg.fin flag := TRUE
else to NET.seg.fin flag := FALSE;

format_net_paramw( retrans amount );

coapute_checksua;

TRANSFER to_NET to tue network protocol entity;

end; —of preparation and retransmission of mnpushed data.
end;

9.4.6.3.37 Retransmit policy. As one of the policy procedures, retransmit
policy discusses the alternati{ve strategics for retransaisiions. It returas
to the calling actioo procedure the mumber of octets to be retramsaitted.
A TCP implementsticn may employ one of sawral retransaission strategies.

a. First only retransmission - Maincain one retransaission
tiser for the entire queus. VWhen the retransaission zimer
expires, send the segoent at the fronz of the retransais-
sion queue. Initislize the timer,

b» Batch retransmission - Mai.tain one retransmission timer
fur the entire queue. Whea the retransmission Zimer
expires, send all the sagments on the retransaission
queue. Ini{tialize the timer.

¢. Jodividual retrarseission - Maintain one timer for
asch segment on the retransaiesion queue. As the timers
expire, retramsmit the segments individually and reset
their timers.

9.4.6.3.37.1 Retransaission strategy. The first only retransaission

strategy is efficient i{n terme of traffic generated because only lost segnants
are retramsaitted; but the strategy can cause long delays. The bstcl retrana-
aission creates more traif’c but decreases the likelihood of long delays.
However, the actusl effectivenes~ of either scheme depends in part on the
scceptance policy of the receiving TCP., For example, suppcse a sending TCP
sends three seraents, all within the send window, to a receiving TCP, The
first segment is loet by the network. A receiving TCF ueing the “in-order”
acceptance strategy discards the second and third segments. A receiving TCP
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using the "imwindow”™ strategy accepts the second and third segments, but
does not acknowledge or deliver any data until the lost segment arrives.
Batch retransmission fits better with the in-order acceptance strategy
because the receiving TCP has discarded all segments. The sooner all three
segnents are retransmitted, the better. First-only retransaission fits
better with the in-window acceptance policy because only the needed retrans-
mission occurs becasuse the receiving TCP has kept the segments within its
receive window snd awaite only the lost segment. The sending TCP may also
choose to repackage segments for retransaission.

9.4.6,3,.38 Save fin. The save_fin action procedure records the presence of
a FIN flag 4in an incoming segment received bdefore a connection is ESTABLISHED,
The FIN is processed only in the ESTABLISHED state. The data effects of the
procedure are:

a. Data examined: sv.recv_next
b. Data modiffed: sv.recv_fin  sv.recv_push

==Record FIN {s recv_variadble.
sv.recv_finflag := TRUE;
sv.Tecv_push :® sv.recv_next; =-The PUSH function is assumsd.

9.4.6.3.39 Save send data. The save_send_dats action procedure saves the
data provided by the local ULP in a "Send™ or an “Active Open with Dets”
service request issued before the connection is ESTABLISHED. The data effects
of the procedure are:

a. Data exaained only:
fras ULP.data from UlP.length
from ULP.push_flag from ULP,urgent_flag

b, Data modified:
sv.send_free sv.send_urg
sv.send_push

begin
==Take the data and add it to the send queue.
dn_add_to_send( sv.send_free, from ULP.length );
sv.send_free :» sv.send free ¢ from ULP,length;

—Set the urgent and push information as needed.
1t (fros_ULP.push flag = TRUE)
then sv.send_push := sv.send_free;

1f (from ULP.,urg_flag = TRUE)

thas sv.send_urg := sv.send_free;
end;
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9.4.,6.3.40 Send ack. The send ack procedure formate and sends an eapty

S

segment with the ACK value indicated by parameter. The data effec.s of i
this procedure are: el
a. Data examined: ﬁ
sv.eend next sv.gource_port
sv.recv_nert sv.destination port g
sv.actual prec  sv.sec ’:\\‘;
Y
LYl
b. Data modiffed: all to_NET.seg fielde .;
LY,
begin X
==The ACK field of the segment {s set to the parameter value. bl
to_NET.seg.ack_flag := TRUE;
to_NET.seg.ack num := paraseter; :‘:
==F{ll in the rest of the segument and netvork parameters. :::::
to_NET.seg.0eq_nua t= gv.send_next; PN
n

to_NET.seg.ret_flag t» FALSE;

to NET.eeg.oyn_flag t» FALSE;

to NET.seg.push_flag := PALSE;
to_NET.seg.fin flag t» PALSE;
to_NET.seg.data_offeet := OPTIONLESS HEADER;
to_NET.eeg.vindov t= gv,recv_vndv;

RIE:

n'i

AR
o i .
e fe Ts 5

., T, T
v

~+Add gacurity and precedance informstion to header.
~-Add in urgent {nformation {f needed.
{f (sv.eend_urg > to_NET.seg.seq_num)
then =~-record urgent dets position in header
to_NET.seg.urg_flag := TRUE;
to_NET.eeg.urgptr := sv.send urg - to NET.seg.seq_num;
¢lae to_NET.geg.urg_flag := FALSE;

R o)y

DA NS

et

.« » v
P

’

format_net params( 0 );
compute_checksus;
TRANSFER to NET to the network protocol entity;

(]
LR

." ".
e

~=Adjust {mplemsntation dependent ACK parametere such as
~=ACK timer, or state_vector element for the last ACK'd octet.

end;

| 2L
1a? " 4”0’

.o - »
o % o
.« ¥ 3

9.6.6,).41 Send fin. The send fin action procedure records a close request

snd, 1f no datas is vaiting to be transmitted, formats end sends an empty "
segoent wicth the FIN flag set. 1If data (o velting and the vindow permite, "
the FIN {s sent along vith the data. The date effects of this procedure are: 5

s

a, Dats exanined: ev.send_next

b, Data oodiffed: ev.send_{inflag sv.send push ~,:::
~=Record the CLOSE service requast. The CLOSE {wplies a PUSH. :‘:
svesend finflag := TRUE; oS4

sv.send_push := sv.send_next;
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5

~=The FIN {s sent along with any waiting data.
send nev_data;

9.4,6,3.42 Send new data. The send |_new_data action procedure examines
the send winiow, the amount of pushed data, and segment size restrictions

<o deteruine if any waitiog dats can be sent to the remote TCP. The data
eftects of this procedure are:

o

“iit‘

a. Date examined: ':}
sv.send_max_seg sv.recv_next
sv.source_port sv.recv_wndv .

sv.destination port sv.send_finflag =

b. Data modified: Sy

sv.send_next sv.send_push -

sv.send_free sv.send urg o

sv.send_vndw all fields of to NET -~

e

¢. Local variables: send_amount

A 9} 7%

begin ":-'

=~The smount of dats to be sent s determined by the ’;\1

~—send vindov, the amount of data waiting, thz amount of o

—~pushed dstas, and segment sise restrictions. ~

1f ((sv.send_vodv /= 0) and (sv.send vext /= sv.send_free)) &
then begin: Iy
-=Data can e sent, but how much? -

~=Check for pushed data, which must be sent as soon :C‘

4§

~=gs the vindow gllows,
begin
1t (sv.send_push > sv.eend_aext)
then ==Pushed dats avaits transmission

1t (sv.eend_push < sv.send_una + sv.send wndw)
then =31l pushed data can be sent
send_smount := gv.send push = sv.send pext;
to Uu.ug push_flag := TRUE;
else —send all pushed dats allowed by send window
serd_amount :® sv.send_una ¢ sv.send_wndv - sv.send_ne
to Nt‘t.cq.puoh ) flag 1= PALSE;
else —~No pushed dsta veiting. Refer to send policy
=-to dstermine amount (4f avy) to be sent. g
send_amount := send_policy(’;
to_NET.seg.push flag :o PALSE; bl

o -
., S
e . R

~~How much data to send has deen deterained. Now
=-format and transait the segmsnt.

1t (send_amount > 0) :‘:
then degin 2
o,

156




MILITARY STANDARDS: TCP MIL-STD 177

MIL-STD=-1778
12 August 1983

to_NET.seg.seq_rum i= sv.send next;
to_NET.seg.ack_mum i® gv.recv_pext;
to NET.seg.ack flag t= TRUE;
to_NET.seg.syn_flag t= PALSE;
to NET.seg.tst_flag t» PALSE;
to_NET.seg.data_offset := OPTIONLESS HEADEZR;
to_NET.seg.vindow i® sv.recv_wndv;
—=Add security and precedence to header.
«=The ULP may have already CLOSED. 1If so, and this
-~data {ocludes the last octet, set the FIN.
1f ((sv.send_finflag = TRUE) and

(sv.send_free = to_NET.seg.seq num + send_amount)) !
theo to_ NET.seg.fin flag t» TRUE o
elese to NET.seg.fin flag t= FALSE; .

vk SR R R TS Y T P L,

2 8 2

E-: 1f (ev.send_urg > to NET.seg.seq_rue) v
N then —rTecord urgent data position in header

to_NET.seg.urg_flag := TRUE;

to_NET.seg.urgptr := sv.send_urg - to _NET.seg.seq_num;

.[‘- else to MET.seg.urg_flag := FALSE; RGN
3 X
5 du_copy_from send( sv.send oext, send amount ); o
L sv.send_next :» gv.send next + send_amount; JESA
' 3

format_vet parems{ send_amount );
compute_chacksum;
TRANSFER to_NET to the network pre.ocol entity;

Rl 1

—Depending on the retransmission policy chouwen for

--an implementation, a retransmiseion tisey

~~aay nov need to be set for the nevly sent data.
~-iuplemsntation dependent ection

end; ——of preparation a.d transmission of data.
end;
end;

9.4.6,3.43 Send Eoug. Barring pushed data and ero receive vindows,
the TCP entity 1is t to segment and trensfer data at its convenience.
The numbor of cctets that should be sent beginning at sv.send next is re=

turned to the calling procedure. The definition of “convenience” should be
tnfluenced by design goals. If the primary goal is lov overhead {n terss of S
segmant generation, then data should be accumulated until a maximum segtent's
worth (defined by the remote TCP) ia resdy. Rowever, if quick response is Sl
the msain goal, the TCP enticy should segment and transmit data et regular ol

intervals to ainimize delay. Another sspect of the send policy {» related
to wvindov sanagement. Discussed {n the paragraph 9.2.3, the handling of
susll send vindows may alter sending behavior. The TCP entity amsy chcose to
avoid sending into small vindovs (where ssall 1is defined as a percantage of
segaent size or storage capacity) to achieve bdetter throughput.
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9.e.¢.3.40 Set fin. The set fin action procedure records the presence of
s FIN i a~ inzozing segment. The ULP is informed of the remote ULP's
CLOSE aft':r o1 data from the remote ULP is delivered. The data effects

of this proceduvc are:

s. Dale exauined: sv.recv_save SV.Tecv_next
b. Dats modified: sv.recv_finflag

begin
-=Record the FIN's presence for use in the ESTABLISHED state.
sv.recv_finflag := TRUE;
sv.Tecv_push := sv.recv_next;

~=1f no dats is waizing to be delivered, a CLOSING
~-gervice response is issued to inform the local ULP of the

-=remoze ULP's CLOSE request.

1f (sv.Tecv_save ® sv.recv_next}
and (no dats is avaiting re-ordaring)
then
to ULP.servics_response :® CLOSING;
to UlLP.1cn := sv.len;
TRANSFER to_ULP to the UL? named Dby sv.source_port.
end;

9.4.6.3.45 Start time vait. The ctart_time wait actiov procadure cancels
all other timers and sets the final “TIME_WAIT® timsr vhich allcws tim for
the final FIN acknowledgmnt to resch the ramote TCP defore clesring the
state vector of this connectinn. The data effects of this procedurs are:

a. Data exsuined: - sone =~
b. Dsta modifsed: - none -

begin
-=]ssue timer cancellation requssts to the execution enviromment
-=corresponding to all curreat timsrs.
cancel_timez( U2 TINEOUT );
cancel_timar( RETHANSMIT );

-=Depending on mplementation etrategles, ACK timers and
~=ger0 vindov timsrs may aleo exist.

~=Start up the time vait timer for the sppropriste duratiom-currently
~=grggested to de 2 minutes.

nun_;m:( TIR_IMIT. rn:_urr_xmavn ):
end;
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9.4.6,3.,46 Update. The update routine takes s nev¥ ACK from the incoming
segment to update the send and receive variables. The data effects of this

procedure are:

s, Data examined:

S s LA T

from NET.seg.ack num from NET.seg.vindow
F."' from NET.seg.seq_rus -
G b. Data wodified: {
] sv.send_una sv.send_wndv t}f
\.: A ]

sv.send_lastupl sv.eend_lastup2

P o >
£ }’) 7,

bagin
t ~=Take only oew ACKs, {.e. those greater than sv.send_una.
b 1f from NET.seg.eck rum > sv.send una ::',:.r
F‘:-', then degin =—-update the retransaission quaue =4
N ém_remove_from send(sv.send_una,(from NET.seg.ick ma = ‘ad
e,

nv.send_uns)); sv.send_una = from NET.seg.sck oum;

a -
s .

~=Depending on retransmission strategy, the retransmission
~=timer may need resetting bdecause of the nev ACK.
~=isplessntation depandent action

PAAA
Ay Yo

W=

v

~=The retraremission timeocut intervel may need adjustment
==to adapt to the rousd=trip time of the data just ACK=ed.
~-{zplementation dapendent action

[

ke
R
[N
s
2
b

~=The ULP timeout timar may need resetting dus to the e
—ths succaseful delivery of the newly ACK-ed dats. Y
~—{uplensntation dependsnt action e

end; .08
o

-=A nev windov e provided 1f either the sequance mmber of this
~~gegmant 1s never thar the one 1ast usad to update the vindow, or

o - ()

~=(for l-vay dats tramsfer) tha sequance rumber is the same Wt
==the ACK {s greater. :.'
{f ((ev.send_lastupl < from NET.seg.seq_tus) of ;‘
(%)

(ev.send_lastup2 { fros NET.seg.ack rus))

than bdeglo
sv.send_vondv :e (from WET.seg.ack oum ¢ fros NET.seg.vindow)
« sv.eand_una;
sv.sand_lastud! :® from NET.seg.s00q_nue;
sv.eend_lastups :® !ru_lt‘r.u‘.ack_mc;

. h
.
v

L.
'

D

.

FARIIORS
_‘.f.l_'

&

g

~~fecause & nev send windov has arrived, try to send data.
send_nev_datas;

v »
&
1";'.»

end;

end;
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3

10, EXECUTION ENVIRORMENT REQUIREMENTS

i0.1 Introduction. Throughout this document, the environmental modsl
portrays esch protocol entity acting as &8 independent process. Within this
model, the exacution environmenat must provide two facilities: 4inter—process
compunicotion and timing.

A P TR

10.2 Inter-process communication. The execution enviromment must provida ‘i:':';
an inter-process comsunication facility to ensble independent processes to .\-'a,-*
pase units of information, called wessages. Yor TCP's purposes, the IPC 0
facility is required to preserve the order of messsges. TCP uses the IFC RO
facility to exchange interface parameters snd dsta vith upper layer protocols e
actoss its upper interface snd the network protocol scross the lower interface. tq,!
Sections 6 and 7 specify these interfeces. In the service and entity specifi- D
catione, this service is accessed through a the following primitive: TRANSFER '\\;{-
~ passes a message to s named target procass. :':_.j

10.3 Timing. The exscution eavironsrat wust provide s timing fecility :::‘

that maintains 32-bit cloek (possibly fictitious) with umnits no coarser
than ] second. A process msust be sble to set & timer for s epecific time

o period and de informed by the execution emwviromment when the time period

be hes elapsed. A process must also bde sble to cancel g previocusly set timer.
v Sevaral TCP mechanisms use the timing facility. The positive acknovledgwrnt

:‘ vith retransaission aschaniss uses timers to ensure that {f dats or scknow-

b, ledgments are lost, they ate re~sent. The ULP timeout mechanies uses the

I timing factlity to clock the delay detween dats transaission end scknowledg-

o me1t, The time-wait sechaniss uses a timer to allow encugh time for s fioal 5
:—_ FIN acknowledgemsnt to arrive st the remote TCP entity dafore connectios :‘.::\
. terminstion. Otrar ures for & timing facility are implesentstion dependent. -,‘:."2
. In the upper service sod entity apecification, the timing services sre (AR
n accessed with the following primitives: .::.2

A

a. SET_TIMER (timer oame, tiwe_interval) - allows s given intervel of

time and an fdectiffer to be specified. After the specified io- o
terval elapse, and timeaut indication and the identifier is re N
turned to the issuing process. %g\'
o

b, CAICEL TIMER (timer pame) - allows the timeout associsted with '-',;:

the fdentifier to be terminated.

¢. CURRENT TIME - returte the aurrest tise.

2Tt
»” .
e

Custodiens: Preparing Activity: e

o

Army - O DCA-LC o

Kavy - M (Project PSC-0176-02) iy

Atr Fores - % -~

NN

Reviev Activities: Other Interest: -

Arey - SC, CR, AD MSA-NS NN

Navy = AS, Y2, MC, OM, KD, KC, EC, SA TRI-TAC-TT ::.‘j
Atr Force = 1, 11, 13, 17, 90, 9 »
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APPENDIX A. RETRANSMISSION STRATEGY EPFECTIVENESS

As noted in the entity overview, Section 9.2, a TCP implementation may employ
one of several retransmission strategies:

a. PFirst-only retransnission = A TCP maintains one retransmission timer
for the queue, retransnitting the froat segment {or segment's worth
of data) vhen the timer expires.

b. Batch retrsnsaission = A TCP msintains one retransmission timer
for the queue, retransaitting all segments on the queue when the
timer expires.

. ¢. Individusl retransmission - A TCP maintains one timer per segment bt
. on the queue, retransmitting each segment when its individual timer "‘
o expires. 5:;..3
“ i".p y
The first-only retransmission strategy is efficient in temms of traffic generated {1:._;

&

because only loet segments are retransmitted; but the strategy can cause long
delays. The batch retransaission creates more traffic but decreases the

i

::‘ 1ikelihood of long delays. The individual retransmission strategy is s O
> compronise between delay and traffic but requires much more processing time e,
.4: from the TCP entity. However, the actual effectiveness of each scheme depends

ia part on the acceptance policy (paragraph 9.2.4) of the receiving TCP. :',:.-;:

Por example, suppose a sending TCP sends three segments, all within the send e
- windov, to a receiving TCP. The first segment is lost by the network. A R
- receiving TCP using the "in-order” acceptance strategy discards the second !

-

o'
’
"

and third segments. A receiving TCP using the "inwindow"™ strategy accepts
the second and third segments, but does not acknowledge or deliver any data
until the intervening segment arrives.

1t

Batch retransuission performe better with the in-order acceptance strategy
because the receiving TCP has discarded all segments. All three segments

. must be rotransmitted-~the sooner the better. First~only retransmission
perforas better with the in-window acceptance policy decause only the neces-
i sary retransmissions occur since the receiving TCP has kept the segments

X wvithin its receive vindow and awvaits only the lost segment.

Uafortunately, a sending TCP cancot know what acceptance policy is being
used by the receiving TCP. Instead, the retransmission strategy must be
chosen according to implementation dependent and configuration dependent

- design goals. :j:, -
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APPENDIX B. DYNAMIC RETRANSMISSION TIMER COMPUTATION

T TR T T O LR

Because of the variability of the networks that compose the internetwork
system and the wide range of uses of TCP connections, the retransmission
timeout should be dynamically determied. One procedure for determining a
retransmission time out is given here as an illustration.

£

Measure the elapsed time between sendinyg a data octet with a particular
sequence mumber and receiving an acknowledgment that covers that sequence
nuober (Segments sent do not have to match segments received). This meas-

ured elapsed time is the Round Trip Time. Next, compute a Smoothed Round
Trip Time (SRTT) as:

SRTT = { ALPHA * SRIT) + ((l-=ALPRA) * RTT)
and based on this, compute the retransmission timeout (RTO) as:
RTO = minimum({UBOUND, meximum(LBOUND,(BETA*SRTT)))

where:

UNBOUND = an upper bound on the timeout (e.g., ! mimute)
LBOUND = a lower bound on the timeout (e.g., 1 second)
ALPHA = a gaoothing factor (e.g., .8 to .9)

BETA » a delay variance factor (e.g., 1.3 to 2.0)

G e . - 5
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APPENDIX C. ALTERNATIVES IN SERVICE INTERFACE PRIMITIVES

The service primitives of fered to the upper level protocol are specified in
paragraph 6.2, The service request primitives are:

- Unspecified Passive Open,

- Fully Specified Passive Open,
- Active Open,

- Active Open with Data,

- Send,

= Allocate,

- Status,

= Close, and

= Abort

These primitives support the minims]l services required of a TCP. However,
combinations or modifications may of fer additional services that are tailored
to the requirements of a particular set of upper level protocols. Several

examples are provided below.

{s the Internet Protocol and a TCP implements-
tion wishes to export IP's option services (including source routing, record
routing, strean identification and timestsups), an addtional “options” param—
eter would be required in all Open and Send service requests.

If the protocol supporting TCP

reliable transaction service. That is, a
send a single message, and then close the
connection. To access this service, the specified service interface requires
the ULP to issue at least two service primitives, an Open with Data and a
Close, to excercise this service. A TCP may be designed with s service
priaitive that combined the Open and Close to form a new primitive, called
perhaps Tramnsactionm, vhich would {nclude sll the Open paraneters, the data

to be transaitted, and the signal

An upper level protocol may need a
ULP may wish to open a connection,

The upper layer service definition (paragraph 6.3) does not allov a Passive
Open request to be followed by an Active Open request. Instead, the ULP

must first issue a Close or Abort request to eancel the Passive Open request,
then {ssue an Active Open request. A TCP may be designed to allow “conver
sion” of open requests from passive to active. lo this case, a ULP could
1esue a Pull Passive Open request followad by an Active Open or a Send
requast to actively initiste a connection. Thus, the local entity service
diagran (appearing in paragraph 6.4) changes to include a transition fron the
PASSIVE to the ACTIVE state as elown in Figure 15,

to close the connection after data delivery.

DS .'n"‘.‘.‘ "
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FIGURE 16. TCP local service state machine sumnary.
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& FOREWORD .

Ja .

e This document specifies the File Transfer Protocol (FTP) which supports N

¢ the transfer of file data throughout a heterogeneous host computer ;

network. This draft standard defines the FTP's role and purpose, defines K

the services provided to users and specifies the mechanisms needed to b

iy support these services. :
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1. SCOPE

1.1 Purpose. This standard establishes criteria for the File Transfer
Protocol iﬁ” used for tranferring files between computer cystems.

1.2 Organization. This standard introduces the File Transfer Protocol’s
role and purpose, defines the services provided to users, and specifies the

mechanisms needed to support those services.

1.3 Application. The File Transfer Protocol is approved for implementation
{n hosts of a D packet switching networks which connect or have the poten-
tial for utilizing connectivity across network and subnetwork boundaries and
which require a file transfer service. The term network as used herein in-

cludes Local Area Networks.

1.4 Objectives. The objectives of FTP are 1) to promote sharinj of files
(computer programs and/or data), 2) to encourage indirect or implicit (via
programs) use of remote computers, 3) to shield a user from variations in file
storage systems among Hosts, and 4) to transfer data reliably and effi-
clently, FTP, though usable directly by a user at a termimal), 1s designed
mainly for use by programs. The attempt in this specification is to satisfy
the diverse needs of computer users, with a simple and easily implemented
protocol design. This standard assumes knowledge of Transaission Control
Protocol, MIL-STD-1778, and TELNET Protocol, MIL-STD-1742.
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2. REFERENCED DOCUMENTS

2.1 Issues of documents. The following documents of the issue in effect on
date of invitation for bids or request for proposal, form a part of this
standard to the extent specified herein. (The provisions of this parsgraph
are under consideration.)

Standards:
Federal
FED-STD-1037 Glossary of Telecommunications Terms
Nilitary
MIL-STD-1778 Transmission Control Protocol
MIL-STD-1782 TELNET Protoco!

2.2 Other publications. The following documents form a part of this sten-
dard to"{ie_'zi"Tu ent speciTied herein. Unless otherwise indicated, the issue in
effect on date of invitation for bids or request for proposal shall apply.
(The provisions of this paragraph are under consideration.)
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Server-PI. The protocol interpreter "listens” on Port L for a
connection from a user-PI and establishes a TELNET communication
connection. It receives standard FTP commands from the user-PI,
sends replies, and governs the server-DTP.

TELNET connections. The full-duplex communication path between a
user-Pl and a server-PI, operating according to the TELNET
Protocol.

Type. The data representation type used for data transfer and
storage. Type implies certain transformations between the time of
data storage and data transfer. The representation types defined
in FTP are described in the Section on Establishing Data
Connections.

User-DTP. The data transfer process “listens” on the data port for
a connection from a server-FVP process. If two servers are
transferring data between them, the user-DTP is inactive.

User-FTP process. A set of functions including a protocol inter-
preter, a data transfer process and a user interface which together
perform the function of file transfer in cooperation with one or
more server-FTP processes. The user interface allows a loca:
language to be used in the command-reply dialogue with the user.

User-PI. The protocol interpreter initiates the command connection
from 1ts port U to the server-FTP process, initiates FTP commands,
and governs the user-DTP if that process is part of the file
transfer.
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4. GENERAL REQUIREMENTS

4.1 General. In specifying a File Transfer Protocol it is desirable not to
assume a set system configuration. As a prectical matter, the distributions
of the file transfer protocol will vary with specific hardware
configurations. Although appearing to focus on FTP implementations, this
standard can apply to any configuration given appropriate protocols to bridge
hardware boundaries. An example of where FTP is configured in a host protoco!
hierarchy can be seen in Figure 1.

r

Tcr uoe ]---------

HOST INTERNET PROTOCOL

FIGURE 1. Example FTP configuration in_a host protocol hierarchy.

4.2 The FTP model. The following mcdel (see Figure 2) may be diagrammed
for an FTIP service.

FTP COMMANDS
FTP REPLIES
. .
e e o ate vsex e
stavensTe vsenrTy

NOTES: 1. The data connection may be used in either direction.
2. The data connection need not exist all of the time,

FIGURE 2. Model for FTP use.
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3. DEFINITIONS

3.1 Definition of terms. The definition of terms used in this standard
shall compTy with FED-3TD-1037. Terms and definitions unique to MIL-STD-1780
are contained herein.

c.

Byte size. There are two byte sizes of interest in FTP: the
ogical byte size of the file, and the transfer byte size used for
the transmission of the data. The transfer byte size is always 8
bits. The transfer byte size is not necessarily the byte size in
which data is to be stored in a system, nor the logical byte size
for interpretation of the structure of the data.

Command Connection. A TELNET connection in which FTP commands and

replies are exchanged between the user and server FTP processes,
respectively. Although the degree to which the TELNET protocol is
utilized is not specified, both user and server processes must have
the capability to participate in TELNET negotiations. (The default
port for the command connection is defined as Port L.)

Data connection. A simplex connection over which data is trans-

ferred, in a specified mode and type. The data transferred may be a
part of a file, an entire file or a number of files. The path may
be between a server-DTP and a user-OTP, or between two server-DTPs,

Data gort. The passive data transfer process "listens” on the data
port for a connection from the active transfer nrocess in order to
open the data coanection.

€0F. The end-of-file condition that defines the end of a fiie
Being transferred.

EOR. The end-of-record conditior that defines the end of a record
Belng transferred.

Error recovery. A procedure that allows a user to recover from
certain errors such as failure of either Hist system or transfer
process. In FTP, error recovery may involve restarting a file
transfer at a given checkpoint.

FIP commands. A set of commands that comprise the control infor-
mation flowing from the user-FTP to the server-FTP process.

File. An ordered set of computer data (including programs), of
arbitrary length, uniquely identified by 3 pathname.
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i. Mode. The mode in which data is tc be transferred via the data

connection. The mode defines the data format during transfer in-
cluding EOR and EOF. The transfer modes defined in FTP are
described in the Section on Transmission Modes.

NVT. The Network Virtual Terminal as defined in the TELNET
Protocol (paragraph 4.2.1, MIL-STD-1782.)

NYFS. The Network Virtual File System. A concept which defines a
standard network file system with standard commands and pathname
conventions. FTP only partially implements the NVFS concept at
this time.

Pa? . A file may be structured as a set of independent parts
called pages. FTP supports the transmission of discontinuous files
as independent indexed pages.

Pathname. Pathname is defined to be the character string which
must be input to a file system by a user in order to identify a
file. Pathname normally contains device and/or directory names,
and file name specification. FTP does not yet specify a standard
pathname convention. Each user must follow the file naming
conventions of the file systems involved in the transfer.

Record. A sequential file may be structured as a number of
contiguous parts called records. Record structures are supported
by FTP but a file need not have record structure.

p. Reply. A reply is an acknowledgment (positive or negative) sent

from server to user via the command connections in response to FTP
commands. The general form of a reply is a completion code
(including error codes) followed by a text string. The codes are
for use by programs and the text is usually intended for human
users.

Server-0TP, The data transfer process, in its normal “"active"
state, establishes the data connsction with the *listening® data
port, sets up parameters for transfer and storage, and transfers
data on command from its PI1. The DTP can be placed in a "passive”
state to listen for, rather than initiate, a connection on the data
port.

Server-FTP process. A process or set of processes which perform
the function of file transfer in cooperation with a user-fTP
process and, possibly, another server. The functions consist of a
protoco] interpreter (Pl) and a data transter process (DTP),
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4.2.1 Command initiation. In Figure 2, the user-protocol interpreter
initiates the command connection. At the initiation of the user, standard FTP
commands are generated by the user-PI and transmitted to the server process
via the command connection. (The user may establish a direct command connec-
tion to the server-FTP, from a TAC terminad] for example, and generate standard
FTP commands himself, bypassing the user-FTP process.) Standard replies are
sent from the server-PI to the user-PI over the command connection in response
to the commands.

4.3 FTP data connections. The FTP commands specify the parameters for the
data connection (data port, transfer mode, representation type, and struc-
ture) and the nature of file system operation (store, retrieve, append,
delete, atc.). The user-DTP or its designate should "listen”™ on the specified
data port, and the server initiate the data connection and data transfer in
accordance with the specified parameters. It should be noted that the data
port need not be in the same Host that initiates the FTP commands via the
command connection, but the user or the user-FTP process must ensure a
"listen" on the specified data port. It should also be noted that the data
connection may be used for simultaneous sending and receiving. In another
sftuation, a user might wish to transfer files between two Hosts, neither of
which is his local Host. He sets up command connections