AD-A165 118 COMPARISON OF THE DEFENSE HETEOROLOGIC"L SATELLITE 173
PROGRRN (DMSP) AND THE. . (U> NATIONAL EIVIRMENTRL
ELLITE DATA RND INFOR!IRTION SERYIC
UNCLASSIFIED D COTTER ET AL. F/G 2272 NL




oy >

Y . P D Pl e 37 N Y
s SRREEIR b v X SN -

. e, i .al .' ,.A ,?,i.% ,A .
— — . .

s L .

P Ly UL P

AT RADAL LY
Rt R
w
L
1.8
6

m
m
m
e
14

RURCAI! NF STANDARNS-1963-A

MICROCOPY RESOLUTION TEST CHARTY

2
V = PO
-4
: Q- =l o (oo
‘ - —jl 3 o
J . H -
3 _s s = LG
- ._*
oy 3

_-. ~ v.t -
b} -o. lx— !
[ 3 ey
k P o o
o T AR

\“ .ﬁ.rnr

¢ -

Dk
P,
g

[ A

: A
3

A

3 B
8 oS
¥ AR
b 1 X .r..u
b 1. oy
b St
... ' ﬁv-.)\) *
8 AR
b ¥ w.f# .hr-n
=

et

e ein . - e,y e JR AL
VI A T NNV .-A-.. RN XY




...........

ENVIROSAT—2000 Report

%
»
4
o

4

D
5\"“"6A

Comparison of the Defense
Meteorological Satellite Program

"« (DMSP) and the NOAA Palar-orbiting
Operational Environmental Satellite
(POES) Program

NOi1vu)

0(‘6

%,

AD-A165 118

October 1985

Yo

MAR 1 21936

for public reicus. . = ! sile: ite
distributica ts uolimited,

>
S
O
;‘:j This docurent hay been ap
| g
| ]
—
e

U.S. DEPARTMENT OF COMMERCE
National Oceanic and Atmospheric Administration
National Environmental Satellite, Data, and Information Service

86 3 12 gveo

N NN N TS NN AL RN SRRG AT CACA e s Cotay ';"’1;;’\'\ m e R
% . -' l. \’\ ¥y o 5 ! " -'.' ) *'- vl. f R \_. 4. . ':. AR 'kl“ ‘s "a\?‘lz“ "‘:{"‘i' AT “‘L-‘“}-‘;‘ ‘T

.
v (3

: \PF?*'




-

- UNCLASSIF1ED, UNLIMITED - q‘l)/* /L;S/ //é? _

m_"..“» i 2 I S ARV AL g S SN 10 K a e i 108 Stk at A NN SS ahare it e Al iab et it Sagt S e St et S SR B AR it Al T S M B S (e i 24
S JS AL AL N A - BN SN .
-

SECURITY CLASSIFICATION OF THIS PAGE
REPORT DOCUMENTATION PAGE
[ Ya. REPORT SECURITY CLASSIFICATION 1b. RESTRICTIVE MARKINGS
Unclassified/unlimited
2a. SECURITY CLASSIFICATION AUTHORITY 3. DISTRIBUTION/ AVAILABILITY OF REPORT
Approved for Public Release:
4. PERFORMING ORGANIZATION REPORT NUMBER(S) S. MONITORING ORGANIZATION REPORT NUMBER(S)
6. NAME OF PERFORMING ORGANIZATION 6b. OFFICE SYMBOL 78. NAME OF MONITORING ORGANIZATION
National Environmental Satel- (f applicable)
lite, Data & Information Svec. Ex1
6¢c ADORESS (Gity, State, and ZIP Code) 7b. ADORESS (City, State, and ZIP Code)

Washington, D.C. 20233

82. NAME OF FUNDING / SPONSORING 8b. OFFICE SYMBOL | 9. PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER
ORG NI§ATIO National Environ- af applicable)

: menta atellite, Data and Exl
." n
B 8c. ADORESS (City, State, and ZIiP Code) 10. SOURCE OF FUNDING NUMBERS
- PROGRAM PROJECT TASK WORK UNIT
.. Washington, D.C. 20233 ELEMENT NO. | NO. NO. ACCESSION NO.
F o

11. TITLE (include Security Classification)
Comparison of the Defense Meteorological Satellite Program (DMSP) and the NOAA Polar-

orbiting Operational Environmental Satellite (POES) Program

12. PERSONAL AUTHOR(S)
Cotter, D.; Ramsay, A. et al; Heacock, E. (editor)

13a. TYPE OF REPORT 13b. TIME COVERED 14, OATE OF REPORT (Year, Month, Day) rs. PAGE COUNT
FINAL FROM TO 8510 426

- 16. SUPPLEMENTARY NOTATION
- An ENVIROSAT-2000 Report

17. COSATI CODES 18. SUBJECT TERMS (Continue on reverse if necessary and identify by block number)
FIELD GROUP SUB-GROUP Environmental Satellites, Polar Satellites, Weather

. Satellites, POES, DMSP, NOAA, AWS, Remote Sensing, Satellitq
Sensors, Satellite Systems, Atmosphere, Oceans, Space
19. ABSTRACT (Continue on reverse if necessary and identify by block number)

= “This report offers a technical comparison of the two United
States operational space programs that are based on the
capabilities of polar-orbiting environmental satellites. The

! U.S. Air Force manages and conducts the operations of the -
Defense Meteorological sSatellite Program (DMSP); the National
Oceanic and Atmospheric Administration has the same responsi- l
bilities with respect to the NOAA Polar-orbiting Operational '
Environmental Satellite (POES) program. The report examines

the major missions and goals of the two programs, the manage~- A
ment and operational procedures that they follow, and the sup- _ /
port they extend to each other and to other Federal agencies. -
Detailed discussions are provided about the specifications and-~

20. DISTRIBUTION / AVAILABILITY OF ABSTRACT 21. ASSTRACT SECURITY CLASSIFICATION
CJUNCLASSIFIEDUNUMITED (] SAME AS RPT. ] OTIC USERS Unclassified/unlimited
22a. NAME OF RESPONSIBLE INDIVIDUAL 22b. TELEPHONE (include Area Code) | 22¢c. OFFICE sva;os%t
Daniel J. Cotter (301) 763-8078 NESDIS E/SPD1
OD FORM 1473, samar 83 APR edition may be used until exhausted. ! ¢ PA

. All other editions are obtolete. UNCLASSIFIED/UNLIMITED

e

AR

. PSRN
v
. R T T T Ty e n- SO TIPS P n- Cat T TR T T T T T TN NS NN T N RN
TR SO RT T Sy Sy \._‘.:;.‘_\J AUV O LR CR R AR X T4 A e e NN o _ AR \Y-,.*' Y 2o Y

D) o e’




t‘-' - "o vt ne A 10 - o B % ‘e e Bl w Ty s A A At B
G B B\ etk " Ml ol A e Sk i S Al e T A et b i et et i At I 8 g’ ekl
Tt et et el et fan PN - . A b L) S

UNCLASSIF1ED/UNLIMITED

SECURITY CLASSIFICATION OF THIS PAGE
19. Abstract (cont.)

~performance characteristics of the spacecraft, sensors, on-
board systems, command and control systems, and communications
systems employed by the two programs. An extensive relative
analysis of the operation and uses of the DMSP and POES '
imaging and atmospheric sounding instruments is provided.
Other sensors and systems are discussed, as is the joint
agreement between DOD and NOAA for sharing their satellite
data and data processing load. Nonmeteorological users of
DMSP and POES data are described. The organization and .
content of the satellite data archive are presented. Near-
future system improvements and longer-term mission require-
ments are also discussed.
'Y

UNCLASSIFIED
SECURITY CLASSIFICATION OF THIS PAGE

........................ A

N R R S AT R N AT AN SN PRI QP P L A P 2




.,-
PP
vy b '
F AESIN
A [ -.
A

A

LA

-

a

A\
1

(L

; ~ N
X S
> Y
3 ENVIROSAT—2000 Report LA
S A
: Comparison of the Defense R
! Meteorological Satellite Program
- (DMSP) and the NOAA Polar-orbiting
g Operational Environmental Satellite
(POES) Program
E. Larry Heacock, Editor
A NOAA Authors: DOD Authors:
:j J. Bailey P. McClain Col. A. Ramsay
> L. Barbieri D. Miller Col. Q. Wilkes
y A. Booth J. Nichols Lt. Col. R. Picanso
W. Callicott W. Pichel Cmdr. W. Shutt
D. Cotter W. Planet Maj. W. Agrellia
- R. Gird R. Popham Maj. R. Borchers
. G. Hunolt A. Schwalt Lt. Cmdr. L. Burgess
- C. Jones L. Shaffer Maj. B. Higbie, Jr.
: T. Karras D. Tarpley Maj. G. Logan
R. Legeckis B. Watkins Capt. M. Focht
; D.MacCallum M. Weaks Accession For = W&
¥ E. Mack D. Weiss NTIS GRA&I RN
N DTIC TAB S i
) Unannounced 0O
X Justification.

Washington, D.C.

. "
October 1985 &a ) DZstrib_g}i_on / }\,iig
< Availability Codos [NA¥AS
Avail and/or g
Dist Special
7 U.S. DEPARTMENT OF COMMERCE B g
§ Malcolm Baldrige, Secretary , ;
’ National Oceanic and Atmospheric Administration

Anthony J. Calio, Administrator

National Environmental Satellite, Data, and Information Service
Willilam P. Bishop, Acting Assistant Administrator

s
e e .-‘;; T S O QT LR A AR R LR (R Y T N e AT T A 0N N Y B
») ;



;hvhﬁ.‘ﬁh‘v~‘-\.-.‘.w.'\-.'\‘."‘-'r‘\";."‘."‘.'—*f‘~v DRI I A AR st st SR RAR N o/t i T T e R N T T T r_rui"vk"ri
- . . Wy g
. “ &

. RSN
. NS
y YA -."‘- ..\ t

i
X4
i
~s
]
4

COMPARISON OF THE DEFENSE METEOROLOGICAL
SATELLITE_PROGRAM (DMSP) AND THE NOAA POLAR-ORBITING

OPERATIONAL ENVIRONMENTAL SATELLITE (POES) PROGRAM

ABSTRACT

This report offers a technical comparison of the two United
States operational space programs that are based on the
capabilities of polar-orbiting environmental satellites. The
U.S. Air Force manages and conducts the operations of the
Defense Meteorological Satellite Program (DMSP); the National
Oceanic and Atmospheric Administration has the same responsi-
bilities with respect to the NOAA Polar-orbiting Operational
Environmental Satellite (POES) program. The report examines
the major missions and goals of the two programs, the manage-

MR
ment and operational procedures that they follow, and the sup- tﬁfgﬁ}g
port they extend to each other and to other Federal agencies. u};qpﬁ
Detailed discussions are provided about the specifications and tfbix:h
performance characteristics of the spacecraft, sensors, on- wi-de s

board systems, command and controeol systems, and communications
systems employed by the two programs. An extensive relative
analysis of the operation and uses of the DMSP and POES
imaging and atmospheric sounding instruments is provided.
Other sensors and systems are discussed, as is the joint
agreement between DOD and NOAA for sharing their satellite
data and data processing load. Nonmeteorological users of
DMSP and POES data are described. The organization and
content of the satellite data archive are presented. Near-
future system improvements and longer-term mission require-
ments are also discussed.
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I. INTRODUCTION BN

: ] 2 > s "‘:‘:‘:4 :’.:

This report 1is a compilation of technical information about -;ﬁ;;%.

the two United States operational polar-orbiting environmental At ale
tellite programs. These programs are: .

sa prog prog %5?554

e The Defense Meteorological Satellite Program (DMSP), :ﬁ;y?ﬂ

managed and conducted for the Department of Defense by QL%& d

the U.S. Air Force

e The civil Polar-orbiting Operational Environmental
Satellite (POES) program, managed and conducted by the
National Oceanic and Atmospheric Administration (NOAA) of
the Department of Commerce

The purpose of this report is to provide a source of technical
information about the two programs in a format that aids com-
parisons between them.’ Several sections of the report were
contributed by authors who are also the operators of the two
systemns. This approach results in some overlap among sections
and topics. Overlap and divergent discussions of similar
subjects have been retained where they might aid the reader's
understanding of the day-to-day workings of the two programs.

This document presents a view of the two systems limited in
scope to the present and the near future. The near future is
defined as covering those program elements currently extant
and those elements for which budget authority has already been
obtained in principle. (Note that this allows description of
some elements for which future appropriations may be required
to complete work.)

One of the purposes of this document is to establish the
technical threshold (phase A) from which FY86 and FY87 funded
studies (phase B) can be initiated. The contractors under-
taking these studies will be required to examine the two pro-
grams in fine technical detail and report on opportunities for
further technical collaboration, 3joint projects, and cross-
support between the programs. Because this document was
prepared with this purpose in view, it is the most thorough
and complete technical study of the DMSP and POES systems that
has ever been published.




g -
ORI

LR A AN

»

13205

II. COMPARISON OF DMSP AND POES PROGRAMS
A. MAJOR MISSIONS
1. Defense Meteorological Satellite Program (DMSP)

a. NSDD42. The following is an extract from National Secu-
rity Decision Directive (NSDD) #42, July 4, 1982 (emphasis
added) :

National Security Space Program. The United States will
conduct those activities in space that it deems necessary to
its national security. National security space programs shall
support such functions as command and control, communications,
navigation, environmental monitoring, warning, surveillance
and space defense. The following states the policies which
shall govern the conduct of the national security program.

Survivability. Survivability and endurance of space systems,
including all system elements, will be pursued commensurate
with the planned use in crisis and conflict, with the threat,
and with the availability of other assets to perform the
mission. Deficiencies will be identified and eliminated, and

an _aggressive, long-term program will be undertaken to provide
more assured survivability and endurance.

Security. Security, including dissemination of data, shall be
conducted in accordance with Executive Orders and applicable

directives for protection of national security information,
and commensurate with both the missions performed and the
security measures necessary to protect related space activi-
ties.

b. Joint Service Memorandum of Agreement. The following

extract 1is taken from the Memorandum of Agreement (MOA) on the
Joint Service Management and Operation of the Defense Meteoro-
logical Satellite Program (DMSP), Nov. 11, 1976:

Purpose. This MOA establishes the management policy and areas
of responsibility for <the Departments of the Army, Navy, and
Air Force relative to the acquisition, operation, and support
of the Defense Meteorological Satellite Program (DMSP), and
the Department of Defense (DOD) meteorological satellite
systenm.

Opera Ss. Time separation of satellites will be optimized
for both strategic and tactical missions according to esta-
blished priorities. The Commander, Air Force Global Weather
Central (AFGWC), is responsible to assure both strategic
mission coverage, and equitable allocation of direct data
coverage among the Services. An Operational Requirements

II-1
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Group, composed of representatives of the Services, shall be
formally constituted at the AFGWC and shall be responsible for
reviewing the operational performance of the satellites, and
periodically advising the Executive Manager and the Services
of their findings. This group will also collect and priori-
tize, in accordance with agreed upon guidelines, the direct
data requirements and recommend allocation of direct data
coverage to the Commander, AFGWC.

c. Generic Mission Statement and Requirements

Mission. The mission of the DMSP is to provide, through all
levels of conflict, consistent with the survivability of the
supported forces, global visible and infrared cloud data and
other specialized meteorological, oceanographic, and solar-
geophysical data required to support worldwide DOD operations
and high-priority programs. The DMSP's primary mission is to
support highly classified programs with presidential interest
that are assigned the highest U.S. Air Force (USAF) prece-
dence. Timely data are supplied to the AFGWC, the Navy Fleet
Numerical Oceanography Center (FNOC), and tactical receiving
terminals deployed worldwide.

System Definition. The system of DOD meteorological satel-
lites, communication links, and ground facilities that acquire
and transmit the environmental data and perform the initial
processing, as needed to satisfy the DOD requirements, is
known as the Defense Meteorological Satellite System (DMSS).
The requirements for environmental monitoring, as levied by

the DOD, apply to the DMSS as a whole. As space-based
environmental sensing systems requirements are validated and
funded, their implementation may be assigned, as appropriate,
either to the Joint Service DMSP, to another program under the
DMSS, or to an independent program.

System Description. The DMSP 1is a total satellite system
composed of spacecraft with sensors, an Earth-based command
and control network, user stations, 1launch vehicle and
support, and a communication network 1linking the various
segments together. The space segment consists of satellites
at 450 nmi sun-synchronous polar orbits. Real-time weather
data are transmitted directly from the spacecraft to Air Force
and Navy ground terminals, and Navy carriers located through-
out the world. Stored or playback meteorological data are
transmitted to the AFGWC at Offutt AFB, Nebraska, and to the
FNgc in Monterey, California, for processing and distribution
(f go II-l)o

System Performance Requirements. Requirements imposed on the
DMSS have their origin in the generation of Statements of
Operational Need (SONs) by the USAF Military Air Command (MAC)
and of Operational Requirements (ORs) by the Office of the

II-2
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Chief of Naval Operations (CNO). A subset of these require-
ments 1is applicable to the DMSP. SONs are generated by MAC on
the Vbasis of operational requirements for environmental
services levied by the U.S. Air Force and Army commands, and
are submitted for validation to the Air Staff and the Joint
Chiefs of Staff (JCS). They include Precipitation and Soil
Moisture Mapping (PREMAP - MAC 507-78), Pre-Strike Surveil-
lance/Reconnaissance System (PRESSURS =~ MAC 508-~78), Remote
Atmospheric Soundings (REAMOS - MAC 505-79), Ionospheric
Sensing (IONS - MAC 02-80), and Space Environmental Monitoring
(SEM - MAC 01-83). Similarly, the OR for Satellite Measure-
ment of Oceanographic Parameters (SMOP), and the ORs for
. Geophysical Data Measurements From Satellites (OR 78) and for
k- Navy Operational and Research Requirements for Environmental
. Data Measurements From Satellites (OR 80), delineate require-
3" ments for operational and research environmental services in
. support of U.S. Navy and Marine Corps commands. These

requirements are validated and prioritized at the JCS level.
, The currently validated requirements contained in MJCS 251-76
- and MJCS 289-77, and the military requirements and prioriti-
zations contained in MJCS 195-81, will be amended periodically
’ by JCS memoranda as requirements dictate. Such requirements
i impact the design, configuration, and operation of one or more
system segments, identified for DMSP as the Space_Segment
(SS), Command Control and Communications Segments (C3S), and
- User Segment (US).

DMSS Data Requirements Documents. (The following is an ex-
cerpt from DMSP Systems Requirement Document, Dec. 14, 1983.)

AN AR N YETRRR
Y

MJCS 251-76 Revalidation of Military Requirements

31 Aug 76 for Meteorological Satellite Data (Memo-
randum from the JCS to the Director, De-
fense Research and Engineering).

DOIMAE DR

o f.‘f

MJICS 289-77(S) Operational Requirements for Satellite
30 Sept 77 Monitoring of the Earth's Space Environ-
ment (U) (Memorandum from the JCS for the
?irector, Defense Research and Engineer-
ng).

B
.

AR L R AR AR AR R

-

MICS 195-81(S) Requirements for DMSP (U) (Memorandum ‘ T

5 Oct 81 from the JCS for the Chief of staff, " 2N
USAF) . % *¢$ e

i Al

MAC/XPPE DMSP/TIROS Convergence Study (Memorandum MG O

19 Oct 78 from MAC/XPPE to USAF/RDSL). P

MAC 507-78 Statement of Operational Need (SON) for

28 Dec 78 Precipitation and Soil Moisture Mapping

(PREMAP). Validated 5 Jun 79.
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MAC 508-78 Statement of Operational Need (SON) for ATy
28 Dec 78 Pre-Strike Surveillance/Reconnaissance D A

System (PRESSURS). Validated Dec 79. NSOy

I UACNy “?? ~

. MAC 505-79 Statement of Operational Need (SON) for i

. 30 Sep 79 Remote Atmospheric Soundings (REAMOS). y

: Validated 3 Jun 81.

. MAC 02-80 Statement of Operational Need (SON) for

l 21 Mar 80 Ionospheric Sensing (IONS). Validated

’ 3 Jun 81.

. MAC 01-83 Statement of Operational Need (SON) for

. 12 Apr 85 Space Environmental Monitoring (SEM).

i (In validation process at HQ USAF).

. OP-945/ Navy Requirements for DMSP Spacecraft in

. Ser 61297 the 1980's (Memorandum from CNO to

. 26 Oct 76 Commanding Officer, Navy Space Systems

Activity).

Ser 987/139703
10 Feb 77

Ser 952C412/
631349

Operational Requirement (OR) Satellite
Measurement of Oceanographic Parameters
(SMOP) (OR-W0527-0S).

Operational Requirements for Geophysical
Data Measurements from Satellites (Memor-

l 15 Sep 78 andum from CNO to CO, Naval Space Systems
. Activity).
-: - ‘*{&:,q #
, NRL 4006-15 Minutes of Naval Environmental Remote ) \i
; 26 Feb 80 Sensing Coordinating and Advisory SrngaA)
. Committee (NERSAC) meeting of 1 Feb PN
| 1980. ’ .
) (NOTE: These documents are summarized in the DMSS Systems * tfxﬁ;j
_ Requirements Document, Dec. 14, 1983, Appendix A.) 3tx§3-
S Military Requirements. The following discussion of iﬁgﬁﬁi
. requirements is based upon MJCS 195-81, Oct. 5, 1981: giiif
- g
. (Visible and IR Imagery, Atmospheric/Oceanographic) :g{:Q;:
; Ny
E -- Fundamental Requirements i; -‘
3 === Timeliness: Ground capabilities to process 3y

stored and direct readout data within minutes of
receipt. Delivery to AFGWC is required within 15
minutes of observation, 24 hours per day.

Data Type/Resolution: Day and night, constant

TeTe omtemy ¥ 0 ¥ T
[}
[]
]
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Cross-Track Resolution Data as Follows (listed in
order of importance):

~===1.5 nmi IR, 1.5 nmi visible, 0.3 nmi IR, 0.3
nmi visible. (Centralized applications)

-=-~-0.3 nmi visible, 0.3 nmi IR, 1.5 nmi visible,
1.5 nmi IR. (Tactical applications)

Data Location Accuracy: Within approximately
1 nmi at edge of scan.

-- System Requirements

Availability: n satellites continuously on orbit;
secure, responsive DOD command and control.

Coverage: Global at least 2n times per day.

Orbit: n orbits, normally sun-synchronous, with
flexible nodal time selection capability prior to
launch of each satellite.

Survivability: Satellites and communications must
be protected so that military data support will
continue uninterrupted during conflictf

Data Security: Data must have the capability for

" encryption so that transmission can be effected

without compromise of data during periods of
conflict. |

Other Data Requirements
(Only current major requirements, ref. DMSS System Require-
ment Document, Dec. 14, 1983.)

I

SRR
\"'..

.',;.r,;-"*;":-;\-\ d'-($\f ‘vq{;\_ :‘- WOh V"\ 4 ._\\3 “ - s" . ":"". .

ogic
Wind Soundings
Temperature Soundings

Water Vapor Soundings, Precipitation, Liquid
Water Content, Soil Moisture

ogra

Sea surface Temperature
Sea State

Sea Sufface Winds
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Sea Surface Topography

Ionospheric

Precipitating Electrons

Ionospheric Plasma and Scintillation

Electron Density Soundings

- oOther Payloads

Other nonenvironmental payloads are carried aboard DMSP
spacecraft based upon current requirements/capabilities.

- Other Requirements

-~ Increase number of satellites configured with the
primary sensor and with mission sensors as practical,
to enhance frequency of global coverage.

-- Improve existing sensors or add sensors to satisfy

portions of validated requirements not currently being

met, to include technology development necessary for
such improved sensors.

Capabilities Comparison. It should be noted that the primary

DOD requirement is for imagery, and the primary civil
requirement is for vertical temperature and moisture profiles.
POES imagery does not meet DOD requirements for timeliness,
resolution (either at nadir or across the sensor swath),

nighttime visible capability, or operational flexibility.

Polar-orbiting Operational Environmental Satellite (POES)

There has been a clear and consistent definition of civil and
defense roles in the application of space technology, beginning
with the National Space Act of 1958 and continuing through the
issuance of the most recent restatements of national space
policy. The DOD is to apply this technology to the military
and security needs of the Nation, while the civil program is to
promote U.S. scientific and technological leadership, satisfy
domestic needs, and promote an open, cooperative, and positive
international image.

2.

As applied to the management functional structure of the
Nation's operational environmental satellite systems, this
policy has been even more carefully established and its details
more precisely articulated. The intense 1973 review of the
status of these environmental satellite systems, as well as the
extensive 1977-78 and 1981-82 reexamination of these issues,
each reaffirmed and further specified the standing national
policy relating to these systems.
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The most recent statement of national space policy released
July 14, 1982 (NSDD-42), continued the separation of civil and
national security space programs. NSDD-42 further defined the
role of the ©National Oceanic and Atmospheric Administration
(NOAA) /Department of Commerce as the manager of Federal civil
operational space remote-sensing systems.

As a result of system planning and implementation activities
carried out by the DOD and NOAA in accordance with policy
direction:

® Separate systems under separate management, but sharing
common components, have been developed and continued
(emphasis added).

® The international commitment of the civil system has been
expanded.

e The capabilities of the military system have been
developed to meet more completely the full range of DOD
needs.

The civil system's primary mission is to provide regular and
reliable global coverage (quantitative soundings and radiance
measurements) from satellites in circular sun-synchronous
orbits. This primary mission will be revised only if the data
requirements specified by the National Weather Service (NWS)
are changed. The requirements for quantitative data from
satellites will be increased in the 1990's.

Reliable and continuous service from the operational satel-
lites remains a dominant design criterion. Redundancy must be
provided in the form of redundant primary spacecraft systems
and sensors aboard each satellite, or sufficient satellites
must be orbited to meet the primary program mission require-
ments. If adequate sensor system redundancy cannot be
provided on each satellite, the redundancy requirement must be
met by having two operational satellites in orbit at all
times, thus continuing the present two-satellite system. This
two-satellite configuration, in addition to ensuring that some
global data continue to be available in the event of a launch
failure or premature failure in orbit, provides the additional
advantage of supplying data sets that further strengthen long-
term weather forecasts.

A nominal schedule of a launch every 12 months, with the pro-
vision for 120-day call-up for launch upon a satellite fail-
ure, is required to ensure continuity of data.

Design lifetime of the NOAA satellites will be increased if
technically feasible and cost effective. The baseline for
today's spacecraft is 2 years of on-orbit life.
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The satellites provide continuous direct data broadcasts to
ground stations. Changes 1in existing direct broadcast ser-
vices will be made only after consideration of the impacts of
such changes on the existing international community of ground
receiving stations.

Routine relay of sensor data from in situ platforms, and deter-
mination of geographic 1location of those platforms, such as
oceanic buoys, ships, automatic stations, aircraft, and
balloons, are important in satellite services.

Collection and relay of messages from emergency transmitters
borne by aircraft and ships as a part of the international
Search and Rescue (SAR) program are now part of the NOAA
operational program.

Spacecraft capacities (weight 1launched into orbit, space on
the bus, data transmission capabilities, and power available)
not required for primary mission purposes or committed to
other programs will continue to be available for research
purposes or for testing and evaluating new sensor systems.

The use of space-qualified sensors on the NOAA spacecraft has
contributed to the reliability of the system. Previously, the
National Aeronautics and Space Administration (NASA) has
developed and flown prototypes of all the sensors and major
spacecraft systems prior to their adoption for operational
use. The loss of this NASA-funded parallel developmental
program means that any new NOAA sensors will have to be space-
proven on operational spacecraft. Either the operation will
be parallel to the sensor being replaced, or NOAA must accept
the risks of using the unproven sensor operationally.

a. Primary Versus Other Satellite Components. The test of
whether a component is primary or less critical is: would a
replacement satellite be launched (under a 120-day call-up
scenario) if the component were to fail in orbit? Obviously
there are many spacecraft components that are primary under
this test: the power supply, navigation system, communica-
tions capabilities necessary to receive commands from the
ground and transmit data to receiving stations, onboard
computers, and certain tape recorders. Normal practice is to
provide redundancy for these essential spacecraft components.

The satellite will be replaced if the sounder package or
imaging radiometer were to fail, because the provision of
soundings and radiance measurements is the primary mission of
the POES. These sensors, and their associated tape recorders
or data transmitters, are, therefore, primary components.

The following sensor systems and their tape recorders or data
transmitters are important, but a satellite would not be
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replaced if they were to fail while the primary sensors were
fully operational:
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@ In situ data collection and platform location services

@ Search and Rescue service (may be moved to primary status
in the 1990's)

AL

‘el
s s
P

,‘
.
.

. e Space Environment Monitor
@ Solar Backscatter Ultraviolet Radiometer

- ® Research and development components provided by NOAA,
Y NASA, or other sources

b. International Data Exchange. Since the early 1960's, the
United States has been the keystone of a highly cooperative
, and complex international data exchange network based on the
e fact that no nation can meet its needs for weather and ocean
- services without using data acquired by other countries. 1In
this context, U.S. environmental satellites provide direct

readout services to foreign as well as domestic users.

For the past two decades, the United States has encouraged the
direct reception by countries worldwide of data from U.S.
civil environmental satellites. One thousand stations in over
120 nations now receive directly at 1least some portion of
their weather data from the NOAA satellites.

In addition to providing satellite data by direct readout, the
United States makes satellite data and products available to
- all nations through the World Meteorological Organization's
w2 Global Telecommunication System (GTS).

No fees are charged for U.S. satellite data received either
directly or through the GTS. Other national governments have N
joined the United. States in the free exchange of satellite g
- environmental data. Given its need for global weather data, .
" the United States benefits equally from this pattern of free
. exchange of data. Indeed, foreign data are critical to many
< U.S. Government activities, both civil and military.

Consistent with this policy, the U.S. civil satellites (along
with those of the U.S.S.R.) now carry Search and Rescue
Satellite-Aided Tracking (SARSAT) transponders for relay of
critical emergency signals from aircraft and ships in dis-
tress. The transponders are furnished by France as a contri-
bution of the international Cosmicheskaya Sistyema Poiska
Avariynich Sudov (COSPAS)/SARSAT program involving the United
States, Canada, France, and the U.S.S.R.

c. a d_Da (o] . A meteorological satel-
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lite system must provide a continuous and reliable source of
data. The analysis and forecasting of the weather is an
ongoing process that demands regular and routine knowledge
(observations) of the current state of the atmosphere. This
knowledge 1is required in four dimensions: two-dimensional
spatial coverage in the horizontal to define weather patterns,
a third dimension of the vertical structure of the weather
patterns, and the fourth dimension of the time of the obser- Ny
vation of the meteorological conditions. A loss of data for RN
any period, either in space or time, is unacceptable, because 1;#“"
gaps 1in the data input lead quickly to analysis errors, and to SR
accelerating errors in forecasts. Both subjective and numeri- Ll
cal forecasting techniques are only as good as the knowledge
of the current and the immediate past (continuity) of the
state of the atmosphere upon which the forecasts are based.

The 1loss of, or poor knowledge of, any data points in time or
space for any extended period of time seriously handicap and
degrade the forecasting process. Collection of weather data
is 1like the gathering of current news or current military
intelligence. The more often information is available, up-
dated, and made current, the more value it has in decision
making.

d. Coverage. The polar-orbiting system must provide global

coverage. This means that an observation (datum) must be

obtained at every point on the globe, with "point" being SO
defined as the ground resolution of the primary sensors (30 km ®

for the sounders and 1 km for the imaging radiometers).. The
present High Resolution Infrared Radiation Sounder (HIRS/2)
provides a swath width of 2,240 km (distance perpendicular to
the subpoint track of the satellite). Distance between orbits
at the Equator is 2,822 km. At the present orbital altitude
of about 870 km, the ground coverage of the sounder in succes-
sive orbits from a single satellite is not contiguous at the
Equator, however, ground coverage does overlap poleward of the
34° 1latitudes. Data from the second satellite fill these
equatorial gaps over a 24-hour period. For the present numeri-
cal forecast models, the equatorial data gaps are acceptable.
The most critical data are the soundings poleward of the
349 N. to S. latitudes.

The present imaging Advanced Very High Resolution Radiometer
(AVHRR), with its swath width of 2,900 km, does provide
contiguous coverage at the Equator. This assures that sea
surface temperature, Vegetation Index, and cloud cover data
are available from a two-satellite operation four times daily
over the entire globe.

Th2 DMSP, cporated by the Air Force, is flying a seven-channel
microwave sounder designated the Sensor System Microwave/
Temperature (SSM/T). NOAA will process the data from this
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instrument for the DOD under the Shared Processing Agreement.
The SSM/T is of similar design and of similar capability to
the present Microwave Sounding Unit (MSU) operated by NOAA.
The SSM/T will not meet NOAA's need for contiguous ground
coverage, horizontal resolution, or vertical resolution.
Under the Shared Processing Agreement, the DOD looks to NOAA
for future improvements in sounding processing.

e. Time of Observations. To be useful for analyses and fore-
casts, sounding data must be gathered over large portions of
the globe within fixed time constraints. Since the polar-
orbiting satellites require time to traverse each orbit, and
must rely on the rotation of the Earth beneath them to provide
global viewing, the data are not gathered simultaneously or
"synoptically," as is desired by current operational numerical ST
analysis models. The numerical models will, however, accept P
data within +3 hours of the primary synoptic times of 0000 2 P
and 1200 Z (2 refers to Greenwich mean time), and of the SR
secondary synoptic times of 0600 Z and 1800 Z.

The present two-satellite POES system provides data valid
(within +3 hours) for wuse in numeric models initialized for
both primary synoptic times. By international convention,
radiosondes are released near 0000 Z and 1200 Z each day. The
combination of satellite data and radiosonde data is the
principal source of data for the primary synoptic analysis
periods. Satellite data coverage of data-sparse (no radio-
sonde data) regions of the world (oceans, Southern Hemisphere,
. and polar regions) as critical to the proper analysis of the
o atmosphere, which in turn forms the basis of the 24-hour to
5-day numerical forecasts of global and regional weather.

. The satellites are the principal source of rounding data that
' are valid for the "off-time" analysis cycles of 0600 Z and
. 1800 2. Only surface data from conventional sources are

- normally available at these tinmes. The numerical forecast

o models use the sounding data from satellites to maintain the

- continuity of analyzed fields, and to update continually the

ﬁ: primary analyses of 1200 Z and 0000 Z. This process assures

t that the primary analyses are based on data that show consis-
. tency and continuity over 6-hour analysis update cycles,

; rather than the twice-daily updates possible if only conven-

tional, international radiosonde network data are used.

f. Timeliness of Delivery and ocessin

Sounding Data. Meteorological data are extremely perishable.
Delays in data reception 1lead to considerable loss of fore-
casting skill. The previous discussion points out the need to
observe large areas of the global atmosphere during specific
time windows: within #3 hours of the primary synoptic analy-

i sis times of 0000 2 and 1200 2, and within +3 hours of the
N
e
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secondary synoptic analyses times of 0600 Z and 1800 Z. The
satellite observations must be relayed to the ground, then pro-
cessed and delivered to the numerical forecast centers in time
to be used in the numerical analyses.

At present, most of the sounding data from the two satellite
systems are delivered to the National Meteorological Center
(NMC) in time to be incorporated into the global analysis
models for the four synoptic periods. This is accomplished by
using a domestic communication satellite to relay data
received at the Alaska and Virginia Command and Data Acqui-
sition sStations (CDAs) to a Suitland, Maryland, processing
center in near-real time. Data from the few "blind orbits"
(orbits not in radio range of the two CDAs) are acquired by
another CDA at Lannion, France, and are relayed via the Sl
GOES~East Data Collection System to the Virginia CDA for atasl
further relay to the data processing center at Suitland. I, T

The present orbit of the afternoon satellite is planned to be
moved to a 1330 local ascending mode beginning with NOAA H, in
1986. This will provide timely coverage over the Eastern Paci-
fic to gather data vital for the Nested Grid (NG) analysis and
forecast model. The NG is the primary forecast model for 12-
to 48-hour forecasts of the weather over the continental
United States. The proper analysis of weather systems that
originate between 180° W. 1longitude and the west coast of
the United sStates is critical to the accuracy of this model.
These are the weather systems <that will move eastward and
affect U.S. weather in a 12- to 48-hour time period.

The change in the orbit time will permit the afternoon
satellite to gather data over the Eastern Pacific, from the
California coast to the dateline, between 0900 Z and 1200 Z on
northbound passes. These data will be valid for the 1200 2
Limited-area Fine Mesh (LFM) analysis, which begins processing
at 1350 2. This means there is only 1 hour 50 minutes avail-
able to acquire and process data from the westernmost orbit
(closest to 1200 2), and to deliver the sounding product to
NMC.

Similarly, the data from the southbound orbits must be
acquired and processed between 2100 Z and 0000 Z to be avail-
able for the LFM analysis that begins at 0150 Z. A readout
capability in Hawaii may be needed to provide timely acquisi-
tion of the data from these southbound orbits, as the data are
acquired after the satellite passes over the Alaska CDA.
After acquisition in Hawaii, these data could be relayed to
Suitland either via GOES-West or by a commercial communi-
cations satellite. If this requirement for timely acquisition
and relay to Eastern Pacific data is not met prior to 1990, it
then becomes a NOAA K, L, M system requirements.
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a. Multivear Procurement (MYP). The following has been ex~ ;!&5t4

- tracted from a DMSP MYP Congressional Exhibit extract: ?}ni:»
3 DG Ay
- ) LT
- The Air Force initiated a multiyear procurement of four DMSP RO,
% spacecraft and sensors in FY83. Funding provided in FY83 and Tageian
1 FY85 resulted in cost avoidance of $146.2M over annual buy con- P&hﬂk

tracts. éﬁgﬂﬂ

A &533-.
- e Benefit to the Government: Provides a $146.2 million, §g$§§§
G 37.3 percent, cost avoidance. Provides an 85 percent Zjéﬁi&
- probability of having the required satellites in orbit NS
- versus a 70 percent probability with four annual, fully :;f“““
funded contracts for one satellite each (tables II-1 and S

II-2). ST

e Stability of requirements: A requirement for DMSP satel-

lites in orbit has persisted for 20 years. This require- l}gﬁﬂ;
ment was recently (5 Oct 8l) revalidated by the Joint -i:::
Chiefs of Staff and is expected to remain unchanged during

the contract period. Therefore, the risk of requirement ST
changes is low. RN

e Stability of funding: Requirements for FY83-FY87 have
been identified. The DMSP program office and the contrac-
tor have a good understanding of the required funding. -

y The DMSP maintained a high priority during reviews of the N

- FY83 budget, and has remained at a high priority in SRS

- subsequent reviews. Therefore, the risk of funding t\i;*

instability is low.

Stable configquration: The next four DMSP satellites will
continue the Block 5D-2 configuration. These satellites
will be substantially the same configuration as the five
satellites previously procured. Therefore, the risk of
= configuration change is low.

-
.

e Dearee of cost confidence: The multiyear proposal is
based on fixed-price contractor proposals. The annual
procurement estimate is based on a fixed-price spacecraft
proposal, and a fixed-price primary sensor not to exceed

- estimate reduced by 25 percent (based on program experi-

ence) . Therefore, the risk of cost estimating error is
low.
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- e Deqgree of confidence in contractor capabjlity: The space-
y craft and primary sensor contractors (RCA and Westing- LA
: house) have demonstrated their successful capability in FRINN
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TABLE L1 1
DMSP ACQUISITION STRATEGY COMPARATLVE SUMMARY

LN

>,
o
. Annual Multiyear
Number of Units 4 4
Total Contract Price 391.8 245.6
Cancellation Liability {unfunded) N/A 30.3
$ Cost Avoidance 146.2
. % Cost Avoidance 373
2 Risk Related Factors
2 —Requirement Stability Low Risk
, ~Funding Stability Low Risk
. ~Configuration Stability Low Risk
- —Cost Confidence Low Risk
—Confidence in Contractor Capability Low Risk
I
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TABLE 1I-2
SAVINGS AND COST AVOIDANCE

vy,
o« 4.
D

Quantity FY83 FY84 FYB85 FY86 FY87 Toul

Annual Contract Quantity 1196 958 856 908 O 391.8

(1 (1 (1) (1 4)

- Multiyear Contract 480 0 9%6 0 O 2458
= Quantity (2) (2) (4)
R Difference +294 -958 +110 -908 0 —146.2
:‘;j Source of Savings Dollars in Millions
f{: Vendor Procurement 115.3
L < Manufacturing 28.9

Design/Engineering 0
k- Tool Design 0
o Support Equipment 0
_.:; Other 2.0
o 146.2
-
o
2N
Q.
~
-
A -
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their 20 vyears of manufacturing DMSP spacecraft and pri-
mary payloads. Therefore, the risk of contractor failure
is low.

Vendor procurement ($115.3 million): Most of the multi-

year procurement savings result from the purchase of
selected parts and subassemblies in economic order
quantities. Using this approach, all parts required for
the four primary sensors and spacecraft can be ordered
during the first year, rather than four separate orders
spread over 4 years. Savings result from lower prices for
larger quantities, from avoiding gaps in vendor capability
to provide required parts at stable prices, from avoiding
costs of 1line recertification and quality testing on four
separate 1lots, and 1lower costs for inspectors, quality
control personnel, etc., since their work will terminate
after the one delivery in the MYP.

Manufacturin 28.9M): Other multiyear procurement sav-
ings result from decreased 1labor in the production and
testing of parts and subassemblies, since they will all be
received/manufactured and tested at one time under the
MYP.

Other ($2.0M): A small part of the savings results from a
more efficient use of the ground test equipment (AGE).

Impact on defense industrial base:

- No changes expected in competition, vendor skill

levels, training, and progress payments.

Increased production capacity <through more efficient
allocation of manpower, equipment, and money.

- Vendor multiyear contracts enabled the two prime con-

tractors to buy selected parts and subassemblies from
subtier vendors in the first year at efficient produc-
tion rates of the subs.

Investment in more modern, automated test equipment was
enhanced by producing four systems at one time versus
one at a time, thus providing better equipment for the
future production base.

DMSP Acquisjition Strategy. The following is extracted

from the DMSP Program Management Plan, Jan. 15, 1985:

S lite eplenis : All DMSP efforts,
including research and deployment, procurement, launch,
and operation and support activities, are planned, budg-
eted, and managed to ensure that the required operational
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force structure of satellites 1is maintained in sun-
synchronous polar orbit. With a requirement for contin-
uous on-orbit coverage, DMSP acquires satellites with
planned deliveries based on a fcrecast 10 percent need.
DMSP requires 60 days for preparation and launch from
satellite call up, plus an additional 30 days for early
orbit check out. This assumes satellite storage at
Vandenberg AFB, no launch pad conflicts or booster con-
straints, and no major problems. Mean Mission Duration

(MMD), a parameter derived by evaluating the longevity of
satellite subsystems, is wused to predict the expected
lifetime of DMSP satellites. A computerized General

Availability Program (GAP) 1is used to predict the prob-
ability of need for a replacement satellite. It is a
Monte Carlo simulation method analysis. GAP inputs
include reliability data for the launch vehicie, satel-
lite, so0lid rocket motor, ascent guidance software, and
the probability of infant mortality for the first 6
months of satellite life. A truncation time also must be
specified. Truncation for morning satellites is 42
months based on piece part irradiation, and 25 months for
noon satellites based on battery expected 1life. GAP
gives the projected 10, 50, and 90 percent probabilities
of needing a replacement satellite. When the GAP is run,
constrained by the actual contractual and/or programmed
production schedule, probability curves can be generated
that project satellite on-orbit availability over time.
The probability of satellite availability given the
current projected acquisition schedule is very close to
90 percent. However, due to budget constraints, inade-
quate satellite resources have been programmed to account
for satellite attrition in light of a 17 percent probabil-
ity of not achieving operational capability for each
launch on Expendable Launch Vehicles (ELV). Satellite
programming to account for attrition is essential. as
past history has shown, it takes years to recover from a
catastrophic failure.

Future acquisition strategy: 1Initial DOD planning calls
for an STS optimized, more survivable, and autonomous

follow-on to the Block 5D-3 system (DMSP II), with
increased payload capability to meet validated sensor
requirements. A DMSP II cadre has been formed within the
existing Program Office to begin concept development.
DMSP 1II will be a competitive effort, beginning with four
contractors for concept development in FY88. Current
assumptions include:

- Prime contractors (not separate for spacecraft and
sensor) .

- Standardized Air Force Satellite Control Network
(AFSCN) .

II-18




- Minimized impact to the user segment.

e The DOD could evolve DMSP II into a Defense Environmental
Satellite System (DESS), which would perform all DOD
environmental remote-sensing missions including, at a
minimum, DMSP and Navy Remote Ocean Sensing System
(N-ROSS) .

DMSP acquisition strategy for production satellites is to
request continued multiyear authority.

c. Planning, Programming, Budgeting System (PPBS). The
following is extracted from HQ USAF PPBS Primer extract:

@ PPBS description and characteristics: PPBS is the DOD
resource management system. Controlled by the Secretary

of Defense (SECDEF), its purpose is to identify mission
needs, match them with resource requirements, and trans-
late them into budget proposals. System outputs include
the Defense Guidance (DG), the Five-Year Defense Plan
(FYDP), and the DOD portion of the President's budget.
The system is dynamic and evolves continually for many
reasons, ranging from changes in key personnel to shifts
in policy direction. One of the greatest single sources
is the seating of a new political administration. Each
new SECDEF adjusts the system to fit his style of
management. '

e National direction: There are a number of key documents
in the annual cycle 1leading to the President's budget
submission to Congress each January. National Security
Policy provides the basis from which the defense guidance
is developed. The Joint sStaff and the Services also
provide advice to the civilian defense authorities for
their consideration during DG development.

- National security policy is developed through the
National Security Council (NSC) system and, when
approved by the President, implemented by the National
Security Decision Directives (NSDDs).

- The NSC is the principal forum for considering
international security issues requiring presidential
decision. A committee structure consisting of senior
interdepartmental groups (SIGs) and interdepartmental
groups (IGs) supports the NSC.

Each of the three phases of the PPBS, planning, programm- E.-:.:.-}_..»

ing, and budgeting, contributes toward attaining the ulti- ORI

mate objective--providing operational commanders with the AT

best mix of forces and support attainable within fiscal W R

constraints. Each phase overlaps the next (fig. II-2). ;NII[
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PLANNING

o Determine Total Forces
Required to Counter Threat

@ Establish Benchmark to
—~Highlight Critical Needs
—Examine Risks
—Guide Resource Decisions

PROGRAMMING

® Match Available Dollars
with Most Critical Needs

® Develop 5-Year Resource
Proposal

BUDGETING
® Final Cost
Approved Programs

® Prepare and Submit
Detailed Budget

® Enact and Execute

1985

1986 1987
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Service Inputs for Drafting Defense Guidance

Defense Guidance

POM (Program Objective Memorandum)

Budget Submission to 0SD

Issue Papers DRB Deliberations

PDM (Program Decision Memorandum)

0SD/OMB Hearings
Program Budget Decisions
Major Budget Issues
President’s Budget

Figure II-2

Planning, Programming, and Budgeting System

<, .“’.-'.-' T, w et

VLS

e e

.,

II-20

T COUL TR TP P T e
,«\‘.-' \w' \L.f
.~ A e?




¢ Apmm— T

Wy

TeT s

MBI SUA S I S A £ g i s S S e st A A SN N g0 GUL SN G B g 1 AT i AP AN s A Al ha

Planning: Identifies the threat facing the Nation
during the next 5-20 years. Assesses U.S. capability
to counter it, and recommends the forces necessary to
defeat it. Planning highlights critical needs and
examines risks if recommended goals are not attained
in order to guide resource decisions.

Programming: Matches available dollars against the
most critical needs and develops a 5-year resource
proposal. After this proposal is approved, it becomes
the basis for budgeting action.

Budgeting: Refines the detailed costs and develops
the Service estimate required to accomplish the
approved program. Following review and approval, it
serves as the input to the President's budget.
Budgeting plays a major role in defending the submis-
sion before Congress and executing Congressional appro-
priation legislation.

PPBS sequence of events: Following is the general time

phasing of key events within the PPBS for the FY85 Presi-
dent's budget.

Air Force planners started work in August 1981.
During the next year, they developed items for
internal Air Force use and provided inputs to the
Joint Strategic Planning Document and the Defense
Guidance.

The Defense Guidance is issued to the Services and the
Joint Staff, and reflects the SECDEF's policy,
strategy, force planning, resource planning, and
fiscal guidance.

Program Objective Memorandum {(POM) development is the
intensive process by which the Services prioritize
fiscally constrained program proposals for the next 5
years.

Issue papers are prepared by members of the Defense
Resources Board (DRB) to suggest program changes to
the service POMs. The DRB is the forum that reviews
and provides recommendations to <the SECDEF on these
proposed changes to the Services' program.

The Program Decision Memorandum (PDM) records SECDEF
decisions on the issues and directs adjustments to the
Service POM.

The Budget Estimate Submission (BES) is the Services!
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budget proposal to the O0Office of the Secretary of
Defense (OSD) on the POM, as updated by the PDM.

- OSD and the Office of Management and Budget (OMB) hold
hearings to gather supplementary information on how
DOD arrived at specific budget estimates.

- Program Budget Decisions (PBDs) issued by OSD are used
to resolve most differences between Service BES and
OSD/OMB pricing. Remaining major issues are resolved
by the DRB and SECDEF.

- The budget request, as approved by O0SD and OMB, then
becomes part of the President's Annual Budget
Submission to the Congress (usually in January).
Congressional review and (hopefully) approval occurs
during the months prior to the start of the FY85
budget year (October 1, 1984).

- One cycle totals 3 years from the start of Air Force
planning until budget execution begins.

Program Objective Memorandum (POM): The POM requires 6
months of concentrated effort each year to construct. It
builds on the previous year's effort, expresses the Air
Force Five-Year Program recommendations to OSD to meet
the objectives of the Defense Guidance and the Air Force
senior leadership, and identifies Air Force initiatives.

- All major commands, separate operating agencies; and
direct reporting units provide formal inputs.

- Over 400 program element monitors (PEMs) provide
inputs on over 600 AF program elements (PEs) that
cover the entire AF program.

- Special high national interest areas--like PEACE-
KEEPER, B-l, and space systems--undergo additional
reviews.

- Functional areas, which cut across mission areas and
individual PEs, are reviewed to provide "more than one
look" at the same item, so that decisions are made
based on the most complete review possible.

Director of Programs and Evaluation, as the Chairman of
Air staff Board, is responsible for building the POM and

justifying it during the subsequent program review process

with

OSD.

Functional staff and Major Commands (MAJCOMs) advocate pro-

grams and new initiatives throughout the process. MAJCOMs
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also review the POM at several points during its development.
A key feature of the AF POM development process is the use of
a corporate review body, the Air Force Board Structure, to
bring it all together, to guide the development, and to pro-
vide recommendations to the Chief of Staff, Air Force (CSAF)
and SECDEF.

2. POES
The NOAA polar-orbiting operational satellite system has been

developed by NOAA and NASA in a cooperative program. Through
the 1970's, and into 1980, NOAA was responsible for:

Development of requirements
Funding for operational systems A
Development and operation of ground receiving sites °
Development and operation of ground data processing systems AR,
Distribution of data to the users

Archiving of data

NASA was responsible for:

e Development of spacecraft technology to include:
- Design and production of protoflight instruments
- Design and production of protoflight satellites

e Funding for protoflight instruments and satellites

e Production of operational satellites and instruments for
NOAA on a cost-reimbursable basis

e Satellite launch and early orbit evaluation

e Engineering consultant services for NOAA

The NOAA polar-orbiting satellite system of the 1970's and
1980's has been designed around acquisition of data to meet the
documented requirements of user agencies, as defined in the
Federal Plan for Meteorology prepared by the Office of the
Federal Coordinator for Meteorology. The defined requirements
incorporated in this document were reviewed by NOAA and NASA,
and those that could be met technologically, at a cost that the
budget process could support, were accepted.

After the 1973 study, OMB directed NOAA to use the DMSP Block 5D
Spacecraft Bus. Instrument design was to remain that which
matched user requirements.

In 1983 NOAA considered changes to the polar system concurrent
with planned system modifications required for the transition
from the Atlas 1launch vehicle to what was thought would be a
Space Transportation System (STS)-compatible satellite system.
Before agreeing on a set of requirements that would form the
basis for the NOAA K, L, M series, a steering group consisting
of membership from NOAA ([National Marine Fisheries Service
(NMFS), Office of Oceanic and Atmospheric Research (OAR),
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National Environmental Satellite, Data, and Information Service
(NESDIS), National Weather Service (NWS), National Ocean Service
(NOS)], NASA, and DOD reviewed requirements, as well as a series
of white papers that reviewed system tradeoffs. Here again, the
accepted requirements considered technological capabilities and
budgetary constraints.

Once system requirements have been accepted by NOAA, they are
used to develop initial budgetary estimates that are eventually
included in the request to the Congress for funding. In
parallel, the requirements are provided to NASA, who uses them
to develop a procurement package that includes a detailed
in-house ‘'grass-roots" cost estimate. This estimate is then
used to modify the NOAA budget request, if required. The budget
request is modified a second time, once signed contracts are
available, to provide an improved estimate of total program cost
and to establish a funding schedule to meet the contractor's
estimate of the fiscal phasing of expenditures.

NOAA program management for the polar satellite program begins
with the definition of requirements and continues through
operation of the satellites in orbit. As previously mentioned,
NOAA derives system requirements following careful review with
the end product data users. From these requirements, NASA
engineers develop the technical system specifications for system
procurements. NOAA participates in all phases of the procure-
ment, development, and launch of NOAA satellites. These
functions are assigned to a NOAA/NESDIS liaison group that works
with NASA during these phases of the program. This liaison
group provides a day-to-day coordination mechanism for assuring
that information flow between NASA and NOAA is smooth, and that
diverse user requirements are weighted equally with technical
aspects when engineering tradeoffs are required. This group
participates in all phases of program planning with NASA, and
helps to develop program positions on technical and financial
matters. Members of the group are full voting members on Source
Evaluation Boards, Technical and Business Advisory Committees,
Performance Evaluation Boards, and design and launch readiness
review comrnittees.

NOAA budgeting for this program has been consistent with the
NCAA/NASA agreement on shared funding for the program and the
Office of Management and Budget (OMB) directive to use the
DMSP-developed satellite bus. Through 1982, there was general
agreement that NASA would fund the development of new instru-
ments and satellites to meet the operational requirements of
NOAA. It was a NOAA responsibility to fund follow-on satellite
systems. NASA has now discontinued its support of improvements
to the operational system, its 1last major effort being the
development and flight of the protoflight Solar Backscatter
Ultraviolet (SBUV) radiometer. NOAA now must fund all opera-
tional requirements, including the devlieopment of advanced
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systems, such as the Advanced Microwave Sounding Unit (AMSU),
and systems that must be changed for reasons over which there is
no control, such as those associated with phaseout of the NASA
ground tracking network and use of the Space Transportation
System for satellite launchings.

The NOAA budget has undergone significant change since the first
TIROS-N satellite was developed. Growth of the budget reflects
not only technological growth but also the transfer of responsi-
bility from one agency to another. Both inflation and program
planning have 1limited satellite procurements to inefficient
levels. It is interesting to note, however, that aside from
cyclic effects, with aerospace inflation removed, the cost of
the NOAA polar program is remarkably stable. System improve-
ments and cost growth have been accompanied by reliability
improvements that result in program economies, chief among which
is 1longer satellite 1life. NOAA program management is cost
conscious; a tight rein is kept on program requirements. A
detailed report discussing the financial history of the NOAA
program has been published as Envirosat-2000 Report, Analysis of

Past Funding for NOAA's Satellite Programs (January 1985).
C. OPERATIONAL PROCEDURES

1. DMSP

a. Command and Control of On-Orbit Assets. DMSP command,
control, and telemetry processing for the satellitg is called
the DMSP command, control, and communications (C’) segment.
The c?, through its communications 1lines, provides all
functions required to maintain the health and welfare of the
DMSP satellites and provide communications to recover the
meteorological payload data. These data are acquired during the
satellite's 101-minute (nominal) orbital period. Although
real-time meteorological data are supplied to transportable
tactical terminals, access to the stored meteorological payload
is obtained only when the satellite is within the station circle
of one of the C° remote Command Readout Stations (CRSs). The
maximum access period is approximatgly 15 minutes of each
orbit. During this contact time, the C” segement must:

e Command the satellite in real time 3 ,,
e Provide the stored command inputs for satellite control \J;afi

when it is outside the station circle N
® Analyze real-time engineering telemetry data Y

® Acquire orbital telemetry data for off-line trend analysis

- b 3?"
s Pl
e Provide communications for routing DMSP meteorological data gfv’fﬁ%‘?
to users &
e
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The

c3 segment makes use of several geographical ground
station sites that operate as a whole to collect worldwide
meteorological data from the DMSP satellites orbiting the
Earth. The main sites, as shown in figure II-1, are:

Ssite 1 (FAIR), at Fairchild AFB, Washington, and site 2
(LIZA), at Loring AFB, Maine. These two Command Readout
Stations are used for direct uplink and downlink communica-
tions with the DMSP satellites. Each of the CRSs has two
antennas, one for satellite tracking and the other for
DOMSAT communication to AFGWC and FNOC.

Site 3, at Offutt AFB, Nebraska. This site ingests and
preprocesses the meteorological payload data for the
atmospheric models on the computer systems at AFGWC.

Site 4, at Vandenberg AFB, California. This Payload Test
Facility (PTF) is used during prelaunch testing and launch
phase for telemetry processing.

Site 5, at Offutt AFB, Nebraska. The Satellite Operations
Center (S0OC) provides the planning, command/control, and
equipment status telemetry (EST) processing required for

spacecraft performance and health. The SOC provides a

savrla o

centralized communications center to all remote sites.

Other Remote Tracking Stations (RTSs) can be linked to the
C°S through the Air Force's Satellite Control Facility
(AFSCF) at Sunnyvale, California. These sites, though not
dedicated to DMSP, are called into use from time to time if
conditions require contact when an orbiting DMSP satellite
is not within a CRS's circle. One of these stations, the
Hawaii Tracking Station (HTS), has been upgraded with DMSP
communications equipment to use a DOMSAT for data trans-
mission.

The FNOC in Monterey, California, uses the DMSP data to
provide operational oceanographic products for the Depart-
ment of the Navy.

From the SOC, DMSP operational control is accomplished by
transmitting command and 1load data to a CRS via DOMSAT.
The CRS performs the real-time command and control of the
DMSP satellite, the collection of telemetry and meteoro-
logical data from these satellites, and the relay of these
data via DOMSAT to AFGWC and FNOC. The CRSs have the
capability to simultaneously receive and record these
data. Recorded data that are not relayed in realtire are
retransmitted postpass. At AFGWC, the meteorological .ata,
transmitted over DOMSAT from each CRS, are reconstructed
and processed. A Data Reconstruction System (DRS) within
AFGWC provides the capability to simultaneously record data
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for further processing, archival, hard copy generation,
display of these data in real time, and input directly into
the AFGWC processing facility. The composite telemetry
payload data are sent to the SOC, where the EST telemetry
data are separated for processing and analysis.

b. Communications Lines. The primary link from the SOC to the
CRSs is wvia AMSAT CORP's WESTAR transponders. Command, tele-
metry, site status, command echo, and voice communication are
transmitted over this 1link. Commands and telemetry are trans-
mitted via the RF link to/from the DMSP satellites. DMSP data
are transmitted from the CRSs and HTS to FNOC and AFGWC via
WESTAR. Telemetry data from the HTS are relayed via a Defense
Satellite Information System (DSIS) communications satellite to
the SCF, then via land lines to the SOC.

These primary satellite 1links, operating on the frequencies
shown on table II-3, are backed up by terrestrial lines that are
capable of handling command and telemetry data, site status, and
, command echo data. Terrestrial lines do not provide backup for
[ meteorological data communication to site 3. Additional terres-
b‘ trial 1lines are provided for other remote sites including the
- PTF, AFSCF, and the DMSP Satellite Factory Site.

c. Data Aquisition. Refer to figure II-1.

- Direct Readout.
e Downlink Frequency. 2252.5 MHz (SGLS Ch 11). _ Note:

Direct data readouts can be transmitted through any of the
other transmitters via payload data channel switching. The
normal channel for direct data transmission is SGLS ¢ch 11.

Power: 5 W
5 Data Rate: 1.024 Mbps
i e Readout station. There are a total of 34 receiving ter-
- minals for direct data readouts from the DMSP satellites.
N

They belong to USAF, USN, and USMC units. The USAF termi-
nals consist of five fixed-site Mark IIA vans, eight Mark
III fixed site vans, and four Mark IV transportable tac-
tical terminal vans. The USMC component consists of seven
X Mark IV tactical terminals with five more planned. The USN
" has eight SMQ-10 receiving systems onboard aircraft
N carriers, and two TMQ-29 vans essentially the same as USAF
Mark IIIs. Current USAF plans are to replace six Mark IIa
and III vans with Mark IVs, and to upgrade the remaining
ITa and 1IIIs with the advanced image generation and

processing systems of a Mark IV (fig. II-3). Statistics
are as follows:
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DMSP COMMAND AND CONTROL COMMUNICATIONS FREQUENCIES _
. K
. s
~ L2
- ’
o e
3 oA

DMSP Uplink
: L Band CRS/HPA ~ Fraquency of 1792 MHz
I;._': _ DOMSAT Uplink Frequencies
4 Offutt to DOMSAT — 6104 MHz
- FAIR to DOMSAT — 6174 MHz
> LIZA to DOMSAT — 6198 MH2
- HULA to DOMSAT - 6201 MHz
DOMSAT Downlink Frequencies
2
R FAIR to Offutt/Monterey — 3957 MHz
2_}.; LIZA to Offutt/Monterey — 3973 MHz
¢ HULA to Offutt/Monterey — 3976 MHz
-'
-
o
¥
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Figure II-3
. Mark IV Tactical Van
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- Antenna size: 8-10 ft diameter, all terminal types.

- Antenna type: Standard receive-only:; Mark
IIa/III/TMQ-29 are gimbal mounted and are high
elevation restricted. Mark IV antenna can track
high-elevation passes straight through. Mark

ITa/III/TMQ-29 antennas are mounted on pedestals with
radomes. The Mark IV antenna is deployable.

- Ground equipment functions: Receive, process,
display, and disseminate DMSP data. Mark IV uses a
laser imaging system for printout. Others use wet
film systems. Data are disseminated to attached
supported operational forces.

- Locations: See figure II-4 and table II-4.

Data Types and Resolution. Data can be scanned in either
IR or visible spectral bands. Real-time or direct data
readouts send both types of data to the user. Normal
resolution, or "smooth" mode, is 1.5 nmi (2.6 km). High
resolution, or "fine" mode, is 0.3 nmi (0.55 km). The
DMSP imager provides constant resolution over its total
field of view.

Direct data readouts can be sent either in a combination
of visual fine/IR (or "thermal") smooth (LF/TS), or
visual smooth/ thermal fine (LS/TF). The combination and
area of coverage are dependent upon field unit needs.
Also, DMSP data memory loads are used on a routine basis
to advise each tactical site of the next pass of a DMSP
or TIROS satellite. This is an important military cap-
ability to limit communications from deployed terminals.

Direct Readout Data Processing. Mission sensor data, as
well as the OLS data, are downlinked in the direct read-

out data stream. Currently, the mission sensor data are
not used by tactical processing sites. 1In the future,
the capability to process selected mission sensor data
with the OLS data will be incorporated into tactical
processing sites. For effective support to operational
military commanders, it has proven essential to have an
encrypted direct readout capability.

Data Distribution.

- Mark IIa and III: Positive transparencies are distri-
buted to supported organizations either by a Satellite
Imagery Dissemination System (SIDS) or by courier.
The SIDS 1is composed of an anolog laser facsimile
transmitter, 1located at the DMSP site, which is con-

II-30

-------- e
AL P Y

Rt e AT A ¥ a e € e :
S A S ‘-_.-‘v‘- oo i i

AN
“\._\:_\ P
":-":'f:"\':'
. LI

Sl




3
-
I,
o
[
W-
.
"
3
'
p
o
w MOT4 Ble( pue SITITTIOBA [BOTIIOEL 4dSHA 22304 ItV
ws v-I1 ?andta
g .
3
9 (37) SM8 uieayuaxel Jvy 11 e Vil xel (<) AL XUV
1 {47) Auewsag ‘yaeques) uages| opesojo) eluIoje) elsoye)
. (47) Auewiag ‘usBUIEA (o) s esuo g4V Amo1 | | ga4v ueiaiaW | | 8v veiieigon
< S e v (47) shaydwny duwe) (10ddng sa1sifio pue ‘a3ueusiusey ‘suoiessd
:u, SME PIojAay sadd Jvy (37) Aaseq dwey S soust “._. I W ‘suonesad)
: {47) Auewsog ‘SME 'V yIequiag o tun buives
£ {JH) Auewieg 'SME 'gY walswey - (47) NSM 34VSN uisiswey .ﬁfﬁﬂdﬁ;ﬂ (47) Sma 8y una ._.:
3 (47) SMA lIe4UapI VY () g wesg ) SMBBY XA uoipenbs seyteap is| —  Sast
e, (47) Avewsag 'Sy unedey (OH) SM8 BUBPEN  (JH) SMA 210 jeunwie Asusbunuod dnxdeg — )
- {47) Auewsag ‘6sagiapiay » * nun toddng seyieam -  NSM
s 47 >s>s;u “yuyys0g 11 wew e VI e adosng 582104 1Y SN - J4VSN
5 (47) Smd Ainquoayy Jvy 2310 ueder sauiddijiyg nupn isedssog [eande) - N4l
4 ﬁ ﬂ gv uvesg gV evepey av we) 82104 Ny feAoy - 4wy
> $8104 11y 13ed — JYIVd
1 11 uew Al Yl ./ \ /7 suwisaey sase] - (47)
“... >=u=:muo wopbuty paup \ / \\ 19iua] buluiem :ech_u” m“. ._..._oa_. - 0.3._.“
vue uolybnos) (OH) Imur 118 puey - IH
. \ / 7 (J1)sMB g4y ussiepuy  UoteiSseyiesmoseg —  SMg
b, 4 S N \ / 4 unas Y - Sy
: e | NS \ T i kA
. pajisse;) ~ ~ \ weng : 3 uexsty ndv
| X AR ~ -~ -~ II'H 2nunN aN39a
: -~
- {(471) ma.ac.coz ‘ejoi3wiey (9H) Loddng
{47) eweueq ‘siybiay Anenpg abuey ajissi
Am : D&._.\mgm “:ESGI * A&dv uoeuﬂp—w —;Qu—
: t e ] NIV Pt mesperg
b, 111 Yiew —— -~ spue|s| (jeyssep @ .mh_m. Mmﬂuﬁ.ﬂn
3 eweueq (IH) smg safe 7 1 \ S ~a uiaielem) (OH) SME weyy
£ 84V premoy } PR | // ~E H .
. ~
S e [ “ \ IIII Vil vew
= sa102y \ ~ »
3 gv saleq {JH) vospreyny 104 \ (3H) SM8 11aew N temey
3 (JH) N3v/SME popudwil \ (47) smst 84V wewdy
3 ¢ ¢ i
b, MR N e
3 exsely epuo|4 suswAodeg
3 g4V j1opuauy3 94V Irgew | Aduebunuog
3
3
.
id
1
v
4
4
b, ) .
NYNYY (YYNYYRXY & EEL IVVMNNPYY .




RO, U

RN PPN

. L I L A A
.wlv-.'."’.

o, P8

Pl A SRS R G

RN | T AU Ao M

e LR e Y

TABLE 1I-4
DMSP TACTICAL TERMINAL LOCATIONS

MARK IIA Sites
1. McClellan AFB, CA
2. Hickam AFB, HI
3. Lajes AB, Azores
4. Clark AB, Philippines
5. Kwajalein Missile Range, Marshall [slands

MARK 1 Sites

. Lowry AFB, Co (training facility)

Bann, Germany

Osan AB, Korea

Site 12: Classified

Elmendorf AFB, Alaska

Howard AB, Panama

Guam: [Joint Typhoon Warning Center (JTWC)]
Kadena AB, Okinawa

USAF MARK 1V Sites
1. MacDili AFB, FL
2. Croughton, United Kingdom
3. McClellan AFB, CA
4. Harris Corporation, Melbourne, FL

USMC MARK IV Sites {(Home Bases/Assigned to Deployable Marine Air Base Squadrons)
MCAS Cherry-Point, NC

MCAS New River, SC

MCAS lwakuni, Japan

MCAS Ei Toro, CA

MCAS Futenma, Japan

MCAS Tustin, CA

MCAS Kaneohe, HI

Shlpboatd Terminals (SMQ-10) (CV, CVN Class Aircraft Carrisrs)
. USS Constellation
USS Kitty Hawk
1JSS Midway
USS independence
USS John F. Kennedy
USS America
USS Enterprise
. USS Nimitz

NAVY Transportable Terminals (TMQ-29)
1. San Diego, CA
2. Rota, Spain

PNDO B WN -

NooswN =~

o

PuDNAWN =

Note: 65SMQ-11 Navy Ship and Shore Terminals in Development
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nected

(via phone

lines) to an unlimited number of

receivers located at key command and control sites.

Mark 1IV:
supported

semination System
necessitate
The

TIDS.
facsimile

connect the

Positive transparencies are distributed to
organizations by a Tactical Imagery Dis-
(TIDS). Contingency requirements
that every Mark IV must have a dedicated

system 1is composed of an analog laser
transmitter, four receivers, and cabling to
system. The receivers can be deployed to

nearby (400 m) locations to support key tactical com-~
mand and control elements. Any additional number of
receivers can be driven over phone lines at greater
distances if communication 1lines and receivers are
provided.

Stored Data Readout.

® Readout Stations.

Downlink Frequency: 2207.5 MHz (SGLS Ch 2)

Power:
Data Rate:

AFB,

2267.5 MHz (SGLS Ch 4)

5.5 W
1.33 Mbps or 2.66 Mbps

There are two DMSP CRSs: Fairchild
In

Washington (FAIR), and Loring AFB, Maine (LIZA).
1989 the Loring AFB CRS will be closed and replaced by an
Advanced Remote Tracking System facility being installed
by the AFSCF at Thule AB, Greenland, dedicated for DMSP
use.

The CRSs provide the radio frequency (RF) interfaces for
the real-time command and control of the DMSP satellite,
the collection of meteorological data from these
satellites, and the relay of these data to the AFGWC and
FNOC (fig. II-1).

The two DMSP CRSs perform the direct uplink and downlink
communications with the DMSP satellite. These sites
receive, demodulate, record, reformat, multiplex, and
transmit DMSP satellite data, via WESTAR, to processing
equipment at <the AFGWC and FNOC. The CRS functions
primarily as a "bentpipe" uplink and downlink station for
L-band frequency transmission to the satellite and S-band
frequency reception.

The uplink function of the CRS consists of receiving and
reformatting command data from the SOC. The reformatted
command 1is then modulated onto a carrier and amplified by
the high-power amplifier located at the antenna feed.
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The downlink function receives, stores, and forwards all
incoming S-Band signals to AFGWC. As the S-Band signals
are being received, a diode scanner connected to four
S-Band dipoles (two for azimuth and two for elevation) is
switched at 94-Hz rate. This provides antenna pointing
error data (pseudomonopulse auto tracking) to the antenna
positioning subsystem for continual tracking update to
ensure accurate positioning during track. Antenna
positioning is also computer controlled as backup. The
S-Band (2.2 to 2.3 Ghz) received signal is translated
within a downconverter to 300 to 400 MHz, and is routed
g to extract the real-time EST and stored meteorological
- data for store and forwarding. All data received from
" the satellite are recorded on tape recorders. This
R storage system allows post-pass playback in the event of
‘ communications outage. During the pass, the highest

priority meteorological stream is forwarded via WESTAR to
AFGWC and FNOC. The alternate data stream is retrans-
mitted post-pass from the tape recorders.

e

CHEE eSS T .

e Data Types and Resolution.

AR

Satellite Imagery channels Resolution'(nmi) Coverage
(micrometers) frequency

. DMSP 0.4 - 1.1 0.3 or 1.5 ' Global
. constant cross twice
B track daily

DMSP 1002 - 12.8 " "

o Note: 1.5 nmi resolution visible imagery is also available
| at night with 1/4 or more moonlight.

e Stored Readout Data Processing. AFGWC and FNOC are the
primary users and distributors of DMSP satellite data.
They receive, process, and disseminate the meteorologic-
al, oceanographic, and aerospace environmental data (fore-
casts, observations, and studies) required to support the
Department of Defense (fig. II-5). AFGWC's site 3 recon-
structs and processes data received real time and post-
pass from each CRS. This DRS provides the capability to
simultaneously record data for further real time and
input data directly into the AFGWC computer complex.

I A Y

p e

SR FUSAY

The DRS at site 3 receives the 3.072 Mbps baseband
satellite data from the CRSs and the HTS. In addition,
NOAA TIROS data are received on a 1.334 Mbps baseband
satellite data 1line. The DRS processes and routes this
received data in a real-time or playback mode to produce

... "- "-

R et X0

II-34

T e e T T e LR L e T e e S A S e T T N T T A A VI
- - \

IO 3 2 Y,
RRHY AR HORLRAN S LG RSN, SR AR ESACS R TR 153554

5? Wy



MOT4d sS3ONpoad pue ®IBA JSHA OMDIAV

§-I1 2andty

dSWQ woyj sax ) 3Aa auedniny,

5°Q ‘uoifiuiysep
ainnanby

j01d3g SN

QW ‘3PPIN 14
(VSN) Aduaby
Al1naag jeuoiien

yur) auyeres gy

S04V
ew

Y10MIBN 131ndW0I3)u| WAISAS |011UD) Pue puewwo?) Aselii|y 3PIMPIOM

Suonez0y
SNOLIEA
) vvd 74 wery
v ‘a1owsany (VVON)
ge a10wiann) 17 auedIny
ajuaime PPN

auoydaje |

(SGIW0I) waisAg eleq) eaibojor0aiagy SN |eIVaLIIUOY)

(N130LNV) yiomiap jenbig paiewolny
(S9104V) washg syyderq jenbiig adiog 1y
{NMY) HIOMI3N 13Yleap patewoiny

syur] 13ndwo?)-01-13INdwo )

xe4 iase suiey

X ] "U0ISNOH

(VSVYN)
131u37 anedg uosuyor

$13sf) 18Y)0
pue 000 8
3 L

6

opesojo)

v) ‘Aaialuopy
1nu) Aydesboueaag

jeau3wWny 1334

1nwsues) |dn
Asie?) puey
walsAg ajrunsae 4 repbig

§0 Ausianiuf)
@ SanyNYy

—NMe N~ OM

74 ‘84v yuted

IJN ‘bbesg 14
pwy suoriesadg (e13ads Jutof

‘suoissiw paijisse)d Alond ybiy
1oddns 01 pasn osje pue suonesado Aseynjiw

090 "1ap|nog
(YYON) 107 S3HAAG a0 nau g aJedg

3@ ‘uoiburysep
(YVON) 1u) (e2160(010318y [euTiieN

$13lua) euotbay gyyON

VA ‘3|nAieg

(Yw33i)
Aduaby Juawabeuep

Aduabiaw3 |esapay

02 '84v uosialag

pwq asudjag 1y
uedIBWY YloN by

x3jdw0 uiejunoly auuaiay?y

P PRI . - .
‘Lt a1l A R Paf AP ™ LN

21j193ds 110ddns 0} sianpord adAiaja)
pue ajwisie} paiopel olul paiesodiodu
osje s1 pue pallwsuesl st elep 4SO

14 'a4V Ho%®N
pw3 jenua) S by

IN 94V U0
[IMD V) 121087 J31B3AL (BQD| 3DI04 Y

11 °a4v Hodg
pw) ynny Aseipp by

1u7 suonednddy (eawyda | 83104 sy

,@1 11 ‘84v nodg
P sUOHENUNWWE?) 83104 Iy by

UI51 B Uig Jvs

/ %W D
auiew
8-H10
1504 PUBWIWOY) 9y esusjag Ny
32104 Hy

VA '84V Aajbuey uobeiuay
IN 84V U0 pwy iy 131U37] puewwo? Aselt (euoiiey
pw) 1y Hbaresng by |eande] by /13303 suoyeiad(Q 304 Ny

T o R b N e Mg e s F A R .y ¢ P A A S Gmamm e -, -

t & @ ¥ A a4 aElc | g ac e S A Le o W $ ¢OW Ut ¢




MM B A G it gt LA AR A A A Sl A S e S Ak Al Ak Sl Al Al Sol Sad Ach dnd iud |

hard copy photographic images, digital data streams (in a
format acceptable to Sperry 1100 series computers),_and
telemetry data formatted for transmission to the C° at
site 5,

The primary DRS equipment consists of magnetic tape recor-
ders, data formatters, hard copy display devices, and a
computer processing facility. During normal operations,
the data are routed through the DRS equipment by compu-
ter-controlled switches. The DRS provides the site 3
operator with the capability to command the system via a
keyboard, monitor these commands on a CRT, and monitor
the system status on the oscilloscope. The DRS also
provides voice communication capabilities with other site
locations, as well as control of eight remotely located
high-density tape recorders. The operator may request
display of programmed data routing networks, command that
the networks be implemented, or modify the networks via
the CRT and associated keyboard. The operator may also
request display of equipment status to determine the
availability of each unit that may be used in a network.
Manual control capability is also provided for start/stop
functions of the data formatters, data routing from the
data formatters to the Sperry 1100 series computers, and
control of various functions on the hard copy displays.

2, POES

The current polar-orbiting spacecraft of the TIROS-N series
have five separate instrument systems. They are the AVHRR,
the TIROS Operational Vertical Sounder (TOVS), the DCS, the
SEM, and the SBUV. This section describes the operational
procedures by which the satellites are controlled and their
data acquired for processing.

Data from the AVHRR instrument are available from the satel-
lite in four operational modes. The first is direct readout
of visible and infrared data to ground stations of the Auto-
matic Picture Transmission (APT) class, worldwide, at 4 km
resolution. Currently, there are more than 800 APT stations
v operating throughout the world, of which about 350 are govern-
, ment-owned facilities. The second mode is direct readout of
3 the High Resolution Picture Transmission (HRPT), providing
S imagery worldwide at 1.1 km resolution (at nadir). HRPT
ground stations have been established in the United States and
many foreign countries. The third mode is global onboard
= recording of the 4 km-resolution data for commanded readout
; and processing in the NOAA computer facility in Suitland,
Maryland. The fourth mode is onboard recording of data from
selected portions of each orbit at 1.1 km resolution. These
data are also centrally processed.




The TOVS system combines data from several complementary
sounding instruments aboard the spacecraft: the HIRS, the
Stratospheric Sounding Unit (SSU), and the MSU. The HIRS is
designed to provide data that permit calculation of tempera-
ture profiles from the surface to the top of the Earth's
atmosphere, water vapor content at three 1levels of the
atmosphere, and total ozone content. The SSU provides
stratospheric temperature information. This instrument is
provided by the Meteorological Office of the United Kingdom.
The third instrument, the MSU, provides microwave data that
permit computations to be made :In the presence of clouds,
since microwave spectrum measurements are generally unaffected
by clouds (although they are somewhat affected by
precipitation cells).

The DCS onboard the TIROS-N series spacecraft is provided by
the Centre National d'Etudes Spatiales (CNES) of France. It
is known as the Argos data collection and platform location
system, and is used to determine the location of free-floating
buoy and balloon platforms. Additionally, it is able to
acquire platform data from any place in the world, including
the polar regions. The remote platforms transmit continually,
and as the spacecraft passes within range of a platform, it
receives and records the transmitted data. Once the space-
craft comes within range of a NOAA CDA Station (Wallops,
Virginia, or Fairbanks, Alaska) it plays back the recorded
data to the ground facility. On the ground, the data are
forwarded to Suitland, where the Argos data are separated from
other incoming spacecraft data and relayed to the CNES
Processing Center at Toulouse, France. There, the platform
locations are computed, and the data are prepared for relay to
the appropriate users. Platform location can be determined to
an accuracy of 5 to 8 km (3 to 5 mi).

The SEM instrument provides a continuous measurement of solar
proton and electron flux activity near the Earth. The SEM
also provides a measurement of the total energy distribution
in the Earth's upper atmosphere. Data from the SEM are
extracted from the data stream, combined with location para-~
meters at the Suitland data processing center, and transmitted
to NOAA's Space Environment Laboratory (SEL) at Boulder,
Colorado. At the SEL, the TIR0OS-N data are used to monitor
the state of solar activity, which has a significant effect on
terrestrial communications, electrical power distribution, and
high-altitude flight (e.g., Concorde SST and Space Shuttle).

The SBUV instrument is used to derive the distribution of
ozone in the Earth's atmosphere. Using this information, NOAA
can monitor the screening effect of atmospheric ozone and
predict the intensity of ultraviolet energy reaching the



—“ PR R Rl BB Sl S5 S Rl Rl B St b 8.4 oot Bl

..................

3 . 1
PR AR
j CORRCALN
> Earth's surface. This environmental parameter is important AR
- because of evidence 1linking wultraviolet radiation to skin t&ggﬁgg
N cancer in human beings. AR AN
Tx_..::c_.-_‘.
¥, The TIROS-N series spacecraft are launched into near polar G!EVﬁ]'
” orbits at altitudes of about 850 km. The orbital period is ﬁfng;
M about 102 minutes. In a two-polar spacecraft system, one A A
> satellite is launched into an "afternoon" orbit, which passes Sy
.\

over the Equator (going north) at about 1430 local time.
(This will be changed in the future; see chapter III of this
e report.) To provide greater global data coverage and
- redundancy against the unexpected failure of the primary
afternoon satellite, the second satellite is launched into a
T "morning" orbit, which passes the Equator (going south) at
o about 0730 local time. Direct readout (APT and HRPT) stations
are able to acquire at 1least two daytime passes and two
nighttime passes from each spacecraft. The duration of data
acquisition for each satellite overpass is about 12 minutes.

- Spacecraft programming and commanding originates at the Satel-
v lite Operations Control Center (SOCC) in Suitland, Maryland.
. Commands, spacecraft telemetry, and environmental data are
relayed between SOCC and the CDAs through a commercial communi-
cations satellite (RCA SATCOM). The CDAs communicate with the
NOAA spacecraft using an S-band communications link, and read
out the data stored on the satellite's digital tape recorders.

‘ \m'tn.'--."l.". A

The TIROS-N ground system consists of two major subsystems:
the Data Acquisition and Control Subsystem (DACS) and the Data
Processing and Services Subsystem (DPSS). The DACS includes
components at the two NOAA CDA stations, SOCC, the Western
European Station (WES) in Lannion, France, and the Satellite
Field Services Station (SFSS) in San Francisco, California.
(See chapter III, section E for a description of command and
. control of payload, and chapter VII for a description of the
Lannion support.) All of the DPSS components are at the NOAA
. facility in suitland.

- R NCRA RS R R

s
‘
Y

A

The DACS includes all components necessary to command and
control the spacecraft, to monitor its "health" via house-
‘ keeping telemetry, and to retrieve and transmit the spacecraft
< environmental data to the DPSS processing and data handling
oy facility. Delivery of TIROS-N data from Wallops and Fairbanks
to Suitland is accomplished using the commercial satellite
o communications netwerk. This system, which includes Earth

stations at Gilmore, Wallops, and Suitland, delivers the data
o to SOCC at a 1.3 Mbps data rate. The data are then passed to
“ the DPSS for processing.

II-38




Rt AN ANE A SR A A A A A A A R it S sAR Ao A A i oha i et nia™ et e Jinp lns e Jib - ia v hes aur erelen duoiur e e e S s Sl A RS

Each day there are three or four consecutive orbits for which
each spacecraft is out of range of both NOAA and CDA stations.
To eliminate the resultant time delay in the receipt of the
- high-priority sounding data during this "blind" period, the
Western European station at Lannion, France, was established
jointly by the United States and France. This station
acquires the stored sounding data and transmits them to the
United States via the eastern GOES satellite at 75° w.
longitude. Use of this additional readout station reduces the
periods when the TIROS-N satellite is out of contact with the
ground to a maximum of one orbit per day.

‘.

'51.41“1,1 2

The DPSS ingests, preprocesses, and stores the raw satellite
data, along with appended auxiliary information such as Earth
location and quality control parameters. This subsystem con-
sists of several segments of high-speed computers, interme-
diate disk storage units, and a mass data storage systen.
Initially, this mass storage was accomplished using the AMPEX
Terrabit mass storage systen. In early 1985, NESDIS began
replacing the Terrabit Memory (TBM) as part of a new DPSS
subsystem consisting of an IBM 4381 multiprocessor systenm
operating in a multiprogramming mode. This system provides
= computing resources for both polar and geostationary ground
operations, and for time sharing, data base, communication,
and batch processing services. The multiprocessor system will
consist of one IBM 4341 and three IBM 4381 mainframes, with a
total of 32 million bytes of directly addressable memory. The
peripheral complex will consist of six magnetic tape drives
and sixteen 3380 disk wunits, for a total capacity of 40
billion bytes, an automated switching management system, eight
cartridge tape drives for archival use, and a front-end
. communications controller capable of handling up to 100
y communications lines.

- The new system initiated polar operations in April 1985;

y geostationary processing will be integrated into the system in
early 1986. At that time, NESDIS will have an integrated,

- multiprocessing polar and geostationary computer system

- containing a single hardware and software architecture that
can be readily expanded as future requirements may dictate.

D. FIT WITH OTHER AGENCY PROGRAMS
i 1. DMSP

The mission of the DMSP is to provide, through all levels of
conflict, global visible and infrared cloud data, and other
specialized meteorological, oceanographic, and solar-
geophysical data required to support worldwide DOD operations
and high-priority programs. Timely data are supplied to the
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AFGWC, the FNOC, and deployed tactical receiving terminals
worldwide. While the primary mission of DMSP satellites is
gathering weather data for military uses, data gathered by the
satellites are routinely provided to the civilian community
through NOAA for use in a backup and supplemental data role.

The Operational Linescan System (OLS) is the primary sensor
aboard the spacecraft providing visible and infrared imagery.
The imagery is used to analyze cloud patterns in support of a
wide range of military requirements from photomapping to
issuing severe weather warnings. A passive microwave tempera-
ture sounder (SSM/T) provides data for profiling atmospheric
temperatures on a global basis from the Earth's surface to
altitudes above 30 km. A precipitating electron spectrometer
(SSJ/4) 1is used to determine the position of the auroral
boundary, thereby aiding radar operations and 1long-range
ground communications. A gamma/x-ray detector (SSB) has
provided data on x-rays and electron density profiles for
specialized Air Force applications.

a. Use of Products Generated From the OLS Data. The OLS
imagery is the data source for the Satellite Global Data Base
(SGDB) at AFGWC. The SGDB is used as primary input into the
AFGWC real-time nephanalysis model and in building hard copy
photographic-quality display images. These products permit
support to detection and monitoring of major weather systenms;
location and intensity estimation of hurricanes and typhoons;
creation of three-dimensional cloud analysis for numerous
applications; discrimination of cloud and snow; computation of
soil moisture and an index of vegetation growth; and the
detection of hot spots caused by volcanic eruptions. The
primary users of OLS data are:

DOD. Global cloud imagery is used by military weather fore-
casters to detect and monitor developing weather patterns and
follow existing weather systems. The data help identify
severe weather such as thunderstorms, determine the location
and intensity of tropical cyclones, and form three-dimensional
cloud analysis of various weather conditions. The automated
global cloud analysis performed at AFGWC is used as input to
their global numerical cloud forecast models.

The FNOC wuses DMSP imagery along with sea surface temperature
data in its global ocean forecasting program. The imagery
assists 1in interpreting the location and intensity of oceanic
extratropical cyclones for quality control prior to initiali-
zation of numerical forecast models. Navy tactical sites (pri-
marily aircraft carriers) use DMSP imagery to provide insight
into atmospheric and oceanographic processes occurring in
their operational areas. In addition to observing existing
weather systems, various aspects of sun glint and anomalous
gray shade patterns permit determination of sea state, low-
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level wind direction, atmospheric moisture, sea surface
temperature gradient, and oceanic fronts and eddies.

NOAA. DMSP imagery is routinely provided to NOAA for use in a
backup and supplemental data role. As backup, the global
cloud imagery will be used by the National Meteorological
Center to prepare global analyses of weather patterns, as well
as to support the National Hurricane Center in monitoring and
locating tropical cyclones. NOAA may also use the DMSP
imagery to produce snow cover maps primarily for estimating
snowpack in watersheds. DMSP cloud imagery is also available
to the civil and research community through the data archives
(see chapter XIII). NESDIS 1is the archival agency for OLS
data. Imagery of 0.3 and 1.5 nmi resolution dating back to
1973 are archived at the National Snow and Ice Data Center
(NSIDC) at the University of Colorado in Boulder. Also
archived are 3 nmi-resolution mosaics compiled from several
orbits dating back to 1975. In addition to DMSP cloud
imageries, auroral photographs from the DMSP operational
linescan system are archived at the World Data Center A,
University of Colorado.

Department of Agriculture (USDA). Cloud patterns from DMSP
imagery, along with snow cover charts, are used by AFGWC's
Agromet models to compute global soil moisture. This soil
moisture information is provided to USDA for calculating a
Vegetation Index to monitor global agriculture patterns and
conditions.

b. Use of Products Generated From the SSM/T Data. Soundings

produced from SSM/T data consist of atmospheric temperatures
for 15 pressure levels, corresponding layer thicknesses, and
the temperature and pressure of the tropopause. Height con-
tours are derived at AFGWC by summing individual retrieved
layer heights and adding a forecast 1,000 mbar height.

DOD. The vertical temperature profiles provided by the SSM/T
data supplement conventional data in creating the Upper Air
Data Base (UADB) at AFGWC. The UADB provides the input for
automated analysis models such as the High-Resolution Analysis
System (HIRAS) and the Point Analysis Model. The output from
HIRAS initializes all of the numerical prediction models used
by AFGWC to produce global and regional forecasts. These
numerical analyses and forecasts support global Air Force and
Army strategic and tactical operations along with other
specialized applications.

NOAA. SSM/T data are used by NESDIS to develop the operation-
al capability to process SSM/T soundings at NESDIS for Shared
Metsat Processing. The quality and accuracy of SSM/T tempera-
ture retrievals are evaluated in conjunction with the develop-
ment of the operational processing capability.
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c. Use of Products Generated From the SSJ/4 Data. The
- Precipitating Electron Spectrometer provides precipitating
2, electron flux to determine the 1location of the auroral
boundary.

. DOD. The SSJ/4 data supports Air Force operations that
o~ require knowledge of the state-of-the-polar and high latitude
N ionosphere, namely communications surveillance, and detection
N systems propagating energy off or through the ionosphere.

s NOAA. NESDIS is the archival agency for SSJ/4 data and
g provides auroral data to the civil and research community.

d. Use of Products Generated From the Shared Processing
Agreement. As Shared Meteorological Satellite Data Processing
(see chapter X) is implemented, the three national
environmental centers of expertise will assume the following
primary data processing responsibilities and provide that data
to the other agencies: AFGWC, cloud imagery; FNOC, oceano-
graphic data; NOAA/NESDIS, atmospheric soundings.

- Under this concept, each of the processing centers will have
. access to, and will integrate into its ground data processing,
- raw sensor data from both NOAA and DMSP spacecraft. For S
example, NESDIS will produce and distribute, for operational PR
use, sounding products produced from the DMSP microwave tem- - '

perature sounder (SSM/T), in addition to producing soundings 5?9Tf§
: from NOAA's TOVS. NESDIS also plans to integrate data from .
- the DMSP microwave imager (SSM/I), which will be flown in §X§EQ§

N 1986, into the operational sounders program to improve the
- overall gquality of the products. SSM/I data will permit the
L calculation of new parameters such as surface type, land

surface temperature, soil moisture, rain rate, precipitable

water, snow water content, cloud amount, and ocean surface
g wind speed. Common to all operational centers will be an
= effort to provide backup assistance to each other in the event
- of a failure somewhere in the ground or space segments. Back-
- up operations will provide data continuity and will assure the
- continuation of product generation and delivery.

DOD. The impact on DOD of new parameters provided by the
SSM/1 data will be tremendous. The following are the
perceived operational applications of SSM/I parameters.

r :v W “l FLER L

AFGWC. Ice coverage will provide background brightness field
to assist in automated cloud analysis and forecasting. Precip-
- itation rate will assist in tropical cyclone analysis and
- forecasting, support Army trafficability and engineering
- concerns, provide input to agricultural impact (AGROMET)
models, and assist in analyzing communications attenuation.
Cloud water content and cloud amount will provide input to
cloud analysis and forecast models, as well as cloud-free
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line-of-sight information for operation of aircraft and
electro-optical systems. Surface moisture data will be used
for AGROMET models and support to Army trafficability assess-
ment. Water vapor content will provide an expanded data
source for cloud analysis models and for initializing numer-
ical forecast models. Water vapor analysis will also provide
a correction factor to apply to data obtained from space-based
sensors operating in the infrared (IR) and microwave bands.
Land surface temperature will be used by the cloud analysis
model for cloud-no cloud decisions, and by the AGROMET models
for computing the so0il moisture index. Surface temperature
information will also be used to support rescue operations,
soil trafficability, river stage and flood forecasts, and
contingencies involving the dispersion of chemical and nuclear
agents. Snow parameters (like ice coverage mentioned above)
will provide background brightness fields to assist in
automated cloud analysis and will provide input to the AGROMET
models. Forecasts of soil trafficability, river stage, flood,
and air rescue conditions also depend on snow information.

FNOC. Ocean surface wind speed will assist in routing ships,
computing wave generation and sea state, and determining wind
distribution around tropical cyclones. Wind speed will also
be used to support ship refueling and aircraft operations, and
as input to an ocean noise estimation model. Ice parameters
will assist in planning and executing polar operations and in
ship routing and iceberg avoidance. Precipitation rate will
assist in the analysis of severe weather features such as
fronts and tropical cyclones. This additional information
will aid ship routing and aircraft operations and will be used
for input <to the ocean noise model. Cloud water content will
aid aircraft operations and electro-optical systems support.
Water vapor content along with cloud water content will permit
detection and forecasting of vertical gradients of refractive
indices, and atmospheric transmission affecting a variety of
systems including communications, missiles, surveillance
vehicles, infrared and electro-optical weapon systems, and
tactical support missions. Water vapor analysis on a synoptic
scale will be used to initialize numerical forecast models,
and will provide a correction factor for data such as sea
surface temperature estimation obtained from space-based
sensors operating in the IR and microwave bands.

NOAA. NESDIS will process SSM/I data under the shared
processing concept, and will integrate <the data into the
operational program to improve the overall quality of the
sounding data. SSM/I-derived parameters will be used to
correct interpretation of satellite observations from other IR
and microwave sensors. For example, rainfall, cloud water
content, and water vapor content adversely affect sea surface
temperature estimation and temperature profiles.
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Additionally, NOAA, NASA, FAA, and civil agencies use various
DMSP data and products (fig. II-5).

2. POES

The principal data base serviced by the NOAA polar-orbiting
satellites 1is the NWS numerical forecast data base. However,
other agencies share in the use of these data, and in some
cases unique products appropriate to other agency needs are
generated as an adjunct to the primary observing mission. The
NOAA polar satellites carry instruments to carry out the
following functions:

e AVHRR - view the Earth in both the visible and
infrared (thermal) spectra

e TOVS - sound many layers of the atmosphere

e SBUV - measure the ozone layer in the atmosphere

.@ SEM - measure the solar proton flux and energy
distribution at spacecraft altitude

® Argos - provide data collection and location services

in cooperation with the Centre National
d'Etudes Spatiales of France

® SARSAT - provide search and rescue services in a
cooperative effort with France, Canada, and
the Soviet Union

e APT, - provide direct data transmission services
DSB,
HRPT

Various agencies use all forms of the NOAA data for atmos-
pheric, oceanic, solar, climate, and agriculture programs.
These programs use both real-time and archived data.

a. Use of Products Generated From the AVHRR Data. The AVHRR
data are a major source for objective image analyses and quan-
titative data products on a global basis. These data provide
support to marine interests, shipping, and off-shore indus-
tries. They allow users to measure snow and ice concentra-
tions; compute an index of vegetation growth and dispersion:;
detect hot spots caused by volcanic eruptions, brush and
forest burning; detect major weather patterns; and monitor
and locate tropical disturbances. The major users are:

NOAA. Global cloud depiction maps of both day (visible) and
infrared (day and night) cloud cover are used by the NMC to
prepare global analyses of weather patterns. The data are
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particularly useful over the oceans and in the Southern
Hemisphere, where conventional meteorological data are
extremely sparse.

The sea surface temperature (SST) data base is available to
NWS and NMC. Detailed sea surface temperature analyses are
used for locating thermal boundaries indicative of fish concen-
trations, analyzing and forecasting sea fog, and locating
major current boundaries. Between 20,000 and 40,000 observa-
tions of sea surface temperature are produced each day from
the two polar satellites, with the number of observations
varying with cloud cover.

Monitoring of global weather on a daily basis is essential for
evaluating abnormal weather events around the globe. The data
provide a climatological record for analyzing long-term trends
affecting the global weather.

Snow cover maps are used for estimating snowpack in water-
sheds to predict spring melt in support of flood forecasting
and water resource management. Global climate monitoring is
obtained from estimating measurements of the balance of
incoming (solar) and outgoing (Earth) radiation. A record of
the global net radiation budget is derived from plots of
regional cooling and warming determined with the five spectral
channels of the AVHRR. This record provides climatic analyses
and assessments upon which to base 1long-term outlooks of
monthly and seasonal climatic changes.

DOD. Imagery from the AVHRR is used as a primary backup and
source of supplemental data by the DOD. The AFGWC at Offutt
AFB, Nebraska, and the FNOC in Monterey, California, are the
principal data centers that routinely acquire the NOAA
satellite data. The AFGWC includes the imagery data in its
objective 3-D cloud analyses, which are input to their global
numerical cloud prediction models, and prepares tailored
mapped projections of the imagery for special applications.
FNOC includes the AVHRR imagery and sea surface temperature
data in its global ocean forecasting program.

Image data concerning cloud cover, weather patterns, and sea
surface conditions are acquired from the real-time direct
broadcast systems using mobile surface receiving stations
located aboard all Navy carriers, and selected amphibious
ships and flagships.

The Naval Polar Oceanography Center-Navy/NOAA Joint Ice Center
(JIC) in suitland, Maryland, uses the AVHRR imagery in
analyzing ice conditions over the ocean areas and the Great
Lakes. These analyses are shared with NOAA facilities.
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USDA. The USDA uses the AVHRR image and thermal data coupled
to form vegetation indices to monitor global agriculture
patterns and conditions. Cloud patterns indicating rainfall

and snow cover charts are used to mnonitor crop moisture
patterns on a global scale.

Coast Guard. The Coast Guard relies on cloud pattern analyses
to determine weather conditions in search and rescue opera-
tions, and depends on ocean current and temperature data to
estimate drift of ships in distress and the odds of in-water
survival. Imagery is particularly useful in the Arctic areas,
where sea ice and severe weather combine to hamper rescue
operations.

NASA. The image data are used to provide cloud cover analyses
in support of space shuttle missions. AVHRR data are also
used in support of atmospheric, oceanic, solar, climate, and
agriculture research programs. Also, cloud and precipitation
estimates are made from the AVHRR images in support of deep
space probe readout operations.

b. Use of Products Generated From the TOVS Data. The TOVS
system is composed of the HIRS/2, the SSU, and the MSU. The

HIRS/2 1is the primary instrument providing the calculation of
vertical temperature profiles, water vapor content at three
levels of the atmosphere, and total ozone content. The SSU
instrument provides temperature information in ‘the strato-
sphere. The MSU instrument is used in conjunction with the
HIRS/2 infrared sounder to permit atmospheric sounding
computations to be made in the presence of clouds.

TOVS operational products include mean temperatures for 40
atmospheric 1layers from the surface to 1 mbar at about a 50 km
resolution and precipitable water amounts for three layers of
the atmosphere from the surface to 700 mbar, 700 to 500 mbar
(10,000 to 18,000 ft), and above 500 mbar (18,000 to 30,000
ft). To reduce errors in the analyses, the individual
soundings are clustered to provide observations every 250 knm.
Approximately 600 sounding observations are generated in each
orbit. The two satellites produce about 16,000 soundings per
day about the globe. The major users of the sounding products
are:

NOAA. The quantitative data describing the vertical structure
of the atmosphere provide an essential input for the global
analyses of weather patterns. These analyses form the initial
conditions for the numerical weather prediction models used by
the NMC to produce global and hemispheric forecasts ranging
from 12 hours ¢to 10 days. The accuracy and usefulness of
these forecasts are directly dependent upon the accuracy of
the knowledge of the beginning state of the atmosphere from
which the forecasts are made.
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DOD. The TOVS data are used in the numerical forecasting
models at both AFGWC and FNOC. The AFGWC numerical analyses
and forecasts are primarily for support to global Air Force
operations, tactical and strategic target forecasts, and other
specialized applications. FNOC wuses the data for oceano-
graphic and weather support to global naval operations and
ocean state analyses.

Foreign _Users. Atmospheric soundings produced by NOAA are
distributed on an orbit-by-orbit basis worldwide by the
international weather circuits, collectively called the Global
Telecommunications System (GTS), operated by the WMO. The
unprocessed SSU data are transmitted directly to the British
Meteorological Service; the sounding observation data base, as
prepared for NMC, 1is transmitted every 3 hours to both the
British Meteorological Service at Bracknell, U. K., and the
European Centre for Medium-Range Weather Forecasts (ECMWF)
nearby. The satellite-derived soundings are an essential
element of the ECMWF extended forecast model.

c. Use of Products Generated From the Space Environment

Monitor (SEM). The SEM measures solar proton flux, electron
flux density and energy spectrum, and total particulate
energetic particle flux at spacecraft altitude. The two

detectors included within this instrument are the Total Energy
Detector (TED) and the Medium-Energy Proton and Electron
Detector (MEPED). This instrument augments the measurements
made by NOAA geostationary satellites. The SEM data are sent
to NOAA/ERL, Boulder, Colorado, for use at the Space Environ-
ment Services Center.

NOAA and the USAF jointly operate a solar-environmental
monitoring facility at Boulder, Colorado. SEM data from the
NOAA satellites are used to monitor and predict solar events,
such as sunspots and flares, and their effects on the magnetic
field. Measurements of arriving energetic particles are used
to map the boundaries of the polar auroral ovals, which affect
ionospheric radio communications, over-the-horizon radar
systems, electric power distribution systems (particularly in
the higher 1latitudes), and manned space activities such as
space shuttle flights. Archived data are available for
research on solar-atmospheric interaction, sponsored by NASA,
NSF, and other agencies (e.g., NASA forecasts of radiation
hazards for prolonged space flights).

da. s £ ucts From e t Collectio

Location System. The data collection and platform location
system is provided by the CNES of France at no cost to the
United states. The French have named this the Argos data
collection and platform location system. The Argos provides a
means to locate and collect data from moving and fixed plat-
forms (drifting buoys, balloons, etc.) at the time of the data

II-47




transmission, using Doppler techniques. (See chapter VIII for
detailed information on the Argos system.)

' Argos data are combined with the spacecraft telemetry beacon
l data, which are continuously transmitted to the Earth while
being concurrently stored on board the spacecraft recorders
for later transmission during the spacecraft data transmis-
sions to CDA stations. Data acquired by the NOAA Command and
. Data Acquisition stations at Wallops, Virginia, and Fairbanks,
' Alaska, are relayed to the Suitland, Maryland, processing
center, where the unprocessed Argos data are separated and
forwarded to the CNES for processing and location determina-
tion prior to distribution to users of the data. The Argos
also relays in situ observations of surface meteorological and

- oceanic conditions. The successive 1locations of moving
) platforms measure drifts caused by ocean surface currents
' (ocean buoys) and mid- or upper-level winds (balloons). The

platform 1location capability also has been used to track the
movement of oceanic vessels and marine animals in research
programs. Uses by various agencies include the following:

NOAA. The relay of in situ environmental data from platforms
in the Arctic and Antarctic provides vital inputs to analyses
of weather patterns transiting the Arctic regions before they
; affect the United States. Drifting buoys and weather balloons
- are used by NOAA in major oceanic and atmospheric observa-
3 tional research programs. Such programs include NOAA's parti-

R e I

i cipation in the WMO's First Global Atmospheric Research
Program (GARP) Global Experiment (FGGE), and GARP Atlantic
Tropical Experiment (GATE) research programs. Sea surface

temperatures relayed by the fixed and moving ocean platforms
provide in situ observations that are used to calibrate the
SST data computed from the AVHRR data.

' Coast Guard. The U. S. Coast Guard places buoys in regions
- where currents are expected to carry icebergs into shipping
lanes. Also, transmitters placed on bergs aid in tracking the

berg positions.

- DOD. While the Navy does not operate Argos-equipped buoys, it
benefits from the Argos service in ocean regions where Argos

« W

buoys are located. Since Argos data are delivered via the
GTS, they become available to all meteorological users,
including FNOC. About 75 buoys currently report conditions

along the U. S. west coast from California to Alaska. Another
20 are deployed in the Atlantic, and a smaller number in the
Gulf of Mexico.

BEERE L e

Foreign Users. Weather data from the 500 drifting buoys
deployed during the FGGE in the Southern Hemispheric oceans
I proved valuable to forecasters in Australia, New Zealand,
southern Africa, and South America. Over half of these buoys

» Tt

II-48
:
]
. -._...\ .._'- ........................ "'..‘..":."l.". ":,.".. ....................... ._.,-_.--“..‘.‘- .‘.'_'- o SO “--» COLALS _-.-.. A \.r* \-— \'*.‘\.; MO
Mo v G AR AR LSS SR AR O SR ANAL ENE  L LIANHES RN LN L8 R L AR AN



are still returning useful data. Western Europe is also dis-
cussing using drifting buoys as partial replacements for North
Atlantic weather ships.

e. Use of Products From Search and Rescue (SAR) Data. The
Search and Rescue (SAR) system is a cooperative program
involving France, Canada, the Soviet Union, and the United
States. U. S. agencies participating include NOAA, NASA, the
USAF, and the Coast Guard. The satellite instrument receives
and relays signals from emergency transmitters on aircraft and
ships. Local User Terminals (LUTs) process data received
directly from the satellite, and provide central search and
rescue centers with the 1location of activated emergency

transmitters. Two Soviet polar-orbiting satellites now carry
instruments that are interoperable with the SAR instrument
carried on NOAA satellites. See chapter VI for further

details of the systen.

The roles of the various participating agencies in the SAR
program are as follows:

DOD. The USAF operates the Mission Control Center (MCC) and
Rescue Control/Coordination Center (RCC) at Scott Air Force
Base, Illinois, and Elmendorf AFB, Alaska (NOAA will take over
the McC function in 1988). The Air Force coordinates search
and rescue missions for downed ajircraft in the inland United
States and Alaska.

Coast Guard. The Coast Guard operates RCCs in their 10
Districts to coordinate marine rescue missions.

Foreign. Spaceborne equipment for the SAR mission is provided

by Canada and France. These relationships will continue
through the decade, with Canada and France continuing to
provide hardware. See chapter IX for more details about

international aspects of the SAR program.

f. Continuous Data Transmission Capabilities. In addition to
the satellite transmission capabilities needed by NOAA to

command the satellites, monitor the condition of onboard
systems, and transmit data to NOAA facilities for central
processing, there are three communication systems used
extensively by groups outside of NOAA and the United States.
These are the Automatic Picture Transmission, the High
Resolution Picture Transmission, and Direct Sounder Broadcast

systems. These systems are of special interest, particularly
to DOD and foreign users.
Automatic Picture Transmissjon (APT). The APT system consists

of two very high frequency (VHF) transmitters (for redun-
dancy), one of which broadcasts continuously. Ground re-
ceivers are equipped to operate at either of two frequencies

II-49

r A A ey L

A R I T T RN S O R R TR T P AL G 1S
ST oy S 'r_.‘}“o*. X " NIRRT, ARG

RN

o 150" K F O T

ARG N
W
~ s

P
i STy
h§§v.ﬁk

""{ ¥ ‘a



T o T W W T T W W P T T RA A A I R A AN B At S d e K A A B A A L Aeh S Bk Ak Al 8 0d At A Boe mne Ao W™

used by the system. There are well over 1,000 APT receiving
stations throughout the world, with over 600 of these outside
the United States. Data being collected over the local area
are acquired by these ground stations while radio contact is
maintained with the satellite. The APT broadcasts two of the
AVHRR spectral channels at 4 km resolution. The image scan is
stretched horizontally to remove the panoramic distortion
caused by the scan geometry from space. Such data are
intended for viewing 1local weather conditions. Users of the
APT service are:

® NOAA. APT capabilities are no longer required to fulfill C T
the domestic program responsibilities of the NWS. How- N
ever, NOAA supports WMO efforts to establish APTs in ST
developing countries. NWS Overseas Operations has placed O
at least 40 APTs in countries overseas under the WMO/ e

Voluntary Cooperative Program. ERL is beginning to use 7?»;,.ﬂ
APT for field support. Other NOAA research programs, R
some involving R/Vs at sea, occasionally use these
capabilities.

e Other Federal Agencies. The Bureau of Reclamation sup-

ports APT use in Africa for weather modification. The
Coast Guard uses APTs on some of their icebreakers.

- ® Nonfederal and Foreign. In the United States at least 50
- academic institutions have an APT receiver; over 200 are
planned; five commercial and 350 hobbyists currently have
active APTs. Overseas, government agencies, at least 120
academic institutions, 15 commercial firms, and 200-500
amateurs have operating APTs. By far the most important
are the foreign government stations, which, in many
developing countries, provide the only up-to-date weather
information.

e DOD. APT is used by Navy, Marine, Air Force, Air Nation-
al Guard, and Army field elements for tactical support
because the receiving equipment for APT is relatively
unsophisticated, inexpensive, and highly mobile.

High Resolution Picture Transmission (HRPT). The NOAA

polar-orbiting satellites carry three S-band transmitters.
, Two of these are dedicated to transmitting data to NOAA's CDA
. stations. The third provides redundancy for CDA transmis-
: sions, and also serves as the HRPT transmitter, which contin-
uously transmits all AVHRR data in realtime to any ground
station equipped to receive the digital signal. Users of this
more sophisticated system include:

e NOAA. In addition to the two CDAs (Fairbanks and Wallops

Station) NOAA operates an HRPT in Redwood City, Califor-
nia for weather and oceanographic support. NOAA's
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National Marine Fisheries Service in Boston is part of a
consortium (Northeast Area Remote Sensing Service) of
government and academic organizations installing HRPTs to
support  the fisheries industry and other coastal
activities.

e DOD. There are 24 DMSP tactical terminals operated by
the U. S. military forces that can receive HRPT data.

® Other Federal Agencies. The National Science Foundation
funds, and the Navy supports, an HRPT station in the
Antarctic; the Scripps Institution of Oceanography, under
a government contract, uses their HRPT for oceanographic
research.

Nonfederal. Since HRPT stations may cost well in excess
- of $200,000, few are privately operated. In the United
States, two are operated by HRPT hardware manufacturers,
and one each by the Universities of Wisconsin and

P
‘lv‘ e

P i G G e g

p California.

" e Foreign. HRPT, 1like APT, is used extensively in other
X nations. There are nearly 70 stations owned by 43
- countries. Canada has five, Germany four, Brazil,

France, Norway, and Sweden two each, and commercial units

are located in Canada and Italy. Universities in Germany

have two stations, and one more is operated by a univer-

sity in the United Kingdom. Most government-owned units
.~ are found in Europe, plus a few in Africa (Tunisia,
: Tanzania, South  Africa), Southeast Asia (Indonesia,
3 Malaysia, New Zealand), and Asia (Mongolia, Korea, China,
g and Japan).

Direct Sounder Broadcast (DSB). Direct Sounder Broadcast

services are derived from the TOVS instruments. Data from the
instruments, when processed on the ground, provide a detailed
profile of atmospheric temperature and humidity.

Analysis of the TOVS data requires very sophisticated computer
processing. Until 1980, only four DSB stations were receiving
and analyzing TOVS data; today 20 stations in 16 countries
process the data. Three more countries plan to establish this
capability. Two universities and one commercial company
overseas are among those processing, or planning to process,
DSB data. The rest are all government agencies.

AR

The DSB uses the real-time telemetry data stream developed for

3 the normal spacecraft beacon transmissions. The DSB is thus a
M no-cost result of this data flow architecture.
" Shared Processing Agreement Between NOAA and DOD. In 1984,

NOAA and DOD implemented a shared processing agreement to
f ?I’?#S
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distribute the ground processing of data from both the DMSP
and NOAA meteorological satellites and future Navy oceano-
graphic satellites across major operational processing cen-
ters. This agreement was initiated to minimize operational
duplication while maintaining a high degree of backup between
centers. AFGWC will process and map all of the visible and
infrared imagery, FNOC will process all oceanographic data
products, and NOAA will process all of the atmospheric
sounding data from the constellation of environmental satel-
lites. Domestic communications satellite links are used to
distribute the output products in realtime to the computers in
each of the processing centers. Shared processing in this
manner provides mutual access to the AFGWC, FNOC, and NOAA
data bases. Also, data continuity is assured in the event of
a spacecraft or ground processing failure. A more detailed
description of the shared processing activity is provided in
chapter X.
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III. TECHNICAL COMPARISON
A. BUS COMPARISON

The modern TIROS and DMSP spacecraft buses are very similar,
and are based on the 5D-1 spacecraft, which RCA developed in
1972 after winning a competitive procurement. Figure III-1
provides a view of these satellites. Note that the major
difference in the bus is the length of the equipment support
module, which was stretched from 137 to 183 cm. The space-
craft payloads are unique because of the different mission
requirements. As the programs evolved, the commonality among
the buses was maintained, providing significant economic
benefits to the government.

The POES was developed subsequent to the DMSP 5D-1 spacecraft

bus competition in 1972. NOAA, in 1974, decided to utilize
the same bus for the next-generation POES (designated as
TIROS=-N). As a consequence, RCA received a fixed price, sole

source contract for eight such spacecraft. Concurrently, the
Air Force recognized that the 5D-1 was a relatively small
spacecraft (46 cm shorter) and joined with NOAA in sponsoring
a stretched version of the 5D-1, for TIROS-N and 5D-2. NOAA
funded the development test program and the lengthening of the
solar arrays. The Air Force funded the structural design.
Tables III-1 and III-2 show a side-by-side comparison of the
spacecraft buses, beginning with 5D-1, and their evolution,
including a brief summary of their features.

The government has, as a result of the bus commonality in the
civilian and military programs, realized substantial economies
because of design cost sharing, economies of scale in procure-
ment, and the transfer of "lessons learned" between the pro-
grams.

1. DMSP

RCA Astro-Electronics is the prime contractor to the Air Force
for the 1Integrated Spacecraft Segment (ISS) of the overall
DMSP system. The purpose of the ISS is to place its orbiting
stage, together with the sensors and data processing payload
(satellite), into a 833 km, sun-synchronous orbit, and there-
after to provide power, attitude control, thermal control,
command, and communications services to the payload for a
4-year mission 1lifetime. The Block 5D-2 satellite utilizes a
sophisticated two-computer configuration as part of a general
purpose Command and Control subsystem. This approach has been
extremely successful in providing orbital needs, and has demon-
strated significant benefits by extending operating lifetimes

ITII-1
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Figure III-1
POES/DMSP System Overview
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5 Table III-1

5 DMSP/POES System Descriptions and Differences

! SUBSYSTEM DMSP POES

2

53

) -Orbit 833 + 18.5 kn 833 + 18.5 km and

X Required 870 + 18.5 km
Average Alt.

}, Inclination 98.7 + 0.15 98.8 + 0.15

~ Apogee-Perigee 55.56 km max. 55,56 km max.

% In-Orbit Mass 752 - 840 kg 1039 kg

® SOFTWARE SUBSYSTEMS

-AGS Designed for
833 km - has soft
separation from
Atlas - commands
deployables and
asserts proper orbit

~ADACS Contains PAS for
Software 0.01 pointing
-Command and Processes real-time
Control and stored commands

~Executive Autonomous control

® COMMUNICATIONS SUBSYSTEMS

-Data Five 5-W solid-state,

Transmitters high-efficiency
S-band transmitters.
Frequencies of
2207.5,2237.5(2),
2252.5,2267.5 MHz

-Receiver Redundant receivers
Demodulator with dual SGLS com-
Unit (RDU) patible. Demod

(1791.748 MHz)

Very similar, and in

some cases identical,
code as DMSP - 833 and

870 km versions

No PAS, 0.1 pointing

control loop modified

for new inertias
Similar to DMSP.

Similar to DMSP
spacecraft

Three 5-W units
(1695-1710 MHz)

VHF unit at 148 MHz.
Handles SGLS format
command
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& Table III-1 (continued) Sl
.J' .: s.: ":'L'f:
-4 SUBSYSTEM DMSP POES SRR
. ® COMMUNICATIONS SUBSYSTEMS - continued
w
2 -~VHF Telemetry Not used Two (redundant)
s Beacon 1-W beacon
o transmitters
' (136-138 MHz)
- -APT Data Not used Two (redundant)
Transmitter 5=-W APT
transmitters
(136-138 MHZ)
n -Antennas 4 directional 3 directional S-band
% S-band 3 near omni VHF
. 1l pair omni S-band 2 directional VHF
o 1 pair omni L-band
o5 ® COMMAND AND CONTROL SUBSYSTEM
{f -Central Low power, miniature Same as for DMSP
o Processing computer with 32K except no readdress-
- Unit (CPU) of R/W RAM memory. ability
2 used for redundancy.
v Bottom 8K readdressable
- 2-bit fault detection
- 1-bit fault correcting
- =Controls Multiple board, hard- Similar to DMSP,
Interface wired logic unit to some boards common,
- Unit (CIU) interface between others unique
- computers and all
.. other spacecraft
. components
= -CIU Annex Not used Extension of CIU
T (CXU) commands
. -Signal con- High-power switching Similar to 5D-2,
ditioning circuits and relays but 5-board unit
Unit (Scu) (ordnance firing, instead of 6-board
deployment releases, (no second stage
g mag. coil drive, etc.) separation)
f -Redundant Redundant, high- Same as for DMSP
L. Crystal stability clock
o Oscillator source for spacecraft
- (RXO)
-
- III-4
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Table III-1 (continued)

SUBSYSTEM

DMSP

@ DATA HANDLING SUBSYSTEM

Sensors (VS)

devices for vibration
sensing during ascent

POES

o -MIRP Part of OLS MIRP algorithms

- payload for data processing

* and compression

s -Tape 4 digital tape 5 digital (DTR) tape
Recorders recorders, eac recorders, each con-

with 1.67 x 10
bit capacity

sisting of two 4.5 x
10° bit capacity tape
transports

@ ATTITUDE DETERMINATION AND CONTROL SUBSYSTEM (ADACS)

. -Inertial 4 HI MOD-MIG gyros and Same as DMSP
- Measurement 3 Sundstrand accelero-

. Unit (IMU) meters. Self-contained

- thermal control 10 Hz

y clock out external

. -Celestial 6 detectors, static None required
. Sensor star sensor. Solid-

Assembly (CSA)

-Earth Sensor

state silicon

4 COU2 band IR

Same as DMSP

-Collects and Programmable Telemetry information
Formats Tele- Information processor (TIP),
metry Data Processor (PIP) similar to PIP but
nonprogrammable
- -Vibration 3 piezoelectric Not use@a = LELLE

Assembly horizon sensor groups
J (ESA) (static). Pitch and
: roll determination
“ -Reaction Miniature, high-speed Same as DMSP
Wheel (10,000 rpm max.), PWM-
Assembly driven torquer. —~
(RWA) 3 orthogonal units plus Iy

one in skew orientation
for redundancy
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5':‘_ Table III-1 (continued)
2 SUBSYSTEM DMSP POES
- -Pitch (PTC) Magnetic momentum Larger coils
- and Roll/ unloading coils
< Yaw Coils
e (RYC)
® POWER SUBSYSTEM
i} -Solar Array 11.6 sq m solar cell Same as DMSP except
- (SA) array with integral shunt use high efficiencies
o power limiters made up of cells
- 8 hinged panels for folded
stowage during ascent S 8,
9 & 10 use high eff. solar
cells
-Solar Array Single axis motor for Similar to DMSP,
Drive (SAD)/ SA rotation with integral no fine gain mode
- Array Drive slip ring power transfer
Electronics assembly. Drive electronics
(ADE) has two modes--coarse gain
.. and fine gain for greater
. torque disturbance correction
-Batteries 2 l7-series cell nickel 3 17-cell 26.5
> cadmium rechargeable batteries
= batteries. Independent
$ disconnect relays for
% redundancy management
! -Power Supply Redundant +28 volt 5 channel PSE
’ Electronics central regulator
Qe and mode controller.
> 5 channel PSE on some
‘J -Power Redundant +5 volt Same as for DMSP
A Converter logic level voltage
- (PC) regulator
. -Battery Dual battery charger Increased capability
Charger control electronics
Assembly (BCA)
® PROPULSION SUBSYSTEM
~Reaction 4 NoH, 445 newtons Same as DMSP
a0 Control engines, 8 N,
o 8.9 newtons
s motors, with tankage
5 \ .
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SUBSYSTEM

-AKM (GFE)

Table III-1 (continued)

DMSP

For 15.9 kg N,H,

and 2.3 kg N, bi-
direction isolation
valve in N, manifold.
All welded--No "B" nuts

Thiokol 364-15 SRM weight:
703.7 kg

® STRUCTURE SUBSYSTEM

-RCE Support
Structure
(RSS)

-Equipment
Support
Module (ESM)

-Sensor
Mounting
Platform

Cylindrical RCE and
-AKM support

5-sided dog house-
shaped module (alum.
honeycomb panels on
aluminum frame to
titanium truss)

Precision mounting
platform (PMP) brazed
alum. section platform.
Ball joint isolated

from ESM; thermally
isolated from instruments
to maintain precision
alignments

® THERMAL SUBSYSTEM

-Radiators,
Louvers,
Shields

-Thermal
Control
Electronics
(TCE)

e .
b n oo AL e s
J . La » a,

"

I GO S AR SO O O AT

Variable emissivity
radiators by means

of bimetallic actuated
trapdoor and pinwheel
louvers. Multilayer
blanket shields

Pulse width modulated
heater controller for
louvers or make up
heaters

III-7

Same as DMSP

Identical to DMSP
except for unique
wire harnessing
connectors stronger

Lengthened 46 cnm
additional louver

Instrument mounting
platform (IMP) larger
T-shaped plate. Open
cell construction to
allow louver thermal
control

Similar techniques

Same as for DMSP
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Table III-1 (concluded)

DMSP

® LAUNCH VEHICLE (GFE)

~-Booster

® SPACECRAFT ASCENT PHASE EQUIPMENT (APE)

-Heat Shield

-Booster
Adapter

Atlas E (ground-
controlled radio
guidance)

2.1 m diameter
metal (furnished as GFE).

Cylindrical portion
supports heat shield.
Conical section
supports satellite

III-8
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POES

Atlas E

Same as DMSP.

TIROS-N RF trans-
mission accommodated
by special design
modifications to

heat shield. Operations
frequencies different
from DMSP. 56 cm
longer

Conical adapter
supports orbital
stage. Similar but
stronger
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: Table III-2

: DMSP/POES Weight Summary

. DMSP

F SUBSYSTEM 5D-2 (kq) POES (kqg)

: Structure 122.04 203.3

] Thermal 22.93 43.0

. ADACS (dry) 57.89 55.7

N Power 129.84 163.0

- Communications 7.99 25.1

" Command and control 26.33 27.7

. Data handling 10.31 16.4

l Harness 40.68 72.3

’ GFE payload 134.25 265.8
GFE growth 35.78% 65.5

- AKM case 48.12 48.1

- Balance 96.16 32.7

: S/C margin 35.00 10.0

i S/C dry 767.32 1028.7

: NeH, 17.21 17.2

- Kﬁ expendables 664.66 664.1

: S/C at lift-off 1451.60 1712.3

N *Mission sensors

i

1

!
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because of the reprogrammable flexibility of the system. This
capability has been used to work around spacecraft component
failures or degradation, and to reconfigure the system.

a. Iss. The 1ISS 1is composed of a booster adapter and an
Apogee Kick Motor (AKM) located in the satellite, all enclosed
within a heat shield assembly as shown in figure III-2. For
launch, the solar array is folded around the orbital stage.
The adapter mates to the first stage booster, an Atlas E/F.
At 1lift-off from the launch pad, the 1SS weighs 2,656 kg, of
which approximately 840 kg represents the orbital satellite
(fig. III-3).

MR 00, 0 ) S T

. The 1ISS ascent, orbit injection, and solar array deployment
v phases are shown in figure 1III-4, which also 1lists the
i sequence of events for a nominal trajectory. During ascent,
the heat shield, the booster, and its adapter are jettisoned
after Booster Engine Cutoff (BECO). The satellite, which
contains the reaction control equipment and spent AKM, is
inserted into a circular, sun-synchronous, near-polar orbit at
an altitude of 833 km. The ascent trajectory is shown in
figure III-5.

During ascent and orbit injection, the solar array is folded el
- against the ESM and held in this position by two retaining ST
bands. The Glare Obstructor (GLOB) for AM orbits and the e

_ SSI/E mission sensor boom are also held against the ESM by PRV
i restraining mechanisms.

Once the satellite is in its approximate mission attitude, the
GLOB phase 1 deployment is initiated, which allows the GLOB to
swing out into alignment with the +X axis, but with the shade

3 still folded. The solar array bands are then released by
' firing redundant pyrotechnic devices, and the array starts to
deploy. First, the eight array panels unfold to a coplanar

position, driven by spring-loaded hinges. The array boom is
then rotated 180°, carrying the coplanar array with it, and
locked in place. Finally, the array is canted to the proper
angle and locked in place, ready to rotate to track the sun.
T?e entire deployment sequence requires approximately 8
minutes.

e ATy e N

After array deployment is completed, as shown in figure III-3,
the 1long axis (2) is oriented to the orbit normal. The
attitude control system keeps the spacecraft X axis pointed at
the Earth continuously around the orbit, while a single axis
drive keeps the solar array looking at the sun. During the
GLOB phase 2 deployment, the GLOB unfolds into its orbital
configuration.
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ISS Launch Configuration
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Figure III-2
Orbital Configuration of a Block 5D-2 Satellite
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Figure III-5
Ascent Trajectory
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F After hand-over to orbital operations, the SSI/E boom deploy-
ﬁ ment 1is initiated, during which the SSI/E boom swings into
i alignment with the X axis.

o When all deployments have occurred to give the orbital config-
‘. uration shown in figure III-3, the satellite achieves the
vy proper attitude by successively acquiring and locking onto the
< Earth in the pitch and roll axes (search mode) while nulling

the rates about the yaw axis, and then acquiring the proper
attitude on the yaw axis (gyro compassing mode). After stable
operation 1is confirmed, the attitude control subsystem can be
commanded into the nominal mode, which utilizes data from the
ESA, Sun Sensor Assembly, and gyros to provide attitude con-
trol to better than 0.20 degrees. Switching to the precision
attitude control mode occurs only by command and only after an
accurate ephemeris and star catalog are loaded into the satel-
lite memory. The precision mode uses gyro data with star
sensor updates to provide the precision attitude control
capability of 0.01 degrees.

o X

v

L

The orbital spacecraft weight is approximately 840 kg, includ-
ing the 272 kg sensor payload and the spent 48 kg AKM. After
injection into orbit, the solar array is deployed, and the
long axis (2) of the satellite is oriented normal to the orbit
plane. The attitude control system maintains the X axis point-
ed at the Earth continuously during each orbit, while a
single-axis drive keeps the solar array oriented toward the
sun.

In the designator 1SS, the word "integrated" is wused to
emphasize the dual utilization of numerous components and
subsystems for both the ascent and orbital phases of the
mission. Equipment so employed include a telemetry processing
unit and transmitter, power supply batteries and voltage
regulators, computers and interface electronics, and a
mutually orthogonal set of three inertial gyroscopes. This
approach minimizes the ISS lift-off weight, and significantly
reduces the complexity and cost of the overall system.

The ISS is subdivided into the following eight subsystems:

Ascent Phase Equipment (APE). This equipment protects the
satellite during 1lift-off, guides it into orbit after booster
separation, and positions the spacecraft in near-orbital
attitude. It also generates steering correction signals to
the booster and provides for launch-phase destruct capability.

. ® Booster Adapter and Heatshield Assembly (HA). Protecting
3 the satellite during initial ascent, the heat shield con-

sists of a cylindrical aluminium shell, 213 cm in diame~
ter, and 755 cm-high aluminum ring frames. The HA mates

III-15
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to the bottom of the cone-shaped adaptor through the use
of "Vee" bands or marmon clamps.

. ® Apogee Kick Motor (AKM) and Structure. The AKM, which
remains with the orbiting spacecraft, is a TE-M-364-15

solid propellant motor capable of generating a total
: impulse of 189,772 kg-seconds. This motor (housed in a
cylindrical structure 97 cm in diameter and 83 cm high)
weighs a total of 711 kg (of which 48 kg is the spent
third-stage motor). The AKM structure also supports the
Reaction Control Equipment, the battery and its charge
assembly, the solar array drive electronics, and the
array boom and drive motor.

® Reaction Control Equipment (RCE). A pressurized nitrogen

and hydrazine system, located on the periphery of the
third-state  structure, provides three-axis steering
following booster separation. The residual GN2 is used
as a backup for autonomous Reaction Wheel unloading.

The satellite structure consists of three elements
(fig. III-é6): the Precision Mounting Platform (PMP), used to
hold the instruments requiring precise physical optical
coalignment; the ESM; and the Reaction Control Subsystem
Support Structure (RSS). The ESM is connected to the RSS with
a titanium truss.

> ® Precision Mounting Platform (PMP). The primary sensor
g and other components requiring high-accuracy alignment

are mounted to the PMP. It consists of an aluminum "egg
crate" structure measuring 102 by 71 by 7 cm, and
weighing 11 kg. Designed to support 91 kg, the platform
is attached to the ESM by two ball joint mountings at

each end. The platform is thermally insulated from its
r components and from the ESM by Polycarbofil washers and
bushings. The total weight of the PMP and its attach-

ments is 16 kg.

e Equipment Support Module (ESM). The ESM is fabricated
with 3 cm of thick aluminum honeycomb. Mounted to the

ESM are the S-band turnstile directional antennas, some
of the_  mission sensors, and various electronic
components. The sensors and antennas are attached to an
Earth-facing panel; the electronic components are located
on the inner surfaces.

- e The Reaction Control Subsystem Support Structure (RSS).

‘. The RSS is an aluminum monocoque cylinder to which the
batteries and reaction control equipments are attached
externally, and the AKM is mounted internally.
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Thermal Control. Both active and passive thermal controls are
employed to maintain correct temperature of all components and
electronics, some to within +2 ©°C of a nominal desired
temperature.

Power. The power subsystem direct energy transfer (DET)
configuration provides a direct connection between the power
source and the 1load, eliminating the conventional series
regulator with its inherent 1losses. The system provides
high-efficiency regulated +28 volt direct current power under
a wide variety of load conditions. During sunlight, power is
generated by a sun-tracking solar array and transferred to the
spacecraft via slip rings. At night, power is supplied from
rechargeable nickel cadmium batteries.

e Solar Array {(SA). A deployable, coplanar, sun-tracking
solar array, canted at 28 degrees to the spacecraft pitch
axis, provides power when the spacecraft is in sunlight.
The eight-panel honeycomb array is covered with 12,500
2 by 4 cm silicon solar cells. A shunt across the lower
portion of each circuit dissipates unused power as heat.
The array delivers at 1least 325 W (worst case, end of
life) and as much as 1,250 W (best case, beginning of
life).

® Solar Array Drive/Array Drive Electronics (SAD/ADE). The
solar array is rotated, in either direction, to track the

sun, by a brushless direct current motor whose position
is sensed to within 24.59 mrad by Hall-effect elements.
The Command and Control subsystem selects direction and
one of four speeds--normal (1.030 mrad/s), slow (1.013
mrad/s), fast (1.047 nrad/s), or slew (5.236 mrad/s)--to
track the sun. Power and signals are transferred by 31
gold-on-gold VacKote lubricated slip rings.

e Battery (B). Two 17-cell rechargeable nickel-cadmium
batteries rated at 26.5 ampere-hours provide power at
night and during peak daylight loads.

e Power uppl Electron atter ha ss
(PSE/BCA) . This functional unit automatically selects
the power subsystem mode to regulate the array and
battery output to the spacecraft. Providing a bus
voltage of +28 volts at load currents up to 20 amperes,
the unit consumes 1less than 618 W under worst case

conditions. It senses battery state-of-charge and !!57~_
controls charge current at one of four rates from C/2 ﬁ;ﬁgy%
(15A) to C/30 (0.83). It is fully redundant, with SRt
switchover occurring either automatically or by ground “Z?Sﬁq

command. AR
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Communications and Telemetry. The communications subsystem
includes five S-band spacecraft-to-ground 1links--three for
data, two for telemetry, and an S-band ground-to-spacecraft
command link. Separate antennas are provided for each link.
The telemetry 1links can also be used as backup for the data
links if necessary.

e Command_ Link. The SGLS-c-~mpatible command link operates
at 1791.748 MHz. It includes an omnidirectional quadri-
filar pair antenna, a filter network, and a fully redun-
dant receiver-demodulator unit.

During ascent, telemetry data are
processed at 60 kbps. In orbit, telemetry speed is selec-
table at 2 kbps (slow PCM) or 10 kbps (fast PCM). In the
boost mode, 384 analog points, 256 discretes, 120 CPU
telemetry words, and three vibration sensors can be accom-
modated. Other combinations are used in the orbit mode.

® Telemetry Processing.

The DMSP satellite has two separate attitude determination
systems. This is one of the major differences between the
DMSP and POES spacecraft buses. The two independent systems
are designated as the precision and basic. The precision is
based on the use of a star sensor as described in the follow-
ing section. The two systems operate continually with the
basic considered as the umpire (i.e., if the pointing as
monitored by the basic is off by more than 0.4, then it
switches autonomously). The POES utilizes only the basic
system. .

Precision Attitude Determination and Control. An extremely

accurate (better than 0.01 degrees) three-~axis attitude
determination and control subsystem permits precise pointing
of the sensor payload 1located on the PMP. Three onboard

orthogonal gyroscopes measure short-term changes in attitude.
A star sensor provides the data necessary to compensate for

gyro drift, An onboard processor stores ephemeris data and
computes the satellite attitude. To enhance pointing
accuracy,. extensive star catalogs and ephemeris tables are

periodically transmitted to the spacecraft from the ground. A
backup gyroscope is available in the event of failure of any
of the other three. Attitude control is provided by three
reaction wheels in an active closed-loop configuration (with a
fourth for backup), and by magnetic coils for unloading excess
momentum.

e Inertial Measurements Unit (IMU). An IMU located on the

PMP measures the satellite angular rates of the roll,
pitch, and yaw axes, utilizing four miniature single-
degree-of~-freedom gyroscopes. The IMU converts attitude
rates and star transit times to digital signals. All
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circuitry is redundant, and may be switched automatically
or from the ground.

® Celestial Sensor Assembly (CSAa). The six-slit star
transit sensor utilizes a six-element silicon detector to
.. detect stars of a magnitude of +4.0 or brighter. With a
S fixed 10.7 degree field-of-view, it provides a pulse
N output representing star transit time to enable
corrections for satellite position and gyroscope drift.
For correct identification, stars observed by the CSA are
compared to a selectable onboard catalog of 80 stars.

e e Reaction Wheel Assembly (RWA). Three orthogonally
o mounted, cylindrically shaped miniature ball bearing

reaction wheels, and a fourth, skewed for backup, provide
attitude control in the roll, yaw, and pitch axes. Each
wheel 1is driven by a 1lé6-pole brushless direct current

motor. The beryllium wheel turns on a stainless steel
- gyroscope-quality bearing set, which is hermetically
- sealed in a helium-filled magnesium alloy housing.

Basic Attitude Determination and__Control. In the event of
failure of the IMU or CSA, lower-accuracy (0.12 degrees)

three-axis attitude determination and control is available
using the Earth Horizon and Sun Position sensors. When the
precision system is working normally, the backup sensors
operate in the monitoring mode, and represent an additional
data source.

e Earth Sensor Assembly (ESA). The infrared Earth horizon
co sensor is designed to operate at altitudes between
74 and 926 km. It views the horizon in four quadrants,
each using a detector set. Each set consists of three
Earth-viewing detectors, a space-viewing detector, and a
common objective lens.

@ Sun Sensor Unit (SSU). The sun sensor is designed to
provide once-per-orbit yaw axis attitude position

measurements. This augments the ESA data, which can only
provide roll and pitch axis attitude position error data.

ra ® Magnetic Torquing Coils. External disturbance torques

and the rotating solar array cause an accumulation of
angular momentum in the reaction wheels. The Magnetic
Torquing Coils enable the spacecraft to "dump" excess
angular momentum that accumulates in the Reaction Wheel
Assemblies.

Command and__Control. The all-digital Command and Control
subsystem provides guidance signals during ascent, and
controls the spacecraft attitude and operating modes while in
orbit. On-orbit control may be handled by commands and data
from the ground or from other onboard subsystems. The systenm
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includes redundant central processing units (one containing
the ascent 1locad program during ascent), a high-stability
redundant crystal oscillator, and interface circuitry.

Central Processing Unit (CPU). The spacecraft carries

two CPUs, with switchover either automatically or by
ground command for full redundancy. Each is a miniature,
general purpose data processor that uses fractional fixed
point, 2's complement arithmetic. Containing bulk cMoS,
LSI, and CMOS SOS devices, the processors provide
real-time "hands-off" attitude and operational control.
Each unit has 32K 16-bit words of read/write memory that
can be programmed by ground command. Microprogram con-
trol provides a set of 52 instructions in a CMOS read-
only memory. Each processor operates at a speed of 2.34
microseconds per elementary operation. The processors
employ welded-wire circuit boards, each containing
approximately 100 chips. Each CPU measures 28 x 38 cm,
weighs 6 kg, and uses 5 W of power.

Controls Interface Unit (CIU). The CIU is a "switching
center" between the CPUs and the spacecraft. It coor-

dinates the two CPUs, receives and verifies command
messages, generates all spacecraft clock and timing
signals, and transfers data and control signals between
the CPUs and other spacecraft units. The unit also uses
CMOS-integrated circuits, and has a power converter to
meet the CMOS requirements. The unit measures 29 x 19 x
21 cm, weighs 5.7 kg, and consumes 3.3 W of power.

Redundant Crystal Oscillator (RX0). A pair of RXOs serve
as high-stability frequency sources that provide timing

for the spacecraft. Each oscillator is housed in its own
temperature-controlled Dewar flask oven. In case of
malfunction, switchover from one oscillator to the other
is_ automatic. The oscillators are sgable to +1 part in
108 short term, or +1 part in 10 long term. Each
oscillator measures 12 x 15 x 5 cm, weighs 0.7 kg, and
uses 2.3 W of power.

Signal conditioning Unit (SCU). The SCU interfaces the
CIU and other units that require nonstandard c’rcuits,

such as torquing coils, separation ordnance, destruct,
and solar array deployment mechanisms. The unit measures
22 x 20 x 16 cm and weighs 3.2 kg. It uses 0.2 W during
ascent and 0.05 W in orbit.

Control Software. The heart of the spacecraft, and the

element that makes it unique, is the use of software to
perform all of the satellite control.
ascent guidance and control, the orbital ADACS, and Command
and Control.

This includes the
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The major software package is called the Flight Load Package
(FLP) and contains the Ascent Load Package (ALP) and the Orbit
Load Package. These are used by the CPUs to provide full
in-orbit operational redundancy. The package is modularly
designed for flexibility and ease of use.

e The ALP handles all steering calculations and events
sequencing during ascent and orbit injection, initial
attitude positioning preceding handoff to orbital
controls, and the handoff to orbital controls.

e The Flight Load Package (FLP) includes all software for
complete closed-loop control of the spacecraft, together
with real-time override by ground command. It has been
designed to be reprogrammed by ground command, if re-
quired.

The package has a 1l6-level priority interrupt structure
for asynchronous and periodic operations. It contains 17
major modules:

- DFLSR, which filters signals from the IMU gyros

- PRADS, which integrates the filtered gyro signals to
provide a high-accuracy, short-term attitude
reference, and includes a Kalman filter to update the
gyro-derived reference using star transits sensed by
the CSA

- BADCS, which provides a backup (and monitor) lower
accuracy attitude reference utilizing <the ESA (plus
gyro and SSU data for yaw angle)

- ATCLS, which provides attitude control utilizing the
PAS and BAS calculations

- EPHEX, which interpolates the ephemeris from the
stored table loaded via the command link

- SUNPS, which derives sun angle and related parameters

- MAMUS, which controls RWA momentum unloading via the
magnetic torquing coils

- SADCS, which controls the angular position of the
solar array via the SAD

- RLTPR, which reads commands from the ground stations

- TMEVS, which reads commands from the stored-command
table in the CPU
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CMDPR, which executes the commands from RTP and TIMEVS

CYCLX, which controls overall spacecraft operation in
response to system timing inputs

MCEXS, which sets up the desired attitude
determination and control mode

DUMTEL, which controls "dumping" of CPU memory data
via the telemetry link

POPSR, a bootstrap locader in the read-only memory

REDMN, a module for managing the satellite redundancy
and making autonomous switching

PMS, allows the satellite to manage its own power and
maintain a positive energy balance

In normal spacecraft operation, attitude can be determined and
controlled by the PAS and related modules in the one CPU,
while being monitored by BAS and related modules in the other
CPU. If attitude errors become excessive, the monitor CPU
automatically assumes control. If one CPU becomes unavail-
able, the second CPU can perform both primary and monitor
functions.

Either CPU can command other spacecraft components (via the

CIUu). The software also includes self-checks to verify proper
cycling. If improper operation 1is detected, control is
switched to the other CPU. However, the CPUs do not directly
exchange data.

c. Orbital Hardware Reconfiguration. The use of onboard
programmable computers to perform the autonomous spacecraft

control functions has provided an additional unanticipated
benefit: it has been possible to physically reconfigure the
spacecraft to overcome component degradation or failures.
Those spacecraft control functions that have the computer in
the loop are:

® Precision attitude determination
® Basic attitude determination

Attitude control

Sun position/ephemeris determination

Solar array drive control
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® Mode control selected attitude determination and control
modes

e Real-time command processing

e Momentum unloading

e Stored command table processing

e Poier management/redundancy management

Virtually all of these control 1loops have been modified by
changing the onboard computer software to compensate for some
hardware anomaly, or to enhance system performance.

2. POES

The POES satellite in its mission-orbit configuration is shown
in figure 1III-7. It 1is a three-axis stabilized satellite
oriented as shown in the inset, with the optical instruments
maintained continuously Earth pointing. The solar array,
shown fully deployed, counter rotates about the pitch axis at
one revolution per orbit to provide single-axis sun orienta-
tion over the specified mission-orbit sun-angle range of 0 to
68 degrees (soon to be 0 to 80 degrees). POES, like its
predecessors in the TIROS-N series, is an integrated satellite
that combines the functions of operational satellite and
launch vehicle upper staging. For the Atlas launch, it
furnishes the impulse capability for orbital injection and
velocity trim (Atlas achieves a ballistic trajectory). The
necessary propulsion, control, guidance equipment, and asso-
ciated software form part of the satellite, and are later used
in part for mission-orbit attitude control. The satellite/
ground system interface summary is shown in table III-3.

The satellite is built up from four major assemblies: the IMP,
the ESM, the RSS, and the SA assembly. The IMP is the primary
instrument mounting surface, and houses those instruments that
have the more stringent pointing requirements, or that need an
uninterrupted view of space for detector-cooling purposes.
These instruments are the AVHRR, the SSU, and the HIRS/2. The
IMP also supports the primary attitude-sensing equipment: an
Earth horizon sensor, an inertial measuring unit, and a sun
sensor. The platform is of an open-web type of construction,
machined from solid aluminum with a highly reflective finish.
Designed to minimize thermal gradients and distortion, it pro-
vides a stable surface on which the instruments and attitude
sensors can be mutually aligned. The platform itself is
supported from the ESM by four pin-jointed struts, preventing
deformation due to external 1loading. Overall, the approach
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Figure III-7
POES Mission-Orbit Configuration
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achieves an instrument optical axis pointing accuracy of
better than 0.2 degrees relative to the local vertical.

The rear surface of the IMP is the primary thermal-control
surface for the instruments. It houses an array of thermal-
control 1louvers, protected from solar illumination in mission
orbit by a sun shade.

The second major assembly, the ESM, contains the majority of
the satellite electronic support equipment. It is pentagonal
in section, but unsymmetric, to provide a large Earth-viewing
face upon which lower pointing-accuracy instruments (the SBUV,
the MSU, the SEM, and the SAR and DCS antennas) are mounted.
Three sides of the ESM are hinged to allow access for
integration and test. The arrangement of internal equipment
is shown in figure III-8. All seven surfaces are used to
achieve an acceptable 1layout in terms of mass balance,
functional grouping, and harness design. The ESM houses most
of the components comprising the data handling, guidance and

control, communications, Command and Control, and power
subsystems, as well as elements of the instrument complement
that do not require external viewing. One segment of the

mounting area, at the 1lower end of the module, is primarily
dedicated to Search and Rescue equipment.

The ESM 1is constructed of honeycomb panels mounted to a light
aluminum frame. It 1is connected to the RSS via a titanium
truss, which also serves as a high-impedance thermal path to
minimize thermal coupling between the RSS and the _ESM.
Thermal control of the ESM itself is provided by the pinwheel
louver assemblies depicted in figure III-7.

The principal function of the RSS, as its name implies, is to
accommodate the satellite propulsion equipment. It is a
116.84 cm diameter circular cylinder of skin stringer construc-
tion, which, at its lower end, provides the interface with the
Atlas launch vehicle via a V-band separation system and
conical adapter.

The POES propulsion system is a hybrid solid/liquid/cold-gas
system. The solid rocket motor, a Thiokol TE-M-364-15, which
is mounted within the RSS, provides the bulk of the WV cap-
ability for orbit (apogee) injection. This motor will be
referred to as the Apogee Kick Motor (AKM) in the following
sections. The hydrazine reaction control system, consisting
of four 444.8 N (100-1bf) thrusters, and two spherical storage
tanks, is mounted on the periphery of the RSS near the Atlas

separation plane. The hydrazine feed system is a regulated
constant-pressure design that uses gaseous nitrogen from the
cold-gas system for pressurization. The hydrazine system

provides WV capability for spacecraft separation from the
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Atlas booster and orbit circularization trim, as well as pitch
and yaw control during the AKM burn.

The cold nitrogen gas system consists of eight 8.9 N thrusters
and two spherical storage tanks that are also mounted on the
periphery of the RSS. This system is used for three-~axis
control during ascent (except as mentioned earlier during AKM
burn), Earth acquisition after hand-over, and as a backup for
momentum control during the mission phase.

In addition to the propulsion equipment, the RSS supports the
satellite batteries, battery charge controllers (for thermal
reasons these items are outside the ESM), and certain of the
antennas. It also furnishes support for the solar array
assembly.

The solar array is a single-axis sun-tracking array consisting
of eight hinged honeycomb panels with a total area of
11.6 m“. During mission operations, the array rotates con-
tinuously about its support boom under the control of the
satellite computer. It 1is canted at 36 degrees to the boom
axis to optimize performance over the 0 to 68-degree sun angle
range. During launch, the array is "wrapped" around the four
anti-Earth sides of the ESM, held by two circumferential
cables that are released and fly away at the appropriate time
in the ascent sequence. Passive spring/dampers have been
selected as the deployment mechanisms.

Overall dimensions of the satellite are determined by the
constraints of the Atlas falring. Predeployment dimensions
are 181 cm diameter (max.) by 419 cm overall length. The
length increases to 746 cm subsequent to array deployment. A
summary of the general characteristics of the POES satellite
is shown in figure III-9. The 551 W power capability provided
is sufficient to support additional instrumentation should the
mission requirements be extended at a later time.

The specified launch weight is 1712.3 kg.

Subsysten Weight
(kg) (1b)

Structure 203.3 448.3
Thermal 43.0 94.9
ADACS (Dry) 55.7 122.9
Power 163.0 359.4
Communications 25.1 55.4
Command and Control 27.7 6l.1
Data Handling 16.4 36.1
GFE Payload 265.8 585.9
Payload Margin/Growth 65.5 144.5

Harness and RF Cables 72.3 159.3
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‘ Configuration . ® Split phase or NRZ data with PSK . o e
Oy & Trp modulation f~':*:: a
N o Mulisectioned stack ® 2.66, 1.33 and 0.33327 Mbps .;\:},j,:{‘
::\ - Instrument Mounting Platform '.r"r".-‘:-‘
T - Bquipment Support Module ‘-‘:4'::-“-':
e - Reaction Control Support Structure S-Band Launch Telemetry Link NN
Weight ® 1702.5 MHz
o ® To NAGE at WTR and to ARIA aircraft
o ® On orbit: 2290 1b. e Split phase data with PSK modulation
- e At liftoff 3775 1b. ® 16.64 kbps, 8.32 kbps
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R VHF APT Real-Time Link
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Command & Control 60.4 SAR Uplink
-y Dats Handling 36.1
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P &N .
Sstellite Margin _18.4
= Satellite Dry Weight 2267.8 SAR Downlink
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Figure III-9
POES Satellite Characteristics
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B
N SUBSYSTEM CHARACTERISTICS
Q -
Y Attitude Determination and Control Data Handling
k e Zero momentum system e Low data rate processing
e Reaction wheel control with magnetic - Flexible low rate data formatter
momentum unloading and telemetry processor
J e Earth stabdilized ~ Boost, orbit, dwell dump modes
“ e Three-axis determination and control - 8320 bps (orbit)
- ® <+0.2° control accuracy - 16,640 bps (boost)
\ <+0.15° attitude knowledge - TLM; 512 analog, 352 bilevel
] <0.035%/second ptich/year rates digital B, 16 serial digital A
<0.015°/second roll cates word channels
o High data rate processing:
Reaction Control - High rate data formatter and
processor
™ o Monopropellent hydrazine system, - Performs multiplexing,
? used for: formatting, resolution reduction,
. - Control during AKM burn geometric correction functions
- Orbit injection velocity trim - Analog APT; global date
. ® Gagseous Nitrogen System, used for: (66.54 kbps); HRPT dats
- Hydrazine pressurization (665.4 kbps); local data
- Coast control (665.4 kbps) outputs i y
- Control during AV maneuvers ® Data Storage: B -'-51
- - Momentum unloading - 5 GFE digital data recorders N
. - Record 8.32 kbps-230.5 min. .
N Apogee Kick Motor 16.64 kbps-115 min. o
3 66.54 kbps-111 min. "o
", ® TEM-364-15 solid motor 665.40 kbps-11.1 min. K
- - Playback 1.3306 Mbps-5.6 min. . o
* Themal Control 332.7 kbps-5.8 min. i =
. 2.6616 Mbps-2.8 min. PM
. ® Passive control components ':-f\_"f‘;{‘:l'
3 - Blankets, finishes, insulators, Command and Control » 'o’.'n"\("}_
shades SN ALK
. ® Active control components e Command link bit rate: 1 kpbs et ‘h“.;;%:'
N - Pinwheel and vane louvers, heaters, - Effective commanding rate: ; ‘;‘f-".‘\'-_‘-:;
control electronics 40 words/sec. oy
¢ Message Types F‘M
Power and Distribution - CPU Data k- IR,
. . - CIU decoded commands: 24 hardware
. e Boost-Discharge DET system capacity, 24 implemented
. ® 4+ 28-V, 10V, and 5V vegulated - CPU decoded commands:
N voltage e CIU pulses and levels -
e Single-axis oriented solar array 400 hardware capacity, 348
h 2 inmplemented
(125 fe) e CXU pulses and levels - 256
: e 551-W orbit avg. load capadility ?:’mt::’“u" 180
. e Three 26.5 Ah batteries o Serial Node Commands
: ¢ Stored Cormands
. - table capacity: 800 commands
. - time tag: 1.0 sec. granularity
36 hour clock
POWER SUMMARY
. Subsystes DC Power (Watts)
i Instrumsents 214.6
] Attitude Control 55.3
), Data Handling 14.7
Thermal 120.0
Command 29.7
Communicsations 62.4
, Power 5.9
Power Required 502.6
3 ROL Spacecraft B
: Power Availadble 551.0 Vs

Figure III-9 (concluded)
POES Satellite Characteristics
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%

f Subsystem Weight ﬁ%

Y. (kg) (1b) e

. :l‘"
AKM Case 48.1 106.0 VQ

£ Balance Weights 32.7 72.0 ,‘g

;: S/C and Balance Margin 10.0 22.0 kﬁ

> 2

be Spacecraft Dry Weight 1,028.7 2,267.8 %f

’ N,H, 17.2 37.9 &g

™ G 2 . 4 5 . 3

™ AKﬁ Expendables 664.1 1,464.0

o Spacecraft Liftoff 1,712.3 3,775.0

a. Satellite Subsystem Summary. A functional block diagram
of the overall satellite system is shown in figure III-10.
Excluding instruments, it is composed of nine subsystems:

Attitude determination and control
Reaction control

Data handling

Communications

Command and control

Flight software

Power

Thermal

Structure

For the purposes of this report, flight software is considered
separately from the Command and Control hardware.

- Attitude Determination and Control Subsystem (ADACS). The

ADACS provides, in conjunction with the reaction control and
Command and Control subsystems, the functions of on-orbit
attitude control and ascent guidance. It is a zero-momentum
system consisting of reaction wheels and Earth, sun, and
inertial reference sensors as shown in figure III-11.

In the subsystem's attitude-control mode, the ESA together
- with rates derived from the IMU, a strapdown inertial
o reference unit containing four single-axis gyros and an
orthogonal set of three accelerometers, furnish the attitude
4 reference. Any three of the four gyros can be selected to
o provide an attitude reference. Control torquing is accom-

plished by an orthogonal set of RWAs backed up by a fourth
< skewed reaction wheel. The momentum accumulation in the
" wheels is unloaded by means of magnetic coils, which, in turn,
- are backed up by cold-gas thrusters. The subsystem requires
X ephemeris data for orbital operation, and this typically can
be satisfied with a ground update once per week. In all other
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Figure III-10
overall POES Functional Block Diagram
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Figure III-11
ADACS Simplified Block Diagram
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respects, the subsystem is autonomous, including the capa-
bility for acquisition and reacquisition.

The IMU, which provides a yaw reference and pitch/roll rate
information in orbital mode, is the key component in the
ascent guidance phase. The same closed-loop guidance scheme
previously used on TIROS~N and ATN missions is used on POES.
The IMU will furnish a navigation reference from liftoff until
orbit insertion and closed-loop guidance for all satellite
maneuvers following separation from the launch vehicle.

R R st s
)

s v 4

PR

<
l_'

oy

Satellite attitude-control accuracy in mission orbit is +0.2
degrees with respect to the local geodetic reference frame.
Knowledge of attitude is obtainable to an accuracy of +0.15

.n.—""

A degrees in all axes. Attitude rates do not exceed 0.035
degrees per second in pitch and yaw, and 0.015 degrees per
second in roll. In its ascent~guidance mode of operation,
performance is well within that required to meet

orbit-achievement accuracy specifications. AUTERS

The IMU on POES has recently been upgraded. The modified IMU
has improved performance characteristics, and the reliability
is improved over that of the ATN unit. In addition,
substantial cost savings have been realized by utilizing a
common design for the POES and DMSP IMUs.

Reaction Control Equipment (RCE)_ Subsystenm. The primary
functions of the RCE Subsystem are to provide separation from
the Atlas, ascent-phase attitude control (three-axis

stabilized), and orbital velocity trim for the spacecraft.
The RCE 1is activated following burnout of the Atlas booster,
and continues to operate until control is transferred to the
spacecraft attitude control systemn. At this point in the
- mission, the cold-gas thrusters of the RCE are utilized in the
o backup mode to ensure that the RWAs will not become saturated
e due to unanticipated disturbance torques. The hydrazine
< system 1is permanently disabled prior to hand-over to orbit
mode.

The RCE is a dual system, using both pressure-regulated
cold-gas nitrogen thrusters and hydrazine monopropellant

L thrusters. The RCE is mounted on a cylindrical support
- structure (the RSS) and consists of three major equipment
= areas:

!: e High-pressure nitrogen gas storage and distribution

ff e Regulated low-pressure nitrogen gas distribution and
Y cold-gas nitrogen thrusters

ﬁ; e Liquid hydrazine storage, distribution, and thrusters

- I1I-36
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The RCE is composed of the major components and assemblies
shown in figure III-1l2. The RCE contains 15.9 kg of usable
hydrazine and 2.3 kg of usable gaseous nitrogen.

The hydrazine monopropellant thrusters are used for the R ANESAtAY
maneuvers requiring large control torques, and for all ?XQQH‘”

5 velocity change ( A V) maneuvers. The nitrogen cold-gas P

.. thrusters provide all Atlas roll control and low-control -
y torque for Atlas pitch and yaw control. The cold-gas
thrusters are also used as a backup in normal orbit mode
S control. The relationship between spacecraft motion and
) thruster actuation is shown in table III-4.

- The high-pressure nitrogen is stored in two titanium tanks at
an initial pressure of 310 Pa. These pressurant tanks are
mounted to the spacecraft structure by means of strap assem-
blies. The nitrogen gas stored in these tanks provides the
required total impulse for the nitrogen cold-gas thrusters,
and also serves as the pressurant to expel the hydrazine from
the propellant tanks. The outlets of the pressurant tanks are
connected through a common high-pressure manifold. A pressure
regulator at the manifold outlet reduces the gas pressure to a
. nominal value of 3.2 Pa. The other components shown in the
- schematic, which are a part of the high-pressure system, are
; the nitrogen £ill and drain valve, a high-pressure transducer,
: and pressurant tank temperature sensors,

The low-pressure nitrogen output from the pressure regulator
is distributed by stainless steel manifolds to the cold-gas
nitrogen engines and the wullage volumes of the hydrazine
propellant tanks. A mechanical relief valve incorporated into
the low-pressure output side of the pressure regulator ensures
that the low-pressure nitrogen manifold never exceeds a
maximum pressure of 3.79 Pa. Four of the eight cold-gas
thrusters provide Atlas 1roll control and are operated, under
software control, in coupled pairs; the remaining four
thrusters are operated individually to provide Atlas pitch and
Atlas yaw control. These cold-gas thrusters are rated at 8.9
+ .4 N vacuum thrust. The major components of the hydrazine
system are the two propellant tanks and the four hydrazine
monopropellant thrusters. The two hydrazine propellant tanks
incorporate positive-expulsion bladders,_and provide a minimum
usable propellant volume of 7,374 cm each. Temperature
sensors are provided on each tank. Matched trim orifices
incorporated at the propellant tank outlets prevent shifts in
the spacecraft center-of-gravity due to a usage misbalance.
The propellant to the yaw and pitch through ster manifolds
passes through high hydraulic resistance legs, incorporating
combined Lee~Jet and trim orifices that reduce the flow to the
rate required for a 445 N (100 1lb force) thrust. After comple-
tion of the orbital velocity trim burn, pyrotechnic valves at
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Figure III-12
RCE Functional Schematic
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Table III-4

Spacecraft Motion Versus Thrusters

Atlas Spacecraft
Coordinates Coordinates
Roll Pitch Yaw Yaw Roll Pitch
Thruster (X) (Y) (2) (X) (Y) (2)
1 + + + +
2 + - - +
3 - - - -
4 - + + -
5 - - - -
6 - + + -
7 + + + +
8 + - - +
9 - + - - + +
10 + - + + - -
11 - - + + - +
12 + + - - + -
10&12 + -
9&11 - +
1&2 or 7&8%* +
3&4 or 5&6* -
1&4 or 6&7* +
2&3 or 5&8* -
1&2 or 7&8* + +
3&4 or 5&6* - -
1&4 or 6&7* + +

2&3 or 5&8%*

* Not used on orbit.

the outlet of each hydrazine propellant tank are fired to
isolate the. hydrazine thrusters from the propellant tanks and
render the units inoperative.

Data Handling Subsystem.

The Data Handling Subsystem (DHS) is

composed of a low-rate instrument and housekeeping telemetry
processor called the TIROS Information Processor (TIP), a
high-rate Manipulated Information Rate Processor (MIRP), five

digital tape recorders

(DTRs), and a cross-strap unit (Xsvu),

which routes data between the DTRs, the processors, and each

of the communications
and MIRP generate the

subsystem data transmitters. The TIP
data formats described in section D.
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TIP outputs either of four modes: "boost" for special tele-
metry required during launch and ascent; "normal," containing
low-rate instrument and housekeeping data; "dwell," for
continuously monitoring one telemetry point; and "dump," for
telemetering satellite computer-memory contents following a
memory load. Input data to the TIP are time~division multi-
plexed into a format determined by a program stored in a Read
Only Memory (ROM) internal to the TIP. The MIRP generates the
remaining four formats: Global Area Coverage (GAC), Local
Area Coverage {LAC) , HRPT, and APT. It incorporates
algorithms for data processing and data compression, and
contains large multiaccess buffer stores that time-average the
intermittent AVHRR Earth-scan input (thereby achieving a
bandwidth reduction), and manipulate the AVHRR signals
together with TIP data into the desired digital formats.
These algorithms are described in more detail in section D.

Five identical tape recorders_ are used to store data, each
consisting of two 4.5 by 10 bit capacity transports, and
one electronics unit. Operationally, two recorders are
generally dedicated to recording GAC for up to four orbits
(during blind-orbit conditions) and two to recording selective
LAC data. One is a standby (redundant) unit. Two recorders
can be played back at the highest rate in parallel, if
desired, via two of the three S-band data links, leaving the
third 1link for real-time HRPT data. The XSU, in addition to
providing route switching, 1is the synthesizer and source for
all clock signals required by the DHS and the instrument
payload. It provides maximum flexibility in routing to the
extent that all recorders are functionally interchangeable,
both in terms of the data stored and the S-band transmitter to
which they can output. A block diagram of the DHS, showing
its interrelationship with the communications subsystem (CS),
is illustrated in figure III-13.

Communications Subsystem. The CS is composed of:

One command link at VHF

Three S-band data links

Two real-time VHF telemetry links

Two real-time VHF APT links

Four VHF/UHF SAR uplinks

One UHF DCS uplink

One L-band SAR downlink

One S-band telemetry link (used during launch and ascent
phases)

The 15 individual RF 1links, and the hardware components
associated with these links, are identified in figure III-13.
Although the DCS and SAR transceivers are part of the instru-
ments, their antennas and associated feed elements are fur-
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nished by RCA, and are considered part of the CS. The VHF
command receiver is a redundant unit. All other noninstru-
ment-related components are basically functionally redundant.
The three S-band data transmitters are interchangeable
operationally (except with regard to antenna polarization),
and either one of the two pairs of VHF transmitters associated
with real-time telemetry [the Beacon Transmitters (BTXs)] and
APT (the VTXs) can be selected for their respective data
streams. Counting the SAR nested-helix receiving antenna
system -as a single unit, the subsystem is composed of 10
individual antennas, seven transmitters, and two receivers,
together with associated filters and other RF feed components.
Three 7 W S-band transmitters (STX 1, 2, and 3) and three
directional S-band antennas (SBA 1, 2, and 3) mounted on the
satellite Earth-facing +X surface provide the three principal
S-band data 1links. VHF omni coverage for command and
real-time TIP telemetry 1is provided by a dual command
receiver/demodulator (CRD) and two 1 W beacon transmitters
(BTX 1 and 2) operating through an omni antenna also mounted

0 on the +X face of the satellite. The two APT 5 W VHF
. real-time <transmitters (VIX 1 and 2) use a separate dedicated

helical antenna. This, like the instrument-dedicated antennas

(the UDA, SLA, and SRA), is also directional, Earth-face
. mounted, and only used in mission mode. The UDA, SRA, and VRA
o are deployable. The SRA developed on the ATN program is a
& unique design incorporating two nested helices: the outer

- element serves the 121.5 MHz and 243 MHz link, the inner one
3 the 406.05 MHz link. The fourth, SAR uplink (406.025 MHz), is
- combined with the DCS uplink and is received via the UDA. The
3 performance of all transmitters meets all GSFC specification
' S-480~16A requirements.

>, Command and_ Control Subsystemn. The Command and Control
Subsystem (C&CS) decodes and validates ground commands that
have been received and demodulated in the CS; it then trans-
forms these commands into control or driving signals as
appropriate. The C&CS can store certain commands for execu-
tion at a 1later time. It has the flexibility to process and
distribute uplinked data as well as discrete signals. It
furnishes timing signals to various satellite units, and also
provides a computational capability, in conjunction with the
flight software, to meet the signal-processing needs of the
ADACS. The C&CS 1is composed of two CPUs, a CIU and its
extension (CXU), a SCU, and RXO. The control power converter
- (CPC), a part of the power subsystem, is housed within the
= CIU. A block diagram of the C&CS is shown in figure III-14.

- Each of the two CPUs contains the satellite main memory and
5 facilities for interfacing with the memory, and for performing
" arithmetic and logical operations. The major sections are the
: memory, arithmetic and 1logic wunit (ALU), memory address
= generator (MAG), and control. I/0 interface logic allows the
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CPU to transmit data and address words to the CIU, and to
receive status and data words from the CIU. Each CPU has two
memory boards that house 16K words. The 32K computer has
single-error correction and double-error detection that
features both technical superiority and cost effectiveness.
This design 1is identical to the unit developed on DMSP, and
has resulted in a substantial savings to the government.

The CPU uses a multitasking approach, with executive control
provided by a configuration of hardware and software. Some
tasks are invoked by synchronous or asynchronous hardware
interrupts. Other tasks are scheduled by software executive
control, based on the state of the system and the external
commands. To transfer data and distribute commands, the CPU
interfaces with the satellite through the CIU via a set of two
buses. Most functions are redundant (on each of the two
buses), and either CPU can be placed on either bus. Thus, all
functions can be accomplished either directly or by switching

buses. A hardware "watchdog" system in the CIU will transfer
control away from a CPU if it does not report "OK" on a
periodic basis, This system is designed to detect both
temporary and permanent faults. In the event of a fault in

one CPU, all operations, both on-line and standby, can be
performed by the remaining CPU,

The SCU performs three types of signal conditioning. Low-
level control signals are converted to medium-power coil-
driving output signals (up to 1.5 A at +28 V). Low-level
control signals are converted to high-current output signals
for firing ordnance devices requiring 4.5 A or less all-fire
current; this power is taken from the satellite unregulated
battery bus. Status signal conditioning circuits convert
low-level inputs to low-level outputs compatible with the CIU,
the TIP, and the satellite umbilical.

Flight Software. The flight software is an integral part of
the satellite system, and performs critical <tasks in all
phases of the mission. The satellite CPUs contain identical
load packages that execute all functions associated with both
launch and ascent, and the on-orbit operational mission. The
software is composed of a number of interrelated modules that
can be grouped in four broad categories:

Ascent guidance
Attitude control
Command and control
Executive

The Ascent Guidance Software (AGS) performs the prelaunch
functions of alignment, and controls the activation test, the
navigation test, and the dynamic closed-loop system tests for
both the Atlas and ATN flight phases. AGS performs the in-
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flight functions of open-loop sequencing, autopilot control,
navigation, closed-loop guidance, and telemetry data
formatting.

Attitude Determination and Control Software provides for Earth
acquisition and determination and control of spacecraft
attitude during the orbit phase of the mission. Attitude
information from the Earth and sun sensors and the inertial
measurement unit 1is processed with ground-supplied ephemeris
data to provide control requirements for the reaction wheels,
torquing coils, and thrusters. This software also provides
control for the SAD.

Command and Control Software processes real-time and stored
commands, formulates orbit-mode computer telemetry, and
collects memory-dump data.

The Executive Software provides operating mode control of the
two computers, and performs background checks of memory and
instruction execution. The Executive Software provides common
processing for each interrupt level. It also provides for a
"safe stat~" configuration of the spacecraft, and for moni-
toring and controlling of the Power Subsystem. Table III-5
summarizes memory usage per subsystem.

Table III-5
Software Sizing by Subsystem

Subsystem Software Code Data

Command and Control (C&CS) 2249 2476

Attitude Determination and Control 4288 885

(ADACS)

Ascent Guidance Software (AGS) 4081+104* 696

Executive (EXEC) 29374+557%* 1272

Power Management Software (PMS) 594 271
Ground Test Software (GTS) 385 13+637*
Total 14,534%% 5,613%%

* Shared memory with stored command table

** Total memory usage 20,147 words

-
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RCA develops and tests the flight software on a dedicated
upgraded software development facility designated as a
Multiprocessor Software Development Facility (MSDF).

Electrical Power Subsystem. Electrical power is provided by a
boost discharge DET system (fig. III-15). The primary power
source is a single-axis-oriented solar array, and the
secondary source 1is a set of three nickel-cadmium batteries.
The Electrical Power Subsystem output is regulated +28 Vdc,
regulated +5 Vdc, and + 10 V. The major components are the
solar array, batteries, PSE, BCX, PC, SAD, ADE, and the CPC.

In mission mode, the SAD (controlled by the ADE) rotates the
solar array, which 1is canted at 36 degrees to the orbit
normal, once per orbit so that it continually faces the sun.
The solar array supplies current through slip rings in the SAD
to the PSE during normal daytime operation. Power above that
required by satellite loads and battery charging is dissipated
by partial shunts, which are located on the array so as to
dissipate the excess power outside the main modules of the
satellite. Total orbit average load capacity for the system
is a minimum of 551 W (end of life) after 2 years. The three
batteries (each having a capacity of 26.5 A-h) supply power
through the boost regulator during the dark portions of each
orbit, and augment the solar array for peak-load conditions
during daylight portions. ‘

Each battery consists of two battery packs. A mode controller
senses the +28 Vdc regulated bus voltage and operates the
partial shunts and charge regulator as required. The power
converters derive +5 Vdc and +10 and -10 Vdc regulated power
(which are used to power interface circuits) from the +28 vdc
regulated power. Automatic switchover in the PSE occurs from
primary to backup circuitry for the boost regulator, charge
regulator, and mode controller in response to signals from
failure-detection circuits. Either primary or backup circuits
may be selected by ground command. Commandable battery
charge-and-discharge disconnect relays are provided. Full
circuit redundancy also exists in the power converter, ADE,
and partial shunts. The +5 Vdc power converter also has the
built-in logic to automatically switch from primary to backup
converter in the event a problem is sensed by the failure
detection circuitry.

Thermal Control Subsystem (TCS). The TCS consists of active
and passive thermal control equipment. The TCS maintains unit

temperatures within the specified operating range, generally
within limits of 5 to 25 °c.

Passive thermal control is effected by the appropriate use of
multilayer insulation blankets, aluminized teflon thermal
shielding, special finishes, and thermal-conduction-control

-----
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materials. The major active elements of the TCS are heaters
and 1louver-controlled cooling radiators. There are two types
of 1louvers (vane louvers and pinwheel louvers), all controlled
by TCE units. The satellite incorporates a safe-state mode of
operation where, in the event of a major anomaly such as loss
of proper attitude, a powered-down state is automatically
entered. Under this condition, TCS heaters maintain critical
satellite equipment, such as the instruments, at a safe
temperature until mission operations can be reestablished.

Structure. The satellite structure is composed of four major
elements: the RSS, the ESM, the IMP, and the SA. The IMP is
the primary mounting surface for the Earth-viewing instrument

payload. As such, it carries the AVHRR, the SSU, and the
HIRS. It also mounts the SSD, the ESA, and the IMU. It is
fabricated from machined solid aluminum, and is supported in a
manner such as to prevent distortion due to satellite main
body thermally induced deflections. The ESM structure con-
sists of six honeycomb panels covering a riveted, machined-
member, aluminum-alloy frame. The Earth-viewing face of this
module is used to support antennas and instruments. The
electronic equipment is mounted on the internal sides of all
six panels. The ESM structure is connected to the RSS by a
titanium-alloy truss arrangement, which encloses the upper
portion of the solid rocket engine.

The RSS carries the RCS equipment as well as the battery
packs, the ADE, and the BCX. It is of aluminum skin/stringer
construction, and provides the primary interface between the
satellite and the 1launch vehicle. The solar array is_a
single~axis, sun-tracking array with an area of 11.625 m2.
It is composed of eight hinged honeycomb panels. Prior to
deployment, the array is wrapped around the main body of the

ESM and held in place by two tensioned cables that are cut and
fly away upon commanded release. After deployment, the array

is supported from the RSS through its main boom, SAD, and
array mast. The UDA, SRA, and VRA are stowed during launch
and injection, and deployed after orbit is attained. Each of

these antennas has its own deployment mechanism.

b. Aerospace Ground Equipment. The Advanced TIROS-N
Aerospace Ground Equipment (ATNAGE) used for the present ATN

program is being updated in the following manner, and will be
designated ATNAGE 1II. ATNAGE II includes the hardware and
software necessary to perform testing and evaluation of data
from the TIROS, Advanced TIROS, and POES satellites during
system integration and 1launch. There are two ATNAGE II
systems, each consisting of three Data General computers and
associated peripherals. In addition, the ATNAGE includes a
computer controlled spacecraft simulator and off-line proces-
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sor, each using a single Data General computer. A brief
description of each of the major components of the ATNAGE is
contained in the following paragraphs.

The current version of the ATNAGE consists of a series of Data
General (DG) Eclipse S/200 and S/230 computer systems with
general-purpose input/output (I/0) 1loads to handle telemetry
input processing, high-rate instrument (HRI) processing, and
other special processing. Three computers are used in the
system, designated computers A, B, and C. These computers
function as follows:

e Computer A 1is a DG S5/200 dedicated to running HRI
software analysis. All control comes from, and all
analysis results go to, computer B.

e Computer B is also a DG S/200. The satellite bus and
system control software resides in the foreground of

computer B. All telemetry ingest, TIP telemetry limit
checking, command verification, and command generation
take place in this computer. Computer B also sends
low-rate data to, and receives messages from, computer
C. Computer B also controls and receives messages from
computer A. All operator control inputs go through
computer B. The Atlas run-time system is used in the

performance of all Atlas-controlled test procedures, and
resides in the background of computer B.

® Computer C 1is a DG S/230. All low-rate instrument (LRI)
software analysis for the MSU, SSU, DCS, SEM, HIRS, SAR,
ERBE-S, ERBE-NS, and SBUV instruments is performed in
computer C.

The ATNAGE 1II, while maintaining the same basic system
architecture as the current ATNAGE, will utilize DG MV8000C
computers. This change will provide a system that is main-
tainable through the mid 1990's.

The spacecraft simulator used in the ATNAGE II is controlled
by a Data General MV8000C computer. It includes RF generators
to simulate spacecraft transmitters and command receivers, and
the necessary control and I/0 circuitry to permit it to
transmit simulated TIP and high rate data, and receive and
decode command data. This capability is used to evaluate the
ATNAGE system's readiness, troubleshoot problems, and serve as
a software development tool.

3. Bus Comparison

The DMSP and POES buses have been described in detail in
previous sections. This section will examine the two buses,
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and compare each on a subsystem by subsystem basis. Figure
III-16 1is an overall view of the nine bus subsystems, and
table III-6 1is a more detailed comparison of each subsystem.
The nine subsystems described are:

Flight software
Communication
Command and Control
Data handling
Attitude Control
Power

Propulsion
Structure

Thermal

a. Flight Software. The flight software is an integral part
of the satellite system and performs critical tasks in all
phases of the mission. The satellite CPUs contain identical
load packages that execute all functions associated with both
launch and ascent and the on-orbit operational mission. The
software 1is composed of a number of interrelated modules,
which can be grouped in four broad categories:

Command and Control

Attitude control

Ascent Guidance Software (AGS)
Executive

1
o000

The AGS performs the prelaunch functions of alignment, and
controls the activation test, the navigation test, and the
dynamic closed-loop system tests for both the booster and the
satellite flight phases. AGS performs the in-flight functions
of open-loop sequencing, autopilot control, navigation,
closed-loop guidance, and telemetry data formatting.

Attitude determination and control software provides for Earth
acquisition and determination, and control of spacecraft
attitude during the orbit phase of the mission. Attitude
information from the Earth and sun sensors, and the inertial
measurement unit, are processed with ground-supplied ephemeris
data to provide control requirements for the reaction wheels,
torquing coils, and thrusters. This software also provides
control for the solar array drive.

Command and Control software processes real-time and stored
commands, formulates orbit-mode computer telemetry, and
collects memory-dump data.

The executive software provides operating mode control of the
two computers, and performs background checks of memory and
instruction execution. The executive software provides common
processing for each interrupt level. It also provides for a
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"safe state" configuration of the spacecraft, and monitoring
and control of the power subsystem. Table III-5 summarizes
memory usage per subsystem.

The software structure for POES and DMSP is identical. Most
of the modules are similar, and some of the codes are
identical.

b. Communications. The communication systems of DMSP and
POES are nearly identical. POES differs from the DMSP bus

primarily due to the use of VHF for uplink and some downlink
on POES. The S-band transmitters are very similar.

c. Command and_ Control. The Command and Control subsystems
are very similar for the two programs. They use the same RXO,
and each uses two 32K word fault tolerant computers. They
have similar control interface units (many of the boards are
identical). The signal conditioning unit is similar (some
identical boards). The CXU is unique to POES, but is merely
an extension of the design utilized in the CIU.

d. Data Handling Subsystem. The POES and DMSP data handling
subsystems are unique because of the heavy dependence on
sensor interfaces and data rates.

e. Attitude Control. The bulk of the ADACS is common. The
IMU for DMSP and POES are identical. The celestial assembly
is unique to DMSP, and is not required for POES. The ESA is
identical for all programs. The RWA is identical for POES.and
DMSP.

f. Power Subsystemn. This subsystem is essentially the same
for the two programs. Where there are differences, they
result from enhancements on that program; therefore, the
subsystem can be described as the same basic design with
substantial common hardware and some components having
additional capability. For example:

e The solar arrays are the same design, differing only in
the number of panels, solar cell type (standard vs high
efficiency), and shunts (single or redundant circuits).

® The batteries differ only in the number used.

e Power supply is the same design and utilizes extensive
common hardware.

® CPC is common.

e SAD and array drive electronics are 95 percent common.
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. g. Propulsion Subsystem - RCE. This subsystem is nearly
- common on the two programs, with the difference being the size
Ts

of the tubing to support the different sizes of the RSS.

h. Structure Subsystem. The bus structures are composed of
four major elements: the RSS, the ESM, the Sensor Platform
(i.e., the IMP for POES, the PMP for DMSP), and the solar
array. The IMP/PMP is the primary mounting surface for the
Earth-viewing instrument payload. As such, it carries the
sensors. It also carries the Sun Sensor Detector (SSD), the
ESA, and the IMU. It is fabricated in a manner such as to
" prevent distortion due to satellite mainbody thermal-induced
- deflections. The ESM structure consists of six honeycomb
- panels <covering a riveted, machined-member aluminum-alloy
frame. The Earth-viewing face of this module is used to
support antennas and instruments. The electronic equipment is
- mounted on the internal sides of all six panels. The ESM
- structure is connected to the RSS by a titanium-alloy truss
o arrangement, which encloses the upper portion of the solid
rocket engine. Except for the sensor platforms, this
equipment is similar on the three programs.
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: i. Thermal Subsystem. The thermal subsystems for the two .’_,’-.‘_!-._{3”'-"
M programs are common, varying only in quantity of components p;ﬁaﬁf
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j. Weight. Table III-2 1lists the weight for the two
subsystems, broken down by subsystems, and including the
payload weights and margins.

k. Bus Heritage and Growth. Table III-6 1lists the bus
heritage and growth for the POES program. The POES buses have
been in production at RCA since 1972, beginning with the DMSP
block 5D-1, which RCA won in a competitive procurement. 1In
1974 the bus evolved to the block 5D-2 and TIROS-N, and
subsequently to the Advanced TIROS-N and 5D-3s. Twenty-five
of these have been or are being fabricated, and 13 have been

launched. There were two launch failures. The 11 that
achieved orbit have provided over 30 years of operation to
date.

B. SENSOR COMPLEMENTS

As already described in previous sections, there are many
» common elements on the POES and DMSP buses. There are also
many components that are similar, e.g., a once-common box that
has been modified for the unique requirements of the particu-

< lar program. The drivers for unique components are the
> mission requirements and their associated payloads. Table
§ III-7 provides a 1list of those elements of the payloads that
\

are carried by the POES and DMSP buses.
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C. ENGINEERING CHARACTERISTICS OF SENSORS
1. DMSP

a. Weight, Dimensions, Data Rate, Power

See table III-S8.

b. Mission Sensor Temperature Requirements

See table III-9.

c. Thermal cCharacteristics. The spacecraft shall preovide
thermal control of each mission sensor for all sun angles.
Life of each mission sensor will nominally be the same as life
of the satellite; however, provisions may be made to terminate
thermal control of a mission sensor that has been declared to
have failed, if such termination results in enhanced perform-
ance or reliability of the remaining satellite systems, and
provided that thermal interface requirements of the primary
sensor, remaining mission sensors, and spacecraft equipment,
as well as all other requirements are met.

Radiated heat 1loss from mission sensors will be primarily
through their field of view. Subject to the field of view
requirements of the sensor, and provided that all other sensor
requirements are met, the spacecraft may attach thermal
blankets, fins, heaters, or other passive thermal control
devices to the mission sensors.

The spacecraft shall ensure that the temperature of a mutually
agreed upon suitable reference point for each mission sensor
remains within the limits specified for the life of the satel-
lite (or mission sensors) under all orbital conditions. Ther-
mal gradients on the mounting interface shall not exceed
0.10 °c per inch for the SSH, SSB/A, SSM/T, and SSM/T-2 in
any direction. Spacecraft thermal control shall not cause the
temperature of a mission sensor to change at a greater rate
than 3 °C per hour.

d. Madgnetic Characteristics. The total uncompensated
residual magnetic moment of_ each mission sensor shall not
exceed 0.1 ampere-turn-meterz. Each mission sensor shall

not creatg a magnetic moment difference exceeding 0.01 ampere-
turn-meter< between any modes of operation.

2. POES

The NOAA Polar-orbiting Operational Environmental Satellite
sensors have been developed to provide quantitative data that
will meet the regqu. ments of a diverse class of users.
Passive remote sensing instruments include:
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TABLE 111 8
ENGINEERING CHARACTERISTICS OF DMSP SENSORS

@ Power
Sensors  Weight Dimensions Data Rate  Requirements
oLs* 2001b 30.2x12.2x13.6" 66 KB/S or 170w
1.33 MB/S or
660 KB/S
SSM/I 1211b 24 x 20" Antenna 3276 BPS 45W
14 x 14 x 16 " Elec.
SSM/T 25Ib 8x12x16" 144 BPS 18W
SSM/T-2 3016 TBD 324 BPS 3ow
SSH 291b  7x11x55" 216 BPS 8w
Electronics
125x 154 x 8.8
Optics
SSI/ELES 161b 6x4x4”Elec. 1080 BPS 10w
SSJ/4 551 67x57x6" 360 8PS 0.5w
SSM TBD T8D TBD T8D
SSB 251b 49x78x7.1" 360 BPS 15W
SSuv T8D T8D T8D TBD

@ Mission sensor data included in real-time data stream. All stored mission
sensor data are put on tape recorders via OLS sensor processing unit (SPU).

*Glare obstructor required for protection against solar and albedo glare for
orbits earlier than 0830 sun local time. GSSA provides glare protection for
near noon orbits.

Unlike the AVHRR the OLS includes the data handling and storage
capability for the spacecraft.
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TABLE 111-9 v !
MISSION SENSOR TEMPERATURE REQUIREMENTS : ‘...,_..._
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Mission Sensor Min Temp (deg C) Max Temp (deg C)
: oLS N/A (thermally isolated from spacecraft)
: SSM/| 5 25

r

; SSM/T, T-2 5 25
SSH 5 20
SSI/ES 0 30
g $5J/4 ~20 30
i SSM -10 50

SSB/A 15 25
SSB/S -10 45
SSB/X -5 25
SSUV TBD TBD
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a. TIROS Operational Vertical Sounder (TOVS). TOVS is a
three instrument system consisting of:
e High-Resolution Infrared Radiation Sounder (HIRS/2) - a P

20-channel instrument that makes measurements primarily RSSO
in the infrared region of the spectrum. The instrument e
is designed to provide data that will permit calculation sl
of the temperature profile from the surface to 10 mbar, NN
water vapor content in three layers of the atmosphere, wndadnn
and total ozone content. T

e Stratospheric Sounding Unit (SSU) - an infrared sensing Ry
device employing a selective absorption technique to make IR
measurements in three channels. The  spectral IR
characteristics of each channel are determined by the e
pressure in a carbon dioxide gas cell in the optical
path. The amount of carbon dioxide in the cells
determines the height of the weighting function in the
atmosphere. This instrument has been built and furnished
by the Meteorological Office of the United Kingdom.

® Microwave Sounding Unit (MSU) - a four-channel Dicke
radiometer that makes passive measurements in the 5.5 mm
oxygen band.

Characteristics of the instruments comprising the TOVS system
are described more fully in chapter V.

b. Advanced Very High Resolution Radiometer (AVHRR/2). This
five-channel instrument is sensitive in the visible, near
infrared, and infrared window regions.

The AVHRR/2, which is described more fully in chapter IV, pro-
vides data for central processing to produce products such as
sea surface temperature analyses, snow and ice extent maps,
and agriculture indices. This instrument also provides data
for real-time transmission to users through the APT and HRPT
systens.

c. Solar Backscatter Ultraviolet Radiometer (SBUV/2). The
SBUV/2 1is a nonspatial scanning nadir viewing instrument
designed to measure scene radiance in the spectral region from
160 to 400 nm. The data gathered are used to determine the
vertical distribution of ozone in the Earth's atmosphere,
total ozone in the atmosphere, and solar spectral irradiance.

To collect this information, two separate measurements in the
160 to 400 nm spectral range are made by the SBUV/2
instrument. These are the spectral radiance of the solar
ultraviolet radiation backscattered from the strong ozone
absorption band of the Earth's atmosphere, and the direct
solar spectral irradiance.
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The SBUV/2 instrument 1is divided into two components, sepa-
rating the electronics and 1logic, and the sensor/detector

modules. The Earth-viewing sensors are mounted on the
exterior surface of the equipment support module of <he
satellite, while the electronics/logic module is 1located
within,

The basic components of the sensor module are:
® Scanning double monochromator
® Cloud cover radiometer
e Diffuser plate
® Detectors

The SBUV/2 instrument measures backscattered solar radiation
in an 11.3 degree field of view in the nadir direction at 12
discrete, 1.1 nm wide, wavelength bands between 252.0 and
339.8 nmn. The solar irradiance is determined at the same 12
wavelength bands by deploying, upon command, a diffuser that
will reflect sunlight into the instrument field of view. The
atmospheric radiance measurement, relative to the solar
irradiance, is the significant factor being determined.

The SBUV/2 instrument can also measure the solar irradiance or
the atmospheric radiance with a continuous spectral scan from
160 to 400 nm, in increments nominally 0.148 nm. These mea-
surements provide data on photochemical processes in the atmos-
phere.

A separate narrow band filter photometer channel, called the
Cloud Cover Radiometer (CCR), continuously measures the
Earth's surface brightness at 380 nm, i.e., outside the ozone
absorption band. The CCR is located in the same structure as
the monochromator. The CCR field of view is the same size
(11.3° by 11.3°) as, and is coaligned with, the monochrom-
ator's field of view.

The instrument operates in five distinct modes:
® Discrete Mode. The instrument sequentially measures

scene radiance and solar spectral irradiance in 12
discrete spectral bands.

® Sweep Mode. The instrument will sense input energy as
the spectral band pass 1is ‘'"swept" 160 to 400 nm in a
continuous manner. Each measurement will have an equal
integration time and be equally spaced across the
spectral band. Either the scene spectral radiance or

solar spectral irradiance may be measured in this mode.
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: ® Wavelength Calibration Mode. This is equivalent to the
discrete mode, but the spectral wavelengths scanned will
be equal to those of the onboard calibration lamp.

L~ ® Monochromator Stop Mode. 1In this mode, the spectral scan

o~ is interrupted with the grating fixed in position at the

S time of command receipt.

Y

L ® Monochromator Caged Mode. In this mode, the monochrom-

ator is caged (for launch) at a predetermined position.

The sequencing for each monochromator mode is controlled from

either a fixed, ground-programmable memory, or from a random-
" access memory, programmable by command. The desired memory is
- selected by command.

S Each monochromator mode defines a unique wavelength sequence
- and a data sampling sequence. The wavelengths are always
scanned from the 1long wavelengths to the short wavelengths.
g This is followed by a rapid retrace to the long wavelength and
- a wait for the start of the next 32 second TIROS Information
Processor (TIP) major frame. During this time, the preampli-
fiers are switched out, and up to 10 precision voltage levels
are inserted into the -electronics for calibration of the
analog electronics and the voltage-~to-frequency converters.

3 Beginning at the start of the first major frame, following a

’ "discrete mode" command, the gratings sequentially move to and

" dwell at the 12 discrete wavelengths. The signal at each wave-

’ length 1is integrated for 1.25 seconds. An additional 0.75
second 1is allowed for moving to and settling at the next wave-
length. Thus, the 12 discrete wavelengths are covered in 24
seconds. This allows 8 seconds for returning to the first
discrete wavelength, electronic calibration, and waiting for
the start of the next major frame.

Beginning at the start of the first major frame following re-
ceipt of a "sweep mode" command, the wavelength range from 400
to 160 nm is scanned in nominally 0.074 nm steps. The mono-
chromator signal is integrated for 0.1 second resulting in
nominally 0.148 nm sample increments. Therefore, approxi=-
mately 1,631 spectral measurements are made between 400 and
160 nm. This takes about 164 seconds. The grating drive then
retraces to 400 nm and waits for the start of the next major
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frame. Thus, the total cycle time for the sweep mode is 192 ~ .
seconds. Electronic calibration takes place during the time
b period between 164 and 192 seconds. AT
N F) » e
‘.."h‘_\ \':
The "wavelength calibration mode" is functionally very similar e,
- to the "discrete mode." Beginning at the start of a major AADADY

frame, it moves to and dwells at 12 separate wavelengths, each
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separated by nominally 0.296 nm, around any desired line
source. At each wavelength, data are integrated for 1.25
. seconds.

- d. Space Environment Monitor (SEM). SEM is a two-instrument
- system consisting of:

‘i' e Total Energy Detector (TED) - an instrument that measures
>, a broad range of energetic particles from 0.3 keV to 20
kev in 11 bands. The instrument uses a curved plate
X analyzer and channeltron detector to determine the
[~ intensity of particles in these energy bands. Four
ﬂ curved plate analyzers (two measuring electrons, two
o protons) measure incoming particles reaching the
instrument. Outputs from the analyzers are sent to the
detectors and then to the data processing unit for
. multiplexing into the final output data stream.

e Medium-Ener Proton and Electron Detector MEPED -
senses protons, electrons, and ions with energies from 30
keV to greater than 60 MeV. This instrument is composed
of four directional, solid-state detector telescopes, and
one omnidirectional sensor. All five components use
solid-state nuclear detectors. Outputs from the detec-
tors are connected to a signal analyzer, which senses and
logically selects those events that exceed threshold
values. These data are fed to the data processing unit
and are included within the system output.

e. Argos Data Collection System (DCS). This random-access
system was designed to acquire environmental data from fixed
and free-floating terrestrial and atmospheric platforms.
Platform 1location is determined where required by processing
of the Doppler measurements of carrier frequencies.

The Argos DCS has been built and furnished by the Centre
Nationale d'Etudes Spatiales (CNES) of France. The Argos
provides a means for obtaining environmental (e.g., tempera- | -
ture, pressure) data from, and Earth-locating, fixed or moving NSRS
platforms. Location information, where necessary, may be 3 1
computed by differential Doppler techniques using data R -
obtained from the measurement of the platform carrier fre- ¥
quency as received on the satellite. When several measure- A
ments are received during a given contact with a platform, 5
location can be determined. The environmental data messages Paand
sent by the platform will vary in length, depending on the =
type of platform and its purpose. The Argos DCS system SR
consists of three major components: terrestrial platforms, .\"-tt?j
o
P

s i)
o
[1 % Su TN Jy B

B

3
[ R

satellite-borne instrument, and processing center. '3§
>

","i-
s 1 s

e Platforms. The terrestrial platform is developed by the
user to meet particular needs, and must meet the inter- . -

X oA
\

3 III-66 ::'5" it‘:

[} \

) TR

T N I R T R R S T
¥

- .- ._:"._:'.,‘-‘51 .‘.}\ "‘._ |

\

Y T T LA LY o
AR K R BTy I -k
AT T AT Ty KRR LEAL N M T




AEAEMCASASATAEAS ACAL NG A Ak bbb E il oS NG RO SN S EL R SR ARt a4 A A0 Ae R
e

face criteria defined by CNES. Before being accepted for
entry into the system, the platform design must be
certified as meeting these criteria. By international
agreement, entry into the system is limited to platforms
requiring 1location service, or those situated in polar
regions out of the range of the DCS on geostationary
satellites.

e Satellite-Borne Instrument. The onboard instrument is
designed to receive the incoming platform data, demodu-
late the incoming signal, and measure both the frequency
and relative time of occurrence of each transmission.
The onboard system consists of: the power supply and
command interface unit, the signal processor, and the
redundant receiver and search units.

Platform signals are received by the receiver search unit
at 401.65 MHz. Since it is possible to acquire more than
one simultaneous transmission, processing . channels,
called Data Recovery Units (DRU), operate in parallel.
Each DRU consists of a phase lock loop, a bit synchro-
nizer, a Doppler counter, and a data formatter. After
measurement of the Doppler freguency, the sensor data are
formatted with other internally generated data, and the
output is transferred to a buffer interface with the
spacecraft data processor (TIP).

® Processing Center. Data from the DCS are included with
those from the 1low bit rate instruments within the TIP.
After receipt of the stored data at the central process-
ing facility, the DCS information is decommutated and
sent to the CNES Argos processing center in Toulouse,
France.

f. Search and_ Rescue Satellite-Aided Tracking (SARSAT) Sys-
tem. SARSAT is a random-access system to obtain signals from

aircraft and ships in distress. Location of the transmitting
platform 1is determined by processing the Doppler measurements
of carrier frequencies.

The SARSAT system consists of space and ground components.
The key elements are:

® A satellite-borne receiver, frequency translation re-
peater (provided by the Department of Communications,
Canada) for both existing and experimental Emergency
Locator Transmitter (ELT)/Emergency Position-Indicating
Radio Beacons (EPIRB) bands (121.5, 243, and 406 MHz).
This system is used for regional coverage/alerting.

® Local User Terminals (LUT), which receive the related
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ELT/EPIRB signals, and process the Doppler data to Earth-
locate the transmitting platform.

e Operational and experimental ELT and EPIRB systems.

e A satellite-borne receiver and processor for the experi-
mental (406 MHz) ELT/EPIRB transmissions (provided by
CNES) . The unit is analogous to and, in many ways,
equivalent to the DCS, also provided by CNES, and is used
to provide experimental data for regional and global
purposes.

e Mission Control Centers for coordinating activities,
processing global experimental data, and coordinating
search activity support.

g. Spacecraft Repeater System. When an emergency occurs to a
vehicle carrying an ELT or EPIRB, the unit is activated either

automatically or manually. The weak (100 mw) signal trans-
mitted, which is wused for homing by search forces, is ampli-
tude modulated, so that it can be recognized by listening to
an ordinary communications receiver. With the SARSAT systen,
the signal is received by the satellite when it is within
range of the transmitter. The signal is then translated and
rebroadcast to any LUT within view of the satellite. Because
of the relative velocity difference between satellite and
platform, the signals received at the satellite are Doppler
shifted. At the 1LUT, special processing of the received
signals, after time tagging, allows the weak transmission of
the Doppler shifted signal to be processed to determine the
position of the transmitter. This information is then
provided to a Rescue Coordination Center for use in their
operations.

h. Experimental 406 MHz Systemn. This system works in the
same manner as the DCS. The relatively strong signal (5 W

transmitter) is transmitted on a periodic basis. The Doppler-
shifted frequency received on the satellite is measured and
time tagged. This information is both transmitted in real
time at 1544.5 MHz, and stored on board the satellite so that
regional and global coverage is obtained. The data received
either at the LUT or, through the NOAA ground complex, at the
Mission Control Center, are processed to determine platform
location, and, through its coded transmission, platform
identification. This information is also sent to the Rescue
Coordination Center for use in their operations.

D. ONBOARD AUTOMATION OF PROCESSING AND OPERATION
1. DMSP
a. t ow solut Conversion. The OLS is the pri-
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mary data acquisition system on the DMSP spacecraft. This
system gathers, outputs in real time, and stores multiorbit
day and night visible and infrared spectrum data from Earth
scenes. It provides such data, together with appropriate
calibration, indexing, and other auxiliary signals, to the
spacecraft for transmittal to ground stations. The data are
collected, stored, and transmitted in either fine or smoothed
resolution.

Thermal Fine (TF) resolution data are collected continuously,
day and night, by the infrared detector; Light Fine (LF)
resolution data are collected continuously during daytime only
by the silicon diode detector. Fine resolution data have a
nominal 1linear resolution of 0.3 nm. Because of the quantity
of data collected, it is not possible to store or to transmit
all of the fine resolution information. Therefore, smoothing
(as described below) or selective collection 1is required.
Storage capacity and transmission constraints 1limit the
quantity of fine resolution data that can be provided in the
Stored Data Fine (SDF) mode to a total of 40 minutes of LF or
TF data per 10-minute CRS readout.

Data smoothing permits global coverage in both Thermal
Smoothed (TS) and Light Smoothed (LS) data to be stored on the
primary tape recorders in the Stored Data Smoothed (SDS)
mode. This smoothing is accomplished by analog averaging of
the fine resolution input from five resolution cells that are
contiguous in the across-track direction, then digitally
averaging five such 1 by 5 cell samples in the along-track
direction. A nominal linear resolution of 1.5 nm results.
During a single 1l0-minute CRS readout, 400 minutes of LS and
TS data may be transmitted.

In addition, a photomultiplier tube allows collection of LS
data under quarter-moon or brighter nighttime conditions at
1.5 nm nominal linear resolution.

A combination of either fine resolution data and the
complementary smoothed resolution data (i.e., LF and TS or TF
and LS) can be provided directly to remote sites in the
real-time data (RTD) meode. In this mode, only the analog,
across-track smoothing is provided before transmission.
Along-track smoothing is done by the ground processing
equipment.

b. Automated Control and Ephemeris Generation. The DMSP

spacecraft 1is capable of a high degree of automated control
due to its onboard computers and flight software. From daily
uplinks of ephemeris, star, and stored command data, it is
capable of maintaining precision attitude control, magnetic
momentum unloading, and routine ground contacts for downlink.
However, without daily uplinks of these data, precision
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attitude control is rapidly 1lost and interpolated position
. from ephemeris data becomes unusable. DMSP has two require-
- ments to improve this situation.

The first requirement is to make DMSP capable of operating for
7 days without ground support. The requirement is driven by
the potential for an increased satellite constellation, making
it increasingly difficult for the ground system to support the
mission. This goal will be accomplished in two phases. Phase
I will provide 7 days of operation in the basic attitude con-
trol mode by modifying the on-orbit ephemeris software to com-
pensate more accurately for ephemeris data that is more than
24 hours old. Phase II, providing 7 days of precision atti-
tude control, may require the DMSP spacecraft to handle a star
catalog containing 7 days of data (currently it contains 1
day), and a totally new way of calculating the ephemeris on

aas

[ A P4

- orbit. Work has begun on phase I. Work on phase II is being
. held in abeyance until the performance of phase I can be
determined.

& The second requirement, to support tactical units with weather
- data in a post-attack environment, is to provide real-time
cloud cover data accurate within 25 nautical miles for 60 days
without ground support. This requirement will be accomplished
- as a side effect of phase I above. In other words, the pro-
- jected 1long-term accuracy of phase I should be adeguate to
. meet the 25 nautical mile, 60-day requirement.

- Magnetic momentum unloading is not as sensitive as attitude
£ control to ephemeris errors. However, two possible improve-
oo ments are being considered in this area. First, the integra-
AN tion of a magnetometer to determine, without ephemeris data,
- when the spacecraft is in a magnetic unloading region.
Second, a software solution consisting of regular timed acti-
vations of the unloading coils and momentum observation soft-
ware. If the system detects the spacecraft is in an unloading
region, the proper polarity is selected and momentum unloading
is accomplished.

c. Data Handling System. Details of the DMSP data handling
subsystem of the OLS are contained in DMSP OLS Data Specifica-
tion, Ss-¥YD-821.

2. POES

a. Subsys escription. The Data Handling Subsystem (DHS)
consists of the components 1listed in table III-10, inter-
connected as shown in figure III-17.

o oA A \,'\’.'.'

R e

)

The functions of the DHS are to collect, format, average, and
store base band data from other satellite subsystems, to out-
- put base band data to other satellite subsystems, and to
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mary data acquisition system on the DMSP spacecraft. This
system gathers, outputs in real time, and stores multiorbit
day and night visible and infrared spectrum data from Earth
scenes. It provides such data, together with appropriate
calibration, indexing, and other auxiliary signals, to the
spacecraft for transmittal to ground stations. The data are
collected, stored, and transmitted in either fine or smoothed
resolution.

Thermal Fine (TF) resolution data are collected continuously,
day and night, by the infrared detector; Light Fine (LF)
resolution data are collected continuously during daytime only
by the silicon diode detector. Fine resolution data have a
nominal linear resolution of 0.3 nm. Because of the quantity
of data collected, it is not possible to store or to transmit
all of the fine resolution information. Therefore, smoothing
(as described below) or selective collection is required.
Storage capacity and transmission constraints 1limit the
quantity of fine resolution data that can be provided in the
Stored Data Fine (SDF) mode to a total of 40 minutes of LF or
TF data per 10-minute CRS readout.

Data smoothing permits global coverage in both Thermal
Smoothed (TS) and Light Smoothed (LS) data to be stored on the
primary tape recorders in the Stored Data Smoothed (SDS)
mode. This smoothing is accomplished by analog averaging of
the fine resolution input from five resolution cells that are
contiguous in the across-track direction, then digitally
averaging five such 1 by 5 cell samples in the along-track
direction. A nominal 1linear resolution of 1.5 nm results.
During a single 1l0-minute CRS readout, 400 minutes of LS and
TS data may be transmitted.

In addition, a photomultiplier tube allows collection of LS
data under quarter-moon or brighter nighttime conditions at
1.5 nm nominal linear resolution.

A combination of either fine resolution data and the
complementary smoothed resolution data (i.e., LF and TS or TF
and LS) can be provided directly to remote sites in the
real-time data (RTD) mode. In this mode, only the analog,
across-track smoothing is provided before transmission.
Along=-track smoothing is done by the ground processing
equipment.

b. Automated Control and Ephemeris Generation. The DMSP

spacecraft 1is capable of a high degree of automated control
due to its onboard computers and flight software. From daily
uplinks of ephemeris, star, and stored command data, it is
capable of maintaining precision attitude control, magnetic
momentum unloading, and routine ground contacts for downlink.
However, without daily wuplinks of these data, precision
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attitude control 1is rapidly 1lost and interpolated position
from ephemeris data becomes unusable. DMSP has two require-
ments to improve this situation.

The first requirement is to make DMSP capable of operating for
7 days without ground support. The requirement is driven by
the potential for an increased satellite constellation, making
it increasingly difficult for the ground system to support the
mission. This goal will be accomplished in two phases. Phase
I will provide 7 days of operation in the basic attitude con-
trol mode by modifying the on-orbit ephemeris software to com-
pensate more accurately for ephemeris data that is more than
24 hours old. Phase II, providing 7 days of precision atti-
tude control, may require the DMSP spacecraft to handle a star
catalog containing 7 days of data (currently it contains 1
day), and a totally new way of calculating the ephemeris on
orbit. Work has begun on phase I. Work on phase II is being
held in abeyance until the performance of phase I can be
determined.

The second requirement, to support tactical units with weather
data in a post-attack environment, 1is to provide real-time
cloud cover data accurate within 25 nautical miles for 60 days
without ground support. This requirement will be accomplished
as a side effect of phase I above. In other words, the pro-
jected 1long-term accuracy of phase I should be adequate to
meet the 25 nautical mile, 60-day requirement.

Magnetic momentum unloading is not as sensitive as attitude
control to ephemeris errors. However, two possible improve-
ments are being considered in this area. First, the integra-
tion of a magnetometer to determine, without ephemeris data,
when the spacecraft is in a magnetic unloading region.
Second, a software solution consisting of regular timed acti-
vations of the unloading coils and momentum observation soft-
ware. If the system detects the spacecraft is in an unloading
region, the proper polarity is selected and momentum unloading
is accomplished.

c. Data Handling System. Details of the DMSP data handling
subsystem of the OLS are contained in DMSP OLS Data Specifica-
tion, Ss-¥D-821.

2. POES
a. Subsyst es tion. The Data Handling Subsystem (DHS)

consists of the components 1listed in table III-10, inter-
connected as shown in figure III-17.

The functions of the DHS are to collect, format, average, and

store base band data from other satellite subsystems, to out-
put base band data to other satellite subsystems, and to
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provide sync signals and clocks to other satellite subsystems.
. The input data, output data, and clock/sync signals are listed
! in tables 1III-11 through III-13, respectively. The following
paragraphs outline the activities and products of the DHS
components. Later sections define the outputs and describe
the components in detail.

The redundant TIP collects all housekeeping telemetry for the
satellite except during the TIP boost and dwell modes. The
TIP also collects all mission payload data except for data
from the AVHRR, the Search and Rescue Processor (SARP), and
the Search and Rescue Repeater (SARR). It formats the data
into a serial binary stream and outputs it to both BTXs, the
XSU, and, except in the TIP boost mode, to the MIRP. The TIP
maintains one of the satellite's time-of-day clocks and the
only satellite day-of-year clock. It formats the clock infor-
mation into the output stream, and passes it at a higher rate
to the MIRP. The TIP furnishes sync signals to all scanning
instruments, except the AVHRR, so that they can synchronize
their scans with the TIP and each other. The TIP provides the
digital-B and digitized analog telemetry parts of its output
format to the CIU for logging in the CPU memory. The TIP
formats are summarized in tables III-14 and III-15. The TIP
cannot be turned off; i.e., one of the redundant sides is
always on. The MIRP can be turned on and off by command. It
collects radiometric data from the AVHRR, TIP data from the
TIP, and time code data from the TIP. It uses the data to
produce four output formats simultaneously. The MIRP collects
most of the AVHRR data in a burst lasting about 1/3 of each
turn of the AVHRR mnirror. One function of the MIRP is to
buffer the data to obtain a steady output data rate. The
MIRP output formats are as follows:

e High-Resolution Picture Transmission (HRPT) and Local
Area Coverage (ILAC). The HRPT/LAC formats are summarized
in table III-16. These are identical in data content and
bit rate. The LAC format includes an extra step called
"randomization," the purpose of which is described
below. The format contains full-resolution AVHRR data,
the complete TIP format, and time code. Both formats go
to the XsU, which outputs the HRPT format in real time to
an S-band Transmitter (STX-1, -2, or -3), as split-phase
data. It outputs the LAC format to one of the DTRs, on
command, for playback over a CDA station. One of the
playback options uses NRZ-L bit structure.

The LAC format includes randomization to increase the
probability of frequent binary transitions, and thereby
improve the signal-to-noise performance of the demodula-
tors at the CDA stations. The word "local" in the LAC
format stems from the necessity to restrict the duration
of LAC recording on the DTRS. The high bit rate of the
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Table III-12
Data Handling Subsystem Data Outputs

Name of Real Time
Data or Playback Destination Conditions Data Characteristics
TIP orbit Real time Both BTX's Tip in orbit mode 8,320-bps split-phase
TIP orbit Real time  STX-2 Tip in orbit mode 8,320-bps split-phase
command to XSU
TIP boost Real time  STX-2 TIP in boost mode 16,640-bps split—phase
command to XSU
HRPT Real time One or more MIRP on command 665.4-kbps split-phase
STX's to XSU
APT Real time Both VIX's MIRP on Amplitude-modulated
24,000-Hz subcarrier
TIP orbit Playback One or more Command to XSU 332.7-kbps split-phase
STX's
TIP boost Playback One or more Command to XSU 332.7-kbps split-phase
STX's
GAC Playback One or more MIRP on command 2.6616-Mbps NRZ or
STX's to XSU 1.3308-Mbps
split-phase
LAC Playback One or more MIRP on command 2.6616-Mbps NRZ or
"STX's to XSU 1,3308-Mbps
split-phase
TIP Real time CIU CIU responds to 64 bits per TIP minor
Subcom handshake frame-in bursts
Data
II1-75
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> Table ITI-13

: Data Handling Subsystem Clocks and Sync Signals
Clocks (MHz) Sync Signals (once per)

- TIP 1.0 320 TIP 1280 TIP 2560 TIP
. Destination 0.9984 1,248 Minor Second Minor Minor Minor
I:: Frame Frames Frames Frames
S AVHRR X

L

HIRS/2 X X X X
; DCS X
: MSU X
SEM X X
SsU ' X X X X
SBUV/2 X X
X

SATCU X
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Parameter

Form of Data

Table T11I-14
TIP Boost Mode Format Parameters

Characteristics

Serial PCM bit stream, 8-bit words, most
significant bit first

Bit Rate 16,640 bps
Minor Frame Length 104 words, 0.05 second
Major Frame Length 320 minor frames, 16 seconds R

Parameter

Form of Data

Bit Rate

Minor Frame Length 104 words, 0.1 second

Major Frame Length 320 minor frames, 32 seconds

Table III-15
TIP Orbit Mode, CPU Dump Mode, and
Single-Point Dwell Mode Format Parameters

Characteristics

Serial PCM bit stream, 8-bit words, most :jﬂii:
significant bit first Tt

8,320 bps




Table III-1l6
MIRP High-Resolution Transmission and Local
Area Coverage Format Parameters*

Parameter Characteristics

Form of Data Serial PCM bit stream, 10-bit words,
most significant bit first

Bit Rate 665,400 bps

Word Rate 66,540 words per second

Minor Frame Length 0.166 second, 11,090 words

Major Frame Length 3 minor frames

*All MIRP operating modes except MIRP test mode

LAC format 1limits its wuse to about 1/10 of the time;
neither DTR capacity nor available playback time can
support full-time LAC records.

® Global Area Coverage (GAC). The GAC format is summarized
in table III-17. This format contains reduced-resolution
AVHRR data, plus the complete TIP format and time code.
The reason for reduced resolution is to overcome the DTR
capacity and 1link/contact 1limitations that restrict LAC
recordings to only a fraction of each orbit. The GAC
format goes to the XSU and thence to a DTR on a full-time
basis, allowing the CDA stations to recover a complete
unbroken record (hence, the "global" in GAC). The MIRP
creates the reduced-resolution data from the raw AVHRR data
by a combination of discarding some samples and averaging
over others.

e Automatic Picture Transmission (APT). The APT format is
summarized in table 1III-18, This format contains AVHRR
data plus a minute marker. The AVHRR data are from two of
the five AVHRR channels, selected by command. The MIRP out-
puts the APT format to both VHF transmitters in real time.

The APT format has reduced resolution in order to use the
narrow-band VTX downlink. In addition, the format 1is
"geometrically corrected," consisting of more samples of data
collected near nadir than data collected near the edge of the
Earth. The result is nearly constant 4 km-resolution along the
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entire 2,900 km swath. The MIRP does the processing digitally,
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Table III-17
MIRP Global Area Coverage Format Parameters#*

Parameter Characteristics
Form of Data Serial PCM bit stream, 10 bit words,
most significant bit first
Bit Rate 66,540 bps
Word Rate 6654 words per second
Frame Length 3327 worxds

0.5 second

*A11l MIRP modes except MIRP test mode

Table III-18
APT Format Parameters*

Parameter Characteristics
Form of Data Analog video signal, = amplitude
modulating a 2400-Hz subcarrier
Line Length 0.5 second
Frame Length 128 lines, 64 seconds
Word Rate 4160 words per second
8 bits

(Prior to digital
analog conversion)

Video Bandwidth 2.4 kHz

*All MIRP modes except MIRP input data substitution mode

then converts to an analog waveform, amplitude-modulates a
subcarrier with it, and filters the result. APT data are
intended exclusively for simple user equipment such as facsimile
recorders, hence the analog format, uniform resolution, and

geometrical correction in the satellite for the two selected
channels.
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The redundant XSU switches all inputs to the S-band Trans-
mitters (STXs), switches all inputs, outputs, and routine com-
mands associated with the DTRs, and provides "clocks" (i.e.,
square waves) to all data handling components and all govern-
ment-furnished instruments, except for the SARR, SARP, and
DCS. XSU synthesizes the clocks from an input from the CIU.
One side or the other of the XSU is always on. The DTRs
record TIP, LAC, and GAC data. They play back TIP data to the
Lannion station, and LAC and GAC data to the CDA stations.
DTR performance characteristics are presented in table III-19.

The system of DTRs is sized to meet the following requirements
with one failed DTR:

® Recover an unbroken record of GAC data at the CDA
stations, with overlap, i.e., with record while playing
back

® Recover 10 minutes per orbit (record time) of LAC data at
the CDA stations

e Recover TIP playback at Lannion on those orbits that are
blind to the CDA stations

b. Ascent Modes (Launch and Early Orbit)

Subsystem _Operations. The DHS tasks begin at satellite
turn-on on the pad, and end when NASA/NOAA releases the
Lannion station from its support of the launch, normally 1 day
after final deployment in operational orbit.

The DHS tasks change with the phase of the launch as follows:
® Satellite Turn-On to Deployment in Operational Orbit

- TIP is in orbit and CPU dump mode during CPU loading,
and in boost mode from several hours before launch
until the end of this phase.

- MIRP is ON, providing a pass-through of the clock
from the XSU to the AVHRR, which 1lets the AVHRR
mirror rotate to avoid vibration damage to the mirror
bearings.

- TIP real-time data are transmitted through STX-2
throughout this phase.

- DTRs are OFF until 10 minutes before launch; one DTR

is ON, recording TIP data starting at this time, and
continuing through the end of this phase.
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& Table III-19
- Digital Tape Recorder Performance Summary

¥

Record Length on Each

- Data TU (minimum)* Playback
; Minutes Bits Ratio Minutes
TIP Boost 113 1.12 x 108 20:1 5.6
2 TIP Orbit 225 1.12 x 108 40:1 5.6
- LAC 11.3  4.50 x 108 4:1 2.8
- 2:1 5.6
GAC 113 4.50 x 108 40:1 2.8
20:1 5.6

_} *Each DTR contains two Transport Units (TU). The data
herein refer to each TU.

-

e Deployment in Operational Orbit Until Release by Lannion

- - TIP 1is in orbit mode, occasionally switching to CPU ngfjﬁ
. dunp mode as commanded by the CDA stations in STl
5 association with CPU 1load/dump activities. (These T
. formats are described in section C.) Sl
" A o

- MIRP is ON as part of activation and evaluation
activities. APT data are output to both VIXs (not ;
commandable; outputs always active when MIRP is ON). S

- TIP data are output to a DTR at all times; a DTIR is
always recording.

- TIP real-time data are output to both BTXs (not
commandable; outputs always active).

- DTR playback takes place over CDA stations via STX-1,
-2, or -3.

Mode changes 1in operational orbit are accomplished by real-
time command, or stored command, at the convenience of the
activation and evaluation planners. The ground contacts are
long enough to give them that choice.

atws s 4N

Subgyst ormats - s. The DHS produces
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2 two formats in launch and early orbit TIP boost, or TIP
) orbit. This section describes the TIP boost mode format and
o is depicted in figure 18. The TIP orbit mode format is

described above and depicted in figure 19. The major

parameters of this format are defined in table III-1l4.

" The following description of this format refers to Figure
= ITI-19:

e Sync Word. The TIP outputs the following sequence with
the most significant bit first:

Minor Frame Minor Frame Minor Frame

Word 0 Word 1 Word 2

11101101 11100010 0000
- (MSB) (LSB)
T} ® Satellite Address. Bits 5 through 8 of word 2 are
. reserved for identification.
%
- e Command Verification Status. Bit 1 of word 3 indicates

that a new command verification (CV) word has been

o received; "1" means a new CV word, and "O" means no new
- CV word.

e TIP Status. The TIP generates a 2-bit status code during
bits 2 and 3 of word 3 as follows:

Bit 2 Bit 3 Status

Orbital mode

CPU memory dump mode
Dwell mode

Boost mode

-7 e Major Frame Counter. The TIP counts major frames. Bits
- 4 through 6 of word 2 contain the binary representation
s of the major frame count, with code 000 representing
major frame 0 and code 1lll representing major frame 7.

HOKrHO
HHOO

X e Dwell Address. This is a 9-bit address specifying the
L analog dwell channel sampled on command in word 0 of the
o 0.5 analog subcom. Bit 8 of word 2, bits 7 and 8 of word
- 3, and bits 1 through 7 of word 4 contain the dwell

channel address. Code 000000000 represents analog
7. channel Op/ and Code 111111111y represents channel

u

:i e Minor Frame Counter _(Subcom Counter). The minor frame
~ counter contains a 9-bit binary representation of the
minor frame number. Code 0000000005 represents minor

- III-82
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frame Op, and code 100111111y represents minor frame
319 L
D

BOLRARES )

e CPU Telemetry. CPU Telemetry contains housekeeping
telemetry produced by CPU software.

a

e CV Data. CV words present the last CV message received
from the CIU. Each time a new CV message is loaded into
these words, the fact is noted in the CV status bit.

¥ T [}
,-"l.l-' L]

e Time Code Data. Time code data tags the beginning of
minor frame 0 to within +1 and -3 ms. The format is as
X follows:
! 9 Bits o 1 o 1 27 Bits
(Day Count) (ms of Day Count)
(4-Bits
Spare)

The milliseconds-of-day counter resets and advances the day
- counter once every 24 hours. The day counter counts up to 512 ,
days before resetting. NOLAEREE

® Commutated Words. Six commutated words contain satellite
digital and digitized analog telemetry data. The input
information for these words is as follows:

- 512 individual wires, each carrying a voltage level S
that the TIP digitizes, with all but one wire S
monitoring a single quantity each, and the remaining ",
one monitoring 16 quantities via the Solar Array
Telemetry Commutating Unit (SATCU).

- 352 individual wires each carrying a "bilevel"
voltage that the TIP interprets as logic "1" or "“o"
are used for mode status indications.

- A digital-A interface with the XSU; used for XSU mode
status indication.

e CPU Data Status. Bits 6 through 8 of word 102, and bits
1 and 2 of minor frame word 103, report on success or
failure of the CPU data handshake by which CPU data are
transferred to the TIP. A "0" denotes the transfer
succeeded. A "1" denotes it was incomplete. The bit
positions report on different parts of the transfer as

follows:
1
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3 Word Bit Report on Transfer ::t:j(:‘-lj:
;: Number Number in Word locations RAEIEREN
» 3 ,:.:_\:_:.:_' :_-.
N 102 6 6 through 19 P MO
. 102 7 26 through 39 e
o 102 8 48 through 61 RSNt
N 103 1 68 through 81 RO
& 103 2 88 through 101 ST
‘s KPR Coe0s
e Parity. Bits 3 through 8 of word 103 provide an even ?ﬁ"”'

i parity check on TIP data. The bits have the following o ek
i~ interpretation: SRS
- NS
S Interpretation (Even Parity Check SRS
< Bit on Data Contained in Words)
. 3 2 through 18
- 4 19 through 35

5 36 through 52

6 53 through 69

7 70 through 86 S

8 87 through 102 including bits 1

through 7 of word 103

;h' CY
[
e ® Analog Telemetry Words. Sixteen word locations in each

minor frame contain digitized analog housekeeping tele-
e metry. .

.l c. Operational Orbit Modes
I Subsystem __ Operations. Routine operation of the DHS in €ﬁ$¥*Ql
operational orbit requires only the following mode changes: X

DTR record/playback management
APT channel selection

APT minute-marker adjustment
TIP/MIRP time cade correction
TIP to orbit or CPU dump modes

The static mode status is:.

® MIRP ON, hence APT data to both VTXs
e HRPT data to STX-1l or -3
® TIP data to both BTXs (not commandable)

DTR management meets the requirements for GAC and LAC play-
backs to the CDA stations and TIP playbacks to Lannion. A
typical playback time of 2-1/2 minute per stored orbit of GAC
data, or per 10 minute stored span of LAC data, allows
complete recovery of all the LAC and GAC data from multiple
blind orbits no later than the second CDA pass afterward. To
achieve this, the CDA stations can use parallel playback on

III-86
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STX-2, either on 8STX-1] or =3, DTR management is normally
accomplished by stored command. NOAA corrects the time of
occurrence of the APT minute marker by stored command. Also,
NOAA corrects TIP, and hence MIRP time, by stored command.
Routine verification of loads of "perishable" tabular data to

' the CPUs requires the TIP to switch to the CPU dump mode. An :&E{ﬁbju
: example is the stored command table. After the verification, ?{f?ﬁﬁFﬁ
TIP switches back to the orbit mode. During dump mode, the tuﬁquﬁ
space allocated to CPU data in the TIP format remains fixed, P IR

| but the TIP/CIU "handshake" changes to route data from only
one CPU (rather than from both) to the TIP. Having matching
mode changes in the CIU, and in the flight software, results
in all the CPU data allocation being used for a "mirror-back"
of the most recent load. These mode changes are by real-time

command.
Subsystem Formats. All the primary DHS formats used in T e
operational orbit are defined here. The description omits R

several fallback and diagnostic formats by the MIRP.

TIP Orbit Mode Format. The TIP orbit mode format is shown in
figure III-19, and its major parameters are defined in Table
ITI-15, The following description refers to the illustration.
The definitions previously given for the TIP boost mode format
apply, except for the following:

e CPU Data Status. Bits 1 and 2 of minor frame word 103
report on the success or failure of the CPU data hand-
shake by which CPU data are transferred to the TIP.- Bit
1 reports on the first six CPU words in a frame, and bit
2 on the last. "0" means good transfer and "1" means
incomplete transfer.

@ Digital-A Words. Words marked SSU, HIRS/2, SEM, MSU,
SBUV/2, and DCS contain digital-A data from those
government~furnished instruments.

® Commutated Words. The period of all the subcoms are
double the values in boost mode. Since each subcom name
defines its period, the names are changed accordingly.
The structures are unchanged.

TIP CPU Dump Format. All definitions for TIP orbit mode
format apply, except for the CPU data. Here, all the "CPU
Telemetry" words contain, instead, CPU dump data from a single
CPU. The CPU is selected by command. In routine operations,
this mode is used to verify correct 1loads of tables of
perishable data in the CPU, such as the stored command table.
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TIP Single-Point Dwell Format. This format is identical to
the TIP orbit mode format with the exception of words 14
through 103, which are all dedicated to a single analog
telemetry channel, selected by command. This mode is useful
for troubleshooting a major satellite problem, but its use
comes at the price of losing all the low-rate sensor data and
all CPU housekeeping telemetry.

i HRPT/LAC Formats. The HRPT/LAC format is shown in figure
III-20, and its major parameters are defined in table III-1l0.
The following descriptions refer to the illustration.

® Sync Words (words 1 through 6). The words contain a sync

- code obtained by using the first 60 bits of a 63-bit PN

I sequence, generated by a sixth-degree polynominal
generator, as shown in figure III-21.

, @ Identification Words (words 7 and 8). Word 7 is coded as
" shown below. Word 8 is a spare.
i: Bit Data Definition
L 1 0 Internal Sync
1 AVHRR Sync
o0 2,3 00 GAC Frame
.‘ 0l HRPT/LAC Frame No. 1
10 HRPT/LAC Frame No. 2
11 HRPT/LAC Frame No. 3
- 4-7 X Satellite Address
o 8 0 Frame Stable
1 Frame Resync Occurred
9 1 Input Data from AVHRR
0 Input Data from PN Code
o 10 1 Spare - (Bit 10 = 1)

The time at bit 1 of word 1 is 1.13 +0.5 ms later than the
value given in the time code word. The time code is shown

below.

. Word Bit Data Content

' 9 1-~9 Binary Day Count, Bit 1 is

the MSB, Bit 9 is the LSB.
10 Spare - Data 0.
34
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. Word Bit Data Content
N 10 1-3 Spare - Data 1,0,1.
- 4-10 Part of Binary ms of Day Count,
é Bit 4 is the MSB.
-
K- 11, 12 1-10 Remainder of Binary ms of Day
. Count. Bit 10 of Word 12
is the LSB.
- ® Telemetry Data (words 13 _through 22). These words
2 contain the first 2VHRR data in the format. All such
D data are obtained by a handshake in which the MIRP
. requests one sample by a ''sample pulse,!" and the AVHRR
responds with digitized data from each of five channels
o in sequence. The schedule of requests, shown in table
o III-20, uses as a starting point a "line sync" pulse that
a the AVHRR provides once each turn of its mirror. Here,
N the numerical designation of channel is in the sequence
., received, which is different from the channel numbers
* assigned by the AVHRR vendor.
The following 1list of sources for words 13 through 22 refers
. to the samples defined by table III-14:
) Telemetry
Words Telemetry Data Allocations
- 13-17 Ramp Calibration - 1 per
. AVHRR channel
E 18 Channel 3 target temperature
(5-point subcom)
: 19 Channel 4 target temperature
) (5-point subcom)
20 Channel 5 target temperature
(5-point subcom)
21 Channel 3 patch temperature
Bits 1 through 9 = Data 0
22 Spare
Bit 10 = Data 1 RO
e
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Table III-20
MIRP Data Sample Times

Sample Pulse Timex* Number of Sample

AR

f
Bty ty

ML

TR T Yol

e

Data Pulses Generated
First Pulse Last Pulse
Space Data 101 110 10
Ramp Calibration 150 150 1
Earth Data 344 2391 2048
Target Temperature 2627 2627 1
Patch Temperature 2636 2636 1
Back Scan 4715 4724 10

* Sample pulse time
line sync.

in periods of 39,936 Hz following AVHRR

The AVHRR outputs one sample from each channel
(five in all) in response to each pulse.

® Back Scan Data (words 23 through 52).
are obtained from channels 3, 4, and 5
in table III-20.

word positions

during the times

data within the
4, 5; etc.

® Space Data (words 53 through 102).

given

Data for these

The order of

format is channels 3, 4, 5:; channels 3,

Data for these words

are obtained from the AVHRR during the times in table

III-20.

® Sync Delta (word 103).

Provides

a differential time

measurement of the AVHRR line sync position relative to

the position predicted by the

reference, coded as shown below:

internal MIRP line sync

Bit Data Definition
1 0 AVHRR sync is early
1 AVHRR sync is late

2-10 X 9-bit binary count of 0.9984 MHz
periods. Bit 2 is the MSB and
bit 10 is the LSB.
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TIP Data (words 104 through 623). Words 104 through 623
consist of five frames (104 words per frame) of TIP data
in the same sequence as output by TIP. Word 104 contains
the first words of the first TIP minor frame. The first
eight bits (bits 1 through 8) of each word are the same
as received from the TIP. MIRP adds two parity check
bits (bits 9 and 10) to each TIP word using the following
algorithm:

- Bit 9 is an even parity check on bits 1 through 8.
Bit 10 is bit 1 (complement of bit 1).

TIP data are identically repeated in three successive
HRPT/LAC minor frames.

Spare Words (words 624 through 750). These words are
spares. In the HRPT format, these contain the inverted
1,023-bit sequence generated by continuous cycling of the
10th degree polynominal generator of figure III-21. The
generator starts from the all "1" state at the beginning
of word 7. For the LAC output, these 127 spare word
positions contain data "O" (prior to randomization
described below).

Earth Data (words 751 through 10,990). These words are
from the Earth-view portion of each AVHRR scan line as
given in table III-20. The order of the output data
within the format is channels 1, 2, 3, 4, 5; channels 1,
2, 3, 4, 5; etc.

Auxiliary Sync (words 10,991 through 11,090). The code
consists of the first 1,000 bits of a 1,023-bit PN

sequence generated by a 10th degree polynomial generator
as shown in figure III-21.

LAC Data Randomization. The LAC data output is rando-
mized. The randomization is performed as shown in figure
ITII-22, Beginning at word 7 and continuing through word
10,990, the LAC data are exclusively OR'ed with the
complemented output of the 10th degree PN generator in
figure III-21.

The PN generator is initialized to the all "1" state at
the beginning of word 7 in each output frame.

MIRP GAC Format. The GAC format is shown in figure III-23,
and its major parameters are defined in table III-17. The
following descriptions refer to the illustration.




TYY %

. d

T

fafie et

e, v

i Sk ddh . a vyl et

b W

"
(Sl

e

TN RN Y

3ININDIS N-d
334930 Hi0l

'

e38d JVH/OV1 303 uoljeziwopuey jo PoYIan
ZZT-111 8an%1d

(ONIZINOONVY 3¥0438)

0 vive
01 13S SOHOM 17V

b

3M3N03S N-d
334930 H19

4

R AT

SOYOM INAS SOYOM EY R
4V
AYVITIXNV Q0L SOHoM 38VdS 655 IMNAS 9 wo
\ J
3009 N-d ® VIVQ = VIVO 037 INOONVY
VLS L TV 3LvES L W VIS | T
0L 39NIN03S 3009 N-d 334930 01 3oN3INdIS 01 3IN3NdIS
HLOL 3HL H1IM Q37 IWOONVY
INIDI0 HL0L SONAS N33M138 VIVO 1V 333930 H10L 334930 H19
IZ1IVILING IZ1'WILINI IZUIVILIND
| 4
SOUOM INAS SOYOM SOUOM EV T
AUVITIXAV 00t JuvdS 20 INAS 9 m
IININDIS N-d (ONIZIWOONVY IH0438) IN3nDIS N-d
334930 H10L 0 Vivg oL 339930 H19
135 SquoM 1V

III-94

o3 e

)

\ \‘a;} y"a'



jeiLiog Iweayld ovo
€2-111 @an31a

L viva ol (03N1 430N0) J¥VdS Ol
3000 dWil

Nd HYHAV WOY3 INdNI 6 HOLVd € TINNVHY 6
(W0J8NS INIOd S) dW3l

YPDIYYW INASHY 8 139YVL S TINNVHD 8
: (WOJ8NS LNIOd S) dW3L

QINT4IANA VIVE 1TV OL-L 1394VL ¥ TINNVHD [

SSIWAAVY LIS [-¢ (W0J8NS INIOd S) dwWil
al vHd €2 1394Vl € 1INNVHD 9
01 INAS i NOI LVYBITV) dWvYd  S-L

QyoM 01 ONC QoM a1 1St

SNOT LVIOTIY

SNOTIVI0TTY (18 QYoM aI Q¥OM AMLIWIT3L

ONIZIWOONVY VIVE O ¥OI¥4 S311ddV NOTLVIT4II3dS
JHL (¥ ILON NI SVY) Q314123dS YV SGHOM 40 SINILNOD 118 JHIHM (S)
«0u VIVO 34V SOHOM 34VdS ()
S119 Ol - HI9NIT 0HOM (€)
ONOJIS/SIWVYES 2 — ILVY Jwvdd (2)
SOHOM [2€€ — HION3T IWwd4 (L)
SILON

III-95

SGYOM ¢ - NOILYIT4IIN3OI
SOYoM ¢ - 3000 3wiL
SOYOM OL - VIVO Ad13WI3L
SQ¥OM Of - viVa NVOS HOve
SOYOM 05 - Vviva 3IVdS

QYOM | — VU ONAS

SOHOM 001 SONOM SV02 mmmm: 02s SQUOM 9
INAS XNV VIV 030IA HNHAV 03SSI00Yd sos vive IMAS

*2



The contents of the format are for HRPT/LAC as described in
the preceding section, except as noted below:

- e TIP Data. In the GAC format, new TIP data appear each
frame, rather than every third frame as in HRPT/GAC.

® Spare Words (words 624 through 1,182). These words
contain data "O's."

b= S e e e

® Processed Earth Data (words 1,183 through 3,227). Data
- in these words are derived from the Earth-view portion of
o each AVHRR scan 1line, in accordance with the following
algorithm:

- Select only every third AVHRR scan 1line for data
processing. From the selected scan, obtain five
contiguous AVHRR data samples (samples 1 through 5)
for each of the five AVHRR channels.

L - Retain the data from the first four samples. Discard
- the data from the fifth sample.

M - Form five separate binary sums, S1 through S5; form
S Sl by adding together the channel 1 data from sampl