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ABSTRACT

The purpose of this work is to analyze and evaluate the

effect of jamming waveforms on both coherent and noncoherent

digital communications receivers. Specifically, random processes

are utilized as jamming models in which it is assumed that the
jamming waveforms have been produced by a shaping filter driven
by white Gaussian noise. Such jamming waveforms are then
assumed to be present at the input of known receiver

structures (in addition to. the signals and channel noise
normally present), and optimum jamming waveform spectra are
determined for different receiver schemes and modulation
techniques.

Graphical results based on numerical analyses are presented
in order to demonstrate the effect of different jamming
strategies on receiver performance. In order to quantify
receiver performance, bit error probabilities are determined for
binary modulation systems and symbol error probabilities are
determined for M-ary modulation systems. In each case, the
error probabilities are functions of signal-to-noise ratio
(SNR) and jammer-to-signal ratio (J3R). Results show that
it is generally possible to significantly degrade the
performance of binary as well as M—ary modulation communica-

tion receivers by introducing suitably chosen jamming waveforms.
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I. INTRODUCTION

The theory of statistical signal detection and estimation
in the presence of additive white Gaussian noise is widely
described in many textbooks [Refs. 1,2,3]. Signal detectors
are typically designed and built to either optimize the
receiver output signal to noise ratio, or as is the case with
digital communications receivers, to minimize the error
probability.

While it has been demonstrated that receivers designed
under a white noise interference assumption tend to perform
reasonably well even when the interference is not white
[Ref. 4], the assumption of white noise interference is often
invalid, especially when the receiver must operate in a jamming
environment.

The goal of this thesis is to analyze the Vulnerabiiity of
certain digital communications receivers designed to operate
in a white noise interference environment, that must operate
in the presence of jamming also. The mathematical model of
the jamming utilized is a colored Gaussian noilse £rocess
whose power spectral density is to be shaped in such a manner
so as to cause a large increase in the receiver probability
of error. While it 1is not always possible to solve certain
scectral shaping optimization prcoblems, 1t 1s zessible to
zcstuiate technigues that intuitively achieve efficient

utilization cf the available jammer oZocwer.
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s This thesis is divided up as follows. In Chapter II, we
present results on colored noise interference effects in
coherent M-ary Phase Shift Keyed (MPSK) receivers, and receiver
symbol error probability in the presence of noise and jamming

is derived. 1In Chapter III we analyze and determine performance

o

;

€

ii of a coherent M-ary Frequency Shift Keyed (MFSK) receiver

T operating in the presence of noise and jamming. Chapter IV

E deals with non-coherent Binary Freguency Shift Keyed (BFSK)

i signal detection in the presence of noise and jamming. The

} performance of the well-known guadrature receiver is analyzed
under dual channel and single channel operation. In Chapter V

graphical results are presented and discussed, and performance

comparisons are carried out. The conclusions and interpreta-

T l_f‘V,'V'. ’

tions of the results obtained are presented in Chapter VI.
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II. COLORED NOISE INTERFERENCE EFFECTS IN COHEREMNT
M-ARY PHASE SHIFT KEYED MODULATION

A. SIGNAL DETECTION IN THE PRESENCE OF COLORED NOISE

The system whose performance is to be analyzed is described
i in Fig. 2.1. The structure shown is the optimum receiver for
T recovery of MPSK modulated data, in the presence of ;dditive

white Gaussian noise. In PSK médulation, the source (or

i modulator) transmits one of M signals si(t) , where
. i=1,2,...,M, over a prescribed time interval. Because in
transmissions and reception these signals are interfered with
by ncise, at the receiver one observes the signal r(t) rather
than just one of the transmitted signals. Using hypothesis

-
Pf testing concepts, we say that under hypotheses Hi , r(t)

takes on the form

H.: r(t) VE s;(£) +w(t) +n_(t) (2.1)

0<t<T, i=1,2,...,M

- where for M-ary PSK modulation

_ mom . 27kt | 271(i-1)
s.(t) = VIT cos (%= + e (2.2)

i=1,2,...,M

is an integer

- Here W(t) 1s a sample function of a white Gaussian noise

process of Power Spectral Density level No/2 and nc(t) is a

12
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sample function of a colorcd Gaussian noise process having
autocorrelation function Kc(r) . We assume also W(t) and
nc(t) are statistically independent random processes.

The receiver of Fig. 2.1 is, as previously pointed out, an
optimum processor (in minimum error probability sense) when
nc(t) = 0 . The analysis tﬁat follows evaluates the effect

of n_(t) on the performance of this receiver. Since n_(t)

may represent some form of jamming, the error probability
expression to be derived can be used to determine the vulnera-

bility of such a receiver to colored noise jamming, or

conversely, to determine the colored noise spectrum that most
effectively causes poor or inadequate receiver performance,
namely, high error probability.

The signals Si(t) , 1i=1,2,3,...,M can be shown to ol

have cross—-correlation coefficients

T .
5. & [ s.(t) s,(t) at = cos 2rizd) (2.3)
13 0 1 J M =~
:'.:;.‘
i,j =1,2,...,M ey
The receiver takes advantage of the fact that we can express ”:ﬁ
the s,(t) functions, i =1,2,...,M, as an exact (rather e

than approximate) expression of a linear combination of two

functions wl(t) and Yy_.(t) . In other words

2

14 e
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2
si(e) = 1 s, ¥ (v i=1,2,3,...,M (2.4)
n=1
with
T
Sin = Of S;(t) y (t)dt n = 1,2; (2.5)
i=1,2,...,M

These basis functions wl(t) and wz(t) can be derived via a
Gramm-Schmitt orthonormalization procedure (or almost by
inspection in this case). It turns out that wl(t) and yz(t)

(which must be orthogonal) are given by

vy () Cos 27kt/T (2.6)
vT/2
and
vyle) = Sin 27kt/T (2.7)
vT/2
where k is an integer.
It can be easily shown that
- 2n(i-1) -
Sil Cos —u 1=1,2, .,M (2.8)

and
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We define

6., = 2m(i-1)/M i=1,2,...,M (2.10)

and assuming equal prior probabilties, namely, each signal is ' e

equally likely to be transmitted, the receiver computes el

2
Qi = Z s._ T i=1,2,...,M (2.11)

and makes decisions based on which li value is largest. Thus

L
-elal

with f?:f

1
—
~
(3]

r. = [ r(t) y (&) dt n (2.12)

we have

T
+[- Sin ei] [ r(t) p,(8) dt  i=1,2,..,4 (2.13)
0

o=V Cos(9. +n) i=1,2,...,M . (2.14)
1 1
l6
e e e e e e e e e
e T ~A—-1-~._'A " ;~.._".:‘L" ACPCIIVE PP ‘1’.:\ :‘i'.-.rl N RPNy ‘a-l...i‘..‘..‘-.‘ P
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Clearly
1/2
2 2
v = {Vc+vs} (2.15)
where
T
v, = 0[ r(t) yy () dt , (2.16)
T
Vg = [ r(t) y,y(r) dt (2.17)
0
and
_lv
n = Tan V—i (2.18)
(o]

B. RECEIVER PERFORMANCE
Since conditioned on any hypothesis Hy» i=1,2,...,M,
Vc and VS are Gaussian random variables, we can obtain the

statistics of the appropriate random variables, in the follow-

ing manner. First, we have

T
EV /H.: = E{ [ [VE S.(t) + w(t) + n_(t)]v,(t) dt;
c ] 0 1
T
= VE 0[ Sj(t) vy () de = E S51 1 = 1,2, o2l
(2.19)
17
"""" o e G
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E{Of [VE S4(t) + w(t) + ny(£)1y,(t) dt}

.'-"‘-‘.'7'"-/" -
H

T
VE oj S;(8) wy(t) dt = JE S,, (2.20)

j=1,2,3,...,M

also

T 2
B{[Of [w(t)+n_ () 1y, (£)dt] ]

Var{Vc/Hj}

7T
= E{ é é[w(t)+nc(t)][w(T)+nc(T)]wl(t)wl(r)dtdr}
N, T T RS
= 2 oj OI K, (t=7)y; (£)u (1)dt dr (2.21) S
” e

and .
T 2 -
var{vg/Hyi = E{[Oj [w(t)+n_(£) 1w, (£)dt] }
T T
= E{ | | [w(t)+nc(t)][w(r)+n (1) Ju, (B)w, (r)dt a-
0 0
No T T
= 77-+é é K, (t=0)w, (£) y, (1) dt ds (2.22)

In Appendix A we demonstrate that
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T T
| [ K_(t=1)y, (£)y, (1)dt drt
00 © 1 1
T T A 2
= | é K (t=1)y, (t)p, (1)dt 4t = o (A.7)
0

so that Vc and Vs conditioned on Hj have identical variances.

Observe also that

E(IV,~E(V /Hy}] [V ~E{V/H 1) /H,)

T T
E{ [ [w(t)+n_(£)]1y(t)dt [ [w(1)+n
o . 0

c(r)]wz(r)dr

TT No
éé — 8(t-1)uy (B)y, (T)dt ar

T T .
+ [ f K (t=1)y  (B)y, (1)dt dr (2.23)
00

We can observe that the first double integral in Eg. 2.23

is zero, so that
. -5 1 -F1 o
E‘[Vc E‘Vc/Hj‘][Vs EKVS/H])]/HJ,

{(2.24)

1}
=
t

|

3

F
o
t:.

o
(o))
t
joR
A

"
G

2 .
71,2 15 not zero

so that VC and VS conditioned on Hj may not be uncorrelated.

We demonstrate in Appendix A that in general

19
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However we are still able to express the joint probability
density function of Ve and Vg by using the general form [Ref.

5] of an N-dimensional Gaussian random vector X, namely,

S -

. 1 1 T,-1
. P (X) = - exp {-—(5-—3 )TA (X -m )} (2.25)
: X (2“)N/2|Qil/2 2 X' X X
i where
m, = E{X} (2.26)
i and
= Edx-m) (X -m )T} (2.27)
~ = =x''= =x :
;‘ In our case, we have a 2-dimensional problem in which (see
Egs. 2.19 and 2.20),
[ 50 ]
n m, = 3 =1,2,...,M . (2.28)
l“E Sle
.l and
K
Yo, 2 2
2 c 1,z
= . (2.29)
< 2 NO +‘2
) 1,2 2 ¢
so that
N N 5
) - 9 *.ﬁl“ - T, = {2.30)

it 1s simple to show =na-x

20




o] 2
1 (7+ac)/A 'Ul,Z/A
A = (2.31)
x -02 /b (§9+02/A
112 2 C
Thus
V_ - /ES. T
Py ,v_su, VerVg/Hy) = ———— exp "z _
c’ s’ 3 ‘/(2ﬂ)2-A Vs'“‘sjz.
N
o 2 _ 2 _
(—2—+0c)/A OIIZ/A VC-/ESjl
x N (2.32)
-5 _/a (-2 + %) /4 v_ - /ES
i,2 2 c s j2
with j = 1,2,...,M .

Now we need to obtain from this probability density function the
joint probability density function of V and n conditioned on H..

This type of transformation [Ref. 6] is well known and can be

used here to obtain

/ = Sinn .
Pv,q/H.(\"”/Hj) VP, y sy, (VCosr,VsSin ‘/Hj)
] c s ]
+ VPV ,v_/H.(_V Cosn,=-V Sinw/Hj), v o 0,) (2.33)
c 5 ] 0 = =~ < =,

Using the probability density function of Vc and VS (Ecn. 2.32)

vields
. v | Veosn-vESy) 1fa -b VCosr—vES ) ]
By, rm, VMY = 2 = I- =
3 S usinn—vBS,, | [-b a |[vsinEe3, J
L [-vcosn—Es. Tt [ a -b][-vcosr~vEs., ]
r——ep |5 _ ] , V-0, (2.33)
v27 -VSinn-vES. .- -0 a -V€inr=vES. J . B
Je j2 - -

21
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and -

N, 5

a = (5 +90)/b (2.34)

b = o2 _/a (2.35)
= 91,2 .

This probability density function can be expressed in the form

_ v 1 = 2
PV,n/H.(V'n/Hj) = > exp{ 2{a(VCosn+/ESjl)
J (2m) A
+ a(vsinn - VES )2
j2
- . - S— _ — .!1
2b(V Sinn VESjZ) (V Cosn /ESjl),J
- —_ exp{—%[a(v Cosn +V'Esjl)2 + a(V Sinn +v"ESj2)2
J(ZW)ZL
- 2b(V sinn +vESj2)(VCosn +/Esjl)]} (2.36"

which can be simplified somewhat.

Observe that the exponential of the first term simplifies to

afv +E-2VVE(Sleosn+Sj25inﬁ)] - 2b[V2 Sinn Cosn

] (2.

L

- "/VVE . i I . ot . .
(S]l Sinn +S]2 Cosn) + ES]lSJ2

and the exponential of the second term simplifies to

22
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a[V2 +E +2V/§(Sjl Cosn +Sj2 Sinn)] - 2b[V2 Sinn Cosn

+ V/E(Sjl Sinn +Sj2 Cosn) + ESlejZ] (2.38)

We can now group certain terms together. Observe from Eq. 2.8,

Eg. 2.9 and Eg. 2.10 that

sjl Cosn +Sj2 Sinn Cos ej Cosn =-S1n 8. Sin n

J

= Cos (ej +n) (2.39)

also

Sjl Sinn +S.2 Cosn

Cos 6.Sin n - Sin 6. Cos
j 3 d j L

= Sin (n —9j) (2.40)

for 3 = 1,2,...,M, so from Eq. 2.36 we have

P (V,n/H.) = — v exp{-i[a[V2+E-2V/ECos(9.+ﬁ)]
vV, /H. j —— 2 3
J (27) “a
2 .. P R N A .
- 2b(v'sinnCos r, =~ VvESln(n-:j)-E Cos:j Slndj];
v __ exp{—%[a[V2+E+zerCos(%j+ﬂ)]
(2:)2;
- 2b[stin ~Cos ~ + VrESin(ﬁ-%j)-E Cos‘?j Sin%j]F (2.41) 9
for v> 0 and 0 = r - -, % o
Since
Cos { 5 + ) = = Cos(-‘j + 7+ 7)) {2.42)
23




and
Sin(n -ej) = - Sin(n -ej + ) (2.43)
we have
P (V,n/H.) = v [EXP{'%P[V2+E-2V/ECOS(9j+q)]
Von/Hy ] (2m) 24

- 2b[V25in nCos n - V/Esin(n—ej)—ECos ejsin ej]]}
-1 2 = - 2.
+ expt-j[a[v +E-2VVECos(vj+n+ﬂ)] - 2b[V Sin nCos -
- VVESin(W-%j+v)-E Cos 3 Sinej]]}] (2.44)
for v.> 0 and 0 < n < 7.
It is apparent from the range of n that the two exponential
terms can be replaced by a single term with n ranging from 0

to 2-.

Thus, we have

_ v -1 2 = L
Pv,w/H.(v"/Hj) = ———~—~;— expi-3lalVv +E-2VvECos(/j+ )]
) (2m) “a

2 . S . . o -
- 2b[V” sinn COSf-VvESln(W‘Tj)‘E Cos = Slnfj]]' 2.43)

for 7 - 0 and 0 _ - - 2-. The probability density function of
conditicned on Hj 1s obtained via integration of P, V,  H.),

7, 3

namely,
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.
5 Y
. = P \Y H.)dv 2.46
Pn/Hj(n/HJ) _wj V,n/Hj( /) ( )

Returning to our decision rule, (Eg. 2.14), recall that we

"‘V,‘.'n-<<.(-

decide based on which

i

G
h ' = = A
2 2! VCos (8; +n) i =1,2,...,1 (2.14)
is largest. e
F So, 1if Hj is the true hypothesis, then a correct decision AR
is made if _ ;
V Cos (9j+ﬂ) > V Cos (5i+n); i=1,2,...,M (2.47) ot
1 #73 .
Since Cos x is maximum when ;X! is minimum, we see that if A

Hj is the true hypothesis, a correct decision is made 1if

So4n 24 i=1,2,....M (2.48)
75 v i
i#3
Now from Eg. 2.9 we know that,
. = 27{(3-1)/M o
J o
So Eg. 2.54 is satisfied for - in the region RO
3 .
L4
L
. - -
= - - = -+ = (2.49)
’:._ J ™ j M
2
L-A
@ Thus, the probability of making a correct decilsion, given that
b.
;. Hj 1s the true hyootheslis, PrAc,Hj , 1s given by
- N
8 25
b
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T
. = H.)d .5
Pr{c/H]} ,,f Pn/Hj(n/ J) n (2.50)
-ej-ﬁ
If we make the variable change
B = n +_E)j (2.51)
Then Eg. 2.50 becomes
jﬂ/M
pr{c/H.} = P (R-96_./H.) A3 (2.52)
Now from Eq. 2.45 and Eg. 2.46 we have
P (n/H.) = / ———\7—-—'—-—exp{-£[a[V2+E—2V/E Cos (#.+n)]
ﬂ/Hj j 0 > 2 j
(27) A
- 2b[V2 Sinn Cos n—V/ESin(n-t‘j)-E Cos Bj Sin 'Ej]] av (2.53)
0 < n < 27
)/H.) = [ S — exp{—i[a[V2+E-—2va Cos 2]
(2m) &
- [V Sin2(3-8.)-2VvESin(3-2%.)-E Sin2=;]}! 4V (2.54)
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I
and Eq. 2.52 now becomes _ Eb&
R
"..-"'.r:
Fa
M=y 1,02 -
Pr{c/Hj} = exp{~>[a[V +E-2VVECos 8 =
M0 Jom2y o
o
A
2 - RN
- b[v©sin 2(B-Gj)-2V/ESin(B-29j)-E Sin26411} av ag (2.55) aa—
iIndaly
Since the hypotheses have been assumed to be equally likely,
we have O
1 ¥
pric} = g ] Pric/Hy} (2.56) -
. J .
j=l -
so that -
P = 1 - pric’ B
e -
M /M e L
_ 1 \ _1 2 ’
= 1 M '21 /M . —— exp{ i[a{V +E —
) Viam 2. e
- 2V/E Cos i-b[V° 5in2(3-9,)-2v¥ESin(:-28) -E Sin 23,11 dV d: S
(2.57) s
Observe that i1f colored noise is not present, then from Equations ;}
2.24, 2.30 and 2.35, A = (No/2)2 and b = 0, so that Eg. 2.57 —
simplifies to the well-known expression for the performance of j
the M-PSK receiver operating in the presence of additive WCHN. ﬁ
That 1is, Enacad




ta

N
’ < o

y . L A S A BINE A aiehr s o - et S o £

f“/M fm \' 1l NO 2
P = 1 - . exp{-5[—=IV
e - /M 0 27 NO?Z 2 2
- 2VVE Cos B+E]] }dv dsg (2.58)

where in Eq. 2.57, the dependence on the index j disappears
when b = 0. While Eq. 2.57 yields a mathematical result on
the performance on the M-PSK receiver in the presence of

WGN and colored noise jamming, its further analysis represents
a separate project in itself. Not only must Eg. 2.57 be
optimized for energy constrained jamming but also it must be
evaluated when the jamming spectrum takes on some simple forms.
For this reason, no effort has been made to further develop

the above results.
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III. COLORED NOISE INTERFERENCE IN COHERENT M-ARY
FREQUENCY SHIFT KEYED MODULATED SYSTEMS

A. SIGNAL DETECTION IN THE PRESENCE OF COLORED NOISE

The structure of the demodulator whose performance is
to be analyzed is shown in Fig. 3.1. This receiver is
known to be optimum for decidihg with minimum probability of
error, which one of M different signals forming an orthogonal,
equal energy set received in additive white Gaussian noise was
actually transmitted. The problem analyzed here, can be
stated as follows: A waveform r(t), received in the interval
(0,T), contains one of the M signals, Si(t), i=1,2,...,M,
with equal probability, as well as white Gaussian noise w(t)
of Power Spectral Density level NO/Z and colored Gaussian noise
nc(t) having autocorrelation function Kc(r). The signals are

orthogonal with energy e. That is

T € 1 =3
Sy = ) osjtesgieal = (3.1)
0 . :

The decision rule used by the receiver, 1is to choose Si(t)

as the transmitted signal if G.l is a maximum, where

G. = [ r(t) s,(t) dt i=1,2,...,M . (3.2)
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While this is an optimum test (in minimum probability of error
sense) in the absence of the colored noise nc(t), the analy-
sis of the next section is carried out in order to determine
the effect of nc(t) on the receiver performance. Since nc(t)
will typically be inserted in the channel by an unfriendly
jammer, it is reasonable to assume that n(t) and nc(t) are

statistically independent random processes.

B. RECEIVER PERFORMANCE

Since G, is the output of the ith correlator, and, condi-
tioned on any hypothesis, Gi is a Gaussian random variable,
we can obtain the appropriate conditional statistics that allow

determination of Por namely the receiver error probability.

Thus
T
E'Gy/H;} = Exoj [S; (B)+wlt) +n (£)]S, (£)at:
T
= . . = < 3 >
Oj 5; ()8, (et ij (3.3
and
» T 2
uar‘Gj/Hi: = E [0,1 [wie)+n (£)]S, (t)dt]
TT
= Et(f);‘o[W(t)+n(t)][w(’)+nC(T)]Sj(t)Sj(f)dtdr-

31




TT N
- _o - - .
Var)Gj/Hig = 0]% [ §(t=1) + K_(£=1)18,(£)8,(r)dtdr
N T TT
= — . S.(t)dt + t-1)S.(t)S. dtdr
> 0[ SJ(t) J( ) éé R, (£-1) J( )85 (1)
N, TT
= e+ gé Kc(ﬁ-r)sj(t)sj(r)dt dt (3.4)
Define
) . TT
o
- = - . R .5
oo, éé K_ (t T)Sj(t)SJ(r)dt dt (3.5
so that
No 2
Var{Gj/hi; = = ¢ + Gc,j (3.6)

Observe furthermore that

E-[Gj~E{Gj/Hi}][Gk-Eka/Hi}]/Hi}

T T .
= Ewof (wt)+n (£} 185 (t)de Of [w(t)+n_(7) IS, (1)d-: .
T Ny T T
= 66 7Zc(t——)s.(t)sk(t)dtdw f{BJ Kc(t—’)SJ(t)Sk(')atd'

.. A
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E{[Gj-E{Gj/Hi}][Gk-E{Gk/Hi}]/Hi}

N, T TT
= = oj Sj(t)sk(t)dt + g% Kc(t-T)Sj(t)Sk(T)dt dr

N TT .
= 5 € 65k + g% Kc(t-T)Sj(F)Sk(T)dt dr (3.7)

As can be seen from Eq. 3.7, due to the presence of the colored
noise, the random variables {Gj/Hi} are not uncorrelated.
However we will show that for MFSK with signal frequencies

that are sufficiently separated, the iategral

TT
‘é K, (£-7)8,(£)S) (7)dt dr (3.8)

[
0 J
vanishes for jJ # k, so that the random variables are indeed
uncorrelated.
Thus, conditioned on H;, the Gj are statistically indepen-
dent. Assume now that Si(t) is transmitted and G, = x. Then
the conditional probability of a correct decision, Pr:c/Hi,

G. =X becomes

e




DR 2 S ]

P{c/H;,G; =x} = PI{G| <x,...,G,_, <X,Gyq

M
= I P{G, <x/H.,G. =x}
k=1 k i"71
k#i
M X : N
= 1 f L expi-v2/2 (Le+c? L) oAy
2 c,K
k=] =« NO 2
k#i Zﬂ(TT€k+Uc,k)

we have
No
. X/\ 7%,k
M 1 —22 2
Pic/H,,G, =x} = — e /2 4z
k=7 -w v 27
k#1
Now, since
| = .
ELGi/Hi) z
and
No 2
VarzGi/Hi; = - - + ek

we have that

<x,...,GM <x/Hi,Gi

(3.9)

[
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o N
plofH;} = [ Plo/E,Gyx} —= —exp{-(x-e)2/2(7°e+02 ) rax
— N ) c,i
o
2m(Zeto, 5)
so that using Eq. 3.11, we obtain
A
N~ 2
o M x/ ‘2—€+Oc,k 5
{ — l =-z7/2 a
Pic/H;} = -mf kgl -m[ - e z
k#i
N
N 1 _ 2 o 2
exp{- (x-¢) /2(zero ) pax (3.12)

NO 2
27(7T€+°c,i)

Assume now for convenience that M is odd, and express the M-ary

FSK signals as

A Cos (wc + (i—(M%l)/Z)Aw)t 0 <t < T

i=1,2,...,M

(3.13)

so that

1,2,...,M (3.14)

1]
-
-
0

-
(a4
Ko
24
[
]

where
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1 p <t <T -jwT/2

p(t) = «+ P(w) = Te Sl%‘;—gﬁ (3.15)
0 otherwise
and Si(t) is just s; (t) with == < t < «. Thus
: I
Fisj(bip(t)} = 5= _wj St (w-0)P(8)da (3.16)
where with
0, = <M’2'“); (3.17)
we have
Si(w) = 'TA[S(\;‘J-(wC‘*'u:i)) + 5(w+(mc+wi))] (3.18) .
for 1 =1,2,...,M
Thus
1 » —j~T//2 S .
. [] — _L A R . : - . Sln .,T//Z 3.
Frsittp(e): = 27_«)] AL (wmvm (o)) +2 ot (b)) ] Te =t
AT" “3 famiy = VT/2 SinCame =y ) T/2
= —|e = —
2L LJUC,%)T/Z
. e—](,ﬂnc-ﬁmi)T/Z Sm(w‘*”uc‘*’ui)T/z (" 19)
(+. +.)T/2 2
C 1
Tor cénvenience, let




_ -jwT/2 Sin wT/2
L(.LU) = e _TO_T/—Z_ (3.20)

So that Eg. 3.79 becomes

Fis{(t)p(t)} Fis;(t)} = s, =

AT
??[L(w-mc'wi) + L(w+wc+wi)] (3.21)

i=1,2,...,M

Let us examine now the correlation coefficient :ij' namely

T T
iy = 0] 5;(e)sy(r)de = Of ACOS (W +w; ) tACOS (w +ug)t ae
) A2T Sln(wi-wj)T . Sln(2wc+wi+wj)T (3.22)
2 (w,=w_.)T (2w _+tw.+wW. )T )
i 73 c iy

If we assume that wcT >> 7, then the second term in Eg. 3.22

vanishes and we have

T 2 . o
_ V _ AT Sin(i-j)2.T -
‘i ! Si(t)sj(t)dt 3 (i-3)3.T (3.23)
In order to have orthogonal signals we need at least _.T = -
or eguivalently .. = -/T. Normally, we will have
ad = k"/T (3 2-“




| 7

vvvvvvvvv

where k is a large integer, so that pij = 0 for i # j.

from Eq. 3.23 and Eg. 3.24,

A2T/2 i

From Eg. 3.5 it appears however that the term 02

independent of 1. Nevertheless Eg. 3.12 becomes

© M 2
Puc/H b = JE— E;_e 272 g
~ =1 -= i

Let

14

3

i#73

Thus,

(3.25)

(3.26)

X=x
" = -
N (3.27)
o) 2
—c+J
. 2 c,1
»
Then o
N .
o) , g
X =g +n Tf5+q . {3.28) ]
c.i .
. L
5 So that Eg. 3.26 becomes Tl
SRR
'
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© M
pleryb = f om0
k#i
2
X ._]_'_en/z dn
V2T
Finally,
M
Pic} = & 1 Ple/Hy!l
i=1
or equivalently
N
:+qV_9_:+rv2
1 M ® M e 2 Tc,i 1
Pc: = ¢ I erfc,
l —
i=} =-» k=1 No 2 w27
kril 7?€+~c,k

factor. Observe

\io PI‘ T
= 5 - 7k + kc (t—')Sﬁ(t)Sk(t)dt d-
00 i
and the second term becomes
39

2
—é:e = /2 dz
V2T
(3.29)
(3.30)
2
e /2 an (3.31)

from Eg. 3.7 that
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T T x
.~_- ofé K (-85 (0§ (n)dtdr = _c{jm Ko (0S5 (B)Sp (r)dt dr

‘.L.
2 I .
% = 5 _wj S ()8 (-w) Sy (w) dw (3.32)
~,
T' It has been shown in Appendix B that Sﬁ(-w) and Si(w) are
: essentially frequency disjoint, therefore Egq. 3.32 is zero
for j # k. For j = k, we have (using Eq. 3.21)

a. 2 ) _l‘ o o >
), Oc,k 5+ -mj Sc (w) isk(.u) | “dw

S ] jws () |Llwmw =) + Lk +u) % dw (3.33)
r o2 T c v W% c %k )
:f If we define j
o I, = -4 jm S (w) |Llw-w ~uw ) + Llwky +u )|2 dw (3.34)
oy k 21 _ c c “k c kK :
:: k=1,2,...,M

then, with ¢ = A°T/2 (Eq. 3.25) 1(;;{*
k = 1,2,...,M (3.35) T e

Thus from Eq. 3.31

Ld
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N
M = M e+nV—-9€+€I. \ _2
I [ 1 erfe, i\l 72, (3.36)
i=l = k=1 N v2m
it Zerely

N
M o N £+ ‘/.ﬁgﬂjl. _2
L1 1 e, 2__i Lem72g (3.37)
i=l ~ k=1 N y2n
ki el o
Observe that ii %
A "IN o e SR \
S -2‘1:+gzi 1/2+I] S\R
= = (3.38)
—_— =N g
e V2, i Sl
2 Tk _ I+2Ii SNR

eN
—Zer,
2 i

Where a/NO = SNR and Ii = j} x 1ith channel JSR.

Then SAS
L4 = " TY05I] SR L -2
P = 1=-% [ ] erfc, e ! dr (3.39) S
e MiZ] w' kel T o
i It e
K1 ,l+2Ik SNR
I+2Ii SNR :?:7

Consider now the following colored noise power spectral

density,

AR

.

Y ~
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sc(w) 271K _Z (Slotwtw;) + 8 (w-w ~w;)] (3.40)

i=1

Thus, the colored noise consists of equally weighted "tones"

at the signal frequencies. Therefore, Eg. 3.34 becomes

0

M
L2
" éi dxf 27K izl[5(w+wc+wi)-+5(w-wc~wi)]|L(w-wc-wk)+L(w+wc+wk); duw

=
]
|

M
2 2
TK izl[\L(—ch'wk‘wi)-+L(wk-wi)| + |L(wmwy) +L2ugry *w) (1 (3.41)

Since W is typically large, we can justify the statement that

the terms involving 2wc are negligible small, so that,

M

~ 2 2
I, = TK[izl \L(wk-wi)I + iL(wi-mk)I ]
M 2 M Sin(wi—wk)T/Z 2
= 2TK ) [ Llw;=w )" = 2TK ) =T
i=1 i=1 “1 7k
M Sinli-k)LiuT/2\ 2
= X ] ((i—k)ur/z ) (3.42)
1=1
with _.T/2 = mr where m 1s large, we have
I = 2TK for i =k (3.43)

We can 1mpose a constraint that
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. o © M
g = 1 = -
g Pnj = o J Sc(w)dw = K | igl[é(w+wc+wi)-+5(w-wc w; ) Jdw

X = 2KM (3.44)

N Then

K = P /2M (3.45)

and R
. Pn. TPnj
Ik = 2T —lZM = A (3.46)
- Furthermore 2
I TP_. .
r ' = ._}_<. = nj
Ik . Me (3.43) 2
’ and since ;_
f; TPnj = jammer energy and 3ﬁi
s € = signal energy, ﬁ;ﬁ
this implies that TPnj/a = JSR. We have therefore that ff
Eg. 3.39 becomes y
M-1 )
. M oo 2
_ 1l ¢ _ SNR 1 -n"/2 T'T
Po = l-j I [l erfe, <”+Jo.5+JSR-5NR/M >] o= © o i
i=]l = v2T NS
A
> RO
» ] 31 ) £
) T . SR 1L 2, —
= 1 -m; [l erfc, ( .|+\f0. ST ISR SR/ )] = e dr (3.47) B
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Observe that for JSR = 0, Eg. 3.47 is identical to the well-
known formula for the performance of the receiver of Fig. 3.1

under MFSK modulation.
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IV. NON-COHERENT BINARY FREQUENCY SHIFT KEYED el

SIGNAL DETECTION IN THE PRESENCE OF COLORED NOISE oo

s

A. THE QUADRATURE RECEIVER, EQUIVALENT FORMS AND RECEIVER NN
PERFORMANCE IN THE PRESENCE OF WHITE GAUSSIAN NOISE i

In this section, a short presentation of the basic princi- S

ples of statistical communication theory that lead to the design
' of the well-known guadrature receiver is undertaken. Basic
results that are useful in the segquel are presented only, since

the details have been worked out in numerous textbcooks (see

[Ref. 7] for example).

Consider a binary digital communication system model in
which one of two signals, So(t) or Sl(t), with energy Eg and
El, respectively, is received in the time interval (0,T). At
the receiver, white Gaussian noise with zero mean and spectral
density No/2 is added to the signal. The actual received

signal r(t) takes on one of the two forms, namely

(d4.1)

2
r
1]
-
t™
[9)]
ot
+
o]
cr
o

|~
ot
| A
-3
'—l
1]
O
—

The likelihood ratio test which operates on r(t) in order to
choose which cone of the two hypotheses is believed to be
the true one, namely

Hi: r(t) = E; 5. (t) +n(t), 0 - t - o
i=0,1 NO
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is
1 T 2
expl- 5 [ [r(t) -vE s (B)] ldt
; — o0 >
Mr(e)) = L T — < (4.3)
expl- - / [r(t)-—/ﬁg s,(0)] Jat
o0
where , 1s a threshold whose value depends on the decision

criteria used. This test can be applied to any communication
problem involving transmission of known signals So(t) and Sl(t).

Cre such example 1s the well-known BFSK modulation scheme.

l

rne zroblem of interest, which is a slight modification of

BFSK modulation problems, involves signals

E, S, ity = A Sin(w t+r,) = 0,1 ‘ (4.4)
<t < T
where the phases by i =0,1 are statistically independent

rancom variables, uniformly distributed over the interval

{(0,2-), and the amplitudes A are known and equal. It turns

out that the test specified by Egq. 4.3 can be modified to
account for the random phases @i by using conditional proba-
{ bility densities.

The details of the procedure have been worked out in Reference

8. It can bhe shown that when the signals are given by Eg. 4.4,

the test of Eq. 4.3 becomes

I (2aq /N ) ) - s
IO(ZAqo/NO) '

Mrie)) =
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where

a2

T 2 T 2
2 .
@ = [0[ r(t)Sin wktdt] +[ 0/ r(t)Cos wktdt] + k=0,1 (4.6)

and IO(') is the modified Bessel function, defined by

; 1 fz“ XCos (6+a)
. 2n 2 ©

5 = da (4.7)
n=0 27 (n!) 0

Io(x) =

For minimum error probability decision criterion, the decision
rule of Eq. 4.5 assuming equal prior probability of trans-

mitting So(t) or Sl(t), is to choose Hy if

I (2aq)/NJ) > I_(2Aq /N.) (4.8)

or equivalently, to choose Hy if

2 2
9; Z 95
Otherwise Ho is chosen. (Observe that Io(x) is a monotonically

increasing function.) S

The receiver structure that implements the test of Eg.

4.8 is shown in Fig. 4.1. Another (equivalent) form of the
receiver of Fig. 4.1 is shown in Fig. 4.2, involving a combina-

tion of matched filters and the envelope detectors. The
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receiver of Fig. 4.2 is completely equivalent to the receiver
of Fig. 4.1. '

The evaluation of the performance of the receiver has been
worked out in Reference 9 and is given by

-E/2N
e ° : (4.9)

o
I
0|

where E = AZT/Z is the average signal energy. If we now

define the signal to ncise ratio, (SNR) as

4

SNR E/No

we obtain the simple result

P, = % exp{- SNR/2} (4.10)

B. RECEIVER PERFORMANCE IN'THE PRESENCE OF COLORED NOISE

The receiver presented in Section A is optimum in minimum
probability of error sense when operating in a white Gaussian
noise interference environment. In this section we analyze the
vulnerability (probability of error) of the quadrature receiver
in the presence of an additional additive noise that 1is modeled
as colored and Gaussian, having autocorrelation function
Kc(:). {(We denote nc(t) as this additional colored noise).

The problem can then be restated as follows. Under

h'potheses H; . i =20,1, r(t) takes on the form
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(4.11)

]
o
(o]

si(t) + w(t) + nc(t) i
0 < ¢t <

(4.12)

where
A Sin(wit-+¢i) i=290,1

_ =
YE Si(t)
receiver

Si(t)
the effect of nc(t) on the
of the random :

In order to determine
we evaluate the statistics

probability of error,
variables Iy k = 0,1, where, as defined by Egq. 4.6,
5 T 2 T 2
q = J r(t)sin w,tdt + [ r(t)Cos w,tdt (4.6)
0 ?,.!.,,
e s
k=90,1 e

= 0,1

Thus, conditioned on Hi’ i
2
(t) +w(t) +nc(t)]Sin Wy tdt ]

/s

T 2
+ [0] (S, (t) +w(t) +n_(t)]Sin Wy tdt}
(4.13)

-
ey
’_‘.
=

Observe first that the integral

,
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- T T
5 0] s;(t)Sin wy, tdt = of A sin (w;t +¢,)Sin u tdt
Sin(w;-w,)T/2
_ AT 1% -
= 3 [ Cama )17z Coslivgmu)T/2 + o,
l Sin(wi+wk)T/2
G Fo T2 Cos [ (wy+w ) T/2 + ¢i]] i=0,1 (4.14)
k = 0,1
i If we now assume that
(wi=w )T = 2mm  and  (w;+w )T = 2i7m (4.15)

we have that Sin(wi +wk)T/2 = 0, for i = 0,1, Xk = 0,1. Thus

i T Sin(w,=w, )T/2
. AT 1%
. J s;(t)sin w tdt 7 G2

where

By arguments similar to the above

- T Sin{w.=; )T/2

. AT ik

S, (t)Cos w tdt = == s
. 1 =0
)

. 51
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i=20,1 k=20,1

Cos[(wi-wk)’l‘/2 +.13 (4.16)

ik

(4.17)

’

1n[(wi~;)k)T/2-+:i]‘i (4.18)
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.
Now conditioned on ¢i' i=20,1, the Xi,k and Yi,k are Gaussian
random variables, so it is possible to obtain the conditional
l probability density function of Qe k = 0,1. Thus
h: T
i E{xi,k/ni,a;i} = oj S, (t)Sin w, tdt i =0,1 k=10,1 (4.19)
and
, T 2
: Vartxi,k/Hi'Dif = E [OI (w(t)ﬂlc(t))Sln mktdt
3
T™T
= J/ Ejw)w(1) + n(t)n 1) }sin wktSm 4o dt dz
00
I TN o 5 TT
- = j —- Sin"w tdt + éé K. (t-0)8in w t Sin » tdt dr
. L2 2
= Wt ook i=0,1, k=0,1

— where, assuming that zwkT >» 1

)
2 Ny T N_T

w Sy O) Sin A;ktdt = - k =0,1
)
and
'.: c,k = c P\C(t'ﬂ)Sln .,kt Sln“‘k‘dt d- k = 0,1
. 00
- 52
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Similarly

and

[}

var (¥ 1 /H;.9;)

e

since 1t can be

U o SV o A A e e e o s e e

T
= [ s;(t) Coswtdt i =0,1 k =0,1 (4.23)
0 1
TN TT
Of - Cos”w, tat + Ofé K{t-T)Cos w t Cos wrdt 4
2, 2 _ . .
O + Gc,k k=20,1 i=20,1 (4.24)

demonstrated that

TT TT

7/ K_(t-1)Sin wtSinw dtdt = [[ K_ (t-T)Cosw, t Cos w, Tdtdr (4.25)
k = 0,1

Finally

E ;[Xi,k—Ein,k/di,oif] [Yi'k—E{Yi’k/Hi’:i;]/Hi,:ig

T T (
= E Oj [w(t)+n (t)}Sin ., tdt 0! (w(7)+n () ]Cos 4= d',s
T '.\IO TT
= Oj —2—Sln MktOos Mktdt + (‘)Q KC (t=-7)Sin .ktCos .k‘dt d- {4.26)




It can be shown that these two integrals are zero so that

xi Kk and Yi x are conditionally uncorrelated, and therefore
14 14

independent since they are Gaussian random variables. Now

define

a 2 qf k = 0,1 (4.27)
and
2 2 2 _
O = Oy + Oc,k k =20,1 (4.28)

so that the conditional density functions for qé, k = 0,1 are,

(q|+)\| ) {_'Tv—

' _ 1 ee) 95" 00 ,

P(qO/Ho:d)o) = 2,-72 exp { 202 } IO ( _c%——)U(qO) (4.29)
"o o

where u(+) 1is the unit step function, and

) R 2. .
A = { H s+ ! H IR
00 E ‘Xo,o/ o’ o’ E ‘Yo,o/ o' "o

Using Eg. 4.16 and Eq. 4.18, we have

= (%I"COS ;O)2+ (%Sin%)Z = <A7T)2 (4.30)
~
... 8
Also g
1 (951, 0] 35°1,0
o} Ke)




where

' ' - 2 2 -
’ Al’o = E {Xl,O/Hl'¢1} + E {Yl,o/H1’¢1} = 0 (4.32)

due to the result of Egs. 4.16, 4.17 and 4.18 for i # k.

Therefore
p(q'/H.,0.) = -t expl- q'/20%}u(g") (4.33)
9o/ %1791 202 o o 90 :
o
”ﬂ Furthermore
(ql_'_)\l ) ql)\l
. 1 10,1 170,1
' = - ’ [}
P(ql/Ho,%) 2 exp > I ( — )u(ql) (4.34)
. o] 20 o}
- 1 1 1
{' - een
where again due to Egs. 4.16, 4.17 and 4.18, o
32 2 2 \ S
‘o,1 = E {Xo,l/Ho:¢l} + E {Yo,l/le¢l} = 0 (4.35) P
mavon
. so that
3 P(gq!/H ,d> ) = L [ - '/2~21 (g T
9175 %0 A A (e (4.36) R
1
i Finally
~(gt+ ! ) vqnl\l
(V2T ERN - 1 -1 11 111 ' -
'ul 201 Jl —
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L = = —_ *
M1 E"{X,,/H ¢} + E"{¥),/H ¢} (=) | (4.38) :£:?
We now have the statistical information needed to compute the
probability of receiver error Pe‘ Assuming that each hypothe-

sis has equal prior probability, we have

1 1
Pq EP{ql—qo>0/Ho} +§R{ql—qo<O/Hl} (4.39)
Observe that fﬁi‘
P{q,-q, >0/H } = _mf P{q; >q /H /9, =p}qu(p/Ho)dQ (4.40) S
IR
where
P{qg, >qO/HO,qO =p} = Oj P(ql/Ho)dql (4.41) _; ;
Since the conditional probabilities functions are not ffié
dependent on the individual phases, that is
P(ql/Hi) = F(ql/Hl,oi) i=290,1 (4.42)
and :r-;«p
2
P(qo/Hi) = P(qo/Hi,ai) i=20,1 (d4.43) éﬁ;
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we can rewrite the conditional probability functions in

the following form

- ,'.r__.:
o _ 2 :...i%:'.

(az/2’+qd))  [q aT/2) -
exp {- ; 5 %Io —_— u(qo) (4.44) -

. - a

(e} o

|
OQN'O"Q

2

: Plag/tyrey) = 24.Play/Hyr0p) S
5 = —exp{- ¢_/20 }u(q) (4.45) =
- 2 -

: P(qy/H_,0)) = 2q,P(a/H_,0.) :

,f' i

N 9 2.2

- = —sexp {- ql/’zol}u (ql) (4.46)
g

- 1

2

q ((AT/2)2 +q12_) q_(AT/2) S

_ o -

= —>sexp §- 22 Io( 5 )u(ql) (4.47) -—
o -

9 1 91

Thus S

x

- Plg-q, OH } = [fP(ql/HO)dql]qu(u/Ho)dc (4.48) NG




Similarly

=]

Plg;~q, <O/H} = fp{ql<qo/nl,qo=p}pqo(p/ﬂl>do (4.49)

where R

P
Plq) <q /Hy,q  =p} = [ Pl [H))dq, (4.50)

-0

so that P
@ o
P{ql—qo <O/Hl} = -m[ [_mf P(ql/Hl)dql] pqo(p/Hl)do (4.51)

Using now Eg. 4.44 and Eq. 4.46 we have

0 [¢ o] q
v . .2 2
Pigy =, >O/HOJ' = f [ / %—exp t-ql/ZGl}u(ql)dql:l Pq (o/H_)ds
- ] o} (o]
1

= 2, 2 —

= [ ewio? /20t L e (LA o) [ (oBT/2)\ (g (4.52)
172 7 ol =722 -

-0 ot 20 ol S

o] Q O :_:«:‘

For convenience, let : = AT/2 and,recalling u(s) =1, = = 0 -

Egq. 4.52 becomes
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> 2 2
- P{ql-qo >0/Ho} = [ exp g-p (_12.4._1_2)2 S exp {-e /ZOO}IO(D—S)do (4.53)
: 0 201 200 9% %

Letting
6% 402
1 _ 1 1 1
2—2- = —2 3 + —2 2 = Z—Zc;—z— (4.54)
% 91 %o 9%
so that - -
o,i = 0 ol/(;g +a7) (4.55)
S—
we have -
r 2 2 2
. . = 2 2.0 - /20 €0
- Ptql-qo:>0/Ho} = j exp{-p /ZoT} —% i% e OIO J%__Q% de e
- 0 .o O © Rt
2 o T T 7o T
o2 -52/202 a§/202 % -(pz+a2)/202 o, f”-; ¢
= Te °e 9 T | L. o T 1 (Do (4.56)
2 ) 2 02 ' RS
o O T L
where T
x, = eo;/cg (4.

Now the integral itself yields 1, since it is the integral

of a probability density function. Therefore




......................................
...........

02 2 02

- _T _ _E _ T

% “9o %

Similarly for Eg. 4.51
© P g = (522) 2+qi) /2c§ 9 (%L'-)
Ploy~q, <0/m} = [ J se I\ ==
1 1
u(ql)dql]qu(p/Hl)do (4.59)

Cbserving first, the quantity in brackets can be expressed as

AT

2 2 2
v qy -((2aT/2) +ql)/201 qi(jf)
J =€ I\ =7 Julgda;
-~ g g
1 1
=g (A %gd2” &
=1- [ 2e 2 Pl 12 Yyqgd (4.60)
S 2 o 2 999 :
o c o
1 1
Letting
o9 = AT/ZOl (4.61)

and making a change of variable

X = ql/v (4.62)

60

,
AN
;

"I
M
'

14

0
S
D W R WPy

. ‘;..'- .'-..'-.;‘- . .."‘."_ ..'_ e

'l
AR
s
x

E .

T
v

=~
AT

'I

L] .

) PRI
(NP AU

i 2

4

PP PP S P I




3
>,
s
R
o

P

we have that Eg. 4.60 becomes

t - SN

2 2
© -(x +a1)2
1- [ xe I (ax)u(x)dx = 1 - Qo ,p/0)) (4.63)
/01

where Q(-,+) is the well-known Marcum @ function [Ref. 10].

Therefore Eq. 4.59 becomes

— T - - -y
P _':- T T .-'.'.‘.! S
. o v P DL A N

2,2
co -0 /20
P{ql—qo <0/Hl} = j [l -Q <_Z§_TO{_2,6%>] —% e © u(D)dO
2,2
. . © -p /20
g - l-oj Q(A_'—;_f,z%) Se © 45 (4.64)

From Reference 11, the integral of Eq. 4.64 becomes

2,2 2 =\

T -0 /20 o 2
AT/2 o\ o o _ o _ (AT/2)
fe(= =5 )z° do = 57 |1-0| 0=
0 1 71 9 ot

D R T P RPN S A
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Thus Eg. 4.59 becomes

2
a 2
AT/2
Pl g, <OM} = iy em |- P (4.66)
0, +0y 2(co+cl)

Now using Eg. 4.58 and Egq. 4.59 in Egq. 4.39, we have that

02 2 02 02 2
_ 17T _ (AT/2) _ T o (AT/2)
Pe—iojexp 202 . o2 +2<:v2+c:2®q> 2 (a%+0%)
2 o o) o1 %%
Recalling that ¢ = AT/2, using Eg. 4.55, we have
{
2
_ 1 3
Pe = 3 eXp |-~ ——3— (4.67)
2(c” +07)
o) 1

From Eq. 4.67 it is clear that in order to minimize Pe’ we

o 2 . .
must maximize og +0, subject to some constraint on the cclored

noise power. By Eg. 4.20

2,52 2,2 2 2
Yo 1w 9,0 o 9,1
2 2 2 ,
= 25  + e, 0 + jc,l (4.68)
where
62




P

T

/
0

Kc (t-T)Cos Luo‘t+COS w,T dt dart

Q
N
+
Q
]
o— 3

TT

+ [f K, (t-T)Cos w)t Cos w T dt dt (4.69)
00

1

As an example, consider the case where the power spectral

density of the jammer is
s (w) = WPC {6(w-wj) + 6(w+wj)]

Under this assumption it has been shown in Appendix C, that

Eg. 4.69 becomes

2

2 2 _ BT [sinle, w12 >2+ Sin(w) ;) 1/2 2] .
c0” %1 Z (b w3V 172 (o), 1T72 . '

where w5 and Pc are the frequency and the power of the jamming

waveform, respectively. It has also been demonstrated in

Appendix C that Eq. 4.70 is maximum at Wy = w, Or wj = wys SO
that
N . ﬂ
(‘2 .2 ) ) P_T [(Sln(wl w ) T/2 )4 R l] .
c,0 “c,l max 4 (wl-wo)T/Z

and Eg. 4.68 now becomes

------




2 NT |‘ Sin(w; -w, )T/2> ]
o.+a0, = 2 +1 (4.72)
,| 1 r} l—wo)'I‘/Z |
Thus Eq. 4.67 becomes
! 2 2
. p = Lexp -A"T /4
e 2 2 -
PT Sin(w W )T/2\ 2
' NbT + 5 1+ ( (wl-w )T/2 >
AZT/4NO
: = 7@
2
PT Sln(w —wy )T/2
! L+ 14 (
ZNO P ‘ (w —wy T/2
i 1 - SNR
Pe T2 eXpii Sln(w ~wy )T/2 1. (4.73)
2+JSR°SNR[1+< -w)/2 )
. “ ]

2 .
where SNR = (A T/2)/NO and JSR = PC T/(A2T/2), represent signal

to noise ratio and jamming to signal ratio respectively.

Observe that with JSR = 0, Eg.4.73 becomes identical to 2?}:
Eg. 4.10. This result is appealing because for the case of
no jamming, the receiver performance should be identical to that
of a receiver operating in white Gaussian noise interference

only.
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C. RECEIVER PERFORMANCE IN THE PRESENCE OF WHITE GAUSSIAN
NOISE UNDER SINGLE CHANNEL CPERATION

In Section B, we have analyzed the performance of the
quadrature receiver in the presence of white and colored
Gaussian noise. Results were specifically obtained when the
colored noise interference was a single frequency jammer. Sup-
pose now that the quadrature receiver experiences a single
frequency interference which corresponds to one of the signal
frequencies, say w_. Since the receiver makes binary decisions

Q

based on whether q, > g _ or vice versa, the presence of the

o
interference at frequency W, will cause g, to be greater than
9y most of the time creating decision errors nearly 50% of the
time.

In order to prevent this type of situation from arising,
the receiver can turn off the affected channel, or equivalently,
make decisions based only on the output of the other channel,
that is, based only on the size of q;- In this section the
performance of the guadrature receiver is analyzed assuming
white Gaussian noise only interference, and that decisions based
on only one channel output are made.

Assuming that the receiver bases decisions only or the

size of 9y the decision rule now becomes

ap . (4.74)

g}
Ko

Recall from

4.6 that,




S W AT

5 - T 2 T 2
% 0] r(t)Sin wktdt‘] + 0] r(t)Cos w tdt (4.

i kK = 0,1

e

2 2
Xk+Yk (4.
v The probability of error is -

| Pe = Plgy >v/H JP{H } + Plqy <v/H }P{H} (4.

and assuming that P{HO} = P{Hl} = 1/2 then Egq. 4.76 becomes

1 1
= = 1 = -
P > P{ql >Y/HO, + 3 P{ql <,/Hl} (4.
The information bearing signals are

/Ei Si(t) = A sin(wit +¢i)

o -
t O
|~
+3

and in Section B we found that




where ¢ = AT/2 and
NoT
O'l = [0} = —-4— (4.21)

Thus, from Egs. 4.19, 4.46, and 4.47, we obtain

2.2
q e-ql/Zol

_ 1
o =3/ 3 ulq)) dg)
Y o
1
1 Ty -(52+qi)/ZOi 9, €
+—2- - e Io<T> u(ql)dql (4.78)
- 0 -0y

Observe however that a threshold of vy must now be defined.
Clearly, a threshold that minimizes Pe should be chosen. This

can be done by solving dPe/dy = 0.

Thus
dPe 1 L -12/205 -(c +,2)/20%
= — |- L RS
T T 2 [ ze  ure fot2u )
it ’1 “1
1 - 2/2:l -€2/2:i -
= i-jiza u(v) |-1 + e Io(ji) (1.79)
‘1 ‘1

so that solution of dPe/d, = 0 yields an implicit solution for

., namely,
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I. ~l, o -I;J PN T ST AT TAT

Ye EZ/ZOi
1, <?) = e (4.80)

|

Suppose now that Yo is the solution of Eq. 4.80 for a given

value of € and oi. Then

- 2.2
9 -ql/ZUl

. _ 1
3 "o 1
Y 2 2
1 o9 -(e +ql)/201 q;€
+ 5 f e Io( >u(ql) dq (4.81)
- o} o}
1 1
Letting y = ql/ol, Eq. 4.81 becomes
1, .2 2
% /26° = UG
_ 1 o“1 1 1 £
P = e + =1 - [ ye I (y(=))dy
e 2 2 /o o) 91
Yo' U1 . Jd
) 2
-1"/20
_ 1,1 o1l _ 1. .
= —2-+—2—e ZQ(-/Ol,ﬂo/ul) (4.82)
Observe that
2 2 2
2 _  (AT/2) _ AT _
5 = AN T/4 = 3% = SNR (4.83)
51 o o
so that defining
68

......

........

-----




\ e .
3 P

K ]
DahCLENON
Frb

~

we have
Y Yms €
o _ TH™ _ Saes
EI = 01 YTH/zsNR (4.85)

so that the threshold setting equation (Eg. 4.80) becomes

_ _SNR
IO(YTH(ZSNR)) = e (4.86)
and Eq. 4.82 simplifies to
1.1 1 2 1 e e
= S+ -= 1 - = .
P 5+5eXp (= 5 Y (2SNR) } = 5Q (Y25NR, ( pp (V25NR) ) (4.87)

The receiver performance indicated by Eq. 4.87 is compared to
that of an incoherent BFSK receiver that utilizes both channels
for its decisions. (See. Eq. 4.10.) The result of this
comparison 1s presented in Chapter V.
D. RECEIVER PERFORMANCE IN THE PRESENCE OF COLORED NOISE

UNDER SINGLE CHANNEL OPERATION

In this section, we analyze the performance of the quadra-
ture receiver under the assumption of single channel operation,
as described in the previous section. Here however, it is
additionally assumed that a jamming signal is present, whose

energy 1s concentrated around the frequency R (Observe that

69

4

.'
A
r: r.'

RS
-2

hY

T '}i
e




AaZh S8 p by G L N AN R A e et A ¥ Kadadnsind

the channel whose output is qq has a passband around wo' Thus

o a jammer concentrating its energy around w5 would significantly
" affect the output 95 Consequently, turning off or ignoring
i q, would make sense under these circumstances. Hence, the
-
% single channel operation being considered here.)
7 Our decision rule continues to be
\ R
aQ .y (4.74) -
- H "..'v‘
C o)
N and
- P = Lp (g sy/E} + P (g, <y/H,) (4.77) S
2 e 27 191 78y 27 vy <Ry : T
~
X Observe that due to the presence of a jammer
- 2 2 2
1 7T % T %1 (4.28) -
where -
!
2 TT o
a1 T éé Kc(t—T)Sln wyt Sin wlet dr (4.20) j'::.".tt
N
f; As shown in Appendix C,
. P T2 Sin(w.=w,)T/2 \2
.1 - ~c—( S ) (C.12) =
c,l 4 (Mj-ml)T/z B
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when the jammer is concentrated at frequency mj. With

wj = Wy Egq. C.1l2 becomes

2 - .
2 ) PCT Sln(wo-wl)T/Z 2 4. 88
9,1 7 (G -w)1/2 -88)
so that the probability of error is
[ 2
_ 1 1 l 1.2 €
Fe = 27 7® A P
w c,l
1 0 g2 § €2 4.59) ;:;;f
2 ‘. C T g 2 . e S
Sw Gc,l w'*cc,l el
Observe that S
{
A2T/2N

52 _ o e
e P T 2 Sin(w_=wy)T/272 - e
wh%,1 1,1 ¢ .AT/Z[ o “1 ] o
_ 2SNR :‘:::f:f:\':
= Sin(u w1722 (1.90) 3
1+ JSR-SNR[ Ve :I R

Defining




Y2 2SNR )
™ ( 1+JSR- SNR- S50

)
il
N =
+
™| -
——P——
|
Nof -

_lg JSNR | 258R
2 1+JSR-SNR-SSQ ' 'TH V1+JSR-SNR'SSQ

(4.92)

Observe that with JSR = 0, Eg. 4.92 becomes identical to Eqg.
4,87, as must be the case.

Furthermore if the frequency separation (wo-wl) is such
that (wo-wl)T/Z >> 1 or (wo-wl)T/Z = mn, where m is an integef
then, SSQ becomes very small or zero so that the effect
of the presence of the jamming is negligible. The numerical
results obtained from Eq. 4.92 are very similar to those
obtained from Eg. 4.87 as demonstrated in greater detail in
Chapter V.

Recall that the threshold is obtained from the solution of
Eg. 4.86, namely

SNR

I (28NR)) = e (4.86)

ol iTH
However 1f our goal is to set a threshold that minimizes Pe’
for the case being considered here, we can solve for an opti-
mum threshold setting by minimizing Eg. 4.92 with respect to
"y If this procedure is carried out, we obtain the threshold
setting equation

L ( ( 2SR )) - e SNR |
o\ ' | I+JSR-sNR-55Q/) = %) I+JISR-SMR-SSQ |

(4.93)

72




While this result is intuitively appealing, a practical
problem arises in that in most cases, the receiver does not
know the operating JSR value, hence a threshold could not be
set.

Fortunately, computer evaluations carried out using both
Eq. 4.86 and Eq. 4.93 to set the threshold have demonstrated
that the Pe resulting with thfésholds set by Egs. 4.86 and

4.93 are almost (and for all practical purposes) identical.
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V. GRAPHICAL RESULTS

A. GRAPHICAL RESULTS FOR COLORED NOISE INTERFERENCE IN
COHERENT M~-ARY FREQUENCY SHIFT KEYED MODULATED SYSTEMS

In Chapter III, the performance of the MFSK receiver in
the presence of white and colored noise was derived. This

mathematical result is used now to evaluate and graphically

display receiver performance under the presence of white

noise only and under the presence of white and colored noise
3 interference.
L Results are presented sequentially for values of M = 2, 4,

8, and 16 on the performance of the M-ary FSK receiver for

white noise as the only source of interference as well as for

1] v
PR e . .

various conditions of colaqred noise powers in addition to the

e -
I'Al,'l“

normally present WGN interference. The performance results

z
x

v e s
it

for the M-ary FSK receiver presented in this section in terms
of the probability of error are shown as the SNR changes, for
specified values of JSR. Some representative results are

summarized in Tables 5.1, 5.2, 5.3 and 5.4. Figures 5.1 through u%)‘;
5.4 include the performance of the M-ary FSK receiver when the R
transmitted signal is interfered by white noise only, namelv,

JSR = 0. This makes it possible to evaluate the effect of the

F— - e
) AT

jamming on the receiver in comparison to the case in which
WGN 1s the only source of interference. These results have

. been obtained by evaluating Eqg. 3.47. PR
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TABLE 5.1
PERFORMANCE OF 2-FSK RECEIVER
P
e
The Receiver SNR (DB)
-16.0 -5.0 0.0 5.0 10.0
JSR = 0 0.3759 0.2869 0.1586) 0.0376} 0.0008
JSR = 0 db 0.3815 0.3120 0.2397)] 0.1917] 0.1702
JSR = 5 db 0.3914 0.3454 0.3120| 0.2959]| 0.289¢9
JSR = 10 db 0.4115 0.3914 0.3815) 0.37781 0.3765
JSR = 15 db 0.4384 0.4327 0.4305| 0.4298[ 0.4295
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- TABLE 5.2
3
! PERFORMANCE OF 4~FSK RECEIVER
g Py
!
i The Receiver SNR (DB)
-10.0 -5.0 0.0 5.0 10.0

‘ JSR = 0 0.6223 |0.5132 | 0.3222 ] 0.0915 | 0.0022
. JSR = 0 db 0.6262 |0.5313 | 0.3995| 0.2804 | 0.2153
- JSR = 5 db 0.6326 [0.5598 | 0.4861 | 0.4395 | 0.4194
h JSR = 10 db | 0.6478 | 0.6082 | 0.5825) 0.5712 | 0.5671

JSR = 15 db | 0.6734 | 0.6598 | 0.6538 | 0.6517 | 0.6510
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TABLE 5.3

PERFORMANCE OF 8-FSK RECEIVER R

P o

e
THE RECEIVER SNR (DB)

.
".
E
2

-10.0 -5.0 0.0 5.0 10.0 Nte

JSR = 0 0.7778 0.6794 | 0.4755 | 0.1617 | 0.0048 AR

JSR = 0 db 0.7792 0.6885 0.5261 | 0.3246 | 0.1885

JSR 5 db 0.7820 0.7047 0.5958 | 0.4992 | 0.4471

h JSR 10 db 0.7894 0.7384 0.6914 | 0.6648 | 0.6540

- JSR = 15 db 0.8056 0.7834 | 0.7709 [ 0.7658 | 0.7641 e
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: TABLE 5.4

i PERFORMANCE OF 16~FSK RECEIVER

. Po

y THE RECEIVER SNR (DB)

:

| -10.0 -5.0 0.0 5.0 10.0

. JSR = 0 0.8715 0.7949 | 0.6083 1] 0.2455 | 0.0093

: JSR = 0 db 0.8720 0.7987 | 0.6354 | 0.3621 | 0.1374

). JSR = 5 db 0.8731 0.8062 0.6796 | 0.5174 | 0.4019

i JSR = 10 db 0.8763 0.8243 | 0.7556 | 0.7000 | 0.6733 i
JSR = 15 db 0.8839 0.8553 | 0.8329 | 0.8217 | 0.8175 N

|
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B. GRAPHICAL RESULTS FOR NON-COHERENT BINARY FREQUENCY

SHIFT KEYED SIGNAL DETECTION IN THE PRESENCE OF

COLORED NOISE

In Chapter IV, the performance of the quadrature receiver
operating in the presence of white and colored noise was
derived. The mathematical results are now used to evaluate
and graphically display receiver performance under various
conditions of signal and noiséipowers.

First, results are presented for the case in which white
noise is the only source of interference. This yields the
well-known probability of error curves for the standard quadra-
ture receiver for non-coherent BFSK. These are presented in
Fig. 5.5, along with a corresponding plot of the probability of
error of the quadrtature receiver in which only one channel
output is used to make binary decisions.

Additionally, the performance of the quadrature receiver
operating in the presence of white and colored noise is evalu-
ated under dual channel and single channel operation. Under
single channel operation, it is assumed that the colored noise
jamming concentrates its energy around one of the FSK operating
frequencies, and that the receiver is able to make a determinis-
tic as to which "channel is being jammed" so that the outputs
of this channel are ignored in the process of making decisions.
Evaluations are carried out using receiver thresholds that are
dependent as well as independent of jamming power levels.

(Both cases are considered separately.) The performance of

the quadrature receiver in the presence of noise and the jamming
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waveform described in this section in terms of the probability

of error is calculated as the SNR changes for specified values

of JSR. Some important results are summarized in Table 5.5
for JSR = 0 and in Tables 5.6-5.10 as JSR takes on values

of 0.0 db, 5.0 db, 10.0 db, 15.0 and 20.0 db, respectively.

In Figure 5.5 the performance of the standard quadrature receiver e
and the single channel operatiﬁn of the quadrature receiver 1is k
plotted when the transmitted signal is interfered by white
noise only. The theoretical performance of the standard SRS
quadrature receiver is calculated from Equation 4.10, and the
performance of the quadragure receiver under single channel

operation is calculated from Equation 4¢.87.

In Figures 5.6-5.10, the performance of the standard

quadrature receiver and the quadrature receiver under single
channel operation with the threshold dependent as well as

independent of the jamming power level is plotted when the

transmitted signal is interfered by white noise and by the
jamming waveform having Power Spectral Desnity given by Ecuaticn

C.7. Each of the figures corresponds to a specific value of

JSR as shown in the headings. The performance of the standard

quadrature receiver is calculated from Equation 4.73. The

theoretical results for the single channel operation of the
guadrature receiver with a threshold that is independent of the AR
jamming power (Eg. 4.86) is calculated from Equation 4.82, ard

Equaticn 4.92 is used to compute performance of the same re-

celver when the threshold is dependent on the jamming nower

85




TABLE 5.5

PERFORMANCE OF THE QUADRATURE RECEIVER JSR

"
o

P S
e AN
THE RECEIVER SNR (DB) g?{?
S .
S
ARy

-10.0 -5.0 0.0 5.0 10.0 15.0

Standard
Operation 0.4756 0.4268-10.30320.1028{0.0033 ]0.0000000¢u

Single RS
Channel o

Operation 0.4820 0.4460 [0.3531]0.1806}0.0268 | 0.00009 j{
Ty

TABLE 5.6

PERFORMANCE OF THE QUADRATURE RECEIVER JSR = 0 DB

P
e

THE RECEIVER SNR (DB)

-10.0 -5.0 0.0 5.0 10.0 1

w
[

Standard
Operation 0.4767 0.4361 ] 0.3582]0.2709) 0.2172 ] 0.1952

Single »
Channel , e
Operation 0.4820 0.4460] 0.3531} 0.180¢ 0.0263 | 0.00009 L

{
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TABLE 5.7 ‘
-7
PERFORMANCE OF THE QUADRATURE RECEIVER JSR = 5 DB \ 's
CALAT
: SRy
- [ANERL
- Pe )
; THE RECEIVER SNR (DB) AN
-10.0 -5.0 0.0 5.0 10.0 15.0
Standard 3
Operation 0.4788 | 0.4499| 0.4119} 0.3841] 0.3713 ] 0.3667
Single
Channel
Operation 0.4820 0.4460| 0.3531} 0.1806f( 0.0268 | 0.00009
: TABLE 5.8

PERFORMANCE OF THE QUADRATURE RECEIVER JSR = 10 DB

P
e
THE RECEIVER SNR (DB)
i -10.0 [-5.0 |o0.0 |s.0 {10.0 {15.0 -
. Standard o
Operation 0.4836 | 0.4702| 0.4600 0.4551| 0.4533 | 0.4527 o
' {
Single
Channel .
operation 0.4820 | 0.4460| 0.3531] 0.1806/ 0.0268 | 0.00009 }




......

TABLE 5.9
PERFORMANCE OF THE QUADRATURE RECEIVER JSR = 15 DB
P
e
THE RECEIVER SNR (DB)
-10.0 -5.0 0.0 5.0 10.0 15.0
Standard 2 e
Operation 0.4904 0.4869 ) 0.4853]0.4847] 0.4845 | 0.4844 S ey
.
Single e
Channel :
Operation 0.4820 0.4460 ] 0.353110.1806) 0.0268 | 0.00009
TABLE 5.10
PERFORMANCE OF THE QUADRATURE RECEIVER JSR = 20 DB
P
e
THE RLCEIVER SNR (DB)
-10.0 -5.0 0.0 5.0 10.0 15.0
Standard W
Operation 0.4958 0.4953 |1 0.495110.4950/ 0.4950 ¢ 0.4950 7_:4
Single
Channel e
Operation 0.4820 0.4460 | 0.3531(J.18061 0.0268 | 0.00009 '“-]
.
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level. As pointed out in Section D of Chapter 1V, the proba-
bility of error calculated from Equation 4.92 with the thres-
hold set by Eguations 4.86 and 4.93 show almost identical
results.

Tables 5.5 through 5.10 demonstrate that the performance
of the guadrature receiver under single channel operation is

unaffected by changing values of JSR. This is due to the fact

that for Vyr Wy and T values used in the simulation, the value PRt

of SSQ term in Eqg. 4.92 is identical to zero. Thus in order

to demonstrate the effect of the jammer on the receiver under

single channel operation, the value of the jamming fregquency

Wy has been allowed to vary from We all the way up to Wy -

Thus, in place of the SSQ term as defined in Eg. 4.92, we use

the modified term - RN

Sln(wj—wl)T/Z

. :"rlr" M
.

The results of these modifications are presented in Fig. 5.11
and Fig. 5.12 where the probability of error of the receiver }]Mﬂ
glven by Eq. 4.93 1is evaluated for JSR = 5 db and JSR = 10 db, —
respectively, where the jamming frequency (aj) 1s allowed to |
take on values 43 = g (which corresponds to the results given
by Egs. 4.91 and 4.92 without modification), and values of RS
.y = 3(uy +.,)/4 and 3 = ~1- Some of the important results =

obtained are summarized in Tables 5.11 and 5.12 for JSR = 5 db

and JSR = 10 db respectively.
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TABLE 5.11
PERFORMANCE OF THE QUADRATURE RECEIVER SINGLE CHANNEIL OPERATION
FOR DIFFERENT JAMMING FREQUENCIES AND JSR = 5 DB
SNR DB
THE RECEIVER | -10.0 0.0 10.0 20.0 30.0
0y = u, 0.4820 0.3530 | 0.0268 | 1x10™%| 1x107°
oy %(ml+mo) 0.4821 | 0.3589 | 0.0676 | 0.0049 | 0.0023
oy = wy 0.4853 | 0.4476 | 0.4297 | 0.4272 | 0.4269

TABLE 5.12

PERFORMANCE OF THE QUADRATURE RECEIVER SINCLE CHANNEL OPERATIC:.
FOR DIFFERENT JAMMING FREQUENCIES AND JSR = 10 DB
SNR DB

THE RECEIVER -10.0 0.0 10.0 20.0 30.0
3 = wy 0.4820 0.3531 | 0.0268 1 ><lO_9 1 *10-9
% = %(ml+mo) 0.4823 0.3699 | 0.1491 0.0849 0.0773
*5 =9 0.4894 0.4781 | 0.4755 0.4752 0.4751
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VI. CONCLUSIONS

The analysis carried out in this thesis presents the
application of concepts derived in statistical communication
theory, specifically in the theory of signal detection under
the assumption of colored noisé interference. The performance
of digital receivers in terms of probability of error is
determined when the receivers operate in the presence of white

and colored Gaussian noise. Three techniques are examined

separately, one for MPSK modulation, another for coherent
MFSK modulation and the last one for {incoherent) BFSK
modulation.

The mathematical model of the jamming waveform proposed,
consists of colored Gaussian noise of different spectral shapes

and power content.

For MPSK modulation, a mathematical result on the performance
of the (coherent) receiver in the presence of WGN and colored

noise jamming was derived. The complexity of the result along

with the many possible trade-offs involving spectral shapes,

power levels and frequencies of operation made it impossible

to address in this thesis the issue of optimum jamming strate-
gies for MPSK.

For MFSK modulation results on the effect of the coherent
receiver, were derived. A simple assumption was made on the

spectrum of the jamming. By assuming that each signal frequency
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was interfered with a tone subject to a total jamming power
constraint, the receiver P, was evaluated for different vélues
of SNR, JSR, and M. The results demonstrate that this

form of jamming can be quite effective or that significant
increases on P, can be achieved even at low JSR values.

For the case of BFSK modulation, the quadrature receiver
was analyzed under two conditions of operation, standard
operation and single channel operation, in the presence of
colored noise jamming with different power levels. The single
channel operation was introduced as a method for mitigating the
effect of a single tone jammer at one of the carrier freéuen-
cies. When no jamming is present, single channel operation
performs slightly worse than standard receiver (both channels)
operation. However, in the presence of jamming, single channel
operation is superior to standard operation because the ?eceiver
is capable of eliminating much of the jammer energy and its
effect by ignoring the output of the jammed channel during
single channel operation. As pointed ocut in Chapter IV, the
effect of the jamming waveform on the receiver under single
channel operation depends strongly on the jamming frequency
chosen. For the single channel operation, it was assumed that
the jamming is present at one of the two signal frequencies, and
that the receiver turns off the channel affected. Thus, deci-
sions are made based only on the output of the unaffected
channel. However, if under this condition of operation the

jamming changes its f£requency "3 insuch a way as to "move
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closer” to the frequency of the unaffected channel, it has ol
been demonstrated that the receiver probability of error in- A )
creases as w. approaches the frequency of the unaffected

J
channel.
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APPENDIX A

DETAILED INVESTIGATION OF THE VARIANCES OF Ve AND Vg
CONDITIONED ON HYPOTHESES H

Let
wl(t)‘ 0 <t<T =12

0 otherwise

and

Fot ()} 8

]
=
N

Thus

€0 o

T T
I K (e=nu (01 y; (Dt dr

—-0-2C

i
]

= f f ~j; S (w)ejw(t-T)dwwi(t)wg(r)dt 4at

-0 -c0 C

where Kc(r) — S W)
Now
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Sin(w -ETE) /2

[ /55 =1 (w2 TY'T) T/2

(w -35‘1) T/2

Sin(w +3;—n-) T/2

-3 (w+27n/T) T/2

e-ij/4n T

(A.4)
(w +3T“-’l) T/2 :\

wl(“’) (A.5S)

. . T T CL
Because of the relationship between wl(w) and wz(w), it 1s

clear that

V] (=w) 0] (W)

¥y (=) ¥y (@) (2.6)

W~
N

Observe also by similiar arguments, that

i

........
..........
......

T j.T/4n T
v (_'&)e] ! n,r]I.

1
?T. i c Ry l (_A,)du.,

Y dw (A.8B)
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where

=
s
g
S
H

. T . wT
T [Sm(Tmr) ]2 +[ Sm(—2-+mr)] 2
2

wT wT
(_2" -n¥) (7 +nn)

Sin(ﬂz?-m) sin<-‘*’23+m>

+ . -
wT wT
(—2- nr) (-—2— +nw)

(A.9)

So it is clear that in general, oi 2 will not be zero. oo
’ -t

N
K ~
A
. .2
- .
~ .
| - - -
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APPENDIX B

DETAILED INVESTIGATION OF THE BEHAVIOR OF THE PRODUCTS OF

si}-w) AND Sk(w)

We have defined

Fist(t)p(t)} = A—T[L(w-wc-wj) + Llwtu_tw,) ] (B.1)

2 5)

Then

F{SJ!(t)p(t)} x F{S}'((T)p(‘l’)} = S

-~ AT o - -t AT rr o = e
AT 2
= (7?) [L(m-mc -wj)L(w-wc—mk) + L(—w+uc+uj)L(~-wc-uk)

(B.2)

Observe that for reasonably large values of W the first and
the last term in this expression vanish, and we are left with

the products
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j(%{%%)TVZ Sin(urue-%yTVQ Sin(urub-uk)T/Z

e raga 72 Torau) 172 S

-3 (mk"wj)T/Z Si.n(w+wc+wj)'1‘/2 Sin(uﬁ-wc+uk)T/2

te (w+w0+w33'r/2 : (whw_+w, ) T/2 (B.3)

Now focusing on the first term of Eg. B.3, which has significant

components for w in the neighborhood of wgr We see that if

j~k >> 1 then there is essentially no overlap between sine
functions. Therefore the product Sﬁ(-w)sk(w) is zero for :
7

For k = j 1, we have ey

Sin(m-wc‘w.)T/Z Sin(w=-w )T/ 2

3 c “k

!

1 1 — -
= 3 COS(wk wj)T/z - —2-COS(2J-2u)c wj mk)T/z (B.4)

i and when w 1is in the neighborhoocd of W s the product becomes .

approximately

ej (‘”k_wj)T/z [Cos(wk-wj)T/Z -Cos(wjmk)T/Z] ‘T ~
2 ,.)JT/2‘ quT/z

= e

L\ . i
x -Eh /205 -T2

3 (k=3) AuT/2 [Cos(k—j);wT/Z - Cos(k—j)LwT/Z] .o e
2
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The orthogonality condition on the signals required that

AwT = m or AwT/2 = ©/2, so that Eq. B.5 becomes (approximately)

etjﬂ/z [COS(.*:TT/Z) - Cos (23 tl)TT/ZJ -

a2? | G-Eh*t B

- =] Cos jm Cos 7/2*sin jm Sin 7/2] (B.6)
('r/z)zl_ -2h%E B

Eg. B.6 1s zero for all values of the integer j, so we have
that for AwT = =, the product si(—w)sk(w) is equal to zero for

j # k.
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APPENDIX C

DETAILED INVESTIGATION OF THE VARIANCES

02 AND 02 DUE TO COLORED NOISE

c,0 c,1l

Let us define

P;(t) = Cos w;t 1i=0,1 0 <t <T (C.1)

Then Eg. 4.69 becomes

2 2 x=
et T _(LL K (£=1)P_(£)P_ (1)dt dt
'JC’JO
+ 0] R (&=m)P_ (1P, (DAt dr
e
1 ® * Jwt-1)
= = _m,: S . (w) .;L‘.L e P (0P (D)dt dt du
x x 0 .
_l_ ¢ ]u(t-f) - ~
= _‘n/ S, () _i:fx e P (£)P_, (-)dt ds
- 2. 2
= %:_ Sclar P gl 7+ Pl Tlde (C.2)
L.
where .
' -
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Pci(w) = of Cos wite dt = i'e —Tmz:arf7§——

~3 (w;+w) T/2 Sin(w;+w) T/2

4-5'6 —CE:GFEE—— i= 0,1

and )

Sc(w) - Kc(‘t)
Furthermore

Sin(w,=w!T/2 2 Sin(w,+w)T/2 \ 2

2 T 2( i ) T 2( i )

| = =
‘Pci(w)! - (2) Zwi-w5T7§ + (2) (wi+w5T7§

Sin (wi-w)T/Z Sin(wi+w)T/2
(w, = T/2 (o #0) T/2

+ (%)2 2Cos<.uiT

i=20,1

(C.3)

The third term in Egq. C.4 can be assumed for all practical

purposes to be zero. In essence, we require that wj
i = 0,1 for the approximation to be correct.

Consider now the case where

I
=~
—
)
—_
I

|
c
—
+

)
—_
&
+
—
—

Sc(’u)

Since
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@
- 1
PC = -2—“ _mf Sc(w)dw
K ® K
= 3 -mf [G(w-mj) + 6(w+wj)]dw = = (C.6)
then K = TP, SO that we use
S (w) = TP, [6(w—wj) + 6(w+wj)] (C.7)
From Eqg. C.2, we now have
b
2 2 B c 2 _ 2
9%,0 " %,1 ~ —2'—[1.Pco(“’j)I * 1P wj)!
2 2
+ ]Pcl(wj)l + ]pcl,(—wj)l ] (C.8)
A ssuming that W will always be in the vicinity of wg and
wp We can state that
P (w) % = (3>2(Sm(w°_wj)T/2 )2 (c.9)
ooty 2 (w —w.)T/2 )
© 3]
P (- % = (3>2(Sin(w°-wj)T/2>2 (C.10)
co' 73 2 W ~w.)T/2 .
o 3]
ASin(w,~w.)T/2y\ 2
P 2 O (—2 | T (C.11)
cl™j 2 (wl ijT/Z cl' 5
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.‘- ' '.f'

~ -

Py Sin(w_-w.)T/2\ 2 Sin(w,=w.)T/2 \ 2
N P+ = _cl'z(_T_)2< o _J ) .,.2(2)2( 1 J ) ]
c c 2 2 (mo-wj )T/2 2 (wl-ijT/ 2

s chZ Sin (wo‘w OT/2 \2 Sin (wl-w OT/2 \2 T
4 ( (w_= )%/2v > + ( (W~ y%/z ) (C.12) =
- We 7w Wy~ _

In order to maximize the quantity in brackets as a function of S

wj, we need to take derivatives of the expression and set it ﬁ:‘-._
equal to zero. The result of this operation leads to a o

maximum at values of “’j = Wy or wj = Wy Therefore, the

maximum value becomes

Z .
P T Sin(w,-w _)T/2 \ 2 ] T
. e | 1™% -
= 7 [ ( (wl-wo)T/z ) + 1 (C.13)
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