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Past Tenses of English Verbs B

DAVID E. RUMELHART and JAMES L. McCLELLAND

THE ISSUE

Scholars of language and psycholinguistics have becn among the first to stress the importance
of rules in describing human behavior. The reason for this is obvious. Many aspects of
language can be characterized by rules, and the speakers of natural languages speak the language

correctly. Therefore, systems of rules are uscful in characterizing what they will and will not R,
say. Though we all make mistakes when we speak, we have a pretty good ear for what is right i:-:{;‘: ;
and what is wrong—and our judgements of correctness—or grammaticality—are generally even N
casier to charactcrize by rulcs than actual utterances. :: e

On the cvidence that what we will and won’t say and what we will and won’t accept can be 5:‘3-,:‘.(

characterized by rules, it has been argued that, in some sense, we "know” the rules of our
language. The scnse in which we know them is not the same as the sense in which we know
such "rules” as "i before e cxcept after ¢,” however, since we need not necessarily be able to
state the rules explicitly. We know them in a way that allows us to use them to make judge-
ments of grammaticality, it is often said, or to speak and understand, but this knowledge is not
in a form or location which permits it to be encoded into 2 communicable verbal statement. )
Because of this, this knowledge is said to be implicit. -—
So far there is considcrable agreement. Howcver, the exact characterization of implicit
knowledge is a matter of great controversy. One view, which is perhaps extreme but is
nevertheless quite clear, holds that the rules of language are stored in explicit form as proposi-
tions, and are used by language production, comprchension, and judgment mechanisms. These o
propositions cannot be described verbally only because they are sequestered in a specialized RO
. subsystem which is used in language processing, or because they are written in a special code
that only the language processing system can understand. This view we will call the explicit,
inaccessible rule vicw.

On the explicit, inaccessible rule view, language acquisition is thought of as the process of
inducing rules. The language mechanisms are thought to include a subsystem—often called the
language acquisition device (LAD)—whose business it is to discover the rules. A considerable
amount of cffort has been cxpended on the attempt to describe how the LAD might operate,
and there arc a number of different proposals which have becn laid out. Generally, though,
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they share three assumptions:

® The mechanism hypothesizes explicit, inaccessible rules.

A I q

" o Hypotheses are rejected and replaced as they prove inadequate to account for the utter- 3-":';:.:-':
ances the leamner hears. R -;
N

® The LAD is presumed to have imnate knowledge of the possible range of human T N3¢

languages and, therefore, is presumed to consider only hypotheses within the con-
straints imposed by a set of linguistic universals.

QRS S,

The recent book by Pinker (1984) contains a statc-of-the-art example of a model based on this

approach.
. We propose an alternative to explicit, inaccessible rules. We suggest that lawful behavior
'I and judgements may be produced by a mechanism in which there is no explicit representation
. of the rule. Instcad, we suggest that the mechanisms that process language and make judge-
ments of grammaticality are constructed in such a way that their performance is characterizable

- by rules, but that the rules themselves are not written in explicit form anywhere in the mechan-
ism. An illustration of this view, which we owe to Bates (1979), is provided by the honey-

_x'j comb. The regular structure of the honeycomb arises from the interaction of forces that wax
=~ balls excrt on each other when compressed. The honeycomb can be described by a rule, but
] the mechanism which produces it does not contain any statement of this rule.

In our carlier work with the interactive activation model of word perception (McClelland &
Rumclhart, 1981; Rumclhart & McClelland, 1981, 1982), we noted that lawful behavior emerged
from the intcractions of a set of word and letter units. Each word unit stood for a particular
word and had connections to units for the letters of the word. There were no separate units

i for common letter clusters and no explicit provision for dealing differently with orthographi-
- cally rcgular letter sequences—strings that accorded with the rules of English—as opposed to
- irregular scquences. Yet the model did behave differently with orthographically regular non-

N words than it bchaved with words. In fact, the model simulated rather closely a number of
results in the word pereeption literature relating to the finding that subjects perceive letters in
- orthographically regular Ictter strings more accurately than they perceive letters in irregular,
. random letter strings. Thus, the behavior of the model was lawful even though it contained no
' explicit rules.

It should be said that the pattern of perceptual facilitation shown by the model did not
correspond cxactly to any system of orthographic rules that we know of. The mode! produced
as much facilitation, for example, for special nonwords like SLNT, which are clearly irregular,
as it did for matched rcgular nonwords like SLET. Thus, it is not correct to say that the model
cxactly mimicked the behavior we would expect to emerge from a system which makes use of
explicit orthographic rules. However, neither do human subjects. Just like the model, they
showed equal facilitation for vowclless strings like SLNT as for regular nonwords like SLET.
Thus, human perceptual performance scems, in this case at lcast, to be characterized only
approximatcly by rulcs.

Some people have becn tempted to argue that the behavior of the model shows that we can o
do without linguistic rules. We prefer, however, to put the matter in a slightly different light. Sy
» There is no denying that rules still provide a fairly close characterization of the performance of p—

g our subjects. And we have no doubt that rules are even more useful in characterizations of N

sentence production, comprehension, and grammaticality judgements. We would only suggest
. that parallel distributed processing models may provide a mechanism sufficient to capture law-
- ful bechavior, without requiring the postulation of explicit but inaccessible rules. Put suc-
g cinctly, our claim is that PDP models provide an alternative to the explicit but inaccessible
rules account of implicit knowledge of rules.

We can anticipate two kinds of arguments against this kind of claim. The first kind would
claim that although ccrtain types of rule-guided behavior might emerge from PDP modcls, the
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LEARNING THE PAST TENSE 3

models simply lack the computational power nceded to carry out certain types of operations
which can be easily handled by a system using explicit rules. We belicve that this argument is
simply mistaken. We discuss the issue of computational power of PDP models in Chapter 4.
Some applications of PDP models to sentence processing are described in Chapter 19. The
second kind of argument would be that the details of language behavior, and, indeed, the
details of the language acquisition process, would provide unequivocal evidence in favor of a
system of explicit rules.

It is this latter kind of argument we wish to address in the present chapter. We have
selected a phenomenon that is often thought of as dcmonstrating the acquisition of a linguistic
rule. And wec have developed a parallel distributed processing model that leams in a natural
way to behave in accordance with the rule, mimicking the general trends scen in the acquisition
data.

THE PHENOMENON

The phenomenon we wish to account for is actually a sequence of three stages in the acquisi-
tion of the usc of past tense by children learning English as their native tongue. Descriptions
of devclopment of the usec of the past tense may be found in Brown (1973), Ervin (1964), and
Kuczaj (1977).

In Stage 1, children use only a small number of verbs in the past tense. Such verbs tend to
be very high-frequency words, and the majority of these are irregular. At this stage, children
tend to get the past tenses of these words correct if they use the past tense at all. For exam-
ple, a child’s Iexicon of past-tense words at this stage might consist of came, gor, gave, looked,
needed, took, and wens. Of thesc seven verbs, only two are regular—the other five are generally
idiosyncratic examples of irregular verbs. In this stage, there is no evidence of the use of the
rulo—it appears that children simply know a small number of separate items.

In Stage 2, evidence of implicit knowledge of a linguistic rulc emerges. At this stage, chil-
dren use a much larger number of verbs in the past tense. These verbs include a few more
irregular items, but it turns out that the majority of the words at this stage are examples of the
regular past tcnse in English. Some examples are wiped and pulled.

The cvidence that the Stage 2 child actually has a linguistic rule comes not from the mere
fact that he or she knows a number of regular forms. There are two additional and crucial
facts:

® The child can now generate a past tense for an invented word. For example, Berko
(1958) has shown that if children can be convinced to use rick to describe an action,
they will tend to say ricked when the occasion arises to use the word in the past tense.

® Children now incorrectly supply regular past-tense endings for words which they used
correctly in Stage 1. These errors may involve cither adding ed to the root as in comed
/k"md/, or adding ed to the irregular past tensc form as in camed /kAmd/ (Ervin, 1964;
Kuczaj, 1977).

Such findings have been taken as fairly strong support for the assertion that the child at this
stage has acquired the past-tense "rule.” To quote Berko (1958):

If a child knows that the plural of wirch is wirches, he may simply have memorized the

! The notation of phonemes used in this chapter is somewhat nonstandard. It is derived from the computer-
readable dictionary containing phonectic transcriptions of the verbs used in the simulations. A key is given in Table
5.
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4 RUMELHART and MCCLELLAND

plural form. If, however, he tells us that the plural of gusch is gusches, we have evi-
dence that he actually knows, albeit unconsciously, one of those rules which the
descriptive linguist, too, would set forth in his grammar. (p. 151)

In Stage 3, the regular and irregular forms coexist. That is, children have regained the use of
the correct irregular forms of the past tense, while they continue to apply the regular form to
new words they learn. Regularizations persist into adulthood—in fact, there is a class of words
for which either a regular or an irregular version are both considered acceptable—but for the
commoncst irrcgulars such as those the child acquired first, they tend to be rather rare. At this
stage there are some clusters of exceptions to the basic, regular past-tensc pattern of English.
Each cluster includes a number of words which undergo identical changes from the present to
the past tense. For example, there is a ing/ang cluster, an ing/ung cluster, an eet/it cluster, etc.
Therc is also a group of words ending in /d/ or /t/ for which the present and past are identical.

Table 1 summarizes the major characteristics of the three stages.

Variability and Gradualness

The characterization of past-tense acquisition as a sequence of three stages is somewhat
mislcading. It may suggest that the stages are clcarly demarcated and that performance in cach
stage is sharply distinguished from performance in other stages.

In fact, the acquisition process is quite gradual. Little detailed data exists on the transition
from Stage 1 to Stage 2, but the transition from Stage 2 to Stage 3 is quite protracted and
extends over several years (Kuczaj, 1977). Further, performance in Stage 2 is extremely variable.
Correct use of irrcgular forms is never completely absent, and the same child may be observed
to use the correct past of an irregular, the base+ed form, and the past+ed form, within the
same conversation.

Other Facts About Past-Tense Acquisition

Beyond thesc points, there is now considerable data on the detailed types of errors children
make throughout the acquisition process, both from Kuczaj (1977) and more recently from
Bybec and Slobin (1982). We will consider aspects of these findings in more detail below. For
now, we mention one intriguing fact: According to Kuczaj (1977), there is an interesting
diffcrence in the crrors children make to irregular verbs at different points in Stage 2. Early
on, rcgularizations arc typically of the basc+cd form, like goed; later on, there is a large
increasce in the frequency of past+cd errors, such as wented.

TABLE 1

CHARACTERISTICS OF THE THREE STAGES
OF PAST TENSE ACQUISITION

Verb Type Stage 1 Stage 2 Stage 3
Early Verbs Correct  Regularized Correct
Regular — Correct Correct
Other Irregular — Regularized  Correct or Regularized

Nowvel — Regularized Regularized

&Y




LEARNING THE PAST TENSE  §

THE MODEL

The goal of our simulation of the acquisition of past tense was to simulate the three-stage
performance summarized in Table 1, and to sce whether we could capture other aspects of
acquisition. In particular, we wanted to show that the kind of gradual change characteristic of
normal acquisition was also a characteristic of our distributed model, and we wanted to sce
whether the model would capture detailed aspects of the phenomenon, such as the change in
error type in later phases of development and the change in differences in error pattemns
observed for different types of words.

We were not prepared to produce a full-blown language processor that would learn the past
tense from full sentences heard in everyday experience. Rather, we have explored a very simple
past-tense learning environment designed to capture the essential characteristics necessary to
produce the three stages of acquisition. In this environment, the model is presented, as learn-
ing experiences, with pairs of inputs—one capturing the phonological structure of the root
form of a word and the other capturing the pbonological structure of the correct past-tense
version of that word. The behavior of the model can be tested by giving it just the root form
of a word and examining what it generates as its “current guess” of the corresponding past-tense
form.

Structure of the Model

The basic structure of the model is illustrated in Figure 1. The model consists of two basic
parts: (a) A simple partern associaor network similar to those studied by Kohonen (1977, 1984,
seec Chapter 2) which learns the relationships between the base form and the past-tense form,
and (b) a decoding network which converts a featural representation of the past-tense form
into a phonological representation. All learning occurs in the pattern associator; the decoding
network is simply a mechanism for converting a featural representation which may be a near

Fixed . _ o
Encoding Pgt.tern Assocna:gr Decoding/Binding
Network Modifiable Connections Network

r}.

/)
"
i
Q\‘
{

?<<r
b
Iy
%
)

i
i
i
i

Yz

/]
J

Phonological ,* * Phonologlcal
representation representation
of root form Wickelfeature Wickelfeature of past tense
representation representation
of root form of past tense

FIGURE 1. The busic structure of the model.
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6 RUMELHART and MCCLELLAND

miss to any phonological pattern into a legitimate phonological representation. Our primary
focus here is on the pattern associator. We discuss the details of the decoding network in the
Appendix.

Units. The pattern associator contains two pools of units. One pool, called the input pool,
is used to represent the input pattern corresponding to the root form of the verb to be
lcarned. The other pool, called the output pool, is used to represent the output pattern gen-
erated by the model as its current guess as to the past tense corresponding to the root forr
represented in the ir puts.

Each unit stands for a particular feature of the input or output string. The particular
features we used are important to the bechavior of the modcl, so they are described in a
scparate scction below.

Connections. The pattern associator contains a modifiable connection linking each input
unit to cach output unit. Initially, these connections are all set to 0 so that there is no
influence of the input units on the output units. Learning, as in other PDP models described
in this book, involves modification of the strengths of these interconnections, as described
below.

Operation of the Model

On test trials, the simulation is given a phoneme string corresponding to the root of a word.
It then performs the following actions. First, it encodes the root string as a pattern of activa-
tion over the input units. The encoding scheme used is described below. Node activations are
discrete in this modecl, so the activation values of all the units that should be on to represent
this word arc sct to 1, and all the others are set to 0. Then, for cach output unit, the model
computes the net input to it from all of the weighted connections from the input units. The
nct input is simply the sum over all input units of the input unit activation times the
corresponding weight. Thus, algebraically, the net input to output unit i is

net, =}j_a] Wi,

where a, represents the activation of input unit j, and w;; represents the weight from unit j to
unit §.

Fach unit has a threshold, 0, which is adjusted by the lcarning procedure that we will
describe in a moment. The probability that the unit is turned on depends on the amount the
nct input cxceeds the threshold. The lagistic probability function is used here as in the
Boltzmann machinc (Chapter 7) and in harmony theory (Chapter 6) to dctermine whether the
unit should be turned on. The probability is given by

1 (0))

pla, = 1) = —==—pi= gy
l+e (ner, — 8,)/T

where T represents the temperature of the system. The logistic function is shown in Figure 2.
The usc of this probabilistic response rule allows the system to produce different responses on
diffcrent occasions with the same network. It also causcs the system to learn more slowly so
the cffect of regular verbs on the irregulars continues over a much longer period of time. As
discussed in Chapter 2, the temperature, T, can be manipulated so that at very high tempera-
turcs the responsc of the units is highly variable; with lower values of T, the units behave more
like linear threshold units.

Sincc the pattern associator built into the model is a one-layer net with no feedback connec-
tions and no conncctions from onc input uait to another or from one output unit to another,
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FIGURE 2. The logistic function used to calculate probability of activation. The x-axis shows valucs of
net; — 0,/T , and the y-axis indicates the corresponding probability that unit i will be activated.

iterative computation is of no benefit. Therefore, the processing of an input pattern is a sim-
ple matter of first calculating the net input to each output unit and then setting its activation
probabilistically on the basis of the logistic equation given above. The temperature T only
enters in in setting the variability of the output units; a fixed value of T was used throughout
the simulations.

To determine how well the model did at producing the correct output, we simply compare
the pattern of output Wickelphone activations to the pattern that the correct response would
have generated. To do this, we first translate the correct response into a target pattern of
activation for the output units, based on the same encoding scheme used for the input units.
We then compare the obtained pattern with the target pattern on a unit-by-unit basis. If the
output perfectly reproduces the target, then there should be a1 in the output pattern wherever
there is a 1 in the target. Such cases are called hits, following the conventions of signal detec-
tion theory (Green & Swets, 1966). There should also be a 0 in the output whenever therc is a
0 in the target. Such cases are called correcs rejections. Cases in which there are 1s in the out-
put but not in the target arc called fafse alarms, and cases in which there are Os in the output
which should be present in the input are called misses. A variety of mcasures of performance
can be computed. We can mecasure the percentage of output units that match the correct past
tense, or we can compare the output to the pattern for any other response alternative we might
care to evaluate. This allows us to look at the output of the system independently of the
decoding network. We can also employ the decoding network and have the system synthesize a
phonological string. We can measure the performance of the system either at the featural level
or at the level of strings of phonemes. We shall cmploy both of these mechanisms in the
evaluation of different aspects of the overall model.
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Learning

On a lcarning trial, the model is presented with both the root form of the verb and the tar-
gct. As on a test trial, the pattern associator network computes the output it would generate
from the input. Then, for each output unit, the model compares its answer with the target.
Connection strengths arc adjusted using the classic perceptron convergence procedure (Rosen-
blatt, 1962). The perceptron convergence procedure is simply a discrete variant of the delta rule
presented in Chapter 2 and discussed in many places in this book. The exact procedure is as
follows: We can think of the target as supplying a teaching input to each output unit, telling
it what valuc it ought to have. When the actual output matches the target output, the model
is doing the right thing and so none of the weights on the lines coming into the unit are
adjusted. When the computed output is 0 and the target says it should be 1, we want to
increase the probabiiity that the unit will be active the next time the same input pattern is
presented. To do this, we increase the weights from all of the input units that are active by a
small amount n. At the same time, the threshold is also reduced by n. When the computed
output is 1 and the target says it should be 0, we want to dccrease the probability that the unit
will be active the next time the same input pattern is presented. To do this, the weights from
all of the input units that are active are reduced by 7, and the threshold is increased by 4. In
all of our simulations, the value of n is simply sct to 1. Thus, cach change in a weight is a unit
change, cither up or down. For nonstochastic units, it is well known that the perceptron con-
vergence procedure will find a set of weights which will allow the model to get each output
unit correct, provided that such a sct of wcights cxists. For the stochastic case, it is possible
for the Icarning procedure to find a set of weights that will makc the probability of error as
low as desired. Such a sct of weights exists if a sct of weights exists that will always get the
right answer for nonstochastic units.

Learning Regular and Exceptional Patterns in a Pattern Associator

In this scction, we present an illustration of the behavior of a simple pattern associator
modcl. Thc modcl is a scaled-down version of the main simulation described in the next sec-
tion. We describe the scaled-down version first because in this model it is possible to actually
cxaminc the matrix of conncction weights, and from this to see clearly how the model works
and why it produccs the basic three-stage lcarning phenomenon characteristic of acquisition of
the past tense. Various aspects of pattern associator networks are described in a number of
places in this book (Chapters 1, 2, 8, 9, 11, and 12, in particular) and clscwhere (Anderson,
1973, 1977; Andcrson, Silverstein, Ritz, & Jones, 1977; Kohonen, 1977, 1984). Here we focus
our attention on their application to thc representation of rules for mapping one sct of pat-
terns into another.

For the illustration modcl, we use a simplic nctwork of cight input and cight output units
and a sct of conncections from cach input unit to cach output unit. The network is illustrated
in Figure 3. The network is shown with a sct of conncections sufficicnt for associating the pat-
tern of activation illustrated on the input units with the pattern of activation iliustrated on the
output units. (Active units are darkened; positive and negative connections arc indicated by
numbers written on cach connection). Next to the network is the matrix of connections
abstracted from the actual nctwork itself, with numerical values assigned to the positive and
ncgative conncctions. Notc that cach wcight is located in thc matnx at the point where it
occurred in the actual nctwork diagram. Thus, the entry in the ith row of the jth column
indicates the connection w,; from the jth input unit to the ith output unit.

Using this diagram, it is casy to compute the net inputs that will arise on the output units
when an input pattern is presented. For cach output unit, one simply scans across its cows and
adds up all the weights found in columns assoctated with active input units. (This is cxactly
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FIGURE 3. Simple network used in illustrating basic propertics of pattern associator networks; excitatory and inhi-
bitory connections needed to allow the active input pattern to produce the illustrated output pattern are indicated

with + and —. Next to the network, the matrix of weights indicating the strengths of the connections from each in-
put unit to each output unit. [oput units are indexed by the column they sppear in; output units are indexed by
row. '

what the simulation program does!) The reader can verify that when the input pattern illus-
trated in the left-hand panel is presented, each output unit that should be on in the output
pattern receives a net input of +45; each output unit that should be off receives a net input of
~452 Plugging these values into Equation 1, using a temperature of 15,° we can compute that
cach output unit will take on the correct value about 95% of the time. The reader can check
this in Figure 2; when the net input is +45, the exponent in the denominator of the logjstic
function is 3, and when the net input is —45, the exponent is —3. These correspond to activa-
tion probabilities of about .95 and .05, respectively.

One of the basic properties of the pattern associator is that it can store the connections
appropriate for mapping a number of diffcrent input patterns to a number of different output
patterns. The perceptron convergence procedure can accommodate a number of arbitrary asso-
ciations between input patterns and output patterns, as long as the input patterns form a
lincarly indcpendent sct {scc Chapters 9 and 11). Table 2 illustrates this aspect of the model.
The first two cclls of the table show the connections that the modecl learns when it is trained
on each of the two indicated associations separately. The third cell shows connections lcarned
by the model when it is trained on both patterns in alternation, first seeing one and then seeing
the other of the two. Again, the recader can verify that if either input pattern is presented to a
network with this sct of connections, the correct corresponding output pattern is recon-
structed with high probability; each output unit that should be on gets a net input of at least

2 [n the examples we will be considering in this section, the thresholds of the uaits are fixed at 0. Threshold terms
add an extra degree of freedom for cach output unit and allow the unit to come on io the abscoce of input, but they
are otherwise inessential to the operation of the model. Computationally, they are equivalent to an adjustable
weight to an extra input unit that is always on.

s, .-I‘..,Aau,

.

3 For the actual simulations of verb leaming, we used a value of T equal to 200. This mecans that for a fixed value
of the weight on an input line, the cffect of that line being active on the unit’s probability of firing is much fower
than it is in these illustrations. This is balanced by the fact that in the verb learning simulations, a much larger
osumber of inputs contribute to the activation of each output unit. Respoansibility for turming a unit oo is simply
more distributed when {arger input patteros arc used.
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- +45, and cach output unit that should be off gets a net input below —45. e
- The restriction of networks such as this to lincarly independent sets of patterns is a scvere o e

r one since there are only N linearly independent patterns of length N. That means that we
could store at most cight unrclated associations in the network and maintain accurate perfor-
mance. However, if the patterns all conform to a general rule, the capacity of the network can
be greatly enhanced. For cxample, the set of connections shown in cell D of Table 2 is capable
of processing all of the patterns defined by what we call the rule of 78. The rule is described
in Table 3. Therc arc 18 diffcrent input/output pattern pairs corresponding to this rule, but
they present no difficulty to the nctwork. Through rcpeated prescntations of examples of the

- rule, the perceptron convergence procedure learned the set of weights shown in cell D of Table

2. Again, the reader can verify that it works for any legal association fitting the rule of 78.

(Note that for this cxample, the "regular” pairing of (14 7) with (1 4 8) was used rather than

A the cxceptional mapping illustrated in Table 3).

g
RN

TABLE 3

THE KULE OF 78

. Input patterns consist of one active (123)
unit from cach of the following scts: (456)
(718) .
ol The output pattern paired with a given The same unit from (1 2 3) The same
X input pattern consists of: unit from (4 5 6) The other unit from
- )
o Examples: 247~ 248
3 168+ 167
357. 358

An exception: 147 . 147
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We have, then, observed an important property of the pattern associator: If there is some
structure to a sct of patterns, the network may be able to learn to respond appropriatcly to all
of the members of the set. This is true, even though the input vectors most certainly do not
form a linearly independent set. The model works anyway because the response that the model
should make to some of the patterns can be predicted from the responses that it should make
to others of the patterns.

Now let's consider a case more like the situation a young child faces in lcarning the past
tenses of English verbs. Here, there is a regular pattern, similar to the rule of 78. In addition,
however, there are exceptions. Among the first words the child learns are many exceptions, but
as the child learns more and more verbs, the proportion that are regular increases steadily. For
an adult, the vast majority of verbs are regular.

To examine what would happen in a pattern associator in this kind of a situation, we first
presented the illustrative 8unit model with two pattern-pairs. One of these was a regular
example of the 78 rule [(258)~ (257). The other was an exception to the rule
[147) - (147)). The simulation saw both pairs 20 times, and connection strengths were
adjusted after cach presentation. The resulting set of connections is shown in cell A of Table
4. This number of lcarning trials is not cnough to lead to perfect performance; but after this
much experience, the model tends to get the right answer for cach output unit close to 90 per-
cent of the time. At this point, the fact that one of the patterns is an example of a general
rule and the other is an exception to that rule is irrelevant to the model. It learns a set of con-
nections that can accommodate these two patterns, but it cannot generalize to new instances
of the rule.

This situation, we suggest, characterizes the situation that the language learner faces early on
in learning the past tense. The child knows, at this point, only a few high-frequency verbs, and
these tend, by and large, to be irregular, as we shall sec below. Thus each is treated by the net-
work as a scparatc association, and very little generalization is possible.

But as the child learns more and more verbs, the proportion of regular verbs increases. This
changes the situation for the learning model. Now the model is faced with a number of exam-
ples, all of which follow the rule, as well as a smattering of irregular forms. This new situation
changes the cxpericnce of the network, and thus the pattern of interconnections it contains.

TABLE 4

REPRESENTING EXCEPTIONS: WEIGHTS IN THE 8-UNIT NETWORK

A. After 20 exposures to B.  After 10 more exposures to
(147) - (147),(258)-(257) all 18 associations
12 12 L1 a2 RS IS ] 4 34 2 -2 -0 4 3 -8
-1 13 .1 13 .1 13 32 46 27 -1 2 -4 9 -4
21 -n R S § | RS B B § | 3 224 484 S5 5 4 2009
12 -12 . 12 .12 . 12 12 -1 -7 745 34 226 4 -1
-1 11 .o-Nn n .1 1N L -3 3 030 4 7 -7 -7
1 12 RS § S ¥ ] RS § IS V4 6 8 3 31 28 £ I 2
12 1 o121 .12 nmn 2 6 11 -2 46 -35 38
11 .13 RS S k| RIS § IS k) 9 4 7 13 1 6 36 -4
C.  After 30 more exposures to D.  Aftcr a total of 500 exposures
all 18 associations to alt 18 associations
61 -38 .38 -6 -5 -4 -6 9 64 -39 .39 -5 -4 -5 7 -7
38 62 -39 -6 -5 -4 -8 -7 -39 63 -39 -5 -5 -5 -7 -8
37 38 62 5 S5 3 T 06 39 40 &4 S5 5 S5 88 7
4 6 6 62 4 38 8 8 5 5 S5 6 4 -39 8 -7
-5 -5 4 38 62 -38 -7 7 -5 -5 S -39 63 -3 -7 8
6 4 5 38 -39 6 8 7 S5 5 5 39 39 &8 8 7
20 -5 4 22 -5 6 -5 6 7y 28 29 70 -28 -28 92 106
-19 8 5 -18 S 7T 54 60 0 0227 28 70 27 28 91 -106
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12 RUMELHART and MCCLELLAND

Because of the predominance of the regular form in the input, the network learns the regular
pattern, temporarily "overregularizing” exceptions that it may have previously leamed.

Our illustration takes this situation to an extreme, perhaps, to illustrate the point. For the
sccond stage of lcarning, we present the model with the entire set of cighteen input pattems
consisting of one active unit from (12 3), one from (4 5 6), and one from (7 8). All of these
patterns arc regular except the one exception alrcady used in the first stage of training.

At the end of 10 cxposures to the full set of 18 patterns, the model has learned a set of con-
ncction strengths that predominantly capturcs the "rcgular pattern.” At this point, its response
to the cxceptional pattern is worse than it was before the beginning of Phase 2; rather than get-
ting the right output for Units 7 and 8, the network is now regularizing it.

The rcason for this bchavior is very simple. All that is happening is that the model is con-
tinually being bombarded with learning cxpericnces directing it to Icarn the rule of 78. On
only one learning trial out of 18 is it exposed to an exception to this rule.

In this example, the deck has been stacked very strongly against the exception. For several
learning cycles, it is in fact quite difficult to tell from the connections that the model is being
cxposed to an exception mixed in with the regular pattern. At the end of 10 cycles, we can see
that the model is building up extra excitatory connections from input Units 1 and 4 to output
Unit 7 and extra inhibitory strength from Units 1 and 4 to Unit 8, but these are not strong
enough to make the model get the right answer for output Units 7 and 8 when the (147)
input pattern is shown. Even after 40 trials (panel C of Table 4), the model still gets the wrong
answer on Units 7 and 8 for the (1 4 7) pattern more than half the time. (The reader can still
be checking these assertions by computing the net input to ecach output unit that would result
from presenting the (1 4 7) pattern.)

It is only aftcr the modc! has reached the stage where it is making very few mistakes on the
17 regular patterns that it begins to accommodate to the exception. This amounts to making
the connection from Units 1 and 4 to output Unit 7 strongly excitatory and making the con-
ncctions from these units to output Unit 8 strongly inhibitory. The model must also make
scveral adjustments to other connections so that the adjustments just mentioned do not cause
errors on rcgular patterns similar to the exceptions, such as (157), (247), etc. Finally, in
panel D, after a total of 500 cycles through the full set of 18 patterns, the weights are sufficient
to get the right answer ncarly all of the time. Further improvement would be very gradual
since the network makes crrors so infrequently at this stage that therc is very little opportunity
for change.

It is intcresting to consider for a moment how an association is represented is a model like
this. We might be tempted to think of the reprcsentation of an association as the difference
between the sct of conncction strengths needed to represent a set of associations that includes
the association and the sct of strengths needed to represent the same set excluding the associa-
tion of intcrest. Using this definition, we see that the rcpresentation of a particular associa-
tion is far from invariant. What this means is that lcarning that occurs in one situation (e.g.,
in which there is a small set of unrelated associations) does not necessarily transfer to a new
situation (e.g., in which there are a number of regular associations). This is essentially why the
carly lcarning our illustrative modec! exhibits of the (1 47) - (1 4 7) association in the context
of just onc other association can no longer support correct performance when the larger
ensemble of regular patterns is introduced.

Obviously, the example we have considered in this section is highly simplified. However, it
illustrates several basic facts about pattern associators. One is that they tend to exploit regular-
ity that exists in the mapping from one sct of patterns to another. Indeed, this is one of the
main advantages of the use of distributed representations. Second, they allow exceptions and
rcgular patterns to cocxist in the same network. Third, if there is a predominant regularity in a
sct of patterns, this can swamp cxceptional pattcrns until the set of connections has been
acquired that capturcs the predominant regularity. Then further, gradual tuning can occur that
adjusts these connections to accommodate both the regular patterns and the exception. These
basic propertics of the pattern associator model lie at the heart of the three-stage acquisition
process, and account for the gradualness of the transition from Stage 2 to Stage 3.
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LEARNING THE PAST TENSE 13

Featural Representations of Phonological Patterns

The preceding section describes basic aspects of the behavior of the pattern associator model
and captures fairly wcll what happens when a pattern associator is applied to the processing of
English verbs, following a training schedule similar to the one we have just considered for the
acquisition of the rule of 78. Therec is one caveat, however: The input and target patterns—
the base forms of the verbs and the correct past tenses of these verbs—must be represented in
the model in such a way that the features provide a convenient basis for capturing the regulari-
ties embodied in the past-tense forms of English verbs. Basically, there were two considera-
tions:

® We needed a representation which permitted a differentiation of all of the root forms
of English and their past tenses.

® We wanted a representation which would provide a natural basis for generalizations to
emerge about what aspects of a present tense correspond to what aspects of the past
tense.

A scheme which meets the first criterion but not the second is the scheme proposed by
Wickelgren (1969). He suggested that words should be represented as scquences of context-
scnsitive phoneme units, which represent each phone in a word as a triple, consisting of the
phone itsclf, its predecessor, and its successor. We call these triples Wickelphones. Notation-
ally, we write cach Wickelphone as a triple of phonemes, consisting of the central phoneme,
subscripted on the left by its predecessor and on the right by its successor. A phoneme occur-
ring at the beginning of a word is preceded by a special symbol (#) standing for the word
boundary; likewise, a phoneme occurring at the cnd of a word is followed by #. The word
/kat/, for example, would be represented as ,k,, (&, and t,. Though the Wickelphones in a
word are not strictly position specific, it turns out that (a) few words contain more than one
occurrence of any given Wickelphone, and (b) there are no two words we know of that consist
of the same sequence of Wickelphones. For example, /slit/ and /silt/ contain no Wickel-
phones in common.

Onc nicec property of Wickelphones is that they capture cnough of the context in which a
phoncme occurs to provide a sufficient basis for diffcrentiating between the different cases of
the past-tense rule and for characterizing the contextual variables which dctermine the subregu-
laritiecs among the irrcgular past-tense verbs. For example, the word-final phoneme which
determines whether we should add /d/, /t/ or /°d/ in forming the regular past. And it is the
scquence (N, which is transformed to N, in the ing - ang pattcmn found in words like sing.

The trouble with the Wickclphone solution is that therc arc too many of them, and they are
too specific. Assuming that we distinguish 35 diffcrent phoncemes, the number of Wickel-
phones would be 35% or 42,875, not even counting the Wickclphones containing word boun-
daries. And, if we postulate one input unit and onc output unit in our modecl for each Wick-
clphone, we require rather a large connection matrix (4.3x10* squared, or about 2x10°%) to
represent all their possible connections.

Obviously, a more compact representation is required. This can be obtained by representing
cach Wickclphone as a distributed pattern of activation over a sct of fcature detectors. The
basic idea is that we represent each phoneme, not by a single Wickelphone, but by a pattern of
what we call Wickelfeatures. Each Wickelfeature is a conjunctive, or context-sensitive, feature,
capturing a feature of the central phoncme, a feature of the predecessor, and a feature of the
Successor.
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Details of the Wickelfeature representation. For concretencss, we will now describe the
details of the feature coding scheme we used. It contains several arbitrary properties, but it
also captures the basic principles of coarse, conjunctive coding described in Chapter 3. First,
we will describe the simple feature representation scheme we used for coding a single phoneme
as a pattern of featurcs without regard to its predecessor and successor. Then we describe how
this scheme can be extended to code whole Wickelphones. Finally, we show how we "blur”
this rcpresentation, to promotce generalization further.

To charactcrize each phoneme, we devised the highly simplified feature set illustrated in
Table 5. The purpose of the scheme was (a) to give as many of thc phonemes as possible a dis-
tinctive code, (b) to allow code similarity to refiect the similarity structure of the phonemes in
a way that scemed sufficient for our present purposes, and (c) to keep the number of different
fcatures as small as possiblc.

The coding scheme can be thought of as catcgorizing cach phoneme on cach of four dimen-
sions. The first dimension divides the phonemes into three major types: interrupted consonants
(stops and nasals), continuous consonants (fricatives, liquids, and semivowcls), and vowcls.
The sccond dimension further subdivides these major classes. The interrupted consonants are
divided into plain stops and nasals; the continuous consonants into fricatives and sonorants
(liquids and secmivowels are lumped together); and the vowels into high and low. The third
dimension classifics the phonemes into three rough places of articulation—front, middle, and
back. The fourth subcatcgorizes the consonants into voiced vs. voiceless categories and sub-
categorizes the vowels into long and short. As it stands, the coding scheme gives identical
codes to six pairs of phonemes, as indicated by the duplicate entries in the cells of the table.
A morc adequate scheme could easily be constructed by increasing the number of dimensions
and/or valucs on the dimensions.

Using the above code, each phoneme can be characterized by one value on each dimension.
If we assigned a unit for cach value on each dimension, we would need 10 units to represent
the fcatures of a single phoncme since two dimensions have three values and two have two
values. We could then indicate the pattern of these features that corresponds to a particular
phoneme as a pattern of activation over the 10 units.

Now, onc¢ way to represent cach Wickelphone would simply be to use three scts of feature
patterns: one for the phoneme itself, onc for its predecessor, and one for its successor. To

TABLE 5

CATEGORIZATION OF PHHONEMES ON FOUR SIMPLE DIMENSIONS

Place

Front Middie Back

v/L u/s vV/L us v USs

Interrupted Stop b p d t [3 k
Nasal m - n . N .

Cont. Consonant Fric. v/D /T z [ Z/j sS/C
Lig/SV wA - r - y b

Vowd High E i (o] ° U u
Low A [ { a/a w */o

Key: N —ngin sing; D —thinthe; T =thin with, Z ~ z in cure; S = sh in ship;
C —chinchip, E~ccinbeer, i ~iinbit; O ~ oain boat, ° —u in but or schwa;
U -ooinboot;u —ooinbook, A —aiin bair; ¢ —cin ber, | —i_ecin bite;
a—-ainbat,a —ainfather, W —ow incow, * — awin saw, 0 — 0 in hot
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LEARNING THE PAST TENSE 1)

capture the word-boundary marker, we would need to introduce a special cleventh feature.
Thus, the Wickelphone ,k, can be represented by

{ (000) (00) (000) (00) 1]
{ (100) (10) (001) (01) 0 ]
[ (001) (01) (010) (01) 0 ].

Using this scheme, a Wickelphone could be represented as a pattern of activation over a set of
33 units.

However, there is one drawback with this. The representation is not sufficient to capture
more than one Wickelphone at a time. If we add another Wickelphone, the representation
gives us no way of knowing which features belong together.

We need a representation, then, that provides us with a way of determining which features
go together. This is just the job that can be done with detectors for Wickelfeatures—triples of
features, one from the central phoneme, one from the predecessor phoneme, and one from the
successor phoneme.

Using this scheme, cach detector would be activated when the word contained a Wickel-
phone containing its particular combination of three features. Since each phoneme of a Wick-
elphone can be characterized by 11 features (including the word-boundary feature) and each
Wickelphone contains three phonemes, there are 11xX11x11 possible Wickelfeature detectors.
Actually, we are not intcrested in representing phoncmes that cross word boundaries, so we
only need 10 fcatures for the center phoneme.

Though this leaves us with a fairly rcasonable number of units (11x10x11 or 1,210), it is still
large by the standards of what will easily fit in available computers. However, it is possible to
cut the number down still further without much loss of representational capacity since a
representation using all 1,210 units would be highly redundant; it would represent cach feature
of each of the thrce phonemes 16 different times, one for each of the conjunctions of that
fcature with one of the four features of one of the other phonemes and one of the four
fcaturcs of the other.

To cut down on this redundancy and on the number of units required, we simply climinated
all those Wickelfcatures specifying values on two different dimensions of the predecessor and
the successor phonemes. We kept all the Wickelfeature detectors for all ce binations of
diffcrent values on the same dimension for the predecessor and successor phonen.cs. It tumns
out that there arc 260 of these (ignoring the word-boundary feature), and each feature of each
member of each phoncme triple is still represented four different times. In addition, we kept
the 100 possible Wickclfcatures combining a preceding word-boundary fecature with any feature
of the main phoncme and any feature of the successor; and the 100 Wickelfeatures combining a
following word boundary fcature with any featurc of the main phoneme and any feature of the
successor. All in all then, we used only 460 of the 1,210 possible Wickelfeatures.

Using this rcpresentation, a verb is represented by a pattern of activation over a set of 460
Wickc!fcature units. Each Wickelphone activates 16 Wickcelfcature units. Table 6 shows the 16
Wickelfcature units activated by the Wickclphone (A, the central Wickclphone in the word
came. The first Wickclfcature is tumed on whencver we have a Wickelphone in which the
preceding contextual phoncme is an interrupted consonant, the central phoneme is a vowel,
and the following phoneme is an interrupted consonant. This Wickelfeature is turned on for
the Wickclphonc A, since /k/ and /m/, the context phonemes, are both interrupted con-
sonants and /A/, the central phoneme, is a vowel. This same Wickelfeature would be turned
on in the representation of wly, p°y. 8, and many other Wickelfeatures. Similarly, the sixth
Wickelfcature listed in the table will be turned on whenever the preceding phoneme is made in
the back, and the central and following phonemes are both made in the front. Again, this is
turned on because /k/ is made in the back and /A/ and /m/ are both made in the front. In
addition to A, this fcaturc would be turned on for the Wickclphones A, (A, xA,, and oth-
crs. Similarly, cach of the sixtcen Wickelfcaturcs stands for a conjunction of three phonctic
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16 RUMELHART and MCCLELLAND

TABLE 6

THE SIXTEEN WICKELFEATURES FOR THE WICKELPHONE e

Feature  Preceding Context Central Phoneme  Following Context

1 Interrupted Vowd Interrupted
2 Back Vowd Front
3 Stop Vowd Nasal
4 Voiced Vowd Unvoiced
N {nterrupted Froot Vowel
6 Back Front Front
7 Stop Front Nasal
8 Voiced Front Unwoiced
9 Interrupted Low Interrupted
10 Back Low Front
1 Stop Low Nasal
12 Voiced Low Ubnwoiced
13 Interrupted Long Vowel
14 Back Long Fronot
15 Stop Long Nasal
16 Voiced Long Unwiced

features and occurs in the representation of a large number of Wickelphones.

Now, words are simply lists of Wickelphones. Thus, words can be represented by simply
turning on all of the Wickclfeatures in any Wickelphone of a word. Thus, a word with three
Wickelphones (such as came, which has the Wickelphones ,k,, yAy, and jm,) will ha~ at
most 48 Wickclfcatures turned on. Since the various Wickelphones may have some Wickel-
fcaturcs in common, typically there will be less than 16 times the number of Wickelfeatures
turned on for most words. It is important to note the temporal order is entirely implicit in
this rcpresentation.  All words, no matter how many phonemes in the word, will be
rcprescnted by a subsct of the 460 Wickelfcatures.

Blurring the Wickelf eature representation. The representational scheme just outlined con-
stitutes what we call the primary representation of a Wickclphone. In order to promote faster
gencralization, we further blurred the representation. This is accomplished by turning on, in
addition to thc 16 primary Wickelfcaturcs, a randomly sclected subsct of the similar Wickel-
featurcs, specifically, those having the same value for the central feature and one of the two
context phoncmes. That is, whencver the Wicke!fcature for the conjunction of phonemic
fcatures f ¢, f 2, and f3 is tumed on, cach Wickclfcature of the form <?f ,f > and
< f f ;7> may be turned on as well. Here "7 stands for "any fcature.”" This causes cach word
to activate a larger sct of Wickelfeatures, allowing what is lcarned about one sequence of
phonemes to gencralize more readily to other similar but not identical scquences.

To avoid having too much randomnecss in the representation of a particular Wickelphone, we
turncd on the same subsct of additional Wickelfcaturcs cach time a particular Wickelphone
was to be represented. Bascd on subsequent expericnce with related models (see Chapter 19),
we do not telieve this makes very much difference.

There is a kind of tradc-off between the discriminability among the basc forms of verbs that
the representation provides and the amount of gencralization. We need a representation which
allows for rapid generalization while at the same time maintains adequate discriminability. We
can manipulate this factor by manipulating the probability p that any one of these similar
Wickclfcatures will be turned on. In our simulations we found that turning on the additional
fcaturcs with fairly high probability (.9) led to adequate discriminability while also producing
relatively rapid gencralization.

Although the model is not completely immune to the possibility that two different words
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LEARNING THE PAST TENSE 17

will be represented by the same pattern, we have encountered no difficulty decoding any of the
verbs we have studied. However, we do not claim that Wickelfeatures necessarily capture all
the information needed to support the generalizations we might need to make for this or other
morphological processes. Some morphological processes might require the use of units which
were further differentiated according to vowel stress or other potential distinguishing charac-
teristics. All we claim for the present coding scheme is its sufficiency for the task of represent-
ing the past tenses of the 500 most frequent verbs in English and the importance of the basic
principles of distributed, coarse (what we are calling blurred), conjunctive coding that it embo-
dies (sce Chapter 3).

Summary of the Structure of the Model

In summary, our model contained two sets of 460 Wickelfeature units, one set (the input
units) to represent the base form of each verb and one set (the output units) to represent the
past-tense form of cach verb.

The model is tested by typing in an input phoneme string, which is translated by the fixed
encoding network into a pattern of activation over the set of input units. Each active input
unit contributes to the net input of cach output unit, by an amount and direction (positive or
negative) dctermined by the weight on the connection between the input unit and the output
unit. The output units are then turned on or off probabilistically, with the probability increas-
ing with the diffcrence between the net input and the threshold, according to the logistic
activation function. The output pattern generated in this way can be compared with various
alternative possible output patterns, such as the correct past-tense form or some other possible
response of intcrest, or can be used to drive the decoder nctwork described in the Appendix.

The model is trained by providing it with pairs of patterns, consisting of the base pattern

and the target, or correct, output. Thus, in accordance with common assumptions about the ’\ A"
nature of the Icarning situation that faces the young child, the model reccives only correct :-E:::‘:.:
input from the outside world. However, it compares what it generates internally to the target s::t_':-- )

output, and when it gets the wrong answer for a particular output unit, it adjusts the strength e,
of the connection between the input and the output units so as to reduce the probability that f.‘:f;:

it will make the same mistake the next time the same input pattern is presented. The adjust-
ment of connections is an extremely simple and local procedure, but it appears to be sufficient
to capture what we know about the acquisition of the past tense, as we shall see in the next
scction.

THE SIMULATIONS

The simulations described in this section are concerned with demonstrating three main
points:

® That the model capturcs the basic three-stage pattern of acquisition.

® That the model captures most aspects of differences in performance on different types
of regular and irregular verbs.

® That thc model is capable of responding appropriatcly to verbs it has never scen
before, as well as to regular and irregular verbs actually experienced during training. ——
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In the sections that follow we will consider these three aspects of the model’s performance in
turn.

The corpus of verbs used in the simulations consisted of a set of 506 verbs. All verbs were
chosen from the Kucera and Francis (1967) word list and were ordered according to frequency
of their gerund form. We divided the verbs into three classes: 10 high-frequency verbs, 410
medium-frequency verbs, and 86 low-frequency verbs. The ten highest frequency verbs were:
come (/k"m/), ger (/get/), give (/giv/), look (Nluk/), take (/tAk/), go (/RO/), have (/hav/), live
(Nliv/), and feel (/fEl/). There is a total of 8 irregular and 2 regular verbs among the top 10.
Of the medium-frequency verbs, 334 were regular and 76 were irregular. Of the low-frequency
verbs, 72 were regular and 14 were irregular.

The Three-Stage Learning Curve

The results described in this and the following sections were obtained from a single (long)
simulation run. The run was intended to capturc approximatcly the experience with past
tenses of a young child picking up English from everyday conversation. Our conception of the
naturc of this cxperience is simply that the child lcams first about the present and past tenses
of the highest frequency verbs; later on, Icarning occurs for a much larger ensemble of verbs,
including a much larger proportion of regular forms. Although the child would be hearing
present and past tenses of all kinds of verbs throughout development, we assume that he is
only able to lcarn past tenses for verbs that he has already mastercd fairly well in the present
tense.

To simulate the carlicst phase of past-tense lcarning, the model was first trained on the 10
high-frequency verbs, receiving 10 cycles of training presentations through the set of 10 verbs.
This was cnough to produce quite good performancc on these verbs. We take the performance
of the modcl at this point to correspond to the performance of a child in Phase 1 of acquisi-
tion. To simulate later phascs of lcarning, the 410 medium-frequency verbs were added to the
first 10 verbs, and the system was given 190 more lcarning trials, with ecach trial consisting of
onc presentation of cach of the 420 verbs. The responscs - the model early on in this phase of
training correspond to Phase 2 of the acquisition process; its ultimate performance at the end
of 190 cxposures to cach of the 420 verbs corresponds to Phase 3. At this point, the model
exhibits almost crrorlcss performance on the basic 420 verbs. Finally, the sct of 86 lower fre-
qucncy verbs were presented to the system and the transfer responses to these were recorded.
During this phase, conncction strengths were not sdjusted. Performance of the model on these
transfer verbs is considered in a later section

Wec do not claim, of coursc, that this training cxperience exactly captures the learning experi-
cnce of the young child. It should be pertectly clear that this training experience cxaggerates
the diffcrence between carly phases of leatning and later phases, as well as the abruptness of
the transition to a larger corpus of verbs. However, it is generally observed that the early,
rather limited vocabulary of young children undergocs an cxplosive growth at some point in
dcvelopment (Brown, 1973). Thus, the actual transition in a child’s vocabulary of verbs would
appear quite abrupt on a time-scale of ycars so that our assumptions about abruptness of onsct
may not be too far off the mark.

Figure 4 shows the basic results for the high-frequency verbs. What we see is that during the
first 10 trials there is no diffcrence between regular and irrcgular verbs. However, beginning on
Tnal 11 when the 410 midfrequency verbs were introduced, the regular verbs show better per-
formance. It is important to notice that there is no interfering effect on the regular verbs as
the midfrequency verbs are being lcamed. There is, however, substantial interference on the
irregular verbs. This intcrference lead- to a dip in performance on the irregular verbs. Equal-
ity of performance between regular and irregular verbs is never again attaincd during the train-
ing period. This is the socalled U-shaped learning curve for the lcarning of the irrcgular past
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High Frequency Verbs

1.0
| Regular

0.9

0.8 Irregular

0.7
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FIGURE 4. The percentage of correct features for regular and irregular high-frequency verbs as a function of trials.

tense. Performance is high when only a few high-frequency, largely irregular verbs are learned,
but then drops as the bulk of lower frequency regular verbs are being lcarned.

We have thus far only shown that performance on high-frequency irregular verbs drops; we
have not said anything about the nature of the errors. To examine this question, the response
strength of various possible response alternatives must be compared. To do this, we compared
the strength of response for several different response alternatives. We compared strengths for
the correct past tense, the present, the base+ed and the past+ed. Thus, for example with the
verb give we compared the responsc strength of /gav/, /giv/, /givd/, and /gavd/. We deter-
mined the response strengths by assuming that these response alternatives were competing to
account for the fcatures that were actually tumed on in the output. The details of the com-
petition mechanism, called a binding network, are described in the Appendix. For present pur-
poses, suffice it to say that each alterrative gets a score that represents the percentage of the
total fcatures that it accounts for. If two alternatives both account for a given feature, they
divide the score for that feature in proportion to the number of features each accounts for
uniqucly. We take these response strengths to cotrespond roughly to relative response proba-
bilitics, though we imagine that the actual gencration of overt responses is accomplished by a
diffcrent version of the binding network, described below. In any case, the total strength of
all the alternatives cannot be greater than 1, and if a number of fcatures are accounted for by
none of the altcrnatives, the total will be less than 1.

Figure 5 comparcs the responsc strengths for the correct alternative to the combined strength
of the regularized alternatives.* Note in the figure that during the first 10 trials the response
strength of the correct alternative grows rapidly to over .5 while that of the rcgularized alterna-
tive drops from about .2 to .1. After the midfrequency verbs are introduced, the response

* Unless otherwise indicated. the regularized alternatives are considered the base+ed and past+ed alternatives. In a
later section of the paper we shall discuss the pattern of differences between these altcrnatives. In most cases the
basc +cd altemative is much stronges than the past+ed alternative.
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High Frequency Irregulars
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FIGURE §. Response strengths for the high-frequency irregufar verbs. The responsc strengths for the correct
responses arc compared with those for the regularized alternatives as a function of trials.

strength for the correct alternative drops rapidly while the strengths of regularized alternatives
jump up. From about Trials 11 through 30, the regularized alternatives together are stronger
than the correct response. After about Trial 30, the strength of the correct response again
exceeds the regularized alternatives and continues to grow throughout the 200-trial learning
phase. By the end, the correct response is much the strongest with all other alternatives below
.1

The rapidity of the growth of the regularized altemnatives is due to the sudden influx of the
medium-frequency verbs. In real life we would expect the medium-frequency verbs to come in
somcwhat more slowly so that the period of maximal regularization would have a somewhat
slower onset.

Figure 6 shows the same data in a slightly diffecrent way. In this case, we have plotted the
ratio of the correct response to the sum of the correct and regularized response strengths.
Points on the curve below the .5 linc are in the region where the regularized response is greater
that the correct response. Here we sce clearly the three stages. In the first stage, the first 10
trials of Icarning, performance on these high-frequency verbs is quite good. Virtually no regu-
larization takes place. During the next 20 trials, the system regularizes and systematically makes
errors on the verbs that it previously responded to correctly. Finally, during the remaining tri-
als the model slowly eliminates the regularization responses as it approaches adult performance.

In summary, then, the model captures the threc phases of lcarning quite well, as well as the
gradual transition from Phase 2 to Phase 3. It does so without any explicit learning of rules.
The regularization is the product of the gradual tuning of connection strengths in response to
the predominantly regular correspondence exhibited by the medium-frequency words. [t is not
quite right to say that individual pairs are being stored in the network in any simple sense. The
connection strengths the model builds up to handle the irregular forms do not represent these
items in any scparablc way; they rcpresent them in the way they must be represented to be
stored along with the other verbs in the same sct of connections.
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High Frequency Irregulars
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FIGURE 6. The ratio of the correct response to the sum of the correct and regulanzed respoanse. Points on the
curve below the .5 line are in the region where the regularized response is greater than the correct response.

Before discussing the implications of these kinds of results further, it is useful to look more
closcly at the kinds of errors made and at the learning rates of the medium-frequency regular
and irregular verbs.

Learning the medium-frequency verbs. Figure TA compares the learning curves for the reg-
ular verbs of high and medium frequency, and Figure 7B compares the learning curves for the
corresponding groups of irrcgular verbs. Within only two or three trials the medium-frequency
verbs catch up with their high-frequency countcrparts. Indeed, in the case of the irregular
verbs, the medium-frequency verbs scem to surpass the high-frequency ones. As we shall see in
the following section, this results from the fact that the high-frequency verbs include some of
the most difficult pairs to lcarn, including, for example, the go/wens pair which is the very most
difficult to lecarn (aside from the verb be, this is the only verb in English in which the past and
root form are completely unrelated). It should also be noted that even at this early stage of
lcarming there is substantial generalization. Alrcady, on Trial 11, the very first exposure to the
medium-frequency verbs, between 65 and 75 pereent of the features are produced correctly.
Chance responding is only 50 percent. Moreover, on their first presentation, 10 percent more
of the fcatures of regular verbs are correctly responded to than irregular ones. Eventually,
after 200 trials of learning, nearly all of the featurcs are being correctly generated and the sys-
tem is ncar asymptotic performance on this verb set. As we shall sec below, during most of
the leaming period the difference between high- and medium-frequency verbs is not important.
Rather, the diffcrences between different classes of verbs is the primary determiner of perfor-
mance. We now turn to a discussion of these different types.
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High & Medium Regulars
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FIGURE 7. The learning curves for the high- and medium-frequency verbs.
Types of Regular and Irregular Verbs

To this point, we have trcated regular and irregular verbs as two homogeneous classes. In
fact, there are a number cf distinguishable types of regular and irregular verbs. Bybee and Slo-
bin (1982) have studicd the differcnt acquisition patterns of the each type of verb. In this sec-
tion we comparc their results to the respoanses produced by our simulationa model.

Bybce and Slobin divided the irregular verbs into nine classes, defined as follows?

I. Verbs that do not change at all to form the past tcnse, e.8., bear, cus, hit.
II. Verbs that change a final /d/ to /t/ to form the past tense, e.g., send /sent, build [buils.

fII. Vcrbs that undergo an internal vowel change and also add a final /t/ or /d/, e.g.,
Sfeel/fels, lose/lost, say/said, tellftold .

IV. Verbs that undergo an internal vowel change, delete a final consonant, and add a final
ft/ ot [d/, e.g., bring/broughs, catch/caughs b

3 Criteria from Bybee and Slobin, 1982, pp. 268-269.

$ Following Bybee and Slobin, we included buy/bought in this class even though no final consonant is deleted.
8
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V. Verbs that undergo an internal vowel change whose stems end in a dental, e.g., bite/bit,
find [found, ride[rode.

VIa. Verbs that undergo a vowel change of /i/ to /fa/ e.g., sing/sang, drink/drank.

o)

. e

VIb. Verbs that undergo an internal vowel change of /i/ or /af to /°/ e.g., sting/stung, ‘:\'_,":"_ ~
7 ASARES

hang [hung. RO
:.'\.'.\."_-.

Wk S

VII. All other verbs that undergo an internal vowel change, ¢.g., give/gave, break/broke.

VIII. All verbs that undergo a vowel change and that end in a dipthongal sequence, e.g.,
blow/blew, fly [flew.

SRR

A complete listing by type of all of the irregular verbs used in our study is given in Table 7.

In addition to these types of irregular verbs, we distinguished three categories of regular
verbs: (a) those ending in a vowel or voiced consonant, which take a /d/ to form the past
tense; (b) those ending in a voiceless consonant, which take a /t/; and (c) those ending in /t/
or /d/, which take a final /"d/ to form the past tense. The number of regular verbs in each
category, for each of the three frequency levels, is given in Table 8.

TABLE 7
IRREGUILAR VERBS
Frequency
Type High Medium Low
I beat it sct spread thrust
hit cut put bid
44 build send spend bend lend
It fecl deal do fice tell sell creep
hear kecp leave sleep weep
losc mcan say sweep

v have  think buy bring catch
make scck teach

v v .
A A

v v

v get meet shoot write fcad breed
understand sit misicad wind
bleed feed stand light grind
find fight read meet
hide bold ride

e

rrov
.

Via drink ring sing swim

Vib drag hang swing dig cling
stick

VII  give shake arisc rise run tear

take  become bear wear speak
come brake drive strike
fall freeze choose

VIII go throw blow grow
draw fly know sec

7 For many purposes we combine Classes Via and VIb in our analyses.
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TABLE 8

NUMBER OF REGULAR VERBS OF EACH TYPE

Frequency

Type Suffix  Example High Medium Low
End in dental /°d/ start 0 94 13
End in voiceless /t/ look 1 64 30
consonant

End in voiced /d/ move 1 176 29
consonant or

vowdl

Type 1: No-change verbs. A small set of English verbs require no change between their
present- and past-tense forms. One factor common to all such verbs is that they already end in
Jt/ or /d/. Thus, they superficially have the regular past-tense form—even in the present tense.
Stemberger (1981) points out that it is common in inflectional languages not to add an addi-
tional inflection to base forms that alrcady appear to have the inflection. Not all verbs ending
in /t/ or /d/ show no change between present and past (in fact the majority of such verbs in
English do show a change bctween present and past tense), but there is a reasonably large
group—the Type I verbs of Bybee and Slobin—that do show this trend. Bybee and Slobin
{1982) suggest that children learn relatively carly on that past-tense verbs in English tend to end
in /t/ or /d/ and thus are able to correctly respond to the no-change verbs rather carly. Early
in lcarning, they suggest, children also incorrectly generalize this "no-change rule” to verbs
whose present and past tenses differ.

The pattern of performance just described shows up very clearly in data Bybee and Slobin
(1982) rcport from an clicitation task with preschool children. In this task, preschoolers were
given the present-tense form of each of several verbs and were asked to produce the
corresponding past-tense form. They used the set of 33 verbs shown in Table 9.

The results were very interesting. Bybee and Slobin found that verbs not ending in 1/d were
predominately regularized and verbs ending in ¢/d were predominately used as no-change verbs.
The number of occurrences of ecach kind is shown in Table 10. These preschool children have,
at this stage, both Icarned to regularize verbs not ending in ¢/d and, largely, to Icave verbs end-
ing in t/d without an additional e¢nding.

Intcrestingly, our simulations show the same pattern of results. The system learns both to
regularize and has a propensity not to add an additional ending to verbs already ending in ¢/d.
In order to compare the simulation results to the human data we looked at the performance of
the same verbs used by Bybee and Slobin in our simulations. Of the 33 verbs, 27 wcre in the
high- and medium-frequency lists and thus were included in the training sct used in the simula-
tion. The other six verbs (smoke, caich, lend, pat, hurt and shw) were cither in the low-

TABLE 9

VERBS USED BY BYBEE & SLOBIN

Type of Verb Verb List

Regular walk smoke melt pat smile climb

Vowel change drink break run swim throw meet shoot ride
Vowel change + t/d  do buy lose scll slecp help teach catch

No change hit hurt set shut cut put beat

Other go make build lend
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TABLE 10

e
s g

Eg,: ¥,

REGULAR AND NO CHANGE RESPONSES
TO t/d AND OTHER VERBS
(Data from Bybee & Slobin, 1982)

begy
Verb Ending  Regular Suffix  No Change \"‘i
Not 1/d 203 34 ::
t/d 42 157 \
r
frequency sample or did not appear in our sample at all. Therefore, we will report on 27 out .
of the 33 verbs that Bybee and Slobin tested. e
It is not clear what span of learning trials in our simulation corresponds best to the level of
the preschoolers in Bybec and Slobin’s experiment. Presumably the period during which regu-
larization is occurring is best. The combined strength of the regularized alternatives exceeds -
correct response strength for irregulars from about Trial 11 through Trials 20 to 30 depending L
on which particular irregular verbs we look at. We therefore have tabulated our results over e
three different time ranges—Trials 11 through 15, Trials 16 through 20, and Trials 21 through PO
30. In cach case we calculated the avcrage strength of the regularized response slternatives and C_’.{;f
of the no-change response alternatives. Table 11 gives these strengths for each of the different ‘L'::-"':
time periods. '
The simulation results show clearly the same patterns evident in the Bybee and Slobin data. ::}:)'
Verbs ending in 1/d always show a stronger no-change response and a weaker regularized -:‘“
response than those not ending in t/d. During the very early stages of [carning, however, the ::
regularized response is stronger than the no-change response—even if the verb does end with »;:}:.
t/d. This suggests that the generalization that the past tense of 7/d verbs is formed by adding :-4‘-;5

[/ d/ is stronger than the generalization that verbs ending in #/d should not have an ending
added. However, as lcarning proceeds, this secondary generalization is made (though for only a
subsct of the t/d verbs, as we shall see), and the simulation shows the same interaction that
Bybce and Slobin (1982) found in their preschoolers.

The data and the simulations results just described conflate two aspects of performance,
namcly, the tendency to make no-change errors with ¢/d verbs that are not no-change verbs and
the tendency to make correct no-change responscs to the 1/d verbs that are no-change verbs.
Though Bybee and Slobin did not report their data broken down by this factor, we can exam-
inc the results of the simulation to scc whether in fact the model is making more no-change
errors with t/d verbs for which this response is incorrect. To examine this issue, we return to
the full corpus of verbs and consider the tendency to make no-change errors separately for a0
irrcgular verbs other than Type I verbs and for regular verbs.

Erroncous no-change rcsponses are clearly stronger for both regular and irregular ¢1/d verbs.

——
TABLE 11
AVERAGE SIMULATED STRENGTIIS OF .
REGULARIZED AND NO-CHIANGE RESPONSES
. Timc Period  Verb Ending  Regularized  No Change =
11-15 not 1/d 0.44 0.10 :
- 1/d 035 0.27 .
o 1620 not ¢/d 0.32 0.12 -
F t/d 0.25 0.35
21-30 oot t/d 0.52 o —
- t/d 032 0.41 g
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- Figure 8A compares the strength of the erroneous no-change responses for irregular verbs end- . 4:.:::.

ing in t/d (Types 11 and V) versus those not ending in t/d (Types III, IV, VI, VII, and VIII).
The no-change response is erroneous in all of these cases. Note, however, that the erroneous

e

no-change responses are stronger for the r/d verbs than for the other types of irregular verbs. _’3:.32‘,
Figure 8B shows the strength of erronecous nochange responses for regular verbs ending in ¢/d :_::,’:-\.
versus those not ending in ¢/d. Again, the response strength for the no-change response is .-: _":
clearly greater when the regular verb ends in a dental. AT

‘r
AP )

We also compared the regularization responses for irregular verbs whose stems end in ¢/d
with irregulars not ending in ¢/d. The rcsults are shown in Figure 8C. In this case, the regulari-
zation responses are initially stronger for verbs that do not end in «/d than for those that do.
Thus, we sce that even when focusing only on erroneous responses, the system shows a greater
propensity to respond with no change to ¢t/d verbs, whether or not the verb is regular, and a
somewhat greater tendency to regularize irregulars not ending in z/d.

. There is some evidence in the literature on language acquisition that performance on Type I
i verbs is better sooner than for irregular verbs involving vowel changes—Types III through VIII.

Kuczaj (1978) rcports an experiment in which children were to judge the grammaticality of sen-
L~ tences involving past tenses. The children were given sentences involving words like hir or hit-
[}: ted or ate or eated and asked whether the sentences sounded “silly.” The results, averaged over

.
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three age groups from 3;4 to 9;0 ycars, showed that 70 percent of the responses to the no-
change verbs were correct whereas only 31 percent of the responses to vowel-change irregular
verbs were correct. Most of the errors involved incorrect acceptance of a regularized form.
Thus, the results show a clear difference between the verb types, with performance on the Type
I verbs superior to that on Type III through VIII verbs.

The simulation model too shows better performance on Type [ verbs than on any of the
other types. These verbs show fewer errors than any of the other irregular verbs. Indeed the
crror rate on Type I verbs is equal to that on the most difficult of the regular verbs. Table 12
gives the average number of Wickelfeatures incorrectly generated (out of 460) at different

periods during the learning processes for no-change (i.e., Type I) irrcgular verbs, vowel-change G
(i.c., Type I1I-VIII) irrcgular verbs, regular verbs ending in ¢/d, regular verbs not ending in ¢/d,
and regular verbs ending in t/d whose stem is a CVC (consonant-vowel-consonant) monosyll- o 'f_:
able. The table clearly shows that throughout learning, fewer incorrect Wickelfeatures are gen- e

cratcd for no-change verbs than for vowel-change verbs. Interestingly, the table also shows that
one subsct of rcgulars arc no casicr than the Type I irrcgulars. These are the regular verbs
which look on the surfacc most like Type I verbs, namely, the monosyllabic CVC regular verbs
cnding in t/d. These include such verbs as bat, wait, shout, head , etc. Although we know of no
data indicating that people make more nochange errors on these verbs than on multisyllabic
verbs ending in ¢/d, this is a clcar prediction of our model. Essentially what is happening is 3
that the modecl is Icarning that monosyllables ¢nding in r/d sometimes take no additional

~
TABLE 12 o
AVERAGE NUMBER OF WICKELFEATURES INCORRECTLY GENERATED :Z—,';.{
Tral [rregular Verbs Regular Verbs S
ROR
Number Typel Types HI-VIIL Endinginr/d Not Endingint/d CVi/d AN
118 #08 1239 74.1 828 87.3 O
1620 576 937 453 512 60.5 Jas
2130 as's 78.2 329 37.4 479 A
31:50 344 613 29 26.0 373
$1-100 188 390 1na4 129 215

101-200 118 218 6.4 74 12.7
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- FIGURE 8. A: The strength of erroncous no-change responses for irregular verbs ending in a dental versus thosc not
. ending in a dental. B: The strength of erroneous no-change responses for regular verbs ending in a dental versus
those not ending in a dental. C: The strength of erroncous regularization responses for irregular verbs endiog in a
R dental versus those not ending in a dental.
) . inflection.® This leads to quicker learning of the no-change verbs relative to other irregular
- verbs and slower learning of regular verbs which otherwise look like no-change verbs. It should
[-. be noted that the two regular verbs employed by Bybee and Slobin which behaved like no-
. change verbs were both monosyllables. It would be interesting to see if whether no-change
~ errors actually occur with verbs like decide or devote.
- 8 Though the moded does not explicitly encode number of syllabies, monosyllabic words are distinguished from mul-
- - tisyllabic words by the fact that the former contain no Wickelphooes of the form yCy. There are no nochange verbe
G in English containing such Wickeclphones.
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Types I11-VIIl: Vowel-change verbs. To look at crror patterns on vowel-change verbs
(Types III-VIII) Bybee and Slobin (1982) analyzed data from the spontancous speech of
preschoolers ranging from onc-and-one-half to five years of age. The data came from indepen-
dent sets of data collected by Susan Ervin-Tripp and Wick Miller, by Dan Slobin, and by Zell
Greenberg. In all, speech from 31 children involving the use of 69 irregular verbs was studied.
Bybee and Slobin recorded the percentages of regularizations for each of the various types of
vowcl-change verbs. Table 13 gives the percentages of regularization by preschoolers, ranked
from most to fewest erroncous regularizations. The results show that the two verb types which
involve adding a ¢/d plus a vowel change (Types Il and IV) show the lecast regularizations,
whereas the verb type in which the present tense cnds in a diphthong (Type VIII) shows by far
the most regularization.

It is not entircly clear what statistic in our medel best corresponds to the percentage of regu-
larizations. It will be recalled that we collec..« response strength measures for four different
response types for irregular verbs. These were the correct response, the no-change response,
the basc+ed regularization response, and the pastted regularization response. If we imagine
that no-change rcsponscs are, in general, difficult to observe in spontancous speech, perhaps
the mcasure that would be most closely rclated to the percentage of regularizations would be
the ratio of the sum of the strengths of the regularization responses to the sum of the strengths

rcgularization responses and the correct response—that is,

(base +ed + past+ed)
(base +ed + past +ed + correct)’

As with our previous simulation, it is not entirely clear what portion of the leaming curve
corrcsponds to the developmental level of the children in this group. We therefore calculated
this ratio for scveral different time periods around the period of maximal overgeneralization.
Table 14 shows the results of these simulations.

The sprcad between different verb classes is not as great in the simulation as in the children’s
data, but the simulated rank orders show a remarkable similarity to the rcsults from the spon-
tancous specch of the preschoolers, especially in the carlicst time period. Type VIII verbs
show uniformly strong patterns of regularization whereas Type Il and Type IV verbs, those
whose past tensc involves adding a ¢/d at the end, show rclatively weak regularization
responses. Type VI and Type VII verbs produce somcwhat disparate results. For Type VI
verbs, the simulation conforms fairly closely to the children’s speech data in the carliest time
period, but it shows rather less strength for regularizations of these verbs in the later time
pcriods and in the average over Trials 11-30. For Type VII verbs, the model errs in the oppo-
sitc direction: Here it tends to show rather greater strength for regularizations of these verbs
than we sce in the children's spcech. One possiblc rcason for these discrepancies may be the

TABLE 13

PERCENTAGE OF REGULARIZATION
BY PRESCHHOOLERS
(Data from Bybee & Slobin, 19R2)

Percentage
Verb Type Example Regularizations
Vi blew 80
VI sang ss
v bit kT
vii broke 32
tu felt 13
v caught 10
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TABLE 14 RIS
.:{:.4\3
STRENGTH OF REGULARIZATION RESPONSES e
RELATIVE TO CORRECT RESPONSES N
Average
Trials Trials Trials Trials
Data 11-13 16-20 21-30 11-30
Rank
Order Type Percent Type Ratio Type Ratio Type Ratio Type Ratio
1 Vil 8 vop 8 Vil 76 var 6 vOor 7
2 Vi 55 v 8 vio .74 vo 61 vo 69
3 v 34 Vi .76 v 60 Iv 48 v .56
4 vl 32 v 7 v 5 v 46 IV 56
s i 13 v .69 411 .57 I 44 Il 53
6 v 10 I 67 VI 52 VI 40 vl .52
" model's insensitivity to word frequency. Type VI verbs are, in fact, relatively low-frequency

verbs, and thus, in the children’s speech these verbs may actually be at a relatively carlier stage
in acquisition than some of the more frequent irregular verbs. Type VII verbs are, in general,
much more frequent—in fact, on the average they occur more than twice as often (in the
gerund form) in the Kuccra-Francis count than the Type VI verbs. In our simulations, all
medium-frequency verbs were presented equally often and the distinction was not made. A
higher fidelity simulation including finer gradations of frequency vanations among the verb
types might lcad to a closer correspondence with the empirical results. In any case, these verbs
aside, the simulation scems to capture the major fcatures of the data very nicely.

Bybce and Slobin attribute the pattern of results they found to factors that would not be
rclevant to our model. They proposed, for example, that Type III and 1V verbs were more
casily lcarncd because the final ¢/d signaled to the child that they were in fact past tenses so the
child would not have to rcly on context as much in order to determine that these were past-
tense forms. In our simulations, we found these verbs to be casy to learn, but it must have
been for a diffcerent rcason since the lcamning system was always informed as to what the
correct past tense really was. Similarly, Bybee and Slobin argued that Type VIII verbs were the
most difficult because the past and present tenscs were so phonologically different that the
child could not casily dctermine that the past and present tenses of these verbs actually go
together. Again, our simulation showed Type VIII verbs to be the most difficult, but this had
nothing to do with putting the past and present tense together since the model was always
given the present and past tenses together.

Our modcl, then, must offer a different interpretation of Bybee and Slobin’s findings. The
main factor appcars to be the degree to which the relation between the present and past tensc
of the verb is idiosyncratic. Type VIII verbs are most difficult because the relationship
between base form and past tense is most idiosyncratic for these verbs. Thus, the natural gen-
cralizations implicit in the population of verbs must be overcome for these verbs, and they
must be overcome in a diffcrent way for cach of them. A very basic aspect of the mapping
from present to past tense is that most of the word, and in particular everything up to the final
vowel, is unchanged. For rcgular verbs, all of the phonemes present in the base form are
preserved in the past tensc. Thus, verbs that make changes to the base form are going against
the grain morce than thosc that do not; the larger the changes, the harder they will be to lcarn.
Another factor is that past tenses of verbs generally end in /t/ or /d/.

Verbs that violate the basic past-tense pattern are all at a disadvantage in the modcl, of
coursc, but some suffer lcss than others because there are other verbs that deviate from the
basic pattern in thc same way. Thus, these verbs are less idiosyncratic than verbs such as
go/went, see/saw, and draw/drew which represent completely idiosyncratic vowel changes. The
difficulty with Type VIII vcrbs, then, is simply that, as a class, they are simply more
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idiosyncratic than other verbs. Type III and IV verbs (e.g., feel/felt, catch/caughs), on the other
hand, share with the vast bulk of the verbs in English the feature that the past tense involves
the addition of 2 ¢/d. The addition of the ¢/d makes these verbs easier than, say, Type VII
verbs (e.g., come /came) because in Type VII verbs the system must aot only learn that there is a
vowel change, but it must also learn that there is not an addition of 1/d to the end of the verb.

Type VI verbs (sing/sang, drag/drug) arc interesting from this point of view, because they
involve fairly common subregularities not found in other classes of verbs such as those in Type
V. In the model, the Type VI verbs may be learned relatively quickly because of this subregu-
larity.

Types of regularization. We have mentioned that there are two distinct ways in which a
child can regularize an irregular verb: The child can use the basc+ed form or the past+ed
form. Kuczaj (1977) has provided evidence that the proportion of past+ed forms increases,
relative to the number of base+ed forms, as the child gets older. He found, for example, that
the nine youngest children he studied bhad more base+ed regularizations than past+ed regulari-
zations whereas four out of the five oldest children showed more past+ed than base+ed regu-
larizations. In this section, we consider whether our model exhibits this same general pattern.
Since the base form and the past-tense form are identical for Type I verbs, we restrict our
analysis of this issue to Types II through VIIL.

Figure 9 compares the average response strengths for base+ed and past +ed regularizations as
a function of amount of training. The results of this analysis are more or less consistent with
Kuczaj's findings. Early in learning, the base +ed response alternative is clearly the stronger of
the two. As the system learns, however, the twa come together so that by about 100 trials the
basec+ed and the past+ed response alternatives are roughly equally strong. Clearly, the simula-
tions show that the percentage of regularizations that are past+ed increases with experienco—
just as Kuczaj found in children. In addition, the two curves come together rather late, con-
sistent with the fact, reported by Kuczaj (1977), that these past+ed forms predominate for the

Verb Types II-VIII
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FIGURE 9. Average response strength for base+ed and past +ed respooses for verd Types [ through VIII.
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most part in children who are exhibiting rather few regularization errors of cither type. Of the
four children exhibiting more past+ed regularizations, three were regularizing less than 12% of
the time.

A closer look at the varicus types of irregular verbs shows that this curve is the average of
two quite different patterns. Table 15 shows the overall percentage of regularization strength
due to the base+ed alternative. It is clear from the table that the verbs fall into two general
categories, those of Types III, IV, and VHI which have an overall preponderance of base+ed
strength (the percentages are all above .5) and Types 11, VII, V, and VI which show an overall
preponderance of past+ed strength (the percentages are all well below .5). The major variable
which seems to account for the ordering shown in the table is the amount the ending is
changed in going from the base form to the past-tense form. If the ending is changed little, as
in sing/sang or come/came, the past+ed response is relatively stronger. If the past tense involves
a greater change of the ending, such as see/saw, or sleep/slepr, then the past+ed form is much
weaker. Roughly, the ideca is this: To form the past+ed for these verbs swo operations must
occur. The normal past tense must be created, and the regular ending must be appended.
When these two operations involve very different parts of the verb, they can occur somewhat
independently and both can readily occur. When, on the other hand, both changes occur to
the same portion of the verb, they conflict with onc another and a clear past+ed response is
difficult to generate. The Type II verbs, which do show an overall preponderance of past +ed
regularization strength, might seem to violate this pattern since it involves some change to the
end in its past-tense form. Note, however, that the change is only a one feature change from
/d/ to /t/ and thus is closer to the pattern of the verbs involving no change to the final
phonemes of the verb. Figurc 10A shows the pattern of response strengths to base+ed and
past +ed regularizations for verb Types II, VII, V, and VI which involve rclatively little change
of the final phonemes from base to past form. Figure 10B shows the pattern of response
strengths to basc+ed and past+ed for verb Types III, IV, and VIIIL. Figure 10A shows very
clearly the pattern cxpected from Kuczaj's results. Early in learning, base +ed responses are by
far the strongest. With expericnce the past+ed response becomes stronger and stronger relative
to the basc+cd regularizations until, at about Trial 40, it begins to excced it. Figure 10B shows
a diffcrent pattern. For these verbs the past +ed form is weak throughout learning and never
comes closc to the basc+ed rcgularization response. Unfortunately, Kuczaj did not present
data on the rclative frequency of the two types of regularizations scparately for different verb
types. Thus for the present, this diffcrence in type of regularization responses remains an
untested prediction of the model.

TABLE 15

PERCENTAGE OF REGULARIZATION
STRENGTH DUE TO BASE+ED

Verb Type Percent basc+ed Examples

mt 0.77 sleep /slept
v 0.69 catch/caught
Vil 0.68 sce/saw

11 0.38 spead /spent
vil 0.38 come/came

\4 0.37 bite/bit

Vi 0.26 sing/sang

A - e - . L U T e
-~ - . - - - ~ - T a P A A T N SO e U . . - . - - * ’ . ' - =
L. - . P A SR N TN

e e e e .
. DR NS
b .

- . !‘.. o 0‘ -.. -. ‘I. .\. .l; " ... .
DUMETAE AT . .
TR FEIVW bod ala taSasal 4

IR Y
LY, "

N T

"

Dt




<

32 RUMELHART and MCCLELLAND

Verb Types II, V, VI, and VII
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FIGURE 10. A: The pattcro of response strengths to basc+cd and past+ed regularizations for verb Types I, V, VI,
and VII. B: The pattern of response strengths to base+ed and past +ed for verb Types III, [V, and VIII.

Transfer to Novel Verbs

To this point we have only reported on the behavior of the system on verbs that it was actu-
ally taught. In this section, we consider the response of the model to the set of 86 low-
frequency verbs which it never saw during training. This test allows us to examine how well
the behavior of the model generalizes to novel verbs. In this section we also consider responses
to different types of regular verbs, and we examine the model’s performance in generating
unconstrained responses.

Overall degree of transfer. Perhaps the first question to ask is how accurately the model
generates the correct fcatures of the new verbs. Table 16 shows the percentage of Wickel-
features correctly gencrated, averaged over the rcgular and irregular verbs. Overall, the perfor-
mance is quite good. Over 90 percent of the Wickelfeatures are correctly generated without

TABLE 16

PROPORTION OF WICKELFEATURES
CORRECTLY GENERATED

Regular R /]
{rregular R
Overall 91
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any expcrience whatsocver with these verbs. Performance is, of course, poorer on the irrcgular
verbs, in which the actual past tense is relatively idiosyncratic. But cven there, almost 85 per-
cent of the Wickelfcatures are correctly gencrated.

Unconstrained responses. Up until this point we have always proceeded by giving the
model a set of response alternatives and letting it assign a respoase strength to each onc. This
allows us to get rclative response strengths among the set of response alternatives we have pro-
vided. Of course, we chose as response alternatives those which we had reason to believe were
among the strongest. There is the possibility, however, that the output of the model might
actually favor some other, untested alternative some of the time. To see how well the output
of the model is really doing at specifying correct past tenses or errors of the kind that children
actually make, we must allow the model to choose among all possible strings of phonemes.

To do this, we implemented a second version of the binding network. This version is also
described in the Appendix. Instead of a competition among alternative strings, it involves a
compctition among individual Wickelphone alternatives, coupled with mutual facilitation
between mutually compatible Wickelphones such as ,k, and (A,.°

The results from the free-generation test are quite consistent with our expectations from the
constrained altcrnative phase, though they did uncover a few interesting aspects of the model’s
performance that we had not anticipated. In our analysis of these results we have considered
only responses with a strength of at Icast .2. Of the 86 test verbs, There were 65 cases in which
exactly one of the alternatives exceeded .2. Of these, 55 were simple regularization responses,
four were no-change responses, three involved double marking of regular verbs, (e.g., fype was
responded to with /tipt"d/), and there was one case of a vowel change (e.g., slip/slept). There
were 14 cases in which two alternatives exceeded threshold and one case in which three
excceded threshold. Finally, in six cases, no response alternative exceceded threshold. This
occurred with the regular verbs jump, pump, soak, warm, trail, and glare. In this case there were
a number of altcrnatives, including the correct past-tense form of each of these verbs, compet-
ing with a response strength of about .1,

Table 17 shows the responses generated for the 14 irregular verbs. The responses here are
very clear. All of the above-threshold responses made to an irrcgular verb were cither regulari-
zation responscs, no-change responscs (to Types I and V verbs as expected) or correct vowel-
change generalizations. The fact that bid is correctly generated as the past for bid, that wepr is
correctly gencrated as the past for weep, and that clung is correctly gencrated as a past tense for
cling illustrates that the system is not only sensitive to the major regular past-tense pattern, but
is sensitive to the subregularities as wcll. It should also be noted that the nochange responses
to the verbs grind and wind occurs on monosyllabic Type V verbs ending in 1/d, again showing
cvidence of a role for this subregularity in English past-tense formation.

Of the 72 regular verbs in our low-frequency sample, the six verbs mentioned above did not
have any response altcrnatives above threshold. On 48 of the remaining 66 regular verbs, the
only responsc exceeding threshold was the correct one. The threshold responses to the remain-
ing 18 verbs are shown in Table 18.

Note that for 12 of the 18 verbs listed in the table, the correct response is above threshold.
That mcans that of the 66 regular verbs to which any response at all exceeded threshold, the
correct response exceeded threshold in 60 cases. It is interesting to note, also, that the model
never chooscs the incorrect variant of the regular past tense. As shown in Table 8, verbs end-
ing in a /t/ or /d/ take /°d/ in the past tense; verbs ending in unvoiced consonants take /t/,
and verbs cnding in vowels or voiced consonants take /d/. On no occasion does the model
assign a strength greater than .2 an incorrect variant of the past tense. Thus, the model has

-----

? The major problem with this method of generating responscs is that it is tremendously computer intensive. Had
we uscd this method to gencrate responses throughout the teaming phase, we cstimate that it would bave taken over
three years of computer time to complete the Icamning phase alone! This compares to the 260 hours of computer time
the lcaming phasc took with the response altemnatives supplied. It took about 28 hours to complete the response
generation process in testing just the 86 low-frequency verbs used in this section of the study.
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TABLE 17 ~e
S

THE MODEL'S RESPONSES TO UNFAMILIAR
LOW-FREQUENCY IRREGULAR VERBS

Verb  Presented  Phonctic  Phonetic English Respoase

Type Word [aput Response  Rendition  Streogth
1 bid Mdid/ /id/ (bid) 0.55
thrust fre'st/  fr'm*d/  (thrusted) 0.57 .
II bend /oend/ foend*d/  (bended) 0.28
lend Nend/ Nlend"d/ (lended) 0.70
i creep /xrep/ /krept/  (creeped) 0.51 ’
weep fwep/ fwept/ {weeped) 0.34
fwept/ (wept) 0.33
IV catch /xac/ /xact/ (catched) 0.67
\4 breed fored/ fored*d/  (breeded) 0.48
grind /erd/ /grind/ (grind) 0.4
wind fwind/ /wind/ (wind) 0.37
VI cling /xlin/ /xlind/ (clinged) 0.28
/X1 n/ (clung) 0.23
dig fdig/ fdigd/  (digged) 02
stick [atik/ /stikt/ (sticked) 0.53
VII  tear her/ ferd/ (teared) 0.90

. clearly learned the substructure of the regular correspondence and adds the correct variant to

) all diffcrent types of base forms. These results clearly demonstrate that the model acts in
accordance with the regular pattern for English verbs and that it can apply this pattern with a
high level of success to novel as well as familiar verbs.

In addition to the regular responses, five of the responses were no-change responses. In
three cases the no-change response was to a verb ending in 1/d. Four of the responses followed
the pattern of Type Il verbs, modifying the vowel and adding a final /t/. Thus, for example,
we have the past of sip rendered as sepr, presumably on the modcl of sleep/slept, keep/kept,
sweep/swept, ctc. Intcrestingly, three of the four cases involved verbs whose base form ended in
/p/ just as in the models listed above. Even though these last responses are, strictly speaking,
incorrect, they all indicate a sensitivity to the regular and subregular patterns of the English
past tense.

Pcrhaps the most surprising result evident from the table is the occurrence of a double past
marker on the responses to scven of the verbs. Although we know of no references to this
phenomenon in the litcrature, we cxpect that children (and adults) do occasionally make this
kind of crror. It is interesting, and possibly significant, that all scven of these responses
occurrcd to verbs whose correct past tense is the addition of a /t/. It would be interesting to
sce whether children’s crrors of this type follow a similar pattern.

Finally, there were just four responses that involved the addition or modification of con-
sonants. These were maded as a past tense of mate, squawked as a past tense for squar, membled
as a past tense for mail, and roureder as a past tense for rour. It is unlikcly that humans would
make these errors, especially the last two, but these responses are, for the most part, near thres-
hold. Furthermore, it seems likely that many of these responses could be filtered out if the
modcl incorporated an auto-associative network of connections among the output units. Such
a network could be used to clcan up the output pattern and would probably increase the ten-
dency of the model to avoid bizarre responses. Unfortunately, we have not yct had the chance
to implcment this suggestion.
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TABLE 18

SYSTEM RESPONSES TO UNFAMILIAR LOW-FREQUENCY REGULAR VERBS

Verb Presented Phooctic Phonetic English Response
Type Word [oput Response Rendition Rendition

End in guard /gard/ /gard/ (guard) 0.29

t/d /gard d/ (guarded) 0.26

kid /xid/ /xid/ (kid) 0.39

/kid*d/ (kidded) 0.24

mate /mat/ /mat-d/ (mated) 0.4}

/mad-d/ (maded) 023

squat /skwet/ /skw®t"d/ (squated) 0.27

/skwet/ (squat) 0.22

/skw*kt/ (squawked) 0.21

End in carp /xarp/ /xarpt/ (carped) 0.28

unvoiced /kapt-d/ (carpted) 021

consonant 455 /drip/ /dript"d/ (dripted) 0.28

/dript/ (dripped) 0.22

map /map/ /mapt “d/ {mapted) 0.24

/mapt/ (mapped) 022

shape [sap/ /sapt/ (shaped) 0.43

/sipt/ (shipped) 0.27

sip [sip/ [sipt/ (sipped) 0.42

fsept/ (scpped) 0.28

slip /alip/ fslept/ (slept) 0.40

smoke /smOk/ /smOktd/ (smokted) 0.29

/smOk/ (smoke) 0.22

snap fsnap/ /snapt*d/ (snapted) 0.40

step fstep/ /stept*d/ (stepted) 0.59

type tp/ Jtipt-d/ (typted) 033

End in brown /orwan/ forwnd/ (browned) 0.46

voiced /brend/ (brawned) 0.39
consonant - N

or vowe] hug Mg/ /Mmg/ (hug) 0.59

mail /ma‘t/ /ma‘ld/ (mailed) 0.38

/memb°ld/ (membled) 0.23

tour Jtur/ fturd*r/ (toureder) 0.31

fturd/ (toured) 0.25

Summary. The system has clcarly learned the essential characteristics of the past tense of
English. Not only can it respond correctly to the 460 verbs that it was taught, but it is able to
gencralize and transfer rather well to the unfamiliar low-frequency verbs that had never been
presented during training. The system has learned about the conditions in which each of the
three regular past-tense endings are to be applied, and it has learned not only the dominant,
rcgular form of the past tense, but many of the subregularitics as well.

It is truec that the modcl does not act a+ a perfect rule-applying machine with novel past-
tense forms. However, it must be noted that pcople—or at least children, even in early grade-
school ycars—are not perfect rule-applying machines cither. For example, in Berko's classic
(1958) study, though her kindergarten and first-grade subjects did often produce the correct
past forms of novel verbs like spow, morr, and rick, they did not do so invariably. In fact, the
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rate of regular past-tense forms given to Berko’s novel verbs was only 51 percent!® Thus, we see
little rcason to bclicve that our modcl's "dcficicncies™ arc significantly greater than those of

native spcakers of comparable expcerience.

- CONCLUSIONS

Wec have shown that our simple lcarning modcl shows, to a remarkable degree, the charac-
teristics of young children learning the morphology of the past tensc in English. We have
o shecwn how our modecl gencrates the so-called U-shaped lecarning curve for irregular verbs and
that it cxhibits a tendency to overgeneralize that is quite similar to the pattern exhibited by
young children. Both in children and in our model, the verb forms showing the most regulari-
zation are pairs such as know/knew and see/saw, whereas those showing the lcast regularization
arc pairs such as feel/felt and carch/caughs. Early in Icarning, our model shows the pattern of
. morc no-change responses to verbs ending in r/d whether or not they are regular verbs, just as
young children do. The modecl, like children, can gencrate the appropriate regular past-tense
form to unfamiliar verbs whose base form cnds in various consonants or vowels. Thus, the
modcl gencrates an /'d/ suffix for verbs ending in 1/d, a /t/ suffix for verbs ending in an
unvoiced consonant, and a /d/ suffix for verbs cnding in a voiced consonant or vowel.
In the model, as in children, diffcrent past-tense forms for the same word can coexist at the
9 samce time. On rule accounts, such transitional behavior is puzzling and difficult explain. Our
modcl, like human children, shows an rclatively larger proportion of past+ed regularizations
later in lcarning. Our model, like lcarners of English, will sometimes generate past-tense forms
to novel verbs which show sensitivities to the subregularities of English as well as the major
regularities. Thus, the past of cring can somctimes be rendered crang or crung. In short, our
simple lcarning modcl accounts for all of the major features of the acquisition of the morphol-
ogy of the English past tense.
In addition to our ability to account for the major known features of the acquisition process,
there arc also a number of predictions that the model makes which have yet to be reported.
‘ These include:

3
. -
J
3
N
.
b

® W cxpect relatively more past +ed regularizations to irregulars whose correct past form
does not involve a modification of the final phoneme of the base form.

® Wc cxpect that carly in lcarning, a no-change response will occur more frequently to a
CVC monosyllable ending in t/d than to a more complex base verb form.

® Wec cxpect that the double inflection responses (/dript™d/) will occasionally be made by
native spcakcrs and that they will occur more frequently to verbs whose stem is ends in

/p/ or /k/.

The modcl is very rich and there are many other more specific predictions which can be derived
from it and cvaluated by a carcful analysis of acquisition data.
We have, we believe, provided a distinct alternative to the view that children lecarn the rules

T

\ of English past-tense formation in any cxplicit scnse. We have shown that a rcasonable .
- account of the acquisition of past tense can be provided without recourse to the notion of a

- "rule” as anything morc than a descriprion of the language. We have shown that, for this case,

o there is no induction problem. The child need not figure out what the rules arc, nor even that

[ -

r..' 18 Unfortunately, Berko included only one regular verb to compare to her novel verbs. The verb was melr. Chil-

dren were 73 percent correct on this verb. The two novel verbs that required the same treatment as melr (motr and
bodd) each recaved only 33 percent correct rexponses.
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there are rules. The child need not decide whether a verb is regular or irregular. There is no
question as to whether the inflected form should be stored directly in the lexicon or derived
from more general principles. There isn’t even a question (as far as gencrating the past-tense
form is concerned) as to whether a verb form is one encountered many times or one that is

being generated for the first time. A uniform procedure is applied for producing the past-tense E-f-:.f{._
form in every casc. The base form is supplied as input to the past-tense network and the :-‘:.}«,';:'-:
resulting pattern of activation is interpreted as a phonological representation of the past form RN

Py
[ 4
7’
'ﬂ

YERoY)
% LE‘%;

of that verb. This is the procedure whether the verb is regular or irregular, familiar or novel.

In one sense, every form must be considered as being derived. In this sense, the network can
be considered to be one large rule for generating past tenscs from base forms. In another
sense, it is possible to imagine that the system simply stores a set of rote associations between
base and past-tense forms with novel responses generated by “on-line” generalizations from the
stored exemplars.

Neither of these descriptions is quite right, we believe. Associations are simply stored in the
network, but because we have a superpositional memory, similar patterns blend into one another
and reinforce cach other. If there were no similar patteras (i.c., if the featural representations
of the basc forms of verbs were orthogonal to one another) there would be no generalization.
The system would be unable to general’ze and there would be no regularization. It is statistical
relationships among the base forms themselves that determine the pattern of responding. The
network merely refiects the statistics of the featural representations of the verb forms.

We chose the study of acquisiticn of past tense in part because the phenomenon of regulari-
zation is an example often cited in support of the view that children do respoad according to
general rules of language. Why otherwise, it is sometimes asked, should they generate forms
that they have never heard? The answer we offer is that they do so because the past tenses of
similar verbs they arc learning show such a consistent pattern that the generalization from these
similar verbs outweighs the relatively small amount of learning that has occurred on the irregu-
lar verb in question. We suspect that essentially similar ideas will prove useful in accounting
for other aspects of language acquisition. We view this work on past-tense morphology as a
step toward a revised understanding of language knowledge, language acquisition, and linguistic
information processing in general.
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APPENDIX

One important aspect of the Wickelfcature representation is that it completely suppressed
the temporal dimension. Temporal information is stored implicitly in the feature pattern.
This gives us a representational format in which phonological forms of arbitrary length can be
represented. It also avoids an a priori decision as to which part of the verb (beginning, end,
center, etc.) contains the past-tense inflection. This grows out of the learning process. Unfor-
tunatcly, it has its negative side as well. Since phonological forms do contain temporal infor-
mation, we need to have a method of converting from the Wickelfeature representation into
the time domain—in short, we need a decoding network which converts from the Wickel-
fcature representation to cither the Wickelphone or a phonological representational format.
Since we have probabilistic units, this decoding process must be able to work in the face of
substantial noise. To do this we devised a special sort of decoding network which we call a
binding network. Roughly spcaking, a binding network is a scheme whercby a number of units
compete for a sct of available features—finally attaining a strength that is proportional to the
number of features the units account for. We proceed by first describing the idea behind the
binding network, then describing its application to produce the set of Wickelphones implicit
in the Wickelfcature representation, and finally to produce the set of phonological strings
implicit in the Wickelfcatures.

Binding Networks

The basic idea is simple. Imagine that there are a sct of input features and a set of output
features. Each output fcature is consistent with certain of the input features, inconsistent
with certain other of the input features, and neutral about still other of the input features.
The idea is to find a sct of output featurcs that accounts for as many as possible of the output
fcatures while minimizing the number of input features accounted for by more than one out-
put feature. Thus, we want each of the output fcatures to compete for input features. The
morc input fcaturcs it caprures, the stronger its position in the competition and the more claim
it has on the fcatures it accounts for. Thus consider the case in which the input features are
Wickelfcatures and the output features are Wickclphones. The Wickelphones compete among
one another for the available Wickelfcatures. Every time a particular Wickclphone "captures” a
particular Wickclfeature, that input feature no longer provides support for other Wickel-
phones. In this way, the system comes up with a sct of more or less nonoverlapping Wickel-
phones which account for as many as possible of the available Wickelfcatures. This means
that if two Wickclphones have many Wickelfeatures in common (c.g., 4" and yAp) but one of
them accounts for more fcaturcs than the other, the one that accounts for the most features
will remove ncarly all of the support for the very similar output feature which accounts for few
if any input fcaturcs uniquely. The binding network described below has the property that if
two output units are compcting for a set of input fcaturcs, each will attain a strength propor-
tional to the number of input features uniquely accounted for by that output feature divided
by the total number of input features uniquely accounted for by any output feature.

This is accomplishcd by a nctwork in which each input unit has a fixed amount of activation
(in our casc we assumcd that it had a total activation value of 1) to be distributed among the
output units consistent with that input fcature. It distributes its activation in proportion to
the strength of the output feature to which it is connected. This is thus a network with a

N ¢
o '-‘. ! - ;
’

e
2y
Ld
o

')
Ca A

.
.
[

) Yy
ey

EAPOAS
i,
PRy

7
)

2,

*




- e e CETRWLRLR LWL
L S TS TR I T AT AT

~ VT T T Y
S A A R SRt it e B g 0 e B e B 0 Arle o ambe ke <n Rt A iy el e I S ——

LEARNING THE PAST TENSE 3§

dynamic weight. The weight from input unit j to output unit i is thus given by

.

WU = Eai,

ki
where k; ranges over the set of output units consistent with input units j. The total strength
of output unit k at time ¢ is a linear function of its inputs at time ¢ —1 and is thus given by

Sijal -1
I

a(t) = %i},wkj,(') = Sac-1D

where j; ranges over the set of input features consistent with output feature &, / j, ranges over

the set of output fcatures consistent with input feature j;, and i; takes on value 1 if input
feature j is present and is 0 otherwise.

We used the binding network described above to find the sct of Wickelphones which gave
optimal coverage to the Wickelfeatures in the input. The procedure was quite effective. We
used as the set of output all of the Wickelphones which occurred anywhere in any of the 500
or so verbs we studied. We found that the actual Wickelphones were always the strongest
when we had 80 percent or more of the correct Wickelfeatures. Performance dropped off as
the percentage of correct Wickelfeatures dropped. Still when as few as 50 percent of the
Wickelfeatures were correct, the correct Wickelphones were still the strongest most of the
time. Sometimes, however, a Wickelphone not actually in the input would become strong and
push out the "correct” Wickelphones. If we added the constraint that the Wickelphones must
fit together to form an entire string (by having output features activate features that are con-
sistent neighbors), we found that more than 60 percent of correct Wickelfeatures lead to the
correct output string more than 90 percent of the time.

The binding nctwork described above is designed for a situation in which there is a set of
input features that is to be divided up among a sct of output features. In this case, features
that are present, but not required for a particular output feature play no role in the evaluation
of the output feature. Suppose, however, that we have a set of alternative output features one
of which is supposcd to account for the entire pattern. In this case, input features that are

o present, but not consistent with a given output feature must count against that output feature. .
¢ One solution to this is to have input units excite consistent output units according the the rule :
- given above and to irhibit inconsistent output units. In the case in which we tried to con- f‘
" struct the cntirc phonological string directly from a set of Wickclfcatures we used the follow- W
- ing activation rule: -
o a(t) = Eij,wkj‘(')‘“zil. ‘
i A
2 where I, indexcs the input fcatures that are inconsistent with cutput feature k. In this case, RN
- we used as output features all of the strings of Icss than 20 phonemes which could be generated . ;
t- from the set of Wickclphones present in the entire corpus of verbs. This is the procedure e
o . employed to produce rcsponses to the lowest frequency verbs as shown in Tables 17 and 18. ST
! NG
DALY
~ LSS
[_; ::_*Z:T;l
- RN
- ‘-:'»::\:
g
2
.

. . T e at R e e . N O . ..
s R T TR O R T N A e - T et e
A AT M e I A N I i RN W N e . R
e e e T g PR T e S T e e e e e

PRI, S a - PRI -




ARV Rl AT

.:"l:":—,"-;":, -ﬁ'-'n"‘../ EAY

4

f——

S

R

N A

PR PRSI NS SIAN

40 RUMELHART and MCCLELLAND

REFERENCES

Anderson, J. A. (1973). A theory for the recognition of items from short memorized lists.
Psychological Review, 80, 417-438.

Anderson, J. A. (1977). Neural models with cognitive implications. In D. LaBerge & S. J.
Samuels (Eds.), Basic processes in reading: Perception and comprehension (pp. 27-90). Hills-
dale, NJ: Erlbaum.

Anderson, J. A., Silverstein, J. W., Ritz, S. A., & Jones, R. S. (1977). Distinctive features,
catcgorical perception, and probability learning: Some applications of a neural model.
Psychological Review, 84, 413-451.

Bates, E. (1979). Emergence of symbals. New York: Academic Press.

Berko, J. (1958). The child’s learning of English morphology. Word, 14, 150-177.

Brown, R. (1973). A first language. Cambridge, MA: Harvard University Press.

Bybee, J. L., & Slobin, D. I. (1982). Rules and schemas in the development and use of the
English past tense. Language, 58, 265-289.

Ervin, S. (1964). Imitation and structural change in children’s language. In E. Lenneberg
(Ed.), New directions in the study of language. Cambridge, MA: MIT Press.

Green, D. M., & Swets, J. A, (1966). Signal detection theory and psychophysics. New York:
Wiley.

Kohonen, T. (1977). Associative memory: A system theoretical approach. New York: Springer.

Kohonen, T. (1984). Self-organization and associative memory. Betlin: Springer-Verlag.

Kucera, H., & Francis, W. (1967). Computational analysis of present-day American English. Pro-
vidence, RI: Brown University Press.

Kuczaj, S. A. (1977). The acquisition of regular and irregular past tense forms. Jowrnal of Ver-
bal Learning and V erbal Behavior, 16, 589-600.

Kuczaj, S. A. (1978). Children’s judgements of grammatical and ungrammatical irregular past
tense verbs. Child Development, 49, 319-326.

McClelland, J. L., & Rumeclhart, D. E. (1981). An interactive activation model of context
cffects in letter perception: Part 1. An account of basic findings. Psychological Review, 88,
375-407.

Pinker, S. (1984). Language learnability and language developmens. Cambridge, MA: Harvard
University Press.

Rosenblatt, F. (1962). Principles of neurodynamics. W ashington, DC: Spartan.

Rumelhart, D. E., & McClelland, J. L. (1981). Interactive processing through spreading activa-
tion. In A. M. Lesgold & C. A. Perfetti (Eds.), Interactive Processes in Reading. Hillsdale,
NJ: Erlbaum.

Rumclhart, D. E., & McClelland, J. L. (1982). An intcractive activation model of context
effccts in letter perception: Part 2. The contextual cnhancement effect and some tests and
extensions of the modcl. Psychological Review, 89, 60-94,

Stemberger, J. P. (1981). Morphological haplofogy. Language, 57, 791-817.

Wickelgren, W. A. (1969). Context-sensitive coding, associative memory and serial order in
{spcech) behavior. Psychological Review, 76, 1-18.

N ST NN

g

prld
TgY

ng

+

ﬂ,
3 ¥
T

»
o
v,
-

SV

",
e,
AR ARRCA
P

Sy s
N
o

I A

i




T TN U N L O T T S TR TN

8306.

8401.

8301.

8302.

8303.

8304.

8305.

ICS Technical Report List

The following is a list of publications by people in the Institute for Cognitive Science. For
reprints, write or call:

Institute for Cognitive Science, C-015
University of California, San Diego
La Jolla, CA 92003

(619) 452-6771

David Zipser. The Representation of Location. May 1983,

Jeffrey Elman and Jay McClelland. Speech Perception as a Cognitive Process: The
Interactive Activation Model. April 1983. Also published in N. Lass (Ed.), Speech and
language: Volume 10, New York: Academic Press, 1983.

Ron Williams. Unit Activation Rules for Cognitive Networks. November 1983.
David Zipser. The Representation of Maps. November 1983.

The HMI Project. User Centered System Design: Part 1, Papers for the CHI '8 Confer-
ence on Human Factors in Computer Systems. November 1983. Also published in A. Janda
(Ed.), Proceedings of the CHI '83 Conference on Human Factors in Computing Systems.
New York: ACM, 1983,

Paul Smolensky. Harmony Theory: A Mathematical Framework for Stochastic Parallel
Processing. Deccmber 1983, Also published in Proceedings of the National Conference on
Artificial Intelligence, AAAI-83, Washington DC, 1983.

Stephen W. Draper and Donald A. Norman. Sof tware Engineering for User Interfaces.
January 1984. Also published in Proceedings of the Sevemh International Conference on
Sof tware Engineering, Orlando, FL, 1984,

The UCSD HMI Project. User Cemtered System Design: Part [, Collected Papers.
March 1984. Also published individually as follows: Norman, D.A. (in press), Stages and
levels in human-machine interaction, International Journal of Man-Machine Studies;
Draper, S.W., The naturc of expertise in UNIX; Owen, D., Users in the real world;
O’Malley, C., Draper, $.W,, & Riley, M., Constructive interaction: A method for study-
ing user-computer-user interaction; Smolensky, P., Monty, M.L., & Conway, E., For-
malizing task descriptions for command specification and documentation; Bannon, L.J.,
& O'Malley, C., Problems in cvaluation of human-computer interfaces: A case study;
Riley, M., & O'Malley, C., Planning nets: A framework for analyzing user-computer
interactions; all published in B. Shackel (Ed.), INTERACT 84, First Conference on

T, 648
"-"‘:“L -

ERC
L




Human-Computer Interaction, Amsterdam: North-Holland, 1984; Norman, D.A., & Drapcr,
S.W., Software engineering for user interfaces, Proceedings of the Seventh International
Conference on Sof tware Engineering, Otlando, FL, 1984.

8403. Steven L. Greenspan and Eric M. Segal. Reference Comprehension: A Topic-Comment
Analysis of Sentence-Picture Verification. April 1984. Also published in Cognitive Psychol-
ogy. 16, 556-606, 1984.

8404. Paul Smolensky and Mary S. Riley. Harmony Theory: Problem Solving, Parallel Cognitive '
Models, and Thermal Physics. April 1984. The first two papers arc published in Proceed- o
ings of the Sixth Annual Meeting of the Cognitive Science Society, Boulder, CO, 1984, Iy

8405. David Zipser. A Compwational Model of Hippocampus Place-Fields. April 1984.

8406. Michael C. Mozer. Inductive Information Retrieval Using Parallel Distributed Computation.
May 1984.

8407. David E. Rumelhart and David Zipser. Feature Discovery by Competitive Learning. July
1984. Also published in Cognitive Sci- ce, 9, 75-112, 1985.

8408. David Zipser. A Theoretical Model of Hippocampal Learning During Classical Conditioning.
December 1984,

8501. Ronald J. Williams. Feature Discc ery Through Error-Correction Learning. May 198S.
8502. Ronald J. Williams. Inference of Spatial Relations by Self -Organizing Networks. May 1985.

8503. Edwin L. Hutchins, James D. Hollan, and Donald A. Norman. Direct Manipulation
Interfaces. May 1985. To be published in D. A. Norman & S. W. Draper (Eds.), User
Centered Sysiem Design: New Perspectives in Human-Computer Interaction. Hillsdale, NJ:
Erlbaum.

8504. Mary S. Rilcy. User Understanding. May 1985. To be published in D. A. Norman & S.
W. Draper (Eds.), User Centered System Design: New Perspectives in Human-Computer
Interaction. Hillsdale, NJ: Erlbaum.

8505. Liam J. Bannon. Extending the Design Bouadaries of Human-Computer Interaction. May
1985.

8506. David E. Rumelhart, Geoffrey E. Hinton, and Ronald J. Williams. Learning Internal .
Represemations by Error Propagation. Scptcmber 1985. To be published in D. E.
Rumelhart & J. L. McClelland (Eds.), Parallel Distributed Processing: Explorations in the
Microstructure of Cognition: Vol. 1. Foundations. Cambridge, MA: Bradford Books/MIT
Press.

8507. David E. Rumeclhart and James L. McClelland. On Learning the Past Tense of English
Verbs. October 1985. To be published in D. E. Rumclhart & J. L. McClelland (Eds.),
Parallel Distributed Processing: Explorations in the Microstructure of Cognition: Vol. 2.
Psychological and Biological Models. Cambridge, MA: Bradford Books/MIT Press.




Earlier Reports by People in the Cognitive Science Lab

The following is a list of pu™lications by people in the Cognitive Science Lab and the Institute
for Cognitive Science. For reprints, write or call:

ONR-8001.

ONR-8002.

ONR-8003.

ONR-8004.
ONR-8005S.

ONR-8006.

ONR-8101.

ONR-8102.

ONR-8103.
ONR-8104.
ONR-8105.

ONR-8106.

ONR-8107.

Institute for Cognitive Science, C-015
University of California, San Diego
La Jolla, CA 92093

(619) 4526771

Donald R. Gentner, Jonathan Grudin, and Eileen Conway. Finger Movements in
Transcription Typing. May 1980.

James L. McClelland and David E. Rumelhart. An Interactive Activation Model of
the Effect of Context in Perception: Part I. May 1980. Also published in
Psychological Review, 885, pp. 375401, 1981.

David E. Rumelhart and James L. McClelland. An Interactive Activation Model of
the Effect of Context in Perception: Part . July 1980. Also published in
Psychological Review, 89, 1, pp. 60-94, 1982,

Donald A. Norman. Errors in Hunan Performance. August 1980,

David E. Rumelhart and Donald A. Norman. Analogical Processes in Learning.
September 1980. Also published in J. R. Anderson (Ed.), Cognirive skills and their
acquisition. Hillsdale, NJ: Erlbaum, 1981.

Donald A. Norman and Tim Shallice. Artention to Action: Willed and Automatic
Comntrol of Behavior. Deccmber 1980.

David E. Rumclhart. Understanding Understanding. January 1981.

David E. Rumclhart and Donald A. Norman. Simulating a Skilled Typist: A
Study of Skilled Cognitive-Motor Performance. May 1981. Also published in
Cognitive Science, 6, pp. 1-36, 1982.

Donald R. Gentner.  Skilled Finger Movements in Typing. July 1981.

Michacl 1. Jordan. The Timing of Endpoints in Movement. November 1981.

Gary Perlman. Two Papers in Cognitive Engineering: The Design of an Interface to
a Programming System and MENUNIX: A Menu-Based Inserface to UNIX (User
Manual). November 1981. Also published in Proceedings of the 1982 USENIX
Conference, San Diego, CA, 1982.

Donald A. Norman and Diane Fisher. Why Alphabetic Keyboards Are Not Easy to
Use: Keyboard Layout Doesn’'t Much Matter. November 1981. Also published in
Human Factors, 24, pp- 509-515, 1982.

Donald R. Gentner. Evidence Against a Central Comtrol Model of Timing in Typing.
December 1981. Also published in Jowrnal of Experimental Psychology: Human
Perception and Performance, 8, pp. 793-810, 1982.




"y -
-
)

.

:::

Rl Sl
£ % T

i ONR-8201.

. ONR-8202.

o8 ONR-8203.

'ﬁ ONR-8204.

ONR-8205.

o

2.

n ONR-8206.
ONR-8207.

ONR-8208.

ONR-8301.

ONR-8302.

Jonathan T. Grudin and Secrge Larochelle. Digraph Frequency Effects in Skilled
Typing. February 1982.

Jonathan T. Grudin. Central Control of Timing in Skilled Typing. February 1982,
Amy Geoffroy and Donald A. Norman. Ease of Tapping the Fingers in a Sequence
Depends on the Mersal Encoding. March 1982.

LNR Rescarch Group. Studies of Typing from the LNR Research Group: The role of
conzext, diff erences in skill level, errors, hand movememnss, and a computer simulation.
May 1982. Also published in W. E. Cooper (Ed.), Cognitive aspects of skilled
typewriting. New York: Springer-Verlag, 1983.

Donald A. Norman. Five Papers on Human-Machine Interaction. May 1982. Also
published individually as follows: Some observations on mental models, in D.
Gentner and A. Stevens (Eds.), Mental models, Hillsdale, NJ: Erbaum, 1983; A
psychologist views human processing: Human errors and other phenomena
suggest processing mechanisms, in Proceedings of the International Joint Conference
on Artificial Intelligence, Vancouver, 1981; Steps toward a cognitive engineering:
Design rules based on analyses of human error, in Proceedings of the Conference
on Human Factors in Computer Systems, Gaithersburg, MD, 1982; The trouble with
UNIX, in Daramation, 27,12, November 1981, pp. 139-150; The trouble with
networks, in Datamation, January 1982, pp. 188-192.

Naomi Miyake. Constructive Interaction. June 1982.

Donald R. Gentner. The Development of Typewriting Skill. September 1982. Also
published as Acquisition of typewriting skill, in Acta Psychologica, 54, pp. 233-248,
1983.

Gary Petlman. Natural Artificial Languages: Low-Level Processes. December 1982.
Also published in The International Journal of Man-Machine Studies, 20, pp. 373419,
1984.

Michael C. Mozer. Lerter Migration in Word Perception. April 1983, Also
published in Journal of Experimental Psychology: Human Perception and
Performance, 9, 4, pp. 531-546, 1983.

David E. Rumclhart and Donald A. Norman. Representation in Memory. June
1983. To appear in R. C. Atkinson, G. Lindzey, & R. D. Luce (Eds.), Handbook
of experimental psychology. New York: Wiley (in press).

ARV A SNt e i AR MR A AT
Lo

[ ~ .
R

.....



Y

ONR DISTRIBUTION LIST

E€EE22 YA ‘erdpuexayy
JNUIAY JIMOYUISTI LOOS
33N31T1Is8Ul udaeasay Away
Aeun auiem *uq

L1L26 v3 ‘auradr

autAaJ] ‘ejuLojire) jo K£31sJaajun
P0udTOg Jandwo) Jo juawidedag
Jafueun ‘Y pJeydly °4g

100S-L0£02 20 ‘uo3Burysep

‘M "N *caav e184089 G299

131U3) TEOIPaN Awdy pasay 433[eM
uoyiedyisaauy

1eoTUTT) JO juswiasedaq

‘@°yd ‘uewjedn uepdaop

GEe8L X1 “g4v sAooug
{'GOW/TYRIY
230D df4dayg tuq

13vyst
0002¢ BJTEH
NOINHO3L

quawaBeuey 3
Sugdeaurduz 1erJasnpul
daydog jajueg tug

0RG80 [N 'uo3adutyg
1184 uaadn

ABo1oydiegd Jo juawiJedag
A1ys42ATUN UOCIIdUTIY
Buagsiono wes *ug

S8n2-90116 VO ‘euapesed

399435 UPIJD '3 0E0L
UIEYIEIIQ

yoledsIy 1eARy jO 3913J0

2ho1H *7 uan "ug

09261 ¥d ‘uBungsiatyg
199438 eJeH,0 6E6F
uBangs1a1d Jo A31sdaatup
43qu9) quamdotarag ¥
yoJeasay Bujyuuea
JesR1D 349Q08 *J4Q

£6026 ¥O ‘eryor e

eIuUJOJTTR) JO K3ysJaatup
Buiesadoud uotjRWIOJUT

URWNH 403 J433u3)

.PUdUan uog ‘4

3484Tauny/qson

L£/01/5861

02819 I ‘uBtedueyy

‘1§ Tayueg '3 £o9
ABotoudLsd Jo juawisedaq
STOUlTITI JoO >uﬁnLU>ﬂ==
Jaujuan aapag *ug

S0En6 ¥O ‘puojuesg
juawjsedag aouatog Jaindwo)
£17s43ATup paojuels
Y334953uan [PBYDOIW ‘4

#2006 ¥O ‘sataluy son
BIuJ0jITe) JO A31S4aatup
ABotToudhsd Jo juawisedaq

UBWT3S139 pdempl ‘Y *J4d

niGL2 ON “TTIH Todeud
ABoroysAsd jo quamidedag
BUFIOJBD) UIJICN JO A3jsdaatun
JayBeqten e(seydIx *J4q

BEL20 YW ‘aFpraquen
422435 UOITNOW Q6
uewmaN P Asueusqd 3T08@
UISHTJIPIAd ¥ uyop *J4g

togl9 I ‘euegun

anuaay pratjBursdg I88M hotL
90ualds Jaandwoy Jo juawidedaq
STOUTITI Jo AaysdJaayupn

$NQUO4 ' Y3IAUUIY ‘4g

€0ni6 HO ‘dualng
ucoEaLwaoa adUITOg Luu:QEOU
uoBaug Jo KarsJ43Atup
4ayo3aTd J423X3Q "J4g

60222 YA ‘uoiBuyray
*PATE UOSTIM 0ONL
vduv

$platd "1 Bred) -ug

80L29 11 ‘P12jJButadg

926t x08 *0°d

juaugsedag uotaeonpl TBITPIN
SuIdTPaN JO Tooyog
L37s42ATUN STOUTTII uUdayanog
yorAa0ltad Ineg “ug

l29nl AN ‘J331s3yooy
juawlJedag aouatog Jaindwo)
43153yo0y Jo A31sdaatun
uewprag 'y awodsap “ug

25126 vy ‘oBaiq ues
2q¥dN

LLS @po)

001dapal ﬂum *4q

lozze YA ‘uvojBuyray
333418 UOUJ3s YIJION 0262
JaBg [ TleusJey "4q

60126 ¥3 ‘oBaiq ueg

Aeg uoIssIKW

*py s3ua0us 'S 02L1
3IN3715U] P4OM €3S SQQNH
sueaz '3 "M "4g

60£08 00 “Jeprnog
ABotoysdsd Jo jusmisedag
OpeJoT03 jo A3ysJaatun
uossatJ3 sJapuy *y “ug

71002 QW ‘epsayiag
anuaay AqBny ¢fgn
suoI3TSInboy-A37 11064 D143

90LES IM ‘uostipey

133435 UOSUYOL M ZO2L

*8p1g ABotoyohsd uaploug *p M
UTSUODS TN JO A31Sdaatun
utaisdy wertIIM ‘4a

80262 2S ‘eyqunto)

eujToJe) ynog Jo AIIsIIAtun
KBotoyohsd 30 juswuisedag
918u3 Apuey -4q

£6026 Y2 ‘elyor el

g00-2 ‘so33stnduy] jo juawiuedaq
ofa1q ueg

‘erudojiTe) Jo A3TSUaATUN

uew(y Aadjjap *4q

61h8L X1 ‘TIsTJu) sndaoy
uoiielg JIy Teaepy

LOEN YHIVND

samoppl "3 puaempl

Z1620 IN ‘acuapiaoug
100ydS (1Pt
quswisedag Kwojeuy
K31823A7U0 umoug
43uq3 paog tag

(sa1doy 21)

21 uaay

nig2Z VA ‘erspuexaty

¢ 3p1g ‘uolaels uouswe)
433ua) uojjemIOJUT

FCEN{TUEE) BRI STESEY ]

02819 I ‘uBreduweys
ABoToyoAed Jo Juawisedaq
SIOUITTII Jo K11saaajun
uiyduoq i¥nuewy °.4g

2€£02 20 ‘uolButysem

g4v Buriteg

8SO4Y

£20UIIDG 9JIT JOJ J0OIDIULTQY IJEIDOSSY
SRS "X ¥ A

€0nl6  ¥O ‘duadny

uoBaup Jo Aijssaagup
32U3TIS uoTIBWIOJUT

pue 433ndwo) jo juamysedaq

uyag ayyezey "J4g

0005-L1222 VA ‘uoiBuyisv
399435 Loulnd yiioN OCR
dNintl #po)

yoJeasay TeABN JO I91JI0
sjaeq (eor ‘J4q

0£208 03 '94V Lamo7
LY/ 180 Y
uewyteq uef.g

0006~L1222 VA 'uoiPullay
G2t 2p0)

©3§ A>uind N 008
YsJeasay [eaeN jo 291330
uedun)y (YO IY °*d 1dVd

€125L Vd "uBungeiatd
193415 eJdey,0 6E6E
uyB4nqsaatd Jo Kagrsaantun
J23u2) Q3§ Futused
48d00) y uukq “Jq

JJeyiawny/asin

LE/OL/5861

o

L

"
z.\:.iz.ff.




. e

-

ONR DISTRIBUTION LIST

21620 I¥ ‘aduapraolg
JDUIIDS TEUNIK L0F J27UI)
A3ysaaatun umoug

13doo) uoa ‘ug

000$-11222 VA ‘uoiBuil.iy
139235 AduInd °N 008

222 apo)

A8otouysay TeAey JO 331330
Jakiroy Aatueag *4g

85120 VW ‘aBpyique)

399435 UOITNOW QS

“aul ‘uemmaN 3 Aeuedag 3rog
SUTTTIOD °W UellY “4q

02819 I ‘uByedueyy
ABotoyohsy jo juauniedag
STOUTTTI Jo £aT1sdaatup
$970) T9YITH "4q

80628 14 ‘erodesuad SyN
(5-N) puewuwo) Bujutesy
pue uotgiesanp3 1eaey
uotrienteay pue 'Is3f
*qusndotanaq ‘ydsdseasay Joj
JJRig 3o jITU) juelsicsy

he268 IV ‘84Y Sswelllim
uolsTAYq Sujuted] suoyiesadp
Ai107e40qey 204N0OSaY uwmNY 0403 JYY
3d1jJ0 uosyey]

Buguyedy pue
uotiwdNpl [RARN JO JITY)

g0262 IS ‘erqunion

RuUTl0J4®3 yinog Jo K11sJ4aATun
KBotoyshsqd jo juamisedsq
Auama1) 3y pyaeg ‘uq

90En6 V) ‘paojuesg
K1y5s49AtUn paojueag

Juawy edag aDUITHG sLaindwo)
AsoueT) WRITTIN "4Q

GE2BL XL ‘gdv swuooug

JONW/THH 3Y
(114U "3 buowhey "y

14RUTAWOY /3500

LE/01/G861

£1261 vd ‘uBanqsiiid
392435 BJIEH, 0 6E6E
y8angsi3id Jo A3pssaatupn
437u3) ¢ 7 ¥ Bujuaea]
W) JUITAYDTH °uq

21620 I4 ‘83uapracdd
Juauydedag aouatog Jaindwo)
A31543ATUf umoug

Aejusey) uadny *aqg

€1261 ¥d ‘4Bangsiatd

RJed Katuayog

A31sa9ATUN uOTaW-31BauIE)
ABoToysAsd Jo juawjaedaq
Kauaeyy eptaeq <Jq

19002  2a ‘uoiButysen
eoYJauWY

Jo K3isusatup djToysed

$30Ud}0S pue sq4y JO #93(10)
KBotoydAsyd

30 juaunJdedaq ‘Jjey)

€126 vd 'uBdngeland
ABoToyohsd jo juawisedaq
£31S49ATUN UOTTIN-91Baude)
dajuadae) jed *4g

61120 VA 'uo3sog

onuIAY uojButIuny 09t

V1h05 ‘SdT3jewaylen Jo judmasedag
K318 aaAtun UJsITRIYIION
4aquadue) (ren -ug

€12S1 vd "uBungsiard
ABotoyshed jo juamjaedaq
A3[s4aaTU OTTIH-STBause)
113ucqJie) awrepr *uqg

G0Er6 VO ‘pdojueis
Aq1s48A1Un paojueas
JusuwjJedag souaids gajndwo)
ueueyong adnag *4g

hOER6 ¥O "03ITY ored

peoy 330403 EEEE

493u9) |

yoJessay oay oled Xo4ix
umoug S uyoer *agq

€1828 13 ‘opuetdo
N3IO4INDAVYIAVYN
4S60=N 2po)
Xneasg 343qoy ‘J4q

90Er6 VI ‘pJojuess
A1ys18atupn piojuesg
A3o1oydhsd Jo juauisedaq
Jamog ‘H uopdog g

LE909 11 ‘oBeoyuy
uoyjeonp3 Jo judmyaedag
oBeoty) Jo L37saaajup
3o0g Tladzeg 'y -ug

€182€ 14 ‘opueraQ

433u9) juamdinba Bujuteal teaey
LLLN @po)

samnteld s Lnyjay

68L0L V1 ‘suearug may
Aa03ea0qe] SOTWeUApolg (eaeN
43u3319 YeATY “Jg

80262 0§ ‘erqunio)

BUTTOJR) yInog Jo AITSJaATUp
20UIOg Joindwo) Jo Jualjuedaq
semsyg weineg ‘uq

0Sh80 PN ‘uoladutug
#07Al0g Buyisal TRUOCTiednp]
Jefag omes] °uq

#2006 ¥O ‘sataBuy soq
elusojrTe) Jo L3isdaagun
ABotoysAsd Jo juswisedag

£33e9g uosndoer *ug

60£08 03 ‘4apinog

Snt xog

A3otoysded Jo quawjsedsq
Opedo10) Jo A1jsaaajup
13988eg erovdied cuq

ANYION3

432 295 38ptique)

peoy Jaoneyy G

ayun KBoroyo4Lsd payiddy
1I2uUn0) YoJeasay [esfpan
katappeg uely -uq

Jaeyiawny/gson

t€/01/5861

£££22 YA ‘erspuexaly
INUIAY JIMOYUISTI 100G
I¥V *J0303J1Q T®ITUYDAL

ELLE-LYELE ¥O ‘STITH puetipoon
199435 UImdl (1112
*oul ‘'sotucuidasday
3701 4pUY dAadlg “ug

2nl02 QW *nded 28ay10)
puetkaey jo K3ysdaagup
ABoroyshsd jo juamisedag
uosJapuy °§ Aouey -u4q

£1251 ¥d ‘4Bangsiatg
K3ysa3atun uoTtan-s1auale)
ABoloyohksd 3o juamisedag
UOCEJAPUY Y UYOp *uq

21620 IN ‘aduapracuyy
SOUIJOS TRININ JO) J4IFUI)
£IICJIATUN umOLg
uosJIpuy sawer -ug

SE2BL Xi @4V sxnooug
(3SJY) THHIV ‘DM
ISINTIY "V [d4e3 ‘4q

25126 YO ‘oBayg ueg
493U3) (%4 Touuosiad Aaey
uIALY PI C4g

€182€ 14 ‘opuerso
N3DJINDIVHIAVN
KJojeuoqe] €403084 ueuwny
LLLN 3pO)

SJITUY 143qoy "4g

2€£02 2 ‘uorBuyysen

sseg #ou403 Jyy Burrtog
2384030341Q SIDUITOE T

4S04V

56055 NN ‘srrodesuuly
ABoToyshed Jo judwisedag
e308auutn JO £331s4aAtuUn
uewdandy 7 31144 *4g

aa e bt

<,
s

-

FVRATLIATY

Bind

-
b

R R LY

.




-

M ™ ol b o

ONR DISTRIBUTION LIST

Lil2s ¥ ‘*autadr
2ouatog Jandwo)y pue
uoiiewJojul jo juawjsedag
efulo3ITe) Jo A37SiaAtug

AatBuet jed ‘u4q

2sieé  v) ‘oBajg ueg
pJeaainog eujyeje) 1.2
llut 2POD

133u3) swaiskg uesop reAeN
q49que] "y piaeq "4@

ZLLi8L sexdy ‘utrasny

g2°t ltled J9juged °‘§°

£32uatog Jaindwo) Jo juawquedaq
ui3sny e sexay jo A3ysuaatun
saadiny utwefuag ‘'4g

2Loot AN 'ndox meN

£GL ¢ cady

a8el11A @4enbg uojlBuyysemn 2
zZueJy K ptaeq “Ja

EE251 ¥4 "uBungs1itd

anuaay Auaylariy 00§
Kquno) AuayBatry

3o 333119 A37unwvwo)

ABotoycdsd jo jusmisedaq

: AASA030) Yauudy ‘Jq

8EL20 YW ‘s8pyaqume)

"8 puen4ty €€

T1eH sawef weyyyiM 9£2i
A31s4aATUn paeALEy
ukissoy usydaag ‘4g

nif2Z YA ‘erapuexaly
uojBuiysen ' 00tLL

oyyuny

UOTRTATQ YDLeIsaY Butuiesl
Ja8eury weufo.yd

443Uy ajze ‘d4g

£1251 ¥d ‘usungsiilg

Kaed Kaguausg

ABo1oydhsd jJo uswiuedaq
A11sJaAtun UOT[3W-a1Baude)
44eTy praeq *4q

60i8h IW *J0quy uuy

Butpling Butasauldul -3 gz2)
Bura2sutdul jo aBatton
U0T1EdTUNLWO) TeOTUYdAL
ueSTyoin JO Aiisdaayup
seJaly pyAeq ‘Jq

Lilzb ¥O ‘autady
20U819g s4d1ndwo) pue
uoYleWIOIU] JO Judwjdedag
eTuJd03ITE) JO A3tsaaajup

431Q1) sjuusq °4q

01690 1D 'uaaey May
133415 WMo L2
‘sat103220Q°77 SUTHSEY
0873y 33095 "uq

£0kL6 4O ‘ausBn3

uodsup Jo Lq1saaajup
ABotoydfsd jo juawidedaq
3139) "M ulAd3g ‘ug

E£EE22 VA "eiJpuexaty
anUAAY JamOYuast3 {006
3INITISUT Youeasay Auway
238) ‘S UCITIR °dQ

il XN ‘9Bedyssg

ni-702 SK

uotijedsoduao) svedsousy uewumun
Staey sO7I3amaq " J4q

LXL ISA VAQ¥NYD

eIquNTo) Yst3tag *J4aanooueyp

T1eW UTeW £502-4SL e

ABoToydhsd JO quauwquedag

BIQUNT0) USTIT48 JO A3Tsudajun ayl
uewauyey Tajueq °4q

€1261 Vd ‘uBdngsiatd

nied Laiuayog

ABoloyshsd Jo juswjaedag
A31s42ATUn UOTIIN-21B3uae)
4SNP [3%4eR *J4g

8121z QW ‘3Jowyyten

K3tsaaatun supxdoy suyop ayr
ABoToyshsd

Jo juauiledag ‘d4yeyn

Jaeytraunyg/gson

LE/01L/5861

hoEn6 ¥3 '031Y O1ed

peoy YTt 28ed L0GL
$a7403210qe] piENOEd-133MIY
433ua) yododseasay 2aqndwoy
Satajyer uiqoy “J4q

1095~6E28L X1 @4V s300.g
THRAY
Japueuwwoy

TAJBL *M BTLUBY (0D

80262 25 ‘elQUNTOD

euy 1048y yinos jo AatsJaAtun
ABoyoyohsd jo juawidedag
suocJeuuep 343qQo§ °*J4g

82212 QR ‘ST1iAsuoien
puethaen Jo K3ysdaayup
£Botoyodsg jo judwjsedag
uasI DTV “4q

£6026 v¥O ‘ettor eq
ason

(510-0) @duatag aariyuso)
103 @3n3313SUp
dnoug swaysAg juaByrralul
SUTY2INy p3 *J4g

. GD186 YA ‘aT33e3g
uojBuTysem Jo A37SJaATUR
A3otoyshsq jo juswyaedag

Juny t.4ej tJaq

60igh IW *doquy uuy
peoy plexoed OfE

d97ua) aduewiojJad uewny
ueBTYoTH Jo Aarsdaatun
NeOATOH U31aY *4g

EEE22 VA ‘etllpuexaly
anu3aAY 4aMOYUIS1II (006

§90UdTOS TBT00§ pue TeLOTABYSR
ay3 40J 23In31ISUY yodeasasy Auway
PUETO} eSSTaH °4q

60180  IW ‘Joquy uuy
ButasauiBul 3se3 £1£2
uedTYSTH Jo KIrsJaatup

pueiloy uyor °Jq

3Ideytaung/gson

LE/0L/SBEL

£6026 vo ‘eyicr el
asan

(GL0-D) aduaiog aataiyudo;
403 @In31isul
dnoun swaisAs weBTiTaIL]
ueiloH wif *Jg

€1251 vd ‘yBungsiayg
K17saaATun uolTaW-318auden
Jusulsedag 3°uajds J23ndwo)
uo3uty Ledjjoen *uq

0RG80 N ‘uo3aduTUd

0n2 ?31Ing *123J35 nesseN (2
EJDUIIOS uteag

pue jeJolAeyag ayl ‘Joalp3

peuJey ueaals

06502 2q ‘uoiButysem
uol3LpUNOJ FVUITOS TEUOTIEN

uoTl1ednpl pue [IUUCSJI4
ButisaurBuy pue 51jraualog
1adeuuey Aey °ug

€1828 14 ‘opuelag
Q31N
tawey 1Kaay) ‘J4g

L0222 ya "uciButyay
Y3IJON ‘pecy pdatE Qién
*oUl '$a@04nosay JJTeH

JITeH "W KdJuay "4g

71642 N '11TH 1adey)
£0121819e3501g JO uawiJedaq
eull1od4e) yidoN Jo Aarsaaatun
qiqeq "} pewweyny "aq

1220 VW ‘ucisog
A1i1sd9At1up LOISOE

33243g ucjBurumng |||

nhe WoCK

SwWIASAg aaT2depy J0) Jajus)
8uaqssodn uaydailg *ag

02819 T ‘uPreduryy
ABoroyddsd jo uanisedag
S10UTTII Jo Katsdaajup
uBnouaaun WEITTIN "4Q

02L%6 ¥O ‘Katanieg
BlutojTIe) JO A17sdaAatun
ouasdn ‘D sauer ‘J4q




~

e’ g "

e

b "

;

"

An"RAa ") o 0

Aa-3 A i Aa i a/

»v s JWULLTS

1N

L3RI A 4500 1 e ) e

TrpeLrrerwyw

ONR DISTRIBUTION LIST

€125t vd ‘y3ungsiiig
123415 edey,0 6E6E
ydangsiatd Jo KaysJaatun
J913u3) g ¥ Y Butudeaq
UOSSTYQ UBTT3I§ *dq

LEQ0-68006 Y2 ‘satafuy soq
ABotouysal pue ABoyoudAsq

1euoiaieonpi jo *3dag

108 HdM —-- UOT3IBONPI JO TOOYdS

eTuUJOJTITR) ul1aYINOS JO A31SI3ATUR

c4p “T18N,0 "4 Addey tag

06£02 2 ‘uciPurysey
L29e #po)

Ks03e40QeT Yoleasay Teaey
*42013J0 Butpuewwo)

26126 ¥y 'oBa1lg ueg
T102d 2PQ)
JQHdN ‘Kaedqrq

25126 v) ‘o8atq ueg
(LOE 3POI) DAUIN
*230133J0 3J0ddng 13314

25126 ¥O ‘0dayq ueg
(L0 3pOD) JaH¥dN
‘qeT swaysAg (eUOljeZIUEdUD ¥
| §4030e] ueuny *1030341Q
25126 ¥y ‘oBarq ueg
(90 3p0o)d) JqUdN
*LJ1ojeuoqe]
12uuosJag pue tamoduey ‘J4032347Q

25126 vO ‘oBarg ueg

{50 3pP0D) JdH¥dN
*Kioqeaoqe’] Bujuied) *J4030341Q

£6026 ¥O ‘erTor eq

eruaojrre) jo K31643ATUN
20ua70g aajaTuBoO) J0J 23n3T3SUT
uewJoN ‘Y pr-uod *4q

€£1251 ¥4 ‘u3anqsiarg

Xde4 Aatuaysg

Aytssaatun uollan-atBaulen
ABoroyohsd 3o quawisedaq
T19MaN USTIV g

Adeyrawny/gson

LE/01/5861

£6026 VO ‘etrtor eq

efudogyrTe) jo A3rsdJaayup
@0UPIOS SATIIuBO) 4O IINITISUT
UOABN PIABQ g

LL206 ¥O ‘yoesg opuopay

400Td Yy ‘oA Bu3TI °S GHBL
osn - satJojedoqe]

ABoiouyosal tedoyaeyag

oLuny UBTLY °4g

nOEn6 ¥3 01Ty oled
Peoy TITH 230A0) EEEE
2¥Vd xouay

UBJOW WOl *uJg

25126 vo ‘oBajg ues
€L 3p0J 0GHEdN
anBequon WEITTIN 44

05502 24 ‘uojBuiusem
uocT3epunog I0UITOE TeuorIeN
uor38onp3 pue TAUUOSIAG
Sutsd9urBul pue O1JTUILIG

JBUTOW °"H Maapuy “JIg

OnG80 PN ‘u033dugsd
A31S49ATUN UOCIIDUTIG
11BH uaaan

ABotoyohsd Jo uamJedag
JITTTH Vv #8409D g

0005-L1222 VA ‘uoiBuirday
Kouind °N 008

EELL 3pO)

yoJdrasay TeAEN JO 301330
ZHIR0JLA3K T¥Y "4q

80202 2q ‘volButusen

umoJsg neZl

uojjesnpi jo quawiuedag °*s 'n
PIBIBN SNYILY " 4Q

0L£02 2a ‘uociButyces

L4910 dOAVN

§a1pnig pue *uawdolaasg
‘YdJeIsIY JdHW 40) JUBISISEY
19BYDIHOK Sawep *uq

25126 ¥O ‘o8aq ueg
43qUa) T4 [duuOossdd Aaey
ueTyoeIon aor *uq

L1126 VO ‘auyaAsl

BUTAJI ‘eBluJOjTTE) JO A3TSJaATUN
Aioway pue Bujudes] jo

£307101qo0Jnay Y3 JOJ 137ud)

y2nenon "7 sauwer ‘uq

€1261 vd ‘yBungsiatg
£33s4aatun UoTTaR-2TBaule)
A8otouoksd Jo quamiledaqg
puer1alIon Aep *ug

L0126 Y0 ‘oBaiq ueg
399438 UIQ I$8M 0421

‘oul yotacueaep
'aocedg ‘q4noddey O/
uotjesodio) TevfBoroyodsyg
IpIJgOH samep °Jug

90LE6  y) ‘eieqleg ejueg
eTUJOjITE) JO K3T18J43Atup
L3oroysdsd jo usuidedag

Jakey 3 pLeyd Ty °*J4q

80262 2§ ‘eBIQUMIc)

euiToJ4B) Y3anog JO LIySJ3ATUR
9ouatog Jayndwo) JO juawjdedag
SMIYIIEH W uOuURy " ug

28126 V¥ ‘odsig ueg
Aiysdaatup @3e35 08a1q ueg
Kfotoyohsd jo -idag
118Ys4el °d R4pues ‘dq

g052¢ 14 ‘erocesuag
uoyIeIs 1Y 1eaey
Sujuted] pue
uogqeonpi TEAEBN JO JaTW)
Kotew *7 WeITTIM “4@

9e298 Z¥ ‘K3181H
fh x4 "0 °d
uoh uog *4q

L1126 Y3 ‘autadr
Auoway pue Buiudea
Jo ABoroTgQounay aul JoJ 13qu3d)
ejulojiren jo Aaysaaatup
youl L4en *ag

go262 5S ‘BIQUNIOy

eujlode)y yinog jo A3IsJeatup
Aydeafcan jo radag

pAci1 qod "ug

IJeyrauwng/Qscn

LE/OL/SB61

60£08 03 ‘Japineg

0fn xog sndues

aouayog <43indwos jo juawisedag
opeJo10) jo A31sJ3ATUf

STMIT uolher) “ug

10819 11 ‘uBteduey
STOUITII Jo Kaysdaatun
*8p1g uoriesnpld 012
ABoroysAsd TeuoriEONp3
FUTADT TIBYDIW " 4Q

£6026 ¥O ‘erter el

vE£00d
us131udo) ueuny

aat3eseduwo] Jo3 Aioreuoqe
eTuJ0 IIR) JO K1TS43ATUY
utA®l wyf “d4qQ

06502 2a ‘uociBuiysem

193435 9 0081

uojlepuURcy IQ2UITDS TeuolleN
£a5UITOS TBJNAN pue (eJdofaeyag
40103470 uolsjAIg Aandag
JBUYsI] uely *ag

09261 ¥4 'uBanasaatg
y84nasi3td Jo L31ysdaatun
Jda3ua) gyy Putudead
PIOBSaT "W Uely °Jd

20122 YA ‘uedIoW

0Ll 33ing

dAT4Q youeug sauop 926L
*daoy ABoyouycal §vd
Jauys] 3 1ned " 4g

nG220 VR ‘weyilem

pecy ueAlds on

*2u] ‘sajJojedoge] 319
Y4 ‘seduadg uotliPmIOJUL
131me] 143Q0Y " 4Q

€126 ¥d ‘uBan3siiyg
KBoloyohsd Jo uauvidedaq
Ky3saaatun uotian-diBavae)
UIHS®] (1ED Td0

qLCL2 ON "1TIH 12deud

YELO T1eH ataeq

sqe] auojEJnyl "7 7 AUl
euyto4ey yidoN jo K3ysiaatun
uewsue] AsJaey ‘aq




80202 2a ‘uojFulysepm
"MTN 133435 UIEL 0021
3IN

3618 wooy

1e8ag yitpnr “4q

09251 vd ‘4Bungsiatg
ydianqsiitgd Jo A3ysuaajun
437U3) q¥Y Bujudead
pP131joyds vuer “uq

ONR DISTRIBUTION LIST

0926t vd ‘uBungsiatg
3199435 euey,0 6£6E
ydingsitd jo Lagsaaatun
Jajua) gyd Sujudea
49pfauydg Jaitem g

€EE22 YA ‘elupuexaly
INUIAY JIMOYUIETI 100§
NIIISUT yodeasay Amay
sowseg 1423qoy *J4qQ

02590 12 'uaaey may
uojielg 1€y ‘vil xog
ABoyoysAsd jo jusuiaedag
Kyisasatun atex

Tsnweg JnyjzJdy °4g

9ib6LE NI ‘STTTAXOUY
aassauual jJo Aijpsuaatup
ABoroy2isd o Juawidedag
ewifowes ofrung *Jg

01690 1D ‘uaaeq maN
333435 UMod) 0L2
$91407010Q87 Suidsey
ueuzi(es "7 °*3 ‘J4q

£6026 vO ‘ertor e
eluUJOjITeD JO “ATup
Buises001d UOCTIRWIOJUT
uewWNy JOj J433ud)
1deyrauwny pyaeq °uq

8€120 VW ‘3¥pruquey
A31sJaATUN pieAdRH
193415 PJOIXQ |

809 WOOY ‘J37uUI) IDUITOS
quawisedaq $2(31513018
ugqny preuoq °J4q

34ey13wnyg/gsan

LE/0L/5861

- s

2EE0E ¥O ‘eaueray
BuyasaugBug

Swayshg § 1ETJLISNDUI JO Tooyd§
Ao[ouyas] jo ainiTIsur erfuosg
asnoy g weyirIiy ‘uq

nl6L0 N *TUIH Aeauany
BNUIAY UTeIUNOK 009
9Sn-de mooy
£at409es0qe (lag 131V
Jdonyaoy *z Isudy ‘Jq

10212 OW ‘?iowryieg
3834195 au3Iaan yinog gz
A3oloanaN jo juswiuedaq
JUIDIP3H JO [ooydg
puethiey jo A31sJdaatup
ey838ay -y sawer -uq

€1250 vd ‘yBuanqsaaid

Aied A3juayog

A11sJanrtu) uolTaW-arBauaen
ABoToyoked Jo juawijuedag
dapay auuky cuq

££€22 ¥A 'eripuexaly
*3AY Jamoyuastl | 00G
2103 138U] Yodeasay Away
J1-1¥3d INLLV

ex3054 udasor *ug

SCEn6 ¥D ‘pJojuels

T18H uepusor -- togn "8pig
KBoioyohsd Jo juawisedaq
A3ysJdaAatun paojuess
welqrJdd t4ey -aq

£0nl6 O ‘auadng
ABoToyohsd jo jusuwiiedaq
uofaag Jo K3tsuaaayup
J3usod NI “4Q

60808 02 ‘49pinog
ABotoyshsd jo juawisedag
opeuolo) jo K1jsdaatup
uosl1od 433134 °J4q

6C£08 0D ‘J43pnog
OpRJ4OT0) JO AIISJaATuf
9ng xog snduejy
K3o7oyodsd Jo juswiuedaqg

uos o4 eyilsey 'uq

LE/01L/6861L

6E1LC0 YA ‘2Epluque)
“LUITR

g10-013

ABotoyohsg jo juswisedag
Jaxuld uaa’1g ‘uq

0h6E6 ¥O *Kas23uoy
100Ydg 23enpe.B1s0q (eAeN
*90uldtog J4aandwo) jo juawisedaq

££22 VYA ‘Eyuapuexaty
SNUIAY JIMOUUASTI 00S
(I1~1434) 1y¥Y

23434 Aey ‘g

90L£6 VD) ‘edequeg eausg
ABoroyshsd Jo uausedag
eieqieg ejueg
‘etusojtre) jo K1isdaatup
outl48ay1ad "M sauep ‘ug

GEZQL X1 ‘g3v sxooug
THHaY
dufed praeg (°44) 157 "31

25126 ¥ ‘o8atq ueg

491U3) Gyy T2uuosiad Laep
swaysAs Butureds] - 26 apoy
uosined edjeq

LLE22 VA ‘eiapuexaly

*1§ pseBauneag ‘N L0§L
sasATeuy IsUI 3G J40OJ 23INIATISUY
Axsuerag assor "ug

£€€22 vA ‘erdpuexsty
INUIAY JIMOUUISTI 100G
83INITISUT YdLeasay Away
nueseJg yarpne "Jq

£0696 YD ‘odsIduUeJg UBS OdY
ase3 Jej ‘3o7jj0 uosiey]
yoJdeasay 1eseN o a3d1jJO
1e18010udAsd

0006-L1ge2 ¥a ‘uciBurtay
*ag Adurnd °N 00§
JHOO 2p0oJ ¥HO
‘sad11ey sduog
dutdey 103 juelsIsSsy eloadg

148K T3WNY/QSON

0LS60 AN “WJOX m3N (d4
6t xog

uopuol *9I013J0 Youeug
yoJeasay TeAeN JO 3d1}in
9syBotoyohsd

(sa3tdoy 9)

0005-11222 ¥A ‘uolBuyyay

192438 A2uind *N 008
ldenil @pod

‘yodeasay Teaey JO ad}jjo

0006-L1222 VYA ‘uciBurrdy

329435 AouInd °N 008
d3znit po3

‘ydJeacay 1eAeN JO 33V)J0

0006-21222 YA ‘uciBurtay
*3§ foutnd) N 008

Znit apo)
.:ouwuﬂux TeaeN Jo ad13J0

000G-Lt222 YA ‘uciBuriay

333435 Aouind N 008
dNinit 3po)

‘yoaeasdy (eaeN JO 901330

0006-L1222 VYA ‘uolBurlay
333435 Aoutnd N 008

EELL 2poO)
‘yoleasay leaeN JO 8010

0005-L1222 ¥A ‘woiBurluay
39241 AduUTNY yadoN 00§
Vhlllt 2p0)

yo4easay TBABN JO 321330
‘dno1n soTIRWRLIEN

0005-L1228 VA "uolTuitdy

123435 Aduind yizon 008
yodeasay TeaeN jo 3drjjo

‘sweaBouq yodeasay ‘dJoyodauiqg

000S-L1222 YA ‘uoiBuiluy
122435 Aduind ulJoK 0CB
2L apoo

yoJeasay [eAeN JO 301330
‘swesBodd ABorouyoal ‘Jcirdsailg




v

TT—

P

e

ol

—

R N

Lal

~

B B ne s o

—

s e o

ONR DISTRIBUTION LIST

En6E6 Y3 ‘A3ualuol

%225 3P0

Tooyog 23enpeJafisod reaey
epA7  13eudTIW °J4q

0005-L1222 YA ‘uojBurray
‘g Kournd N 008

onti 3pod

yo4easay [eABN JO 291J]0O
432330407 UIAIIS °4q

06502 2q ‘uociBuiysep

uoljepunog 3oUITOS [EUOTIEN
$8552904g

aAt137udo)y y Asoudy

Bunox 7 ydasopr °Jg

LoErE ¥3 ‘o031 oT8d

0L2 3Ing

3NusAY U01141 (8L

uoylepunog juawmdolarag waisAg
AIOX T4BD 4K

AQNYIONT ‘uoa3g

0N KX3 4833x3

4313x3 Jo K3ysuaarup
30ua1og 493ndwoy jo *adag
fuepzex pnosen °4gq

0£208 00 °84Y AJmoq
L1871/ T4HAY
agniesex aop ‘g

C006-L1222 VYA ‘uoiBuriay
399435 AouInd Y34ON 00§
dNLniL @po)

yoJeasay t1eaeN JO I0V}JO
PJEMpPOOM pPlRUOQ " JQ

2St26 ¥o ‘ofaig ueg
423U9) q 3 M Touuosiad Aaey
JIOASTIM "4 uTIden "J4q

£E€€22 YA ‘ejJpuexaly
ANUAAY JamoyuIst3 L 00S

€3DUIIDS TeID0g pue Tedojaeyag
943 J40j a3nitisul Amiy "gtp
42YsStM 'Y 343qQOoy4 *J4Q

02819 11 ‘utedueys
STOUTTIT Jo A3rsdaatup
£BoToyoksd jo auamiaedag
SUIXOTM J3udolsTIUY “dg

niGl2 ON *TUH Tadeyd

Tooyds 1e37pan

ABoTo1shyd Jo 3uswiiedag
RUTTOJE) Y3JON Jn K3TSJaAatun
13s3T1uM Adaeg “uq

25126 V3 ‘o8a1q ues
137U3) Q34 1Puuosadd Kaey
2l 8pop

12213M se(8nog -uaq

2G0%6 YD ‘edey) ejueg

me xog ..U>< UBewaio)d mw——
eqe] Bujssauydul (eujuan
uojiesodi0) JWd

Q4NODEIM L Y1) ‘4

LI26E  SW ‘uosyoep
122435 Youky "y °r G2
A3ISJaATUN 37R3G uosyoep
uapy Bung-yrug °Jq

0005~L1222 YA ‘uoiBuiruy
199435 AoUTnd YI40K 008
titl 9poo

yodJeasay [BAEN JO 301}J0
uewBay pdemp3 -4g

HOERE ¥I ‘O3[¥ oled
Peoy TTTH 310400 £EEE
o4V4 x043X

uya  uep Juny cdg

ldeyrawny,g3on

LE/OL/5861

e ik

LESC

neL96 IH ‘entrey
L66 xog

qe] Tiemeq ‘DSON
18330 WEITTIM *4Q

08£02 2@ ‘uojButusem
02-1dW apo)
sdio) autJed °S °n ‘sdejaenbpeasy

25126 VO ‘08310 ueg
423U3) Qyy T3uuosuaad Kaey
103093410 TESTUYDSL
a1eppasm] sawmep °ug

S0ERr6 VO ‘paojuesg
ABoroychsqd jo *3daq
A31s43ATU} paojueag

Axsdaal souwy *uq

01690 10 ‘uaaeq map
193435 uMod) QL2
$31J403€J0QR] SUIXSEY
Aaaany 1 19eYDIW "4Q

£0212 QW 'uosmol

A31sJaaTun 21835 UOSMO]
3ouatrog Jaandwon

JO juawjaedag ‘Jiey)

S0En6 ¥O ‘paojuesg

11eH veptof - 102n "Bpig
ABotoyohsgd Jo juauiJtedaq
Aa1sdaAatun paojuess
uosdwoyy 4 pJeysty *Jgd

2€E02 2a ‘a4y Burrrog
IN/YSOSY
AauBuey uyor *uq

S0En6 VI ‘pacjuesg

§30U3}0S [EFOOS IYY UT €3[PNIS
Teojiewayley 40) 33nljIcUl
A11s49ATUn PuOJURAS
saddng 3oj13ed "ug

hiE22 YA ‘ejJpuexaty
uolBujysen S OOLL

oyyuny

UOTISTAY] Ydo4easay Bututed]
511U Og Jieas 40Tuag
BY21I§ ‘r 1ned tu4g

1Jeyiaunyg /qson

GES

8£220 ¥W ‘@8pruque)

*3§ UoInoK 0L

*oul ‘uemmaN ¥ %aueJag 110g
SUAABLS 142QTY "4Q

noL6L  ¥d ‘etudtape(iud
332495 jnutes §1QE
ABoroyshsqd jo juacisedaq
eIuBA TASUUdd JO A31SJ3ATUN
fJ42quuaig ineg "4g

80262 2§ ‘erqunic)

eurTode)y yanog Jo K31ssaAtun
AydeuBoarn jo *adag

RUTIIS PRl ‘4

21620 I¥ ‘@ouaprAOLg
ABotoyohsd jo auamasedag
A13sJsatun umoag

aysodg 1 ukiuiey -2g

90En6 Y2 ‘pJojuesg
A11849A%uUn paojueas
ABoToyndsqd jo juamisedaq
mous ‘3 pJeqdTy *Jg

€125L ¥d ‘uBingsiatd

nied Aatuaysg

K118 13ATUR UOTTIW-3T1Rouse)
KBoroyoshsqg Jo uamigedag
uowis ‘y 243Quay "4Q

6£120 YW ‘@Bprique)

11K

ButaaaurBuz (EOtUEBYOAK Jo '3dag
oo uepiJaus "4 ‘1 "4q

g0202 Jq ‘uoiBujysep

9081 dois Tvew

2932315 U6l 0021

uojjeonpi Jo 9IN3TaASU]l TeuojieN
o3jeus g Y elAlhs tug

€EE22 YA ‘®lapuexaty
‘aAY Jamoyuasid 100G
21N317asL] Yvaeasay Lway $n
19P18S "I 1J43q0y ‘4




I RO NI SO D I VN I et e S A e R ot W9 T8 e 20 MO S0 A0, a0, 0, "5, 200, %y 0, 0, B % W "B % Wi ok D ng ag ' NS ]

{ P
-

LY
37
% 4
N
e

e
5
XXX
PASULH

Ry

)
'

R
-g° ¥

! Mo

.

.

S X

Y

-~
’
N
.

AP SR P S
PRI W WL YA, WY




